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OZET

MAKINE OGRENMESi YONTEMLERI KULLANILARAK ORTAOKUL
OGRENCILERININ BASARILARININ DEGERLENDIRILMESI

Egitimin hemen her kademesinde hedef 6grencilerin basarili olmasidir. Ogrenci
basarisini arttirmak icin ise basariya etki eden unsurlarin tespit edilmesi ve ihtiyag
duyulan alanlarda 6grencilere destek verilmesi 6nem arz etmektedir. Bu ¢alismada
makine 6grenmesi yontemleri kullanilarak 6grencilerin ders basarisina yiiksek oranda
etki eden degiskenler yardimiyla 6grencilerin yilsonu basart durumlarini tahmin eden
makine Ogrenmesi modelleri gelistirilmis ve bu modeller aras1 karsilagtirmalar
yapilmustir. Bu amagla Istanbul Esenler’de resmi bir ortaokulda egitim goren 307
7.smif 6grencisine basariya etki edebilecegi diistiniilen sorularin yer aldigi 31 soruluk
bir anket uygulanmistir. Anket cevaplar1 temel alinarak ve 6grencilerin bir 6nceki
donem yilsonu notlar1 kullanilarak makine 6grenimi algoritmalar1 yardimi ile basari
tahmini yapilmistir. Basar1 tahmininde Random Forest, Gradient Boosting, Support
Vector Machine olmak iizere 3 farkli makine 6grenmesi algoritmasi kullanilmustir.
Calisma sonucunda ankette yer alan 6devlerini diizenli yapip yapmama, iiniversite
okumay1 isteyip istememe, ders sirasinda not alma, anne-babanin egitim diizeyi
degiskenlerinin yilsonu basarisini oldukea etkiledigi goriilmiistiir. Basar1 tahmininde
en basarili modelin %90 orani ile Gradient Boosting algoritmas: kullanilarak
gelistirilen model oldugu gozlemlenirken en basarisiz modelin ise %82 orani ile
Support Vector Machine algoritmasi ile gelistirilen model oldugu gézlemlenmistir.
Daha erken bir asamada basar1 tahmini, kurumlarin 6grencilerin genel performansini
artirabilen etkili 6grenme yaklagimlarin1i g6z Onilinde bulundurarak net kayit
yonergeleri olusturmasina ve zayif performanslardan kacginmasina olanak
saglayacaktir.

Anahtar kelimeler: yapay zekd ve egitim, kisisellestirilmis egitim, makine 6grenmesi,
akull egitim



ABSTRACT

EVALUATING THE ACHIEVEMENT OF SECONDARY SCHOOL
STUDENTS BY USING MACHINE LEARNING METHODS

The goal at almost every level of education is for students to be successful. In order to
increase student success, it is important to identify the factors that affect success and
provide support to students in areas where they are needed. In this study, using
machine learning methods, machine learning models that predict students' end-of-year
success status with the help of variables that have a high impact on students' course
success were developed and comparisons were made between these models. For this
purpose, a 31-question survey was applied to 307 7th grade students studying at a
public secondary school in Esenler, Istanbul, including questions that were thought to
affect success. Success prediction was made with the help of machine learning
algorithms, based on the survey answers and using the students' end-of-year grades
from the previous semester. Three different machine learning algorithms were used to
predict success: Random Forest, Gradient Boosting and Support Vector Machine. As
a result of the study, it was seen that the variables included in the survey, whether they
do their homework regularly or not, whether they want to go to university or not, taking
notes during class, and the education level of their parents, significantly affect the end-
of-year success. It was observed that the most successful model in predicting success
was the model developed using the Gradient Boosting algorithm with a rate of 90%,
while the least successful model was the model developed with the Support Vector
Machine algorithm with a rate of 82%. Predicting success at an earlier stage will enable
institutions to establish clear enrollment guidelines and avoid poor performances,
taking into account effective learning approaches that can improve students' overall
performance.

Keywords: artificial intelligence and education, personalised education, machine
learning, smart education

Xi



1. GIRIS

Egitim, kisilerin topluma faydal1 bir birey olabilmeleri i¢in gerekli bilgi, beceri
ve anlayislarin kazandirildigi planl bir siirectir (TDK, 2023). Egitim siirecinde
yasanan aksakliklar biiyiik ol¢iide toplumun gidisatin1 etkilemektedir. Son yillarda
iilkemizde yapilan gerek ulusal smavlarda gerekse PISA (Uluslararast Ogrenci
Degerlendirme Programi) ve TIMSS (Uluslararasi Matematik ve Fen Egilimleri
Arastirmasi1) kapsaminda yapilan uluslararasi sinavlarda 6grencilerimizin sinav
ortalamalarinin olduke¢a diisiik oldugu goriilmektedir. Tiirkiye uluslararasi sinavlarda
averajin altinda kalarak son siralarda yer almaktadir (Acar, 2012; Sarier, 2021). Bu
sebeple Ogrencilerimizin basarisini artirmak amaciyla pek ¢ok proje ve calisma
yapilmaktadir (Firat, 2019; Mahmut ve digerleri, 2020). Ogrencilerin ders basarisinin
artmas1 i¢in Oncelikle basariya etki eden degiskenlerin belirlenmesi ve bu
degiskenlerin iyilestirilmesi 6nem arz etmektedir. Basariy1 etkileyen pek cok etmen
vardir. Aile yasantisi, anne babanin egitim durumu, sosyoekonomik durum, g¢evre,
okul, 6grencinin derse katilimi, 6grencinin basarili olacagina inanci bu etmenlere

ornektir (Dursun ve Yiiksel, 2004; Guven ve Cabakcor, 2013).

Makine 6grenmesi algoritmalari, veriler arasindaki kompleks iligkileri en ince
detaylarina kadar kavrayabilen, verilere dayali yordamalar yapabilen, gerekli
durumlarda karar verebilen algoritmalardir. Bu algoritmalar ile egitim 6gretim donemi
oncesinde performans tahmini yapilmasi potansiyel basarisizliga kars1 erken 6nlem
alma imkan1 taniyacaktir. Hemen her alanda kullanilan makine O6grenmesi
algoritmalar1 akademik basarinin erken tahmininde de siklikla kullanilan

yontemlerden olmustur (Agarwal, 2013).
Makine 6grenmesi algoritmalar1 egitimde pek ¢ok alanda kullanilmaktadir.

- Ogrenme Stillerinin Tespiti,
- Kisisellestirilmis Egitim (Akilli Egitim Sistemleri),
- Icerik Gelistirme,

- Olgme Sistemleri,



- Diyalog Tabanlh Egitim Sistemleri,
- Egitim Yonetimi,

- Akademik Bagar1 Tahmini bunlardan bazilaridir.

Egitimde veri madenciligi ve yapay zeka algoritmalarinin kullanilmast,

- Cesitli analizlerle 6grenci diizeylerini belirlemede 6gretmelere yardimei olma,

- Ogrencilerin zay1f veya giiclii yonlerine yonelik ilgi cekici materyal ve igerikler
sunma,

- Ogrencilerin performansini takip ederek degerlendirmelerde bulunma,

- Dersi planlama asamasinda 6gretmene destek olma,

- Kisisellestirilmis egitim platformlar ile 6grencilerin hizina ve 6grenme stiline
uygun icerikler sunma, gibi pek ¢ok katkisi ile egitimin kalitesini arttirmakta ve

ogrencilerin daha verimli 6grenme deneyimleri kazanmasini saglamaktadir.

Basariya etki eden etmenlerin egitim donemi 6ncesinde tespit edilmesi ve diigiik
performans gostermesi beklenen 6grencilere ihtiya¢ duydugu konularda destek

verilmesi dgrencilerin bagarisini arttiracaktir (Zeineddine ve digerleri, 2021).

Bu ¢aligmada egitim 6gretim donemi basinda 6grencilere bir anket yapilmis ve
ankette 6grenci basarisina etki edecegi diisiiniilen unsurlara yer verilmistir. Yapilan
anket cevaplari temel alinarak makine Ogrenmesi algoritmalari ile modeller
olusturulmus ve ders basarisina yiiksek oranda etki eden degiskenler belirlenmistir.
Ders basarisina yiiksek oranda etki eden degiskenler yardimai ile de 6grencilerin basari
durumlarina yonelik tahminde bulunulmustur. Basar1 tahmininde e-okuldan alinan bir
onceki donem yilsonu genel basari ortalamalar1 kullanilmigtir. Egitim 6gretim yili
basinda Ggrencilerin genel basarisinin tahmin edilmesi diisiik basar1 gostermesi
beklenen ogrencilere yonelik rehberlik calismalari yapilarak olasi basarisizligin

engellenmesine imkan tantyacaktir.



2. LITERATUR TARAMASI

Makine 6grenmesi yontemleri kullanilarak akademik basarinin tahmin edilmesi
konusunda yapilan literatiir taramasinda yurt i¢inde ve yurt diginda bu konuda pek ¢ok

calisma yapildig1 goriilmiistiir.

Irmak (2023), tez ¢alismasinda metin madenciligi yontemleri ile uzaktan
egitimdeki sorunlar1 tespit etmistir. Veri seti olarak Tirkiye’de bir devlet
iniversitesinde gorev yapan akademisyenlerin ve egitim goren Ogrencilerin
uygulamalar {izerindeki yazigsmalar1 kullanilmistir. Calismada 6 farkli regresyon
modeli kullanilmistir. Sorun tespitinde en basarili modelin yapay sinir aglart oldugu

goriilmistiir (Irmak ve Ecevit Sati, 2022).

Hussain ve Khan (2023), makine 6grenmesi kullanilarak ortaokul ve ortaggretim
diizeyindeki 6grencilerin akademik performansinin tahmin edilmesi konulu galismada
denetimli makine 6grenimi yaklagimlarini kullanilarak dgrencilerin notlarina ve not
tahminlerine odaklanmistir. Bu arastirma ¢alismasinda kullanilan veri seti Pesaver,
Khyber Pakhtunkhwa Ortaokul ve Ortadgretim Kurulu'ndan (BISE) elde edilmistir.
Calismada 4 farkli algoritma kullanilmis ve calisma sonunda not tahmininde en
basarili algoritmanin % 96,6 orani ile Genetik Tabanli Karar Agaci algoritmasi oldugu
goriilmistiir (Hussain ve Khan, 2023).

Kye (2023), tez calismasinda ABD iiniversiteye kayit tahmini modelleme i¢in
siiflandirma performansinin karsilastirmali analizi Konusunda ¢alismistir. Calismada
Midwest kentsel bolgesindeki kar amaci giitmeyen bir {iniversitenin 4 yillik bir
programina kabul edilen ve her biri 50 iliskili 6zellige sahip 108.798 6grenciye iligkin
yedi yillik veri seti kullanmustir. Ogrencilerin iiniversiteye kayit kararlarmi tahmin
etmek icin 4 farkli regresyon modeli kullanilmistir. Kayit icin {iniversiteye gelen
ogrencilerin verilerinden yola ¢ikarak kaydolma ihtimali diisiik olanlar ve kesin kayit
olacaklar tahmin edilmistir. Mevcut ¢aligmada destek vektor makinesi ve yapay sinir
ag1 modelleri tniversite i¢in uygulanacak en iyi tahmin modelleri olarak

tanmimlanmustir (Kye, 2023).



Baasha ve ark. (2022), yapay zeka modelleri kullanilarak lisansiistii akademik
performansin degerlendirilmesi konulu ¢alismada Malezya'da 6zel bir {iniversitenin
lisansiistii egitim programinda egitim goren 635 O0grencinin gergek verileri veri seti
olarak kullanilmustir. Cesitli regresyon algoritmalar1 yardimiyla 6grencilerin basarilar
tahmin edilmistir. Calismada 6 farkli regresyon algoritmasi kullanilmistir. Calisma
sonunda yapay sinir aglari algoritmasinin maksimum tahmin dogrulugu ile %89

oraninda basarili tahminler yaptig1 goriilmiistiir (Baashar ve digerleri, 2022).

Bastem (2021), tez ¢alismasinda makine 6grenimi ve istatistiksel yontemler
kullanarak 6grencilerin programlama dersindeki kazanim bilgileri ile basar1 tahmini
konusuna yogunlasmistir. Caligmada Kaggle’in sitesinden indirilen Portekiz'de
bulunan iki farkli okuldaki dgrencilere ait veri setini kullanilmistir. 3 farkli regresyon
algoritmasi ile basari tahmini yapilmis ve en basarili tahmin yapan modelin lojistik

regresyon oldugu goriilmistiir (Bastem, 2021).

Abbasoglu (2020), ortaokul 6grencilerinin akademik basarilarinin egitsel veri
madenciligi yontemleri ile tahmini konulu ¢alismasinda Yalova ilinde bulunan 4 farkl
resmi ortaokulda egitim goren Ggrencilere ait sosyodemografik ozelliklerin e-okul
yonetim bilgi sisteminden alimmasiyla veri setini olusturmustur. 8 farkli regresyon
algoritmast kullanilarak bagar1 tahmini yapilmis ve en basarili tahmin yapan

algoritmanin lojistik regresyon oldugu goriilmistiir (Bastem, 2021).

Wakelam ve ark. (2020), minimum kullanilabilir niteliklere sahip kiigiik
gruplarda Ogrenci performansi tahmini potansiyeli konulu c¢alismasinda makine
O0grenmesi algoritmalarinin kii¢iik guruplarda da ise yaradigin1 kanitlamistir. 23 kisilik
tiniversite son siif dgrenci grubu iizerinde yiiriitiilen calismada Karar Agaci, K-En
Yakin Komsular ve Rastgele Orman modelleri kullanilmistir. En basarili tahminleri

rastgele orman algoritmasimin gerceklestirdigi gorilmiistir (Wakelam ve digerleri,
2020).

Lau (2019), yapay sinir aglar1 kullanilarak 6grenci akademik performansinin
modellenmesi, tahmin edilmesi ve siiflandirilmasi konulu ¢alismasinda Cin’deki bir
tiniversitede egitim géren 175 kiz ve 825 erkek olmak iizere toplam 1.000 lisans
dgrencisine ait bilgileri veri seti olarak kullanmistir. Ogrenci performansi, dért yillik

Ogrenim siiresi boyunca standartlastirilmis genel not ortalamasi kullanilarak



belirlenmistir. Calismada yapay sinir aglart kullanilarak makine &6grenmesi

gerceklestirilmis ve basarili sonuglar elde edilmistir (Lau ve digerleri, 2019).

Gok (2017), makine o6grenmesi yontemleri ile akademik basarinin tahmin
edilmesi konulu ¢alismasinda Yalova’da bulunan 3 farkli ortaokuldaki 6grencilere
uygulanan 24 soruluk bir anket sonucunda veri setini olusturmustur. Anket yardimiyla
elde edilen veriler ve Matematik, Tiirk¢e ve donem sonu ortalamalar1 kullanilarak
makine 6grenmesi gergeklestirilmistir. Notlar Milli Egitim Bakanlig1 puan 6l¢egine
gore 100’liik sistemin boliimlenmesi ile olugturulmustur. Calismada kullanilan 6 farkli
regresyon modeli arasinda puan tahmininde en iyi modelin Rastgele Orman
Regresyonu not tahmininde ise Lojistik Siniflandirma Algoritmasinin en iyi basarimi

gosterdigi gortilmistiir (Gok, 2017).

Makine 6grenmesi yontemleri kullanilarak basari tahmini konusunda yapilan

akademik calismalar Tablo 2.1’de 0zetlenmistir.

Tablo 2.1: Literatiir Taramasi

Yazar (Yil) Calisma Yontemler Performans
Odag

Irmak ve  Yapay Zeka Destek Vektor On Lisans,
Ecevit Yontemleri ile Uzaktan Makineleri, Yapay Sinir  Lisans
Sat, Egitimdeki Sorunlarin ~ Aglar1, Lojistik
(2022) Tespiti Ve Regresyon, Random

Ogrencilerin Akademik Forest, K-En Yakin

Performanslarinin Komsu ve Naive (Basit)

Tahmin Edilmesi Bayes Siniflandirict
Christou Makine Ogrenimini Levenberg Marquardt Lisans
ve . Kullanan Yiiksek Geri Yayilim, Broyden,
digerleri,  (&srenim Ogrencileri  Fletcher, Goldfarb ve
(2023) I¢in Performans ve Shanno Geri Yayilim,

Erken Diisiis Tahmini ~ Stokastik Gradyan Inis,
RBF Tabanli Sinir Ag,
Karar Agaci, Bayes Ag,
Destek Vektor Makinesi
Ve Sinir Ag1 Yapisi



Tablo 2.2 (Devam): Literatiir Taramast

Yazar (Yil) Calisma Yontemler Performans
Odag
Hussain ve Makine Ogrenmesi Karar Agaci, Genetik Ortaokul ve
Khan, Kullanilarak Ortaokul Tabanli Karar Agaci, K-  Ortaggretim
(2023) ve Ortadgretim En Yakin Komsular
Diizeyindeki algoritmasi ve Genetik
Ogrencilerin Akademik Tabanli K-En Yakin
Performansinin Komsular
Tahmin Edilmesi
Kye, ABD Universiteye Yapay Sinir Ag1, Karar Ortadgretim
(2023) Kayit Tahmini Agaci, Destek Vektor
Modelleme I¢in Makinesi, Lojistik
Siiflandirma Regresyon
Performansinin
Karsilastirmali Analizi
Alkan, Akademik Basarinin  Lojistik Regresyon, Acik Universite
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Tablo 2.1 (Devami): Literatiir Taramasi

Yazar (Y1) Calisma Yontemler Performans
Odag

Bujang ve  Denetimli Makine Karar Agaci, Rastgele Lisans
digerleri,  Ogrenimi ile Orman, Destek Vektor
(2021) Ogrencilerin Not Makinesi, Lojistik

Tahmini i¢in Regresyon

Kestirimci Analitik

Modeli
Yagci, Egitsel Veri Rastgele Ormanlar, En Lisans
(2022) Madenciligi: Makine  Yakin Komsu, Destek

Ogrenimi Vektor Makineleri,

Algoritmalarini Lojistik Regresyon, Naive

Kullanarak Bayes Ve K-En Yakin

Ogrencilerin Akademik Komsu

Performansinin

Tahmini
Kog ve Liseye Giris Sinavi Destek Vektor Regresyonu, Ortaokul
Akin, Basar1 Oranlarinin Rastgele Orman, Karar
(2022) Makine Ogrenmesi ve  Agaci Ve Beta Regresyon

Beta Regresyon
Modellerini Kullanarak
Tahmin Edilmesi

Yavuzarslan Ogrenme Yo6netim KNN, Naive Bayes, SVM, Lisans
ve Erol, Sistemi Log Kayitlarmin  CART ve C5.0
(2022) Akademik Basar1

Tahmininde Kullanilmasi

Bastem, Makine Ogrenme Karar Agaci, Rastgele Ortadgretim,
(2021) Algoritmalar Orman ve Lojistik Lisans
Kullanilarak Yapay Zekd Regresyon
Yoluyla Ogrenci
Akademik Performans
Tahmini

Aghalarova Onerilen Yapay Sinir Ag1  AutoML, KNN ve SVM  Ortaokul
ve Bozkurt  Algoritmast ile Ortaokul

Keser, Ogrencilerin Akademik

(2021) Performansinin Tahmini
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Yazar (Yil) Calisma Yontemler Performans
Odag
Kanchana Ogrencilerin Akademik ~ SVM, Naive Bayes ve Lisans
ve digerleri, Performansinin Erken Karar Agaci
(2021) Tahminine Yonelik Veri
Madenciligi Yaklagimi
Buraimoh ve Makine Ogrenimi Dogrusal Diskriminant -
digerleri,  Tekniklerinin Ogrenci Analizi, Lojistik
(2021) Basarisinin Tahminine Regresyon, Siniflandirma
Uygulanmasi ve Regresyon Agaci, K-En
Yakin Komsu, Naive
Bayes, SVM
Abbasoglu, Ortaokul Ogrencilerinin  Lojistik Regresyon, Ortaokul
(2020) Akademik Bagarilarinin =~ Dogrusal Destek Vektor
Egitsel Veri Madenciligi Makineleri, Dogrusal
Yontemleri ile Tahmini  Olmayan Destek Vektor
Makineleri, Rastgele
Orman, Naive Bayes,
Bagging, K-En Yakin
Komsu, Yapay Sinir Aglar
Selvi, Bilecik ilinde Karar Agaclari, Yapay Ortaokul ve
(2020) [Ikogretimden Liseye Sinir Aglar1, Bayes Ortadgretim
Gegis Sinavlarinda Siniflandirmasi, Destek
Makine Ogrenmesi Vektor Makineleri, K-En
Yontemleri ile Ogrenci ~ Yakin Komsu, Genetik
Basarisinin Tahmini Algoritmalar
Haridas ve ~ Akilli Bir Ozel Ders Karar Agaci, Lojistik -
digerleri,  Sisteminden Okul Regresyon, Sinir Aglari,
(2020) Performansin1 Ve Erken  SVM, KNN ve Rastgele
Basarisizlik Riskini Orman
Tahmin Etmek
Wakelam  Minimum Kullanilabilir ~ Karar Agaci, K-En Yakin ~ Lisans
ve digerleri, Niteliklere Sahip Kiiciik Komsu ve Rastgele Orman
(2020) Gruplarda Ogrenci
Performansi Tahmini
Potansiyeli
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Yazar (Yil) Calisma Yontemler Performans
Odag

Hashim ve Denetimli Makine Karar Agaci, Naive Bayes, Lisans
digerleri,  Ogrenimi Algoritmalarma Lojistik Regresyon, Destek
(2020) Dayali Ogrenci Vektor Makinesi, K-En

Performans: Tahmin Yakin Komsu, Sirali

Modeli Minimal Optimizasyon ve

Sinir Aglar

Lau ve Yapay Sinir Aglar1 Yapay Sinir Aglar1 Lisans
digerleri,  Kullamilarak Ogrenci
(2019) Akademik Performansinin

Modellenmesi, Tahmin

Edilmesi ve

Siiflandirilmasi
Tomasevic Ogrenci Sinav K-En Yakin Komsular, Acik
ve digerleri, Performans: Tahmini i¢in Destek Vektor Makineleri, Universite
(2020) Denetimli Veri Yapay Sinir Aglar1, Karar

Madenciligi Tekniklerine Agaglari, Bayesian

Genel Bakis ve Regresyon, Naif Bayes ve

Karsilastirma Lojistik Regresyon
Ulutan, Teog Fen Bilgisi Cok Diizeyli Regresyon Ortaokul
(2018) Basarisini Etkileyen Analizi

Degiskenlerin Cok

Diizeyli Regresyon

Modeli Ile incelenmesi
Miguéis ve Ogrencilerin akademik Rastgele Ormanlar, Karar  Lisans
digerleri,  performanslarma gore Agaglari, Destek Vektor
(2018) erken segmentasyonu: Makineleri, Naif Bayes,

Tahmine dayal1 bir Torbali Agaclar ve

modelleme yaklagimi Uyarlanabilir Giiglendirme

Agaclar

Gok, Makine Ogrenmesi Naive Bayes K-En Yakin  Ortaokul
(2017) Yontemleri ile Akademik Komsular, Dogrusal Destek

Basarinin Tahmin
Edilmesi

Vektor Makineleri, Radyal
Tabanli DVM ve Rastgele
Orman, Lojistik
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Yazar (Yil) Calisma Yontemler Performans

Odag
Aydemir,  Veri Madenciligi Yapay Sinir Aglari, On Lisans
(2017) Yontemleri Kullanarak Genetik Algoritmalar,

Meslek Yiiksek Okulu Bayes Siniflandirmasi,

Ogrencilerinin Akademik Karar Agaclari, K-En

Basar1 Tahmini Yakin Komsu, Destek
Vektor Makineleri

2.1. Cahsmanmmn Diger Calismalardan Farki

- Veri seti daha dnce kullanilmamis arastirmaci tarafindan elde edilen orijinal bir

veri setidir.

- Anket yardimi ile elde edilen basariya etki eden degiskenler diger ¢aligmalarla
kiyaslandiginda farkliliklar goriilmektedir.

- Ogrencilerin akademik basarisini tahmin etmeye yonelik yapilan ¢alismalarda
genellikle ¢aligma grubu olarak lisans, 6n lisans ve lisanstistli 6grencilerin tercih
edildigi gortiilmektedir. Bu ¢alismada ¢alisma grubu olarak ortaokul d6grencileri

tercih edilmistir.
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3. MATERYAL VE METOT

Bu ¢alismada 6grencilerden anket yoluyla toplanan orijinal veriler iglenerek veri
yapilar1 ve formati doniistiiriildii. Daha sonra farkli tahmin modelleri iiretmek igin
python kullanilarak gesitli siniflandirma algoritmalar1 uygulandi. Son olarak model
performansi, tahmine dayali karar vermenin verimliligi ve dogruluguna gore

degerlendirildi.

3.1. Materyal
3.1.1. Veri seti (data set)

Bu calismada kullanilan veri seti Istanbul Esenler’de bulunan bir ortaokuldaki
7.smif Ogrencilerine uygulanan 31 soruluk anket sonucunda elde edilmistir.
Ogrencilere yapilan anket ile ilgili gerekli izinler alinmistir. Egitim veri seti 32 nitelik
ve 307 ornekten olusmaktadir. Veri seti, ¢alismaya konu olan 6grencilerin 6. sinif
yilsonu basar1 ortalamasi kullanilarak basar1 tahmini yapilmasi lizerine olusturulmus
yapidadir. Calismadaki bagimli degisken 6grencilerin yilsonu bagari ortalamasi olarak
belirlenmistir. Calismada kullanilan veri setine ait nitelikler Tablo 3.1’ de

gosterilmistir.

Tablo 3.1: Veri Seti Nitelikleri ve Agiklamalari

Ozellik Aciklama

Cinsiyet Ogrenci cinsiyeti

Yas Ogrenci yas1

Ev Durum Ogrencinin yasadig1 evin kira olup olmamasi

Oda Ogrencinin ders calismak icin kendine ait bir alanmn

olup olmamasi
Anne-Baba Durum Ogrencinin anne babasinin hayatta olup olmamasi
ve birliktelik durumu

Yasam Ogrencinin kimle birlikte yasadig
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Tablo 3.1 Devami: Veri Seti Nitelikleri ve A¢iklamalari

Ozellik Aciklama

Kardes Ogrenci kardes say1si

Aegitim Annenin egitim durumu

Begitim Babanin egitim durumu

Agelir Ailenin gelir diizeyi

Ocahsma Ogrencinin okul saatleri disinda her hangi bir iste
¢alisma durumu

Kisi Sayis1 Ogrenci ile ayn1 evde yasayan kisi say1s1

Uzakhk Ogrencinin okula ulasmak i¢in harcadig: siire

H.ici Ders Calisma Ogrencinin okul disinda hafta igi giinliik ortalama

H.sonu Ders Calisma

Ogrenme Yontemi
Destekleme ve Yetistirme
Kurslarina Katihm
Universite Okuma Istegi

Internet Erisimi

Teknoloji ile Gegirilen Vakit

Okul Oncesi Egitim
Oz Yeterlilik
Zihinsel Yeterlilik
Tekrar

Odev

Aile Basar1 inanc

Not Alma

Odaklanma

ders ¢alisma siiresi

Ogrencinin okul diginda hafta sonu giinliik
ortalama ders ¢alisma siiresi

Ogrencinin 6grenmek igin tercih ettigi yontem
Ogrencinin hafta sonu yapilan destekleme ve
yetistirme kurslarina katilip katilmadig
Ogrencinin iiniversite okumak isteyip istememesi
Ogrencinin yasadig1 evde internet erisiminin olup
olmamasi

Ogrencinin giinliik televizyon/ tablet/ bilgisayar
veya telefon ile gecirdigi siire ( Oyun ve eglence
amactyla)

Ogrencinin okul dncesi egitim alip almadig
Ogrencinin calisirsa basarili olacagina inanci
Ogrencinin zihinsel olarak kendini nasil hissettigi
Ogrencinin okuldan sonra o giin islenen dersleri
tekrar etme durumu

Ogrencinin 8devlerini diizenli yapma durumu
Ogrencinin ailesinin 6grencinin basarili olacagina
inanci

Ogrencinin ders sirasinda not alma durumu

Ogrencinin ders sirasinda derse odaklanma durumu
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Tablo 3.1 Devami: Veri Seti Nitelikleri ve A¢iklamalari

Ozellik Aciklama

Devamsizhik Ogrencinin okuldaki devamsizlik durumu

Smav Kaygisi Ogrencinin smavlarda basarisiz olma kaygis
Uyku Saati Ogrencinin giinliik ortalama uyku saati

Basan Ogrencinin yilsonu genel basar1 ortalamasi (70 ve

istii “basaril1”, 70’in alt1 “basarisiz”)

3.2. Metot

Bu tez ¢alismasinda Python programlama dili ve makine O6grenmesi
algoritmalar1 kullanilarak 6grencilerin akademik basaris1 tahmin edilecektir. Basari
tahmininde siniflandirma algoritmalar1 kullanilacaktir. Kullanilan algoritmalar:

- Random Forest Classifier (Rastgele Orman Siniflandiricisi)

- Gradient Boosting Classifier (Gradyan Artirma Siniflandiricisi)

- Support Vector Machine (Destek Vektdr Makinesi)

3.2.1.Makine 6grenmesi algoritmalari

Makine Ogrenmesi algoritmalarinin egitim sektdriinde kullanimi giderek
artmaktadir. Bu ¢aligmada 6grencilerin bagsarisini etkileyen degiskenler yardim ile
Random Forest (RF), Gradient Boosting Classifier (GBC) ve Support Vector Machine

(SVM) olmak tizere 3 farkli algoritma kullanilarak basari tahmini yapilmistir.

3.2.1.1. Random forest classifier (rastgele orman siiflandiricis)

Rastgele Orman modelleme sonuglar igin rastgele segilen egitim veri kiimeleri
ve tahmin degiskenlerinin rastgele alt kiimeleri kullanilarak bir¢ok siniflandirma ve
regresyon agact olusturulur (Breiman, 2001). Her agactan elde edilen sonuglar, her
gdzlem igin bir tahmin vermek amaciyla toplanir. Bu nedenle, rastgele orman, agac
modellerinin baz1 yararh niteliklerini (6rnegin, tahmin ediciler ve sonug arasindaki
iligkileri yorumlama yetenegi) korurken, tek Dbir karar agact modeline kiyasla
genellikle daha yiiksek dogruluk saglar (Speiser ve digerleri, 2019). Sekil 3.1°de
Random Forest Classifier yapisi gosterilmistir.
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Sekil 3.1: Random Forest Classifier Yapisi
Kaynak: (Zilyas, 2023)

3.2.1.2. Gradient boosting classifier (gradyan artirma simiflandiricis)

Gradyan Artirma Smiflandiricist yanit degiskeni daha dogru bir tahmin
saglamak i¢in art arda yeni modellere uyarlar (Natekin ve Knoll, 2013). Yinelenen bir
sekilde tahmin modellerini belirli kurallarla birlestirerek gii¢lii tahmin modellerini
bulmaya calisir. Ik yineleme aninda tahminler iireten fi islevi olusturulmaktadir.
Tahminler ile hedefler arasindaki deger fark: hesaplanarak farkliliklar i¢in bir f2 iglevi
olusturulmaktadir. Ikinci kez yineleme yapildiginda fi ve f; islevleri ile yeniden
tahminler ve hedefler arasindaki fark birlestirilir. Bu islem tekrarlanarak fi iglevinin
basarisi siirekli eklenerek tahminler ve hedefler arasindaki farklilik sifira indirilmeye

calisilir (Friedman, 2001; Sonmez Sarikaya, 2020).

3.2.1.3. Support vector machine (destek vektor makinesi)

Destek Vektor Makinesi (DVM), cok boyutlu ozellik
vektorlerinin ikili siniflandirmasini gergeklestirmek igin tasarlanan bir algoritmadir.
DVM baslangicta iki sinifli dogrusal verilerin siniflandirilmasinda kullanilirken daha
sonra gelistirilerek ¢ok simifli dogrusal olmayan verilerin siniflandirilmasinda
kullanilmaya baglanmistir. Calisma prensibi olarak siniflari birbirinden ayiran en
uygun fonksiyonun tahmin edilmesi, siniflarin birbirinden ayrilabilmesi i¢in en uygun
karar fonksiyonlarmin hiper diizlemde tanimlanmasi temeline dayanmaktadir
(Kavzoglu ve Colkesen, 2010; Hearst ve digerleri, 1998) . Sekil 3.2°de Destek Vektor

Makinesi yapis1 gosterilmistir.
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Sekil 3.2: Destek Vektor Makinesi Yapisi
Kaynak: (Civelek, 2023)
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4. UYGULAMA VE BULGULAR

4.1. Uygulama

Milli Egitim Bakanlhigi Okul Oncesi Egitim ve Ilkdgretim Kurumlari
Yonetmeligi Sekizinci Boliim Madde 53’°de kapsaminda dénem sonu tiim derslerin
agirlikli ortalamasi 70-84.99 olanlar “Tesekkiir”, 85-100 olanlar “Takdir” belgesi ile
odiillendirilmektedir (MEB, 2014). Bu madde kapsaminda veri setimizdeki bagiml
degisken olan tiim dersler agirlikli yilsonu bagar ortalamasi 70 ve iizeri olan 6grenciler
“basaril1”, yilsonu basar1 ortalamasi 70’in altinda olan 6grenciler “basarisiz” olarak

nitelendirilerek siiflandirma yapilmistir.
4.1.1.Veri on isleme

Yaptigimiz ¢aligmada ankette sorulan sorularin cevaplari genellikle kategorik
nitelik tasimaktadir. Fakat makine 6grenmesi algoritmalar1 kategorik yapili veriler
tizerinde dogrudan ¢alismamaktadir. Bu sebeple string 6zellik tasiyan cevaplar One
Hot Encoding yontemi ile sayisal veriye doniistiirilmiistiir.

Bu calismada 6grenci basarisina etki eden cevresel etmenler arastirildigindan

6zel 6grenme giicliigli olan kaynastirma 6grencileri ¢aligmadan ¢ikarilmistir.
4.1.2. Nitelik se¢imi

Makine o6grenmesinde model karmasikliginin azaltilmasi, egitim siiresinin
kisaltilmasi, model performansinin ve anlagilabilirliginin artirilmas: gibi nedenlerle
ozellik secimi yapilir. Ozellik seciminde filtreleme yontemleri, gomiilii yontemler gibi
bircok yontem kullanilir. Bu g¢alismada, veri setindeki tiim o6zellikler kullanilarak

basar1 tahmini yapilmistir.
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4.1.3.Degerlendirme metrikleri

Siniflandirma sonucunda her bir algoritma i¢in dogruluk (accuracy), kesinlik
(precision), duyarlilik (recall), F1-Score degerlerine gore kullanilan algoritmalarin

basar1 oranlar1 hesaplanmis ve kiyaslamalar yapilmastir.

4.1.3.1. Dogruluk (accuracy): Dogru yapilan tahminlerin sayisinin tim
yapilan tahminlerin sayisina bdoliinmesiyle bulunur. Dogruluk formiilii asagida
gosterilmistir (Coskun ve Baykal, 2011).

TP+TN
TP+ FP+TN+FN

Dogruluk =

TP (Gergek pozitif): Basarili 6grenciye basarili demektir.
FP (Yanlis pozitif): Basarisiz 6grenciye basarili demektir.
TN (Dogru Negatif): Basarisiz 6grenciye basarisiz demektir.
FN (Yanlis negatif): Basarili 6grenciye basarisiz demektir.

4.1.3.2. Kesinlik (precision): Pozitif tahmin edilen 6rneklerden kaginin dogru
tahmin edildiginin oranlanmasidir. Kesinlik formiilii asagida gosterilmistir (Coskun ve
Baykal, 2011).
TP
TP +FP
4.1.3.3. Duyarhhk (recall): Pozitif tahmin edilmesi gereken Orneklerin

Kesinlik =

oranlanip ne kadariin dogru tahmin edildigini gosterir. Duyarlilik formiilii agagida
gosterilmistir (Coskun ve Baykal, 2011).
TP
TP +FN
4.1.3.4. F1-score: F1 skoru duyarlilik ve kesinlik degerlerini birlestirip tek

Duyarlilik =

saytya indirgemektedir. F1-Score formiilii asagida gosterilmistir (Coskun ve Baykal,
2011).

2xPxR

F,—S = —
, — Score P T R

P: Kesinlik (Precision)
R: Duyarlilik (Recall)
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F1 skoru, elimizde birden ¢ok modelin dogruluk ve kesinlik degerleri oldugunda
degerler arasindan en iyi modelin se¢ilmesi igin kullanilir. F1 skoru en ¢ok 1 degerini

alabilirken en diisiik deger olarak da 0 degerini alabilmektedir.
4.1.4. Siiflandirma algoritmalarimin modellenmesi

Bu ¢alismada 7.sinif 6grencilerinin yilsonu basarilarinin tahmin edilmesi amaciyla
Random Forest Classifier (Rastgele Orman Siiflandiricisi), Gradient Boosting
Classifier (Gradyan Artirma Siniflandiricisi), Support Vector Machine (Destek Vektor

Makinesi) algoritmalari kullanilmustir.

4.1.4.1. Random forest classifier (rastgele orman simiflandiricis1) modelinin

performans olgiitii

Oncelikle One Hot Encoding ydntemi ile sayisal veriye doniistiiriilen veri seti egitim
ve test seti olmak iizere rasgele olarak iki gruba ayrilmistir.
Random Forest Model Egitimi (kodlari)

model = RandomForestClassifier(random_state=42)
model.fit(X_train, y_train)

Komutlar ile Rastgele Orman algoritmasi ile makine 6grenmesi gergeklestirilmistir.

Algoritmanin performans degerleri asagidaki komutlar yardimi ile hesaplanmuistir.

Random Forest Performansi Degerlendirmesi (kodlart)

accuracy = accuracy_score(y_test, y_pred)
precision = precision_score(y_test, y_pred)
recall =recall_score(y_test, y_pred)

f1 = f1_score(y_test, y_pred)

Random Forest Performans Metriklerinin Gosterimi

print(f'Model Accuracy: {accuracy}’)
print(f'Model Precision: {precision}')
print(fModel Recall: {recall}')
print(fModel F1-Score: {f1}")
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Random Forest algoritmasi ile gerceklestirilen makine Ogrenmesi sonuglari

Tablo 4.1°de verilmistir.

Tablo 4.1: Random Forest Performans Sonuglari

Degerlendirme Metrigi Deger
Model Accuracy (Dogruluk): 0.8548
Model Precision (Kesinlik): 0.8780
Model Recall (Duyarlilik) : 0.9000
Model F1-Score (F1 Sonucu) : 0.8888

Random Forest algoritmasina gore basariya etki eden degiskenlerin dnem sirasina
alinmasi ve siralanmasi
feature_importances = model.feature_importances_
sorted_feature_importance = sorted(feature_importance_dict.items(),

key=lambda x: x[1], reverse=True)

Random Forest algoritmasi ile olusturulan modelde 6grencilerin basarisina en ¢ok etki
eden ilk 10 degisken Tablo 4.2” de listelenmistir.
Tablo 4.2: Random Forest Basariya Etki Eden Degiskenler

Sira No Degisken Deger
1 Odevlerin diizenli yapimi 0.0449
2 Universite okumay1 isteme 0.0383

(hedef belirleme)
3 Sinifta derse konsantre olabilme 0.0279
4 Ders sirasinda not alma 0.0226
5 Annenin egitim durumu 0.0192
6 Ogrenmek igin tercih edilen yontem 0.0188

Her ikisi(Gorsel/ Yazili)
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Tablo 4.2 Devami: Random Forest Basariya Etki Eden Degiskenler

Sira No Degisken Deger
7 Evinizin durumu (kendimize ait) 0.0162
8 Ailenin basariya inanci (ailem basarili 0.0156

olacagima inanir)

9 Anaokuluna gitme durumu (Evet) 0.0149

10 Sinav kaygisi (Orta) 0.0145

4.1.4.2. Gradient boosting classifier (gradyan artirma smiflandiricisi)

modelinin performans olciitii

One Hot Encoding yontemi ile sayisal veriye doniistiiriilen veri seti egitim ve test seti

olmak tizere rasgele olarak iki gruba ayrilmistir.

Gradient Boosting Model Egitimi

model = GradientBoostingClassifier(random_state=42)
model.fit(X_train, y_train)

Komutlar1 ile Gradient Boosting algoritmasi ile makine 6grenmesi gerc¢eklestirilmistir.
Algoritmanin performans degerleri agagidaki komutlar yardimu ile hesaplanmustir.
Gradient Boosting Performansi Degerlendirmesi

accuracy = accuracy_score(y_test, y_pred)
precision = precision_score(y_test, y_pred)
recall = recall_score(y_test, y_pred)

f1 =f1_score(y_test,y pred)

Gradient Boosting Performans Metriklerinin Gosterimi

print(f'Model Dogrulugu: {accuracy}’)
print(f'Model Precision: {precision}')
print(f'Model Recall: {recall})
print(f'Model F1-Score: {f1}")
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Gradient Boosting algoritmasi ile gergeklestirilen makine 6grenmesi sonuglari
Tablo 4.3’de verilmistir.

Tablo 4.3: Gradient Boosting Performans Sonuglari

Degerlendirme Metrigi Deger
Model Accuracy (Dogruluk): 0.9032
Model Precision (Kesinlik): 0.9047
Model Recall (Duyarlilik) : 0.9500
Model Fi-Score (F1 Sonucu) : 0.9268

Gradient Boosting algoritmasina gore basariya etki eden degiskenlerin 6nem sirasina
alinmasi ve siralanmasi

feature_importances = model.feature_importances_
sorted_feature_importance = sorted(feature_importance_dict.items(),
key=lambda x: x[1], reverse=True)

Gradient Boosting algoritmasi ile olusturulan modelde 6grencilerin basarisina en ¢ok

etki eden ilk 10 degisken Tablo 4.4’ de listelenmistir.

Tablo 4.4: Gradient Boosting Basariya Etki Eden Degiskenler

Sira No  Degisken Deger
1 Odevlerin diizenli yaprmi 0.1674
2 Annenin egitim durumu 0.0555
3 Universite okumay1 isteme 0.0523

(hedef belirleme)
4 Ders sirasinda not alma 0.0365
5 Anaokuluna gitme durumu (Evet) 0.0356
6 Yas (13) 0.0269
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Tablo 4.4 Devami: Gradient Boosting Basariya Etki Eden Degiskenler

Sira No  Degisken Deger

7 Ogrenmek icin tercih edilen yéntem 0.0263
Her ikisi(Gorsel/ Yazili)

8 Zihinsel olarak kendini nasil  0.0256
hissediyorsun? (Cok iyi)

9 Sinifta derse odaklanabilme (Genellikle) 0.0234

10 Evinizin durumu (kira) 0.0227

4.1.4.3. Support vector machine (destek vektor makinesi) modelinin

performans olciitii

One Hot Encoding yontemi ile sayisal veriye doniistiiriilen veri seti egitim ve test seti

olmak tizere rasgele olarak iki gruba ayrilmistir.

Support Vector Model Egitimi

model = SVC(kernel='"linear’, random_state=42)
model.fit(X_train, y_train)

Komutlar1 ile Support Vector algoritmasi ile makine 6grenmesi gergeklestirilmistir.

Algoritmanin performans degerleri asagidaki komutlar yardimi ile hesaplanmistir.

Support Vector Performansi Degerlendirmesi:

accuracy = accuracy_score(y_test, y _pred)
precision = precision_score(y_test, y_pred)
recall = recall_score(y_test, y _pred)

f1 =f1_score(y_test,y_pred)

Support Vector Performans metriklerinin gosterimi

print(f'Model Dogrulugu: {accuracy}’)
print(f'Model Precision: {precision}’)
print(fModel Recall: {recall}")
print(fModel F1-Score: {f1}")
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Support Vector algoritmasi ile ger¢eklestirilen makine 6grenmesi sonuglar1 Tablo 4.5’
de verilmistir.

Tablo 4.5: Support Vector Performans Sonuglari

Degerlendirme Metrigi Deger
Model Accuracy (Dogruluk): 0.8225
Model Precision (Kesinlik): 0.8717
Model Recall (Duyarlilik) : 0.8500
Model F1-Score (F1 Sonucu) : 0.8607

Support Vector Machine Agirlik Biiyiikligii (Magnitude): Support Vector
Machine algoritmasinin modellenmesinde bir 6zelligin agirhigi ne kadar biiyiik olursa
o ozellik tahminde o kadar etkili olmaktadir. Ozelligin agirhg: biiyiik oldugunda
modelin tahminine daha fazla katki sunmaktadir.

Support Vector Machine Agirlik Isaretleri (Sign): Belirli bir ézellik artinca
tahminin artmas1 ya da azalmasi hakkinda bilgi vermektedir. Pozitif agirlik 6zellik
arttikga tahminin artmasi anlamina gelirken; negatif agirlik 6zellik arttik¢a tahminin
azalmasi anlamina gelmektedir.

Support Vector algoritmast agilik bityiikliigiiniin hesaplanmasi ve siralanmasi ilgili

komutlar asagida verilmistir.

if hasattr(model, ‘coef "):

feature_weights = model.coef _.flatten()

sorted_feature_weight = sorted(feature_weight_dict.items(), key=lambda x:
X[1], reverse=True)

Ozelliklerin agirliklar1 hesaplanarak tahmine en c¢ok etki eden ilk 10 dzellik ve etki

oranlar1 agagida Tablo 4.6’ de belirtilmistir.
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Tablo 4.6: Support Vector Ozelliklerin Agirliklart

Ozellik Etki Oram
1 Okul disinda hafta i¢i ders calisma siiresi 1.0900
2 Kardes sayis1 1.0802
3 Odev yapim1 0.8625
4 Babanin egitim durumu 0.8204
5 Ders sirasinda not alma durumu 0.6988
6 Kardes sayis1 0.6712
7 Okul disinda hafta sonu ders ¢alisma siiresi 0.6435
8 Sinifta derse konsantre olabilme 0.6421
9 Ayn1 evde yasanan kisi sayisi 0.6364
10 Sinavlarda basarisiz olma kaygisi 0.5676
4.2. Bulgular

4.2.1. Modellerin karsilastirilmasi

Rastgele Orman, Gradyan Artirma Siiflandiricisi ve Destek Vektor Makinesi
algoritmalar1 kullanilarak modeller ayr1 ayr1 egitilmis ve performans sonuglari

asagidaki Tablo 4.7° de agiklanmistir.

Tablo 4.7: Modellerin Karsilastirilmasi

Model Dogruluk  Kesinlik Duyarhhk F1Sonucu
RO 0.85 0.87 0.9 0.88
GAS 0.90 0.90 0.95 0.92
DVM 0.82 0.87 0.85 0.86

Tablo 4.7° de goriildigi gibi Gradyan Artirma Siniflandiricist modeli en yiiksek

dogruluk, kesinlik, duyarlilik ve F1 Score degerleri ile en basarili model olmustur.
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Rastgele Orman ve Gradyan Artirma Siniflandiricist modellerinde basariya en ¢ok etki
eden ilk 10 degisken arasinda Odevlerin diizenli yapimi, Universite okumay1 isteme

(hedef belirleme), Sinifta derse konsantre olabilme, Ders sirasinda not alma, Annenin
egitim durumu, Ogrenmek igin tercih edilen ydntem (Her ikisi(Gérsel/ Yazil)),
Evinizin durumu (kendimize ait), Anaokuluna gitme durumu (Evet) degiskenlerinin

ortak oldugu goriilmektedir.
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5. SONUC VE ONERILER

5.1. Sonuc¢

Resmi veya 6zel tiim egitim kurumlarinin amact 6grenci basarisini arttirmaktir.
Ogrenci bagarismin artmasi iginse basartya etki eden faktorlerin tespit edilmesi ve risk
grubunda yer alan 6grencilerin ihtiya¢ duydugu alanda desteklenmesi gerekmektedir.
Ulkemizin de katildign PISA ve TIMSS gibi uluslararasi smavlarda égrencilerimizin
basarilar1 ortalamanin altinda kalmaktadir. Bu sebeple ogrenci performansini
iyilestirmeye yonelik daha fazla ¢aligmaya ihtiya¢ duyulmaktadir. Bu ¢calisma velilere,
Ogrencilere ve 6gretmenlere sinava girmeden dnce akademik basari projeksiyonu elde
edebilme imkani tanimaktadr.

Calismada kullanilmak iizere Istanbul Esenler’de resmi bir devlet okulunda
7.smifta egitim goren 6grencilere bir anket uygulanarak veri seti elde edilmistir. Bu
veri seti basar1 tahmini yapilabilmesi ve basariya etki eden degiskenlerin
belirlenebilmesi i¢in kullanilmistir. Anket yardimi ile 6grencilerin basarisina etki
edebilecegi diisiiniilen yas, cinsiyet, anne babanin egitim durumu, 6dev yapimi, hafta
ici ve hafta sonu 6grencilerin okul disinda ders ¢alisma stireleri gibi 31 farkli 6zellik
elde edilmistir. Anket sonucu elde edilen veri seti kategoriler igerdiginden One Hot
Encoding yontemi kullanilarak sayisallastirilmigtir. Encode edilen veri seti python
programlama dili kullanilarak 3 farkli algoritma ile modellenerek makine 6grenmesi
gerceklestirilmistir. Kullanilan algoritmalar Random Forest, Gradient Boosting,
Support Vector Machine algoritmalaridir. Modellerde bagimli degisken olarak gerekli
izinler alinarak e-okul iizerinden elde edilen Ogrencilerin 6.smif yilsonu basari
ortalamalar1 kullanilmistir. Gergeklestirilen makine 6grenmesi sonucunda %90
dogruluk orani ile en basarili modelin Gradient Boosting algoritmas: kullanilarak
olusturulan model oldugu goriilmiistiir. En bagarisiz modelin ise %82 dogruluk orani
ile Support Vector Machine algoritmasi kullanilarak olusturulan model oldugu
goriilmiistiir. Random Forest algoritmasi kullanilarak olusturulan model ile ise %85

dogruluk orani saglamistir.
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Modellerde ortak olarak basariya en ¢ok etki eden ortak degiskenlerin:
- Odevlerin diizenli yapimi,
- Universite okumayi isteme(hedef belirleme),
- Sinifta derse konsantre olabilme,
- Ders sirasinda not alma,
- Annenin egitim durumu,
- Ogrenmek icin tercih edilen yontem (Her ikisi(Gorsel/ Yazilr)),
- Evinizin durumu (kendimize ait),
- Anaokuluna gitme durumu (Evet) oldugu gorilmistiir.
Uygulanan modellere gore 6grenci basarisina en ¢ok etki eden degiskenlerin
cogunun degistirilebilir degiskenler oldugu goriilmektedir. Bu ¢alisma sonunda aileler
bilinglendirilerek ve 6grencilere gerekli rehberlik ¢aligsmalart yapilarak 6grencilerin

basarilarinin arttirilabilecegi sonucuna ulagilmaistir.
5.2. Oneriler

Bu tez calismasi sonucunda su 6nerilerde bulunulabilir:

- Bu galismada basariya etki eden degiskenlerin belirlenmesi ve basar1 tahmininde
bagimhi degisken olarak Ogrencilerin bir 6nceki donem yilsonu genel basari
ortalamalar1 kullanilmistir. Fakat her dersin kazanimi ve calisma metodu farklh
oldugundan her ders i¢in kazanim temelli basar1 tahmini yaptirilabilir.

- Multi disipliner yaklagim benimsenerek bir dersteki performans basarisinin diger
derslere etkisi makine 6grenmesi metodlari ile arastirilarak kazanimlar ¢ikan sonuclara
gore diizenlenebilir.

- Basariya etki eden degiskenlerin belirlenmesi ve egitim 6gretim dénemi Oncesi
basar1 tahmini yapilmasi velilere ve 6gretmenlere akademik basariy1 arttirabilmek i¢in
gerekli 6nlemlerin alinmasinda rehber olabilir.

- Makine 6grenmesi modelleri olusturularak G6grencilerin 6grenme stilleri tespit

edilebilir ve 6grencilerin yeteneklerine uygun 6grenme ortamlar: tasarlanabilir.
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- Ogzel yetenekli olan ve 6zel dgrenme giicliigii yasayan ogrencilerin yetenekleri
makine Ogrenmesi modelleri ile belirlenerek yeteneklerine uygun &grenme
platformlar1 ve 6grenme materyalleri gelistirilebilir.

- Farkli makine 6grenmesi algoritmalar1 ve farkli veri setleri kullanilarak tahmin

basarisi kiyaslanabilir.
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