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OZET

Dijital oyunlarin egitim, dikkat gticlendirme, strateji kurma, eglenme, sosyallesme gibi farkl
faydali amaclar1 olsa da igerdikleri siddet, kumar, cinsellik, kiifiir, uyusturucu gibi zararh
iceriklerle de kullanicilar1 olumsuz ydnde etkilemektedir. Dijital oyunlar icerisinde en
yaygin ve tehlikeli iceriklerin basmda siddet gelmektedir. Ozellikle kiigiik yastan itibaren
siber siddete maruz kalan cocuklarda bilingaltina yerlesen siddet, ilerleyen yaslarinda
hayatlarina olumsuz yon vermektedir. Bu siddetin iletisim eksikligi, yalnizlik, depresyon,
saldirganlik, suc isleme, intihar gibi bircok yoni yapilan ¢alismalar ile gosterilmistir. Siddet
icerikleri silah, bigak, kavga, ates, kan vb. gorlntllerle dijital oyunlarda ¢ok yaygin
karsimiza ¢ikmaktadir. Bu siddet unsurlarmin gercek zamanli tespiti ve analizi problemlere
erken miidahale etmemize olanak saglayacagindan oldukca dnemlidir. Calismada ilk olarak
dijital oyunlar igerisinde barinan siddet unsurlar1 incelenerek farkli oyunlardan elde edilen
6256 goriintiiden olusan bir siddet veri seti olusturuldu. Veri seti siddet unsurlarindan silah,
bicak, bomba, ates, kan, kavga olmak iizere 6 farkli sinifa ayrildi. Daha sonra 6256 siddet
goriintiisii etiketlenerek 18704 adet siddet icerigi derin 6grenme modellerinde kullanilmak
Uzere kaydedildi. Calisma kapsaminda gercek zamanli siddet tespiti, analizi ve gerektiginde
erisim engellemesi yapan derin 6grenme tabanli model gelistirildi. Gelistirilen siddet tespit
modelinin omurgasi, goriintii 6zelliklerini daha hizli ¢ikarabilmek ve daha hizli nesne
algilama yapabilmek i¢in parametre ve katman sayisi azaltilarak hafifletildi. Gelistirilen
yontem alt1 farkli derin 6grenme yontemi ile karsilastirildi. Test sonuglarina bakildiginda

gelistirilen yontemin ylksek tespit hiz1 ve dogruluk performansiyla gergek zamanl dijital



Vi

oyunlar i¢in kullanilabilecegi gosterildi. Ayrica gelistirilen yontem gercek zamanl ekran
analizi yapabildiginden kullanicinin bilgisayarinda kayitli goriintii, video, dijital oyun vb.
gorsellerden veya Youtube, Instagram, Facebook vb. sosyal medya igeriklerden siddet
analizi yapabildigi de gosterildi. Calismada son olarak tespit edilen siddet unsurlarmin
analizi gerceklestirildi. Tanimlanan {i¢ siddet esik degeri ile bu siddet esik degerlerinden
fazla siddete maruz kalan kullanicilar i¢in kullanici uyarilari, ebeveyn uyarilar1 ve erigim

engellenmesi gergeklestirildi.

Bilim Kodu 92432

Anahtar Kelimeler : Dijital oyunlarda siddet, Derin Ogrenme, Silah Tespiti, Bigak
Tespiti, Bomba Tespiti, Kavga Tespiti, Kan Tespiti, Ates Tespiti.
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ABSTRACT

Despite their beneficial objectives, such as educational enhancement, attention
empowerment, strategic skill development, entertainment, and facilitation of socialization,
digital games pose significant adverse influences on users. These negative impacts stem
from the inclusion of violence, gambling, obscenity, abuse, and drug-related content within
these games. Notably, violence is among the most prevalent and harmful elements. It tends
to embed itself in the subconscious of children who are exposed to cyber-violence, especially
at early developmental stages, subsequently affecting their lives adversely in later years.
Empirical studies have documented various outcomes of exposure to such violence,
including diminished communication skills, loneliness, depression, aggression, criminal
behavior, and increased suicide risk. In digital games, the portrayal of violence through
weapons, knives, physical altercations, fire, and blood is widespread. Given the potential for
intervention, the real-time detection and analysis of these violent elements are of paramount
importance. This study embarks on identifying and categorizing violent elements in digital
games. It constructs a dataset comprising 6,256 images depicting violence, which is
classified into six classes based on the nature of the violent element: weapons, knives,
bombs, fire, blood, and physical altercations. Subsequently, 6,265 images containing 18,704
instances of violence were annotated to train deep learning models. Within the ambit of this
research, a model was developed capable of real-time detection, analysis, and, if deemed

necessary, restriction of access to violent content. The model's architecture was optimized
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by minimizing the number of parameters and layers, thus accelerating feature extraction and
object detection processes. This novel method was evaluated against six alternative deep
learning approaches. The comparative analysis revealed that the proposed model exhibits
superior detection speed and accuracy performance, rendering it suitable for real-time
application in digital gaming environments. Additionally, it was demonstrated that the
developed method can perform real time screen analysis, allowing the user to conduct
violence analysis from digitally stored images, videos, digital games etc., as well as from
social media content on platforms such as YouTube, Instagram, Facebook, etc. The study
also includes an analysis of detected violent content, wherein user and parental warnings are
issued based on three predefined violence threshold levels, with access restrictions imposed
on users exceeding these thresholds.

Science Code : 92432

Key Words : Deep Learning, Violence in digital games, Weapon Detection, Knife
Detection, Bomb Detection, Fight Detection, Blood Detection, and Fire
Detection.
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SIMGELER VE KISALTMALAR

Bu calismada kullanilmig simgeler ve kisaltmalar, agiklamalar1 ile birlikte asagida

sunulmustur.

Simgeler Agciklamalar

YSA Yapay Sinir Ag1

ESA Evrigimli Sinir Aglari

RNN Tekrarlayan Sinir Aglari

LSTM Uzun-Kisa Vadeli Hafiza Aglari
YOLO Sadece Bir Kez Bak

SSD Tek Atis Nesne Tespiti

PEGI Pan Avrupa Oyun Bilgilendirme
GPU Grafik Islem Birimi

CPU Merkezi Islem Birimi

GAN Cekismeli Uretici Aglar

SPPF Hizli Uzaysal Piramit Havuzlama
DP Dogru Pozitif

DN Dogru Negatif

YP Yanlis Pozitif

YN Yanlis Negatif



1. GIRIS

Dijital oyun tanim olarak; bilgisayar, konsol, cep telefonu, tablet, atari vb. elektronik
cihazlarla bir yazilima karsi veya internet lizerinden diinya genelinde bir aga baglanarak
yiizlerce insanla ayni anda oynanabilen hatta iiretilen sanal cihazlarla oyunun bir parcast
haline gelecek kadar ilerleyen dijital ara¢ ve ortamlarda oynanan tiim oyunlar1 icermektedir
[1] [2].Donanim ve yazilim alanlarindaki teknolojik gelismelerle internetin hayatin her
alanina girmesi, dijital ortamlarm buylyerek yoluna devam etmesi dijital oyun tanimmnin da
genisletilmesini zorunlu kilmaktadir. Bu kapsamda dijital oyunlar yeni dijital diinyada
etkilesimlik, sanallik, degiskenlik, modulerlik, dijitallik ve bircok yeni 6zellikleri barindiran
bir iletisim ortamina doniismiis durumdadir[3]. Bu yeni Ozellikler ile daha fazla ilgiyi
Uzerinde toplayan dijital oyunlar giin gectikte artan kullanici sayilari ile dikkat cekmektedir.

Oyle ki diinya genelinde yaklasik 3 milyar insanm aktif bir dijital oyuncu oldugu rapor

edilmistir[4].
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Sekil 1.1 Diinya genelinde yillara gore dijital oyun oynayan kullanici sayilari

Dijital oyunlarm oyuncular tzerinde etki birakip davranig bigimlerini etkileyebilecegi
tizerine ¢esitli ¢alismalar yapilmistir[5]. Bu etkilerin kullanim durumlarina gore olumlu ve

olumsuz ydnde kullanicilara yansiyabilecegi belirtilmistir.



1.1 Dijital Oyunlarm Olumlu ve Olumsuz Yonleri

Dijital oyunlarin glinimuzde en faydali kullanildig: alanlardan bir tanesi dijital oyun tabanl
egitim sistemleridir [6]. Ozellikle kiiclik yasta cocuklarin eglendirerek dgrenme yontemi ile
daha verimli 6grendikleri gdzlemlenmistir[7]. Dijital oyun tabanli 6grenmenin isbirlik¢i
O0grenme ortami sunarak, i¢sel motivasyonu artirdigi belirtilmistir [8]. Karar verme ve hizli
diistinme becerisini artirdig1 da vurgulanmustir[9]. Ogrenme strecine aktif katilim sagladigy,
cocuklarda problem ¢6zme ve gorsel dikkat becerilerinin de gelisimine olumlu etkilerinin
oldugu belirtilmistir [10]. Ayrica otistik veya diger 6zel ihtiyaglar1 olan ¢ocuklara beceri
ogretme, dikkat eksikligi bozuklugu olan ¢ocuklara beyin dalgas: geri bildirimi kullanarak
dikkat odaklamay1 saglama ve fiziksel rehabilitasyona yardimeci olmak i¢in arastirma veya
Olgiim araci olarak da kullanilmaktadir [11].

Dijital oyunlarm strateji gelistirme, zeka giiclendirme, stres atma, sosyallesme gibi bircok
olumlu yanlarmin yani sira kullanicilart ¢ok ¢esitli yonlerden tehdit eden iceriklerle
karsilagmak miimkiindiir. Dijital oyunlarin odaklanma, dikkat daginiklig1 gibi problemlere
yol actig1 i¢in okul ve ¢aligma hayatinda performans diisiikliigiine neden oldugu yapilan
caligmalarda incelenmistir [12] [13]. Ayrica nefret, cinsellik, islamifobi gibi icerikleri
bilingalt1 mesajlar ile kullanicilara sunularak etkiledigi de goriilmektedir [14] [15] [16].
Irkgilik nekro politika ve biyopolitik sdylemi de dijital oyunlarda kullanicilar1 tehdit eden
unsurlar arasinda sayabiliriz[17, 18]. Dijital oyunlarda ki sayilabilecek tehditlerin basinda
ise siddet gelmektedir. Siddet icerikli oyunlar kiiciik yastan itibaren oynanmakta ve bu siddet
icerikleri hayatin bir parcasi haline gelerek igsellestirilmektedir [19]. Siddetin
i¢sellestirilmesindeki en 6nemli sebeplerden birisi de dijital oyunlarin uzun siire oynanarak
oyuna bagimli kalinmasidir[20]. Zamanla hayatin normal akisi icerisinde varmis gibi
bilingaltina yerlesen siddet saldirganligi artirmaktadir[21]. Saldirgan bir yapida olan insanlar
ise cesitli suglar isletecek duruma gelebilmektedir [22]. Siddet icerikli dijital oyunlarin
oynanma siresi ile glinliik hayatta karsilagilan sadistlikle yani kisilerin baskalarma siddet
uygulama isteginin artirmasi arasinda giiclii bir bag oldugu da belirtilmistir [23]. Dijital
oyunlarm bir diger olumsuz etkisi ise genglerin dis diinya ile sosyal bagimi kopararak
yalnizlagsmasidir[24]. Yalnizliga siiriiklenen genclerin anksiyete bozuklugu ve daha kolay
depresyona girdigi gozlemlenmistir[25]. Yalnizlasan ve depresyona giren genclerin ise
intihar girisimde bulunabilecegi belirtilmistir [26]. Bunun sonug¢larindan bir tanesi Mavi
Balina 6rnegidir. Mavi Balina oyun igerisinde agina diislirdiigii gengleri siddet, yalnizlik,

depresyon gibi birgok psikolojik durumun icerisine sokup sanal tutsak haline getirerek
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intiharla sonuclanan bir stirecin igerisine dahil etmektedir. Bu tarz oyunlara siber teror
denilmesinin sebepleri arasinda, diinya genelinde etkili olmasi, arkasinda savunmasiz
gengleri intihara tesvik eden bir grubun olmasi, siddet igermesi, kisileri esir almasi gibi
etkenler yer almaktadir. Mavi balina 6rnegine bakacak olursak oyunun arkasinda emir veren
grup yoneticileri giinliik gorevleri kullanicilara bildirmekte ve 50 giin icerisinde kisilerin bu
gorevleri tamamlamasimi istemektedir. 50. giliniin sonunda ise genglerden intihar etmesi
emredilmektedir [27]. Oyle ki TBMM arastirma komisyonu 2020 yilinda ilkemizde
yaklagik 150 civarinda gencin intihariyla baglantili oldugu diisiiniilen ve sanal 6liim tuzagi
olarak bilinen Mavi Balina oyununun sosyal medya iizerinden hizla yayildigini, daha fazla
can kaybinin olmamasi i¢in gerekli tedbirler alinmasi gerektigini, cocuklarin ve ailelerin bu
gibi intihara siirtikleyen, psikolojilerine zarar veren ve siddete yonlendiren dijital oyunlara
kars1 bilinglendirilmeleri gerektigi belirtilmistir [28].

Ohio Eyalet Universitesi tarafindan 8-12 yas arasi 220 cocuk (izerinde yapilan bir
arastrmada siddet icerikli dijital oyunlar1 oynayan ¢ocuklarin gercek hayatta silahlarla
ilgilenme olasiliginin daha yiiksek oldugunu belirtilmistir[29]. Suudi Arabistan'm Riyad
sehrinde tliniversite 0grencileri lizerinde yapilan bir ¢calisma da ise genglerde siber siddet
davranigini etkileyen faktorler ve intiharla iliskisi arastirilmistir. Arastirmada dijital oyunlar
sosyal medya ve teknolojik farkindaliklarin siber siddete yonelik davranigsal niyet ve intihar
iizerindeki etkisinin oldugu gosterilmistir [30]. Amerika Birlesik Devletleri’nde 15624 lise
Ogrencisi Uzerinde yapilan bir baska c¢alismada ise medya ve dijital oyunu oynama
stirelerinin asir1 olmasi genglerin siddet igeriklerine daha fazla maruz kalabileceginden
gercek hayatta kisilerarasi siddet deneyimlerine ve intihar riskine katkida bulunabilecegi
belirtilmistir[31]. Benzer sekilde 228 iiniversite 6grencisi lizerinde yapilan bir ¢aligmada
siddet icerikli dijital oyunlar1 saatlerce oynayan Ogrencilerin kendilerine zarar verme ve
intihara daha yatkin oldugu gosterilmistir [32].

Dijital oyunlarin kullanicilara etkisini tetikleyen yan faktorler ise yas, cinsiyet, aile ortama,

kisilik, sosyoekonomik durum, toplum yapisi vb. bir¢ok faktor gosterilmektedir [33].

1.2 Problem

Dijital oyunlara gengler ve ¢cocuklar oldukca ilgi duymaktadir. Cocuklar ilerleyen yaslarmna
adim atarken ebeveynlerin kontrolii azalmakta ve zararli birgok farkli iceriklerdeki oyunlara
yonelebilmektedirler[34]. Siddet, savas, sug, soygun, doviis gibi iceriklerin oynandig: dijital

oyunlar zamanla bu igeriklerin kisilerde normallesmesine neden olarak kavga, Kin,



diismanlik, saldirganlik, depresyon, intihar gibi davranislar: tetiklemektedir [35] [36] [37]
[38] [39] [40] . Ayrica kisiler, oyun bagimlilig1 ile sosyal yasamdan uzaklasarak yalniz
kalma egilimi gosterebilmektedir[41]. Yalnizlasan gengler zamanla hayat1 anlamsiz bularak
kotu niyetli kisilerin yonlendirmesi ile intihar girisimde bulunabilmektedirler[42]. Bu
ylizden dijital oyunlar iceriginin analiz edilmesi ¢ok O6nemlidir. Igerisindeki siddet
unsurlarmin tespiti toplumun ileride karsilasilabilecek problemlere de erken mudahale
imkan1 sunmaktadir. Ayrica ¢ocuklarin ne tiir oyunlar oynadig:1 hakkinda da genel bilgi
sahibi olmamiza olanak saglamaktadir. Dijital oyunlarda kullanicilar1 olumsuz ydnde
etkileyecek bu zararl iceriklerin neler olduguna dair birgok calisma yapilmistir. Fakat
icerisinde ki zararli igeriklerin tespiti, analizi, siniflandirilmasi ve erisim engeli gibi

calismalar mevcut degildir.

1.3 Tezin Konusu ve Amaci

Genclerin ve gocuklarin karsilasabilecegi risk ortamlarindan birisi de dijital oyun diinyasidir.
Dijital oyunlardaki riskler gengleri ve ¢ocuklar fiziksel, duygusal, ahlaki ve zihinsel olarak
olumsuz bir bigimde etkileyebilmektedir. Kisilere veya farkli nesnelere zarar vermeyi,
yaralamay1 veya yok etmeyi amaclayan fiziksel bir aktivite olarak tanimlanan siddet, dijital
oyun oynayan ¢ocuk ve genclerin psikolojik davranislarini etkileme potansiyeli nedeniyle
oldukca 6énemlidir. Ozellikle atesli silahlarin veya bigaklarin kullanildigi oyunlarda
genglerin bu su¢ unsurlarini benimsemesi ve siddeti i¢sellestirmesi toplumda su¢ oraninin
artmasima sebep olmaktadir[43]. Dijital oyun igerisinde kavga, 6liim ve kanli sahneler ile
vahsiliginin normallesmesi, siddetin sosyal hayata yansimasi, Kiltlrel siddeti hayata
gecirebilmektedir[44].

Siddet iceren oyunlarin erken tespiti ve gerekli onlemlerin alinmasi toplumun gelecegi ve
giivenligi i¢cin biiyiik 6nem tagimaktadir. Mevcut durumda ebeveyn gozetim ve kontrolii
yeterli olmadig1 i¢in bu tehlikelere ¢oziimler de yeterli degildir. Siddet iceriklerinin tespiti
insan eli ile yapilmasi ise zaman ve performans olarak etkili sonuclar vermez. Bu tarz
problemlerde yapay zeka kullanarak siddet iceriklerinin tespitini saglamak daha verimli
sonuclar elde etmemizi saglar.

Sonug olarak ¢alisma kapsaminda siddet igeren dijital oyunlarda kullanilmak iizere gercek
zamanl silah, bigak, bomba, kan, yangin ve kavga tespiti yapabilen derin 6grenme tabanli

bir model gelistirilmistir. Gelistirilen model alt1 farkli derin 6grenme modeli ile
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karsilastirilarak dijital oyunlar i¢in kullanilabilecegi gosterilmistir. Ayrica ¢alismamizda
kullanicilar1 etkileyen siddet riskleri incelenerek siddetin analizi yapilmistir. Belirlenen esik
degerleri tizerinde siddete maruz kalan kullanicilar i¢in 6nce kendisi daha sonra ebeveyn
bilgilendirmesi mesaj ve mail yoluyla yapilmaktadir. Belirlenen son esik degerinin de
asildig1 durumlarda ise erisim engellemesi yapilarak kullanicinin dijital oyun oynamasi

sonlandmrilmaktadir.

1.4 Yas Gruplan

PEGI, dijital oyunlarin giivenli ve kullanimini desteklemek icin yas siniflandirmasi, yas
derecelendirmesi ve oyun igeriginin belirli yastaki oyuncular i¢in uygunlugunu denetleyen
Avrupa’nin 38 iilkesinde kullanilan bir sistemdir [45]. Calismamiz PEGI standartlarina

uygun 16 yas Ve alt1 ebeveyn kontroliine ihtiya¢ duyan ¢ocuklar igin yapilmistir.

1.5 Tanumlar

Siddet, siber siddet ve siber terér kavramlar1 problem tirline gore farkli tanimlar iceren genis
bir konudur. Calisma kapsaminda ele alinan tanimlari ise su sekildedir:

Siddet: Tur Dil Kurumun genel tanimima gore kaba kuvvet kullanma, kaba giic anlamina
gelmektedir[46]. Bireysel ve yapisal olarak tanimlanan siddet cinayet, yaralama, rehin alma,
kan, kavga, yakma, isgal, savas, terdr, cete ve mafya gibi igeriklerle karsimiza ¢ikmaktadir
[47]. Bu siddet igeriklerinin insan beyni tarafindan 6grenebilir olmasi ise dikkat edilmesi
gereken bir noktadir. Yapilan bir calismada suclu 6rneklerdeki deneklerin %80'e varan orani

cocukluklarinda veya ergenlik doneminde siddete tanik olduklarmi bildirmislerdir [48].

Siber Siddet: Internet ve dijital ortamlarda kullanicilar siddet iceriklerine maruz birakarak
psikolojik, sosyal veya fiziksel zarar gormesine neden olan siddet tliridtir[49]. Siber siddetin
gercek dinyadaki siddete benzer duzeyde korku ve sikintiya Yol agabilecegi
belirtilmistir[50]. Dijital oyunlarda siber siddet yazili, gorsel, isitsel veya psikolojik olarak
kullanicilar1 etkileyebilmektedir[3]. Calismamiz kapsaminda gorsel igeriklerde bulunan

siddet ele alinmistir.



Siber Teror: Siber siddetin etkisinde kalarak siddeti hayatin normal akisi igerisinde
kullanarak insanlara veya kendine fiziki zarar verme hatta 61iim ve intihara kadar sonuglanan
durumlar i¢in kullanabiliriz. Fransa’da Julien Barreaux isimli gencin Counter-Strike oyunu
sirasinda oyun karakterini bigak ile oldiiren oyuncuyu alt1 ay boyunca izledikten sonra
gogsiinden bigaklayarak 6ldiirmek istemesini siber terore 6rnek olarak gosterilebilir[S1].
Siber teroriin tanimlar1 arasinda kisilere veya mallara karsi siddete yol agan, korku
yaratmaya yetecek kadar zarar veren bir saldir1 tiirii oldugu belirtilmistir[52]. Siber terdriin
sonuglar1 arasinda kisilere siddet uygulanmasi, ac1 ¢gekmesi, ciddi sekilde yaralanmasi veya

olimle sonuglanmasi seklinde gosterilmistir[53].

1.6 Simirhhiklar

Dijital oyun diinyas1 c¢esitlilik bakimindan binlerce oyun igerdiginden butin dijital
oyunlardan goriintiiler igeren bir veri seti hazirlanmasi olduk¢a zordur. Calismamiz gergek
diinya goriintiilerine benzer goriintiiler igeren ve diinya itizerinde yaygin oynanan dijital
oyunlar iizerine gerceklestirilmistir. Cizgi film, animasyon vb. gorintiileri iceren dijital
oyunlar bu asamada ¢alisma kapsamina alimmamustir.

Dijital oyunlarda barman siddet iceriklerinin basarili bir sekilde tespit edilmesi i¢in bu siddet
iceriklerinin derin 6grenme modellerine 6gretebilecek, genel kullanima agik bir veri seti

bulunmamaktadir. Bu kapsamda veri seti ¢alisma slirecinde olusturulmustur.



2. YAKLASIM

Tez ¢alismasmin ikinci boliimiinde derin 6grenme yapisi detayli incelenmistir. Evrigimli
Sinir Aglar1 (ESA) temelli yaklasimlar arastirilarak nesne tanima modelleri (izerinde

durulmustur.

2.1 Derin Ogrenme

Derin 6grenme, temelinde makine 6grenmesi ve yapay sinir aglar1 gibi alanlar1 barindiran
bir kavramdir. Derin Ogrenme ile ilgili calismalar eski yillara dayansa da son yillarda
gelistirilen teknoloji, alt yapi, veri miktarimin artmasi ve bu verilerin internet ortamina
aktarilmasi, veri transferini cok daha kolay hale getirerek bu alanda yapilan ¢alismalarin giin
gectikge artirmasina olanak sagladi. Derin 6grenme, birden fazla katmana sahip olan, her
katmanda daha yetenekli 6zellikler 6grenilerek cok fazla 6zelligi girdi setinden ¢ikarma
yetenegine sahip karmasik yapay sinir aglari kullanilarak makine O6grenmesi isleminin
gergeklestirilmesine i¢cin kullanilmaktadir [54]. Olusturulan ¢ok derin katmanli modelleri
hesaplayabilecek grafik islemcilerin gelistirilmesi ve bu modelleri uygulayabilecek biiyiik
veri setlerinin olusturulup erisime agilmasi gorintl isleme[55], siber giivenlik[56], dogal dil
isleme[57], bankacilik[58], saglik[59], egitim[60], reklamcilik[61] ve bir¢ok 6nemli alanda

etkili sonuglarin elde edilmesine imkan saglamistir.

2.1.1 Derin Ogrenme Tarihsel Gelisimi

Derin 6grenmenin tarihsel gelisimine kisaca bakacak olursak 1943 yilinda McCulloch-Pitts
tarafindan ilk yapay sinir hiicreleri gelistirilmis [62] ve Walter Pitts tarafindan gelistirilen
bu hiicrelerin matematiksel modeli olusturularak yapay sinir aglarinin temeli atilmistir [63].
Maccharty.J 1955 yilinda yapay zeka terimini kullanan ilk arastirmaci, 1956 yilinda yapilan
Dartmount Conference ise ilk yapay zeka konferansi olmustur [64]. 1957 yilinda Rosenblatt
.F yapay zeké temel yap1 tagi olan algilayicilarin tanimini ortaya koymustur [65]. 1962 yilina
gelindiginde Rosenblatt tarafindan tek katmanli sinir agi modeli tasarlanmistir [66]. Minsky
ve Papert ise yazdiklar1 Perceptrons kitabinda tek katmanli aglarin yeterli olmadigina vurgu

yaparak ¢ok katmanli derin aglarin miimkiin olabileceginden bahsetmislerdir [67].



1986 yilinda Hinton.G tarafindan geriye yayilim algoritmasi yaymlanmustir [68]. 1989'da
George Cybenko, yalnizca bir gizli katmana sahip bir sinir aginin her zaman ¢ok degiskenli
ve surekli bir fonksiyona tahmin yetenegi oldugunu kanitlamistir. Cok katmanli
algilayicilarla herhangi bir fonksiyonun temsil edilebilecegini gostererek tam baglantili
aglarm 6grenme mimarisine sahip oldugu hipotezine destek vermistir [69]. 1997 yilinda ise
dinya satran¢ sampiyonu Garry Kasporov, IBM tarafindan olusturulan Deep Blue ya
yenilerek diinya giindemine oturmustur. Deep Blue, Grandmaster oyun veritabanini etkili
bir sekilde kullanarak, ¢oklu paralel seviyelere sahip ve tek c¢ipli etkili arama motoru
sayesinde saniyede 2 - 2.5 milyon pozisyon arasinda arama hizlarina ulasabilen derin
diisinme yapisma sahiptir. Oyun sonunda veri tabanini giincellestirme ve iyilestirmesi
sayesinde basarisini artirabilmektedir [70].

1998 yilinda LECun.Y derin 6grenmenin de temeli olan Evrisimli Sinir Aglar1 ile rakamlar1
siiflandiran  bir model gelistirmistir. Cek, senet, vb. yerlerdeki el yazilarmmn
tanimlanmasina yonelik olan bu calisma ESA’nin, minimum 6n islemle dogrudan piksel
goruntulerinden gorsel desenleri tanimak i¢in tasarlanmustir [71].

2000 li yillara kadar ki donemlerde sinirli veri ve donanimsal yetersizlikler gibi sebeplerden
derin 6grenme yerine makine 6grenmesi yaygin olarak kullanilmistir. 2000 li yillardan sonra
daha giiclii Grafik Islem Birimleri (GPU), gelisimleri ile birlikte yeniden ¢alismalarin
yaygmlastig1 bir alan haline gelmistir. 2009 yilinda Fei.Li ve ekibi diinyanin en biiylik
goriintii veri seti olan Imagenet’i iicretsiz olarak yaymlamistir. Bu sayede bircok calisma
icin ihtiya¢ duyulan veriler saglandigindan yapay zekanin da onii agilmistir [72]. 2012
yilindaki ImageNet yarismasini kazanan AlexNet derin 6grenme adina diinyada biiyiik ilgi
odagi haline gelmistir [73]. Bu donemde derin 6grenme mimarileri biiylik basarilar elde
etmistir.

2014 yilinda Min Lin ve arkadaslar1 giris verileri soyutlamak i¢in daha karmasik yapilara
sahip mikro sinir aglar1 insa ederek “Ag I¢inde Ag” modelini tanitmislardir [74]. 2014
yilinda Szegedy ve arkadaslar1 “Baslangi¢” modeli derin evrisimli sinir ag1 mimarisini
kullanarak GoogleNet modelini dnermiglerdir. Bu mimarinin temel 6zelligi, ag i¢indeki
degiskenleri daha verimli kullandig1 gosterilmistir. Boylelikle mevcut hesaplama kapasitesi
ile agin derinligini ve genisligini artirmaya olanak saglanmigtir. 2014 yilinda GoogLeNet,
ImageNet yarigsmasinda birincilik elde etmistir [75]. 2014 yilinda Ian Goodfellow ve ekibi
Cekismeli Uretici Ag (GAN) modelini tasarlayarak yapay veri tretme ile bu alanda
yapilacak dnemli ¢aligmalarin temelini atmigtir [76]. Simonyan ve arkadaslar1 2015 yilinda

VGG 16 mimarisini tasarlayarak ImageNet veri seti tzerinde 3 x 3 boyutunda evrisimli



9

filtrelere sahip bir mimari ile derinligi artan aglarda kapsaml bir degerlendirme yapmislardir
[77]. 2016 yilinda Google DeepMind tarafindan tasarlanan ALPHAGO yazilimi GO
oyununda diinya sampiyonunu yenmistir [78]. He ve arkadaglar1 daha once kullanilan
yontemlerden farkli olarak ¢ok daha derin aglarin egitimini kolaylasgtirmak igin "Artik
Ogrenme Cercevesi" adinda bir yontem gelistirerek ResNet’i tasarlamislardir [79]. 2017
yilinda Hinton.G ve ekibi kapsiil aglar1 tanitmiglardir [80]. 2022 yilinda OpenAl sohbet
yoluyla insan benzeri konusma cevaplar1 Uretme odakli olarak tasarlanmig ChatGPT

modelini tanitilmistir [81].

Derin 6grenme alaninda yapilan bu basarili ¢alismalarin ardindan giiniimiizde calisma
yapilan alan sayisinda ciddi artislar meydana gelmektedir. Buda ¢alisma yapilmayan diger
alanlara da cesaret vererek derin 6grenmenin farkli ¢aligmalarda kullanilmasma olanak
saglamaktadir.

Derin 6grenme igerisinde problemin tiiriine gére Evrisimli Sinir Aglar1 (ESA), Tekrarlayan
Sinir Aglar1 (RNN), Uzun-Kisa Vadeli Hafiza Aglar1 (LSTM), Derin Oto Kodlayicilar
(Autoencoders), Cekismeli Uretici Aglar vb. birgok farkli mimari gelistirilmistir. ESA
Ozellikle goriintli isleme alaninda onemli basarililar elde ettiginden tez kapsaminda ESA
tabanli nesne tanima modelleri Uzerinde caligmalar yapilmistir. Evrisim ve havuzlama
katmanlar1 ile veri iizerinde Ozelliklerin hiyerarsik olarak ¢ikarilmasina olanak taniyan bu
mimari, 0zellikle goriintli isleme gibi alanlarda biiylik veri setleri ile egitildiginde yiiksek

basar1 oranlar1 elde edilmektedir.

2.1.2 Derin Ogrenme Yapisi

Derin Ogrenme; goriintii, ses ve metin gibi verileri anlamlandirmaya yardimc1 olan birgok
dogrusal olmayan bilgi isleme katmanindan yararlanarak 0Ozellik ¢ikarma, 6zellikleri
doniistiirme, smiflandirma gibi islemlerden gecirebilen ve analiz etme yetenegine sahip
denetimli veya denetimsiz 6grenebilen, bilyiik 6l¢lide sinir aglarina dayali, yapay zekanin
alt dali olan bir makine 6grenme teknigidir [82]. Bu teknik, insan beyninin yapisi ve isleyisi
tarafindan ilham alinarak tasarlanmigtir[83]. Derin 6grenme modelleri, girdi verilerinden
ozellikleri otomatik olarak 0grenip temsil edebilmek i¢in ¢ok sayida katmanli baglantili
diigtimden bir diger adi ile sinir hiicresinden olusan yapay sinir aglar1 kullanir [84]. Sekil 2.1

de sinir hticresi yapis1 gosterilmistir.
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Sekil 2.1 Sinir hlcresi yapisi[85]

x: Norona digsardan gelen giris verisi veya baglantili oldugu diger néronlardan gelen girdiyi
ifade eder.

w: Noronlar arasindaki sinapsi taklit ederek alman bilgiyi degistiren sinaptik agirliklarin
vektoradar.

b: Noronun kesisim veya esik degeri olarak bilinen Bias degeridir.

y: Cikis degeri olarak tanimlanur.

Derin 6grenme modelleri, yapay sinir aglarmin ¢ok sayida katmanini igeren derin sinir
aglarmdan olusur. Aglarm derin olarak adlandirilmasinin sebebi ¢ok sayida gizli katmanin
bulunmasindan kaynaklanmaktadir. Bu gizli katmanlar modele giderek daha karmasik ve
soyut Ozellikleri 6grenme yetenegi kazandirir. Diisiik seviye katmanlar kenar veya renk
bulma gibi basit 6zellikleri yakalayabilirken, yiksek seviye katmanlar metin anlamlari,
nesne sekilleri gibi daha karmasik Ozellikleri yakalayabilirler. Ancak derin 6grenme
modelleri her ne kadar iyi tasarlansa da basarili bir egitim siireci olmadiginda basarili
sonuglar veremezler. Bu yiizden modeller egitim agsamasinda blyuk veri kiimelerine ihtiyag
duyarlar ve egitim sirasinda noronlar arasindaki agirliklar1 ayarlayarak verilerden gerekli
bilgileri 6grenirler. Ayrica derin 6grenme modelleri veri setinde ki ham verilerden gerekli
ozellikler ¢ikararak daha anlamli bilgiler elde etme yetenegine sahiptirler. Elde edilen yeni

Ozellikler tavsiye sistemleri, otonom araglar, gorunt, ses ve dogal dil isleme gibi bircok
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alanda basarili bir sekilde kullanilmaktadir [86]. Sekil 2.2 de evrisimli sinir ag1 mimarisi

gosterilmistir.
Havuzlama B HEvilA .'_::_'_‘._:._-.'— ] Cikis
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+ & + Diizlestirm Fonksiyonu
RelLU ReLU ReLU Katman
Ozellik Haritalar1 “—— Baglantih
Katman
] N | |
Ozellik Cikarma Simuflandirma Olasiliksal Dagilim

Sekil 3.2 Evrigimli sinir ag mimarisi

Evrisimli Sinir Aglar1 temel olarak su katmanlardan olusmaktadir:

e @Giris Katmani

e Evrisim Katmani

e Havuzlama Katmani

e Diizlestirme Katmani

e Tam Baglantili Katman
e Diigiim Silme Katmani
e Smiflandirma Katmani

e (Cikis Katmani [87].

2.1.2.1 Giris katmani

Goruntdlerin islendigi ilk katman olan giris katmani egitimden Onceki bir 6n iglem
katmanidir. Veri tiirlerine gore, giris katmaninin ¢alisma yapis1 da farklilik gostermektedir.
Onceden tanimlanmus filtreler ile ham giris goriintiisiiniin kenarlarmi bulma, gradyanlarmi
hesaplama veya kontrast ¢ikarma gibi 6zellikleri aga kazandirarak agin tanima yetenegine

yardimc1 olmaktadir [88].
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2.1.2.2 Evrisim katmanlar

Evrigsimli Sinir Aglarmin temel islemlerinin yapildigi katmandir. Evrisim katmanin roli,
onceki katmandaki o6zelliklerin yerel birlesimlerini saptamaktir. Bu katmanda matrisler
tizerinden 2 boyutlu islemler yapilir. Evrisim katmani giris katmanindan gelen matrise
belirlenen boyutlarda filtrelerin uygulandigi ve elde edilen matrisin bir aktivasyon
fonksiyonuna tabi tutularak yeni ozelliklerin cikarildigi katmandir. Ozelliklerin en iyi
sekilde cikarilabilmesi icin filtre boyutu ve agirlik degerleri olduk¢a 6nemlidir. Evrisim
isleminin her adiminda hata oranma bakilarak yeni agirlik degerleri belirlenir ve evrigim
dongiisii yeni degerler {izerinde tekrarlanir. Goriintiideki koseler, kenarlar, renk degisimleri
ve diger 6nemli 6zelliklerin tespiti saglanarak 6zellik haritalar1 olusturulur ve daha karmasik
ozelliklerin elde edilebilmesi i¢in havuzlama katmanlarma iletilir [89]. Sekil 2.3 de evrigim

katmanimda uygulanan bir filtre 6rnegi gosterilmistir.

e _— (. 4
B 1 00| 0 T [ P
B — ) ————b—ooe ™3 = e e Z
""" : | : : : : - i
O 1 1 0 1:0: 1 y -
______ G (R T T I P/
| \ A
0:0:1:1:1 0:1: 0 7
------ e - | 7 Eviisim
0:0; 1 1T+~0 1/‘/‘9\\1 Y Sonucu
""" """"'“ " ' = Olusan Yeni
0 1 1 0 0 3x3 Filtre Ozellik

Giris Verisi

Sekil 4.3 Evrisim katmaninda uygulanan bir filtre 6rnegi

2.1.2.3 Aktivasyon fonksiyonlari

Derin 6grenme modellerinin gok dnemli bir bileseni olan aktivasyon fonksiyonlar1 genellikle
evrisim katmanlarmin ardindan kullanilir. Aktivasyon islevi, derin 6grenme modelinin
ciktisini, dogrulugunu, birlestirme yetenegini, hizn1 ve modeli egitmenin hesaplama
verimliligini belirler. Aktivasyon fonksiyonlar1 farkli etki alanlarindaki derin aglarinin

ciktilarin1 kontrol etmek ic¢in dogrusal veya dogrusal olmayabilir [90]. Derin 6grenme
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modellerinde ndronlarda gergeklesen agirlik ve giris degerinin ¢arpiminin Sonucu
aktivasyon fonksiyonuna tabi tutularak c¢ikis degeri elde edilir. Cikis degerleri gergek
problemlerde dogrusal olmayabilir. Dogrusal olmayan ¢ikis degerleri ile yapay sinir agin1
egitmek i¢in aktivasyon fonksiyonlarmm kullanilmast gerekmektedir. Aktivasyon
fonksiyonlart her bir néronun ¢iktisin1 1 ile 0 veya -1 ile 1 arasinda normallestirmeye
yardime1 olur. Sigmoid, ReLU, Leaky ReLU, Hyperbolic Tangent, Softmax, Swish gibi
aktivasyon fonksiyonlar1 yaygin olarak kullanilmaktadir. Asagida sik kullanilan aktivasyon

fonksiyonlarim hesaplanmasi gosterilmistir [91].

1

fsigmoia () = T (2.1)
freru(x) = max(0,x) (2.2)
frann O = :::__: (2.3)
fsossepus(x) = log(1 + €) (2.4)
fsssisn (%) = x x Sigmoid B x x) (2.5)
fussn (x) = x X Tanh(Sofftplus(x)) (2.6)
[92].

Aktivasyon fonksiyonlar1 tasarlanan modelin ihtiyacina gore farkli secilebilmektedir.
Ornegin negatif giris degerine sahip verilerin oldugu durumlarda ReLU gibi fonksiyonlar,
negatif degerin tiirevini sifir hesapladigindan modelin egitim basarisini azaltmaktadir [93].
Bu gibi durumlarda negatif degerlerde de geri yayilimi miimkiin kilan ve modelin egitim
performansini artirmak amach Leaky ReLU, Swish gibi fonksiyonlar: tercih edilmektedir
[94]. Aktivasyon islemleri, her veri igin binlerce hatta milyonlarca ndron arasindan
hesaplandigimdan hesaplama maliyeti agisindan da verimli olmalar1 gerekmektedir. ReLU,
Swish gibi aktivasyon fonksiyonlar1 performans ihtiyacindan dolay1 gelistirilmis
fonksiyonlardir. Cikis katmaninda tercih edilen Softmax ise 0 ile 1 arasindaki her siif i¢in
cikig degerlerini normallestirir ve giris degerinin belirli bir sinifta olma olasiligin1 hesaplar.

Girig degerinin birden ¢ok kategoriye ayirmasi gereken modellerde yalnizca ¢ikt1 katmani
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icin kullanilir [95]. Sekil 2.4 te farkli aktivasyon fonksiyonlarinin istatistiksel sonuglar1

gosterilmistir.

‘Aktivasyon Fonksiyonu | Mace ‘ Hioss ‘ Oucc |
Mish 87.48% | 4.13% | 0.3967
Swish 87.32% | 4.22% 0.414
GELU 87.37% | 4.339% | 0.472
ReLU 86.66% | 4.398% | 0.584
ELU 86.41% | 4.211% | 0.3371
Leaky ReLU 86.85% | 4.112% | 0.4569
SELU 83.91% | 4.831% | 0.5995
SoftPlus 83% 5.546% | 1.4015
SRelLU 85.05% | 4.541% | 0.5826
ISRU 86.85% | 4.669% | 0.1106
TanH 82.72% | 5.322% | 0.5826
RReLLU 86.87% | 4.138% | 0.4478

Sekil 5.4 Farkli aktivasyon fonksiyonlarmm istatistiksel sonuglar1 [96]

2.1.2.4 Havuzlama katmanlar

Havuzlama katmaninin rolii, anlamsal olarak benzer 6zellikleri tek bir 6gede birlestirerek
ozelliklerin konumunun ve 6l¢eginin daha 1yi 6grenilmesine yardimei olmaktir. Havuzlama
katmani ortalama, maksimum, minimum, ortanca deger atama gibi islemlerle giris matrisini
alt bolgelerle 6zetleyerek 6zellik matrisinin boyutunu azaltir. Segilen filtre boyutu ve adim
kaydirma degeri hassasiyete dogrudan etki etmektedir. Ornegin 3x3 boyutunda uygulanan
bir maksimum havuzlama isleminde 9 pikselden en yiiksek degere sahip olan deger, 3x3
boyutundaki alan1 6zetlediginden filtre boyutunun dogru secilmesi olduk¢a 6nemlidir [97].

Sekil 2.5 te 2x2 boyutunda maksimum ve ortalama havuzlama islemleri 6rneklendirilmistir.
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3 2 0 0 3 2 0 0
0 7 1 3 0 7 1 3
5 2 3 0 5 2 3 0
0 9 2 3 0 9 2 3
| 7. ].8 T
Maksimum . Ortalama
Havuzlama 9 3 Havuzlama | 4 2

Sekil 6.5 2x2 Maksimum ve ortalama havuzlama 6rnegi

2.1.2.5 Diizlestirme katmam

Diizlestirme katmani evrisim ve havuzlama katmanindan ¢ikan iki veya ii¢ boyutlu dizileri
tek boyutlu dogrusal vektore doniistiirmek i¢in kullanilir. Olusan bu vektordeki veriler tam

baglantili katmanin giris verileri olarak kullanilir[98].

2.1.2.6 Tam baglantih katmanlar

Evrisim ve havuzlama katmanlardan gelen veriler diizlestirme katmanindan sonra tam
baglantili katmanlara giris verisi olarak aktarilir. Tam baglantili katman derin 6§renmenin
temel unsurlarindandir. Orta katman veya gizli katman olarak ta adlandirilan bu katman
noronlarin 6nceki katmandaki tiim aktivasyonlarla tam baglantilarini saglar. Tam baglantili
katmanin en biiyiilk avantaji, giris verisi hakkinda bir varsayimda bulunulmasma gerek
kalmadan bagimsiz islem yapmasidir. Ayrica ©Onceki katmanlardan gelen ozellikleri
kullanarak siniflandirma veya regresyon gorevlerini gergeklestirerek orta ve yliksek seviye
Ozellikler ¢ikarilmasini saglar. Bu katmanda ¢ok smifli smiflandirma problemleri icin

genellikle Softmax aktivasyon fonksiyonu tercih edilir [99].
2.1.2.7 Diigiim silme katmani
Digiim silme teknigi gizli katmanlarda ki ndronun ¢iktisin1 0,5 olasilikla sifir olarak

ayarlanarak yapilir. Boylelikle sifira ayarlanan noronlar ileri ve geri yayilima

katilmazlar[100]. Bu teknikle genellikle agin egitimi sirasinda asir1 6grenmesinin Oniine
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gecilmek hedeflenir. Bir diigiimiin silinmesi, aktivasyon fonksiyonuna katkisinin sifir olarak
ayarlandig1 anlamina gelir. Aktivasyon katkist olmadigi igin silinen diigiimlerin gradyanlari
da sifir olarak ayarlanir [101]. Sekil 2.6 da yapay sinir agmnin standart yapisi ve rastgele

diigiim silme islemi sonrasindaki durumu gosterilmistir.

Sekil 7.6 a) Standart sinir agi b) Diigiim silinmis sinir ag1

Derin sinir aginda bir néronun dogru sekilde 6grendigi durumlarda agin daha derinlerindeki
diger noronlar bilgi ihtiyacinda o ndérona giivenmeyi hizla 6grenmektedirler. Ag genel bir
kurali 6grenmek yerine bu ndron tarafindan 6grenilen 0zelliklere asir1 derecede bagl kalarak
agin kirilgan hale gelmesine sebep olur. Diigiim silme bu tarz ezberlemelerin dnline gecerek
ogrenme asamasinda bu gibi néronlar silinebileceginden herhangi bir nérona bagli olmadan
o0grenme devam eder. Bu durumda diger noronlarda eksik 6zellikleri 6grenmeye zorlanir
[102]. Diigiim silme veri ¢esidi fazla olan veri setlerinde modelin yeni veriler lizerindeki
tahmin giiciinii artirma etkisi de vardir. Modelin tahmin yaptig1 durumlarda diigiim silme
islemi durdurulmalidir. Aksi halde tahminin daha guraltili ve kullanissiz veriler icermesine
yol acabilir [103].

2.1.2.8 Kayip fonksiyonu

Maliyet fonksiyonu olarak da adlandirilan kayip fonksiyonu, ileriye dogru yayilma ile agin
tahminlerini gercek etiketlerle karsilastirir ve egitim slrecini yonlendirir. Problemin
cesitliligine gore farkli kaylp fonksiyonlar1 kullamilabilir. Ornegin ¢ok smifli

siniflandirmalar igin yaygin olarak kullanilan kayip fonksiyonu capraz entropidir [104].
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Surekli degerlerin oldugu durumlarda ise ortalama hata karesi (mean squared error)
regresyonlara uygulanabilir[105]. Smirlayic1 kutular igin CloU[106] ve DFL[107] gibi kayip
fonksiyonlar1 basarili sonuclar vermektedir. Softmax fonksiyonunun ¢ikis katmaninda
kullanildig1 ag yapilarinda ortalama hata karesi kaybolma egilimi gOstermektedir. Her
yineleme sonrasi ¢apraz entropinin geri yayilim hatasi ortalama hata karesine gore daha
diistiktiir[ 108]. Ayrica ortalama hata karesi kullanimi egitim asamasini ¢ok yavaslattigi i¢in
cok smifl smiflandirma problemlerinde gapraz entropi daha popiiler bir kayip fonksiyonu

haline gelmistir[109].

2.1.2.9 Dolgulama

Dolgulama giris verilerinin boyutlarmi yonetmek i¢in kullanilan énemli bir tekniktir. Girig
matrisine gercek verilerin disinda kenar ¢evresine sifir katmanlar1 veya farkli degerler
eklenerek yapilir. Dolgulama temel olarak giris matrisine filtreler uygulandiktan sonra ¢ikis
matrisinin ayni boyutta kalmasi veya ayarlanmak istenilen boyuta getirilme amaci ile
yapilmaktadir. Boylelikle ¢ikis 0zellik haritasinin boyutu kontrol altina alinmis olur.
Dolgulama yapilmadigi durumlarda evrisim ile Gretilen 6zellik haritasinin boyutu her
katman sonunda kii¢iiliir. Buda derin aglarda 6zellik haritasinin hizla azalmasina ve 6énemli
bilgilerin kaybolmasina neden olur. Dolgulamanin bir diger énemli 6zelligi ise yeterince
kullanilmayan kenar piksellerin kullanimini saglayarak bu pikselde kaybolabilecek
bilgilerin tutulmasi saglanir. Genel kullanilan dolgulama yontemleri sifir, ¢ogaltma ve
yansima dolgulamadir. Sifir dolgulama giris matrisinin etrafini sifir sayilar ile doldurarak
yapilir. Cogaltma yonteminde giris matrisinin smirlar1 boyunca degerleri ¢ogaltarak
genisletilir. Yansima yonteminde ise giris degerleri smir ekseni boyunca ayni degerler ile

yansitilir[110]. Sekil 2.7 de dolgulama yontemleri 6rnekle gosterilmistir.

o|lofofo|ofo 5(6(7(8]|7 Al 20| =l ra A
12|34 0o[1]|2]3]4]o0 1(2(3]4]3 1{1]|2(3[4]|4
s|6|7]s o[s|6|7]s]o s(e|7]8]7 5(5(/6[7|8]|8
9 [10{11]12 " [o]o[w0]1|12]0 10( 9 [10{11{12|12 9|9 [10{11|12]12
13(14 15|16 0[13]14]15]16] 0 14(13[14[15(16 (15| [23[13]14]15]| 16|16

o|ofofo|o]o 10( 9 (10{11]12|11| [13|13|14|15|16|16

a) Sifir Dolgusu b) Yansima Dolgusu  ¢) Cogaltma Dolgusu

Sekil 8.7 Dolgulama yontemleri
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Dolgulama i¢in gereken veri miktar1 uygulanacak filtrenin ve istenilen ¢ikis matrisinin
boyutuna baghdir. Dolgulamanin tiiriiniin ve miktarim diizgiin yapilmadigi durumlarda
modelin gercek verilerin yerine doldurulmus verileri 6grenmesine yol agabilir. Buda
modelin tahmin yetenegini diisiirlir. Diger taraftan genel kullanilan yontemlerin dinamik
olmama gibi bir dezavantaji da vardir. Bu nedenle, dolgulama degerleri her zaman statik
oldugundan model egitimi sirasinda girig matrisinin sinirlarina gére en dogru tahmin
edilebilecek sekilde optimize edilemeyebilir. Daha basarili sonuglar elde edebilmek i¢in

modele 6zgii dolgulama modelleri gelistirilen ¢alismalarda mevcuttur [111].

2.1.3 Nesne Tanmima Algoritmalar

Nesne tanmma, gorlntl icerisindeki bir nesnenin sinifi, sekli, koordinatlariyla birlikte
yiikseklik ve genislik bilgilerini belirlenerek gercek konumunu tespit etme islemidir [112].
Nesne tanima modellerinin biiyiik kism1 ESA tabanhdir ve iki farkli kategoriye ayrilmistir.
Bunlarm ilki bélgesel 6neri ve siniflandirmanin sirali olarak yapildigi R-CNN, Fast R-CNN,
Faster R-CNN, Mask R-CNN gibi iki asamada modellerdir. Ikincisi ise bdlgesel dneri ve
smiflandirma iglemlerini es zamanh olarak gerceklestiren tek asamali modellerdir. Tek
asamal1 yontemlerin en basarilar1 YOLO versiyonlari, SSD, vb modellerdir. Bu bdliimde
calisma kapsaminda test edilen nesne tanima modelleri hakkinda bilgi verilmistir. Sekil 2.8

de tek asamali ve iki asamali modellerin yapis1 gosterilmistir.

Giris Omurga

@—_i g—r -@

e

Giris: {Gorintl, Bolge, Gorunti Piramidi, ... }

Omurga: {VGG16 [77], ResNet-50 [79], ResNeXt-101[113], Darknet53 [114], ... }

Boyun: { FPN [115], PANet [116], Bi-FPN[117], ... }

Bas:
Yogun Tahmin: {RPN[118], YOLO [119] [120] [114], SSD [121], RetinaNet [122], FCOS [123] }
Seyrek Tahmin: { Faster R-CNN [118], R-FCN [124], ...}

Sekil 9.8 Nesne tanima algoritmalar1 [125]
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2.1.3.1. YOLO

YOLO, goriintii isleme alaninda en yaygin kullanilan nesne tespit algoritmalarindan bir
tanesidir. Bu algoritma, ilk olarak giris goruntisinu 448 x 448 boyutunda yeniden
boyutlandirdiktan sonra ¢ok olgekli bolgelere boler. Daha sonra goriintii lizerinde tek bir
evrisim ag1 ¢alistirir. Smirlayict kutular kullanarak smif olasiliklarini tahmin ederek esik
degerinin iizerinde giivenilirlige sahip tespitleri gercek zamanli sonuglandirir. YOLO diger
nesne tanima modellerine gore algilama performans1 yuksek ve daha az hesaplama
maliyetine sahiptir. Siniflandiric1 tabanh yaklagimlardan farkli olarak YOLO, modelin
tamamini dogrudan bir kayip fonksiyonu Uzerinden egiterek daha hizli sonuglar elde
edebilmektedir. 2015 yilinda Joseph Redmon ve ekibi tarafindan ilk tanitildigi zaman Fast
R-CNN gibi iki asamali nesne tanima mimarilerinden daha diisiik tahmin performansi
gOstermesine ragmen zaman icerisinde mimarisindeki gesitli iyilestirmelerle farkli modelleri
tanitilarak hiz ve tahmin basarisi ¢ok daha basarili seviyelere ¢ikarilmistir [119]. Sekil 2.9

da YOLO nesne tanima modellerinin yillara gére gelisimi gosterilmistir.

[vorova ] [volovs]  [YoLovs]

2016 2018 2020 2023
? @ @ @ @ @
2015 2017 2019 2021 2022
YOLO9000 | YOLOvV7 |
YOLOV2

Sekil 10.9 YOLO sirtumlerinin yillara gore gelisimi

2.1.3.2. YOLO V4

YOLO V4, CSPDarknet53 ile tasarlanmis bir omurga[126], SPP [127] ve PAN[116] dan
olusan boyun kismi ve YOLO V3 [114] ile aymi Ozelliklere sahip bir bas kismu ile
tasarlanmigtir. YOLO V4’in ¢esitli 6nemli yenilikleri ile hiz ve dogruluk oranlarinda
basarili sonuglar verdigi gosterilmistir. Bu yeniliklerin ilki Cutmix ve mozaik veri ¢ogaltma
yontemidir. Bir diger yenilik ise Mish activasyon fonksiyonu kullanilarak egitim asamasinda
dogruluk oraninim artirildig1 gosterilmistir. Ag aktivasyonlarinin ortalama ve varyanslarina
gore normallestirilmesi i¢in Yigm Normalizasyonu veya Capraz Yinelemeli Yigmn

Normalizasyonu yerine Capraz Mini Toplu Normallestirme uygulanmistir. Boylelikle
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istatistikleri tek bir mini grup icinde toplamak yerine tim gruplar icindeki istatistikler
toplanmaktadir. YOLO V4, 2020 yilinda tanitildigi zaman MS COCO veriseti iizerinde
egitilmis ve test sonuglarma gére mevcut tlim nesne tanima modellerinden daha hizli ve daha
dogru sonug verdigi belirtilmistir. Ayrica modelin 8-16 GB VRAM'e sahip geleneksel bir
GPU uzerinde egitilebildigi igin herkes tarafindan rahatlikla kullanilabilecegi ifade
edilmigtir [125].

2.1.3.3. YOLO V4 Tiny

Calisma kapsaminda test edilen modelleriden bir tanesi de YOLO V4 Tiny modelidir.
YOLO V4 modelinin daha hafif bir versiyonu olan YOLOV4 Tiny daha hizli nesne algilama
performansina sahip olmasi i¢in tasarlanmistir. Mimari agidan bakildiginda omurga agi
olarak YOLO V4 Tiny, CSPDarknet53 agi yerine CSPDarknet53 Tiny agin1 kullanir.
CSPDarknet53 Tiny agi, artik agdaki ResBlock moduili yerine CSPBlock modullni
kullanmaktadir. CSPBlock modiilii, 6zellik haritasini iki boliime ayirir ve farkli bir modiil
ile birlestirir. Bu 6zellik hesaplama maliyetini artirsa da %10 ile %20 arasinda dogru tahmin
oranini artirdigr belirtilmistir. Bir diger farklilik ise hesaplama islemini daha da
basitlestirmek icin YOLO V4 Tiny aktivasyon fonksiyonu Mish yerine LeakyRel U
kullanilmaktadir. YOLO V4 Tiny’in diisik GPU o6zelliklerine sahip mobil ve gomuli

sistemler icin de kullanilabilecegi gosterilmistir[ 128].

2.1.3.4 YOLO Vbn

YOLO V5 Ultralystics sirketi tarafindan 2020 yilinda YOLO V4’den 1 ay sonra tanitilmistir.
Ultralystic, YOLO'nun oOnceki sdrimlerini derin  6grenme alanindaki en @nli
framewoklerden biri olan Python dilinde yazilmis PyTorch'a doniistiiren sirkettir. YOLO V5
onceki suriimlerden farkli olarak herhangi bir akademik yayin ile tanitilmamistir. Ag
mimarisi YOLO V4’iin mimarisine oldukga benzerdir [129]. PyTorch in getirdigi avantajlar
ile YOLO V5'in ¢oklu ag§ mimarisinin kullanim1 olduk¢a esnektir ve ¢ok hafif bir model
boyutuna sahiptir. Dogruluk performansi agisindan karsilastirildiginda YOLO V4 ile benzer
sonuglar vermektedir[130]. Calisma kapsaminda YOLO V5’in en hafif modeli olan YOLO
Vb5n test edilmistir.
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2.1.35YOLO V7

2022 yilinda tanitilan YOLO V7 modeli diger YOLO modellerinden farkli olarak sunulan
yeniliklerin ilki E-ELAN kullanmasidir. Genisletilmis verimli katman toplama ag1 olarak
adlandirilan E-ELAN, orijinal gradyan yolunu bozmadan agin 6grenme yetenegini siirekli
olarak gelistirebilmek i¢in genisletme, karistirma ve birlestirme islemleri yapar. Boylelikle
grup evrisimini kullanarak hesaplama bloklarinin kanalin1 ve 6nem derecesini genisletmek
amaclanmaktadir. Mimari agidan bakildiginda ise E-ELAN yalnizca hesaplama blogundaki
mimariyi degistirir. Gegis katmanlarinin mimarileri tamamen degistirmez. Orijinal ELAN
tasartm mimarisini korumakla birlikte E-ELAN, daha ¢esitli 0zellikleri 6grenmek igin farkli
hesaplama blok gruplarina da rehberlik edebilir. Bu sayede farkli 6zellik haritalar1 tarafindan
ogrenilen Ozellikler, parametreler ve hesaplamalarin kullanim sekli gelistirilebilir.

YOLO V7 ile sunulan bir diger yenilik ise “Birlestirme Tabanli Model” kullanmasidir.
Yapay sinir aginimn derinliginde 6lgek biiylitme veya kiigiiltme islemi gerceklestirildiginde,
birlestirme tabanli bir hesaplama blogunun hemen ardindan gelen ceviri katmanmin
derecesinin de azalacagini veya artacagini goriilmektedir. Bu durum bir sonraki iletim
katmaninin giris genisliginin de artmasina veya azalmasina neden olmaktadir. Bir hesaplama
blogunun derinlik faktoriinii 6l¢eklendirildiginde o blogun ¢ikis kanalindaki degisimin de
hesaplamasi gerekmektedir. YOLO V7 de bu problemin ¢6ziimii, model 6l¢geklendirme
islemi gergeklestirirken yalnizca hesaplama blogundaki derinligin Olceklendirilmesi ile
yapilmaktadir. Iletim katmaninin geri kalanina karsilik gelen kisimda genislik 6lceklendirme
gerceklestirilmektedir. Sekil 2.10 da YOLO V7 de sunulan birlestirme tabanli model
gosterilmistir.

/\\ R Hesaplama Blogu Iletim Blogu a1 _@

\_\\ 47‘ Derinlik Biiyiitme  Genislik Biiyiitme : fletim Blogu
% | =
—) Capraz Asamah Birlestirme Genislik Biiyiitme
Genislik Biiyiitme

Sekil 11.10 YOLO V7 de sunulan birlestirme tabanli model
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Gelistirilen birlestirme tabanli model, modelin ilk tasarimda sahip oldugu Ozellikleri
korumasini saglayarak ag yapisinin bozulmasini dnlemektedir[131]. YOLO V7 bir diger
guncellemesi gradyan akis yayilma yolu kullanilarak yeniden parametrelendirilebilen
evrisim iglemi yapabilmesidir. Ayrica, 6grenme siirecinde dinamik ayarlanabilen etiketler

ile daha iyi sonuclar elde edilebildigi gosterilmistir[132].

2.1.3.6 YOLO V8

YOLO V5 gibi Ultralystics sirketi tarafindan 2023 yilinda tanitilan YOLO V8, yeni
ozellikler ve optimizasyonlar ile dnceki YOLO siiriimleri gelistirilerek tanitilmistir. Benzer
sayida parametreyle tim YOLO modellerine gore daha verimli ¢alistigi belirtilen YOLO
V8’in donanim agisindan da yeni mimari reformlara isaret ettigi vurgulanmistir [133].
Ayrica YOLO V&8’in sinirli donanima sahip cihazlarda da yiksek c¢ikarim hizina
ulasabilecegi ifade edilmistir. YOLOVS8'deki Hizli Uzaysal Piramit Havuzlama (SPPF)
katman farkl 6lceklerdeki 6zellikleri sabit boyutlu bir 6zellik haritasinda bir araya getirerek
agn hesaplamasini hizlandirmak i¢in tasarlanmistir[134].

YOLO V8’in bir diger énemli 6zelligi 6nceki modellerdeki baglant1 kutularini icermeyen
bir model olmasidir. Boylelikle nesnenin baglanti kutusundan uzakligi yerine dogrudan
nesnenin merkezini tahmin edebilme yetenegine sahiptir[135]. Baglant1 kutularmnin
olmamasi tahmin kutularmin sayisini da azalttig1 icin agin belirli bir ¢ikarim sonrasinda ayni1
nesneyi temsil eden gereksiz veya ortiisen sinirlayici kutu tahminlerini eleyerek yalnizca en
guvenilir ve dogru olani segen Maksimum Olmayan Bastirma (Non-Maximum Suppression)
islemini de hizlandirmaktadir[136]. YOLO V8, smirlayici kutular i¢in CloU ve DFL kayip
fonksiyonlarini kullanirken siniflandirma islemi igin ikili gapraz entropi kayip fonksiyonunu
kullanir. Bu fonksiyon segimleri nesne algilama performansini artirdigi gibi kiigiik nesneleri
algilanma da daha basarili sonuclar vermektedir. Sekil 2.11 de YOLO V8 mimarisi

gosterilmistir.
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Sekil 12.11 YOLO V8 mimarisi [137]

YOLO V8'in, heniiz yaymlanan bir makalesi olmadig1 i¢in COCO veri kiimesi lizerinde

verdigi sonuglarina bakildiginda en yiiksek dogruluk ve en diisiik tahmin hizina sahip en
basarili mimari oldugu varsayilmaktadir. Sekil 2.12 de YOLO V8 modelinin diger YOLO

modelleri ile performans karsilastirilmasi gosterilmistir.
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Sekil 13.12 YOLO V8’in performans karsilastirilmasi [138].

2.1.3.7 Faster R-CNN

Faster R-CNN bolge 6neri ag1 ve nesne tespit agindan olusan iki agsamali nesne tanima
algoritmalarindandir[118]. Ik olarak giris goriintlisi evrisim agmndan gecgerek ozellik
haritalar1 ¢ikarilir. Bolge 6neri agi, tespit edilecek nesnelerin gérinti izerinde bulunabilecek
yerleri i¢in Oneriler olusturur. Daha sonra 6zellik haritalar1 iizerinde tahmin noktalar1 ile
farkli boyut ve konumlarda bircok tahmin kutusu olusturulur. Bu tahminlerin
sonuglandirilmasi i¢in nesne tespit aginda hangi smifta oldugunu belirleyen smiflandirma
yapilir. Belirlenen esik degeri Gizerinde tahmine sahip nesneler sonuglandirilir[139].

Faster R-CNN nesne tanima modelleri icerisinde basarili sonucglar verse de Oneri agi
moduliinin CNN'den bagimsiz olarak ayri1 bir modilde gergeklestirilmesi nedeniyle
ogrenme ve ylirlitme hizinda verimsizliklere sahiptir [140]. Sekil 2.13 te Faster R-CNN ag

yapisi gOsterilmistir.
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Sekil 14.13 Faster R-CNN ag yapis1
2.1.3.8 SSD

Tek bir derin sinir ag1 kullanarak nesne tespiti yapabilen SSD sinirlayici kutularin alanini,
Ozellik haritasmi, konumunu ve farkli en boy oranlar1 iizerinden varsayimlar yapabilen bir
modeldir. Bu model nesnenin tahmini sirasinda sinirlayici kutularda ¢esitli ayarlar
yapabilme ozelligine sahiptir. Ayrica birden fazla 6zellik haritasindan gelen tahminleri
birlestirerek nesnenin kategorisini puanlayarak tahmin eder. Tiim hesaplamayi tek bir agda
yaptig1 i¢in birgok modele gore daha hafif ve hizli tespit yapabilmektedir[121]. Sekil 2.14
te SSD ag yapis1 gosterilmistir.
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Sekil 15.14 SSD ag yapis1
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3. YONTEM

Derin  6grenme tabanli nesne tanima modelleri temel bazi adimlar izlenerek

olusturulmaktadir. Calismamizda olusturulan yontemlerin izledigi adimlar sekil 3.1 de

gosterilmistir.
- - - - Veri On isleme
Veri Seti Olugturma Veri Hazirlama
Video Avet , Sonnt ] Gorunti Yeniden
€0 Aynstirma - oruntu P Boyutlandirma
- - (300,416,640)
Veri Ayiklama Video
Veri Cogaltma
Goriintii Efiketieme Gercek Zamanli
Modelin Testi ve Performans Konfigurasyon ve Model Egitimi Egitim / Test / Dogrulama
e YOLO V4 Tiny
==l YOLO V5 Egitim: 4379
Duyarlik YOLO V7 P
o Do e YOLO V8n ~— Test: 626
e @%95 YOLO V8 Gelistirilen
CPU Hiz SSD Dogrulama: 1251
i Faster R- CNN
il Toplam: 6256

Sekil 16.1 Nesne tanima modellerinin genel akis semasi

3.1 Veri Seti Olusturma

Dijital oyunlarda siddet iceriklerinden olusturulmus kullanima agik bir veri seti
bulunmamaktadir. Tez ¢alismamiz kapsaminda farkli dijital oyunlardan siddet icerikli
goriintiileri iceren bir veri seti olusturulmustur. Veri setimizi olusturan goriintiiler CSGo,
PubG, GTA, Valorant, Half Life vb. diinya iizerinde yaygin oynanan oyunlarindan 100 den
fazla video karelerine ayirarak elde edilen goriintiilerden olusturulmustur. Bu kapsamda
video goriintiilerini karelerine ayiran ve saniye basma 1 goriintli karesi kaydedecek bir
yazilim gelistirilmistir. Veri setimizde her smifa ait en az 1000 goriintiiniin bulundugu
yaklagik 6256 goruntt bulunmaktadir. Modelin egitimi ve testi i¢in kullanilan bu gortntiler
silah, bigak, bomba, yangm, kan ve kavga smiflarima ait gorlntllerden olusmakta ve

modelin daha basarili ¢alismasi i¢in farkli agilardan elde edilmis goruntileri icermektedir.
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Modellerin egitimi i¢in 4379, testi icin 626 ve dogrulama i¢in 1251 goriintii kullanilmastir.
Modeller ayrica dijital oyun ortami, dijital oyunlara ait video ve goriintiiler kullanilarak da

test edilmistir. Sekil 3.2 de veri setinde kullanilan gorinttlerden ornekleri gosterilmistir.

.y "

Sekil 17.2 Veri setinde kullanilan gorintilerden drnekleri

3.2 Veri Ayiklama

Modelin egitimi sirasinda modele sunulacak goriintiiler ne kadar cesitli ve ¢ok olursa
modelin basarisi da o oranda artmaktadir. Video igerisinden goriintii ¢ikarma asamasindan
sonra elde edilen gorintilerden, modelin egitimine katki saglamayacagi diisiiniilen
goruntulerin  ayiklanarak veri setinden ¢ikarilmas: gerekmektedir. Elde edilen
goruntulerden bir kismu siddet igermediginden, bulaniklik, ¢6zunlrlik, ag1 vb. durumlardan
egitim asamasina katki saglayamayacagi i¢in egitim veri seti igerisinden ¢ikartilmistir. Veri

ayiklama islemi sonucunda modelin egitimi i¢in kullanilacak 6256 goruntu elde edilmistir.

3.3 Goriuntu Etiketleme

Modelin egitimi i¢in gorintiler segmek ve etiketlemek en 6nemli asamalardan bir tanesidir.
Her ne kadar basarili bir model tasarlansa da, model dogru goriintiiler ile egitilmediginde
ortaya basarisiz sonuglarin ¢ikmast muhtemeldir. Anlamsiz egitim seti goruntilerini
secmek modelin basarisini diisiireceginden secilecek goriintiilerin agik bir sekilde siddet
goruntlleri icermesi gerekmektedir. Ayrica gorintllerin kalitesi modelin basarisini
etkilediginden egitim i¢in secilen goriintiiler yeterli ¢oziiniirliikte ve net olmalidir. Egitim
icin kullanilacak her bir goriintiiniin sinifi, konumu, koordinatlari, genislik ve yiikseklik

bilgisini sinirlayici gergeveler kullanilarak etiketlenmesi gerekmektedir. Calismada
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Labellmg kullanilarak goriintii etiketleme islemi gergeklestirilmistir. Sekil 3.3 de Labellmg

ile gorintl etiketleme 6rnegi gosterilmistir.

Sekil 18.3 Labellmg gorunti etiketleme islemi

Etiketleme islemi sonunda modelin egitimi i¢in kullanilacak gorlntller ve gorinti
icerisindeki siddet unsurlarinin hangi sinifa ait olduklar1 ve konum bilgileri YOLO ve VOC
formatinda kaydedilmistir.

Bir goriintii icerisinde ayni veya farkli smifa ait birden fazla siddet icerigi bulunabilir.
Calismamizda veri setimizde bulunan 6256 gorlntiden toplam 18704 siddet igerigi
etiketlenerek kaydedilmistir. Buda her bir goriintiiniin ortalama 3 siddet unsuru icerdigini
gostermektedir. Sekil 3.4 de veri setinde etiketlenen siddet igeriklerinin miktar1 grafiksel

olarak gosterilmistir.
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Sekil 19.4 Veri setinde etiketlenen siddet iceriklerinin miktari
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Etiketlenen 18704 igerikte 9922 adet silah, 2543 adet bigak, 1191 adet bomba, 1010 adet
ates, 2934 adet kan ve 1104 adet kavga goriintist bulunmaktadir.

3.4 Veri Cogaltma

Yapay sinir agma egitim asamasinda olabildigince cesit veriler sunmak agin 6grenme
yetenegini artirmaktadir. Mevcut veri setinde goriintiileri ¢esitli agilarda ters, yatay, dikey
cevirerek, Olgekleyerek, kirparak, X-Y koordinatlarinda hareket ettirerek, g¢esitli filtreler
kullanarak veya gurilti ekleyerek veri gogaltma islemi gergeklestirilebilir[141]. Ayrica
YOLO’nun yapisinda bulunan Cutmix, Mozaik gibi yontemler sayesinde basarili bir sekilde
veri ¢ogaltma yapilabilmektedir. Mozaik veri ¢ogaltmada aga 4 farkl goriintii tek seferde
sunularak modelin bunlar1 ayn1 anda 6grenmesi istenmektedir. Ayrica yi§in normallestirme
sayesinde her katmandaki 4 farkli goriintiiden aktivasyon istatistikleri hesaplanmaktadir.

Sekil 3.5 de YOLO V8n egitim asamasinda mozaik veri ¢gogaltma 6rnegi gosterilmistir.

Sekil 20.5 YOLO V8n egitim asamasinda mozaik veri ¢ogaltma 6rnegi

Cutmix veri ¢cogaltma yonteminde ise egitim islemi sirasinda farkli iki géruntiiden etiketleri
ile birlikte parcalar almarak tek bir goriintiide birlestirme islemidir. Elde edilen bu yeni
gorintu modele sunularak modelin daha zor sartlarda 6grenmesi istenmektedir. CutMix
yontemi giris goruntusiindeki bozulmalara karsi modelin  saglamhigini ve tespit

performansini artirmaktadir [142].
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3.5 Konfiglrasyon

Konfigiirasyon; egitim silirecinin temellerini olusturan ag yapisi, epoch, grup biylikligi,
aktivasyon fonksiyon se¢imi, girig goriintii boyutu vb. parametre degerlerinin ayarlandigi
asamadir. Bu degerlerin 6nemli bir kismi su sekildedir;

Epoch: Modelin egitimi sirasinda tim egitim goOruntilerini ileri ve geri yayilim
gerceklestirdikten sonra agirliklarin gincellemesi olarak tanimlayabiliriz. Sekil 3.6 de
Epoch yapist gosterilmistir. Modellerin belirli bir epoch dongusi sonrasinda grenme

yeteneginde bir ilerleme olmadigi gézlemlendigi anda egitim islemi durdurur.

iole)
SNBNG
Q400
A A«.‘

@ ler yaytim @ Geriye yayilim @ Agirhklarin gincellenmesi
Sekil 3.6 Bir epoch sirasinda yapilan islemler

Grup (Batch): Modelin egitimi sirasinda GPU, CPU donanim yapilarina bagh olarak tiim
egitim verilerini tek seferde aga verilemediginden belirli miktarda veriyi gruplar halinde

modele aktarma islemidir. Grup boyutu 32, 64, 128 vb. degerler ile ayarlanmaktadir.

Alt Gruplar (Subdivisions): Gruplarin esit olarak boliindiigi daha kiigiik alt gruplardir.
Diisiik bellege sahip donanimlarda, alt grup sayisi daha yilksek ayarlanarak modele yiiklenen
veri miktar1 azaltilir. Boylelikle egitim islemi daha uzun siireye yayilir. Benzer sekilde
yuksek bellege sahip donanimlarda alt gruplarin sayis1 daha distik ayarlanarak her

yinelemede daha fazla veri yliklenmesi saglanarak egitim siireci hizlandirilir.

Goruntt Boyutu: Modele sunulan giris goriintiistiniin ylikseklik ve geniglik degerleridir.
Nesne tanima modellerinde 300, 416, 512, 640 gibi farkli gorintl boyutlarmi tercih

edilmektedir.

Aktivasyon Fonksiyonu: Aktivasyon fonksiyonunun se¢imi yapay sinir aginin performansi

Uzerinde buyik etkiye sahiptir. Gizli katmanlar ve ¢ikt1 katmanlar1 arasinda gesitli



32

hesaplamalar gercgeklestirmek icin aktivasyon fonksiyonlarini kullanir[143]. Aktivasyon
islemi, sinir agidaki bir katmanin ¢iktisini belirli degerler arasina doniistiirerek anlamsiz
degerlerin Onine gecer. Kayip fonksiyonu ve o6grenme hiziyla birlikte aktivasyon
fonksiyonunun se¢imi, bir sinir aginimn nasil 6grendigini ve davrandigini belirlemede biiyiik
rol oynar[144]. Ag yapisina gore Sigmoid, Tanh, ReLU, Leaky ReLU, Swish, Mish vb.

aktivasyon fonksiyonlar1 tercih edilmektedir.

LrO: Ik ogrenme oramidir. Modelin agirliklarimi ne kadar hizli giincellenecegini

etkilediginden optimizasyon siireci i¢in 6nemlidir.

Optimizer: Optimizer algoritmalar1 modelin parametrelerini glincellemek ve egitim sirasinda
kayip fonksiyonunu optimize etmek i¢in kullanilir. Ayrica egitim boyunca 6grenme oranini

ayarlar. SGD, Adam, AdamW, vb. optimizer algoritmalar yaygm kullanilir[145].

Filtre Boyutu: Kernel olarakta adlandirilan filtre, evrisim isleminin temelini olusturur. Giris
verilerindeki belirli kaliplar1 veya 6zellikleri tespit etmek i¢in kullanilmaktadir[146]. Derin
o0grenme modellerinde 3x3, 5x5 ve 7x7 vb. filtre boyutlar1 daha yaygin kullanilmaktadir.
Filtre boyutunun kiigiik se¢ilmesi performans artis1 ve egitim siiresinin daha kisa olmasimi

saglar[147].

Conf: Tespitler i¢in minimum giiven esik degeridir. Bu esigin altinda giivenle tespit edilen

nesneler dikkate alinmaz.

loU: Modelin dogrulama asamasinda kullandig1 esik degeridir. Belirlenen IoU esik degeri

ve Ustiinde uyusan nesneler model tarafindan sonuglandirilir.
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4. DENEYSEL SONUCLAR

4.1 Performans Kriterleri

Performans kriterleri modelin ne kadar basarili oldugunu anlamak igin ¢esitli degerlendirme
kriterleriyle sonuglarimizi analiz etmemizi saglayan yontemlerdir. Caligmamizda AP, mAP,
Dogruluk, Kesinlik, Duyarlilik ve F1 performans kriterleri hesaplanarak modellerin basarisi
test edilmistir [148].

Ortalama Kesinlik (AP) : Tahmin edilen sonucun ne kadar dogru oldugunu gosterir. AP, bir
modelin kesinlik ile duyarlilik egrisini degerlendiren bir 6l¢ltimdiir. Formiil 4.1 de ortalama

kesinlik hesaplanmasi gosterilmistir.

AP = folP(R)dR (4.1)

Ortalama Kesinlik Degerlerinin Ortalamasi (MAP) : Tahmin edilen sonucun ne kadar dogru
oldugunu goésteren AP'nin ortalama degeridir. Formil 4.2 de mAP hesaplanmasi

gosterilmistir.

N

© AP() 4.2)

1
mAP = N =1
Birlesim Uzerinden Kesisim (IoU): Modelin nesne tanima igin tahmin ettigi sinirlayici
alanin, nesnenin ger¢ek yerinin bulundugu smirlayici alana boliinerek hesaplanir. IoU esik
degeri, basarili bir tespitin hangi diizeyde olacagina karar veren ve onceden modele
tanimlanan bir degerdir. Bu esik degerinin {iistiinde kalan tahminler sonu¢landirilirken,

altinda kalan tahminler gosterilmez. Formiil 4.3 de loU hesaplanmasi gosterilmistir.

|ANB]
|AUB|

IoU =

(4.3)

mAP50: loU esiginin 0,50 ayarlandiginda hesaplanan mAP degerini ifade eder. Modelin

daha basit tespitlerini dikkate alan dogruluk dl¢iisiidiir.



34

mAP 50-95: 0,50 ile 0,95 arasinda degisen loU esik degerlerinde hesaplanan mAP degerini
ifade eder. Modelin farkl tespit zorluk seviyelerindeki performansinin kapsamli 6lgtimiinii
saglar. mAP 50 - 95 aralig1 segildiginde, IoU esik degeri 0,50 den baslayarak 0,05 miktar

artan adimlarla 0,95 degerine kadar ilerler ve modelin tahminleri degerlendirilir.

Kesinlik (Precision) : Dogru sekilde tespit edilen tiim tespit sonuglarinin yiizdesini ifade
eder. Dogru pozitif tahminlerin, pozitif tahminlere orani ile hesaplanir. Formiil 4.4 de
kesinlik hesaplanmasi gosterilmistir.

TP

Kesinlik = (4.4)

TP+FP

Dogruluk (Accuracy): Modelin dogru tahmin ettigi nesnelerin toplam tespit sayisina orani

ile hesaplanmaktir. Formul 4.5 de dogruluk hesaplanmasi gosterilmistir.

TP+TN
(TP+TN+FP+FN)

Dogruluk = (4.5)

Duyarlilik (Recall): Tespit edilmesi gereken nesnenin oldugu gorintilerde modelin ne kadar
basarili tahmin yaptigin1 bulmak icin kullanilir. Dogru pozitif tahmin edilen ilgili
goriintiilerin, gercek tiim pozitif goriintii miktarma orani ile hesaplanmaktadir. Formiil 4.6

da duyarlilik hesaplanmasi gosterilmistir.

TP
(TP+FN)

Duyarlilik =

(4.6)

FI Degeri: F1 degeri ise Kesinlik ve Duyarlilik hesaplamalarmin harmonik ortalamasidir.
Bu deger hem yanhs pozitifleri hem de yanlis negatifleri dikkate alarak modelin
performansinin dengeli bir degerlendirmesini saglar. Fldegeri O ile 1 arasinda bir degere
sahiptir. Bu deger ne kadar yiiksek olursa, bir nesnenin tespit dogrulugu da o kadar yiiksek

demektir. Formiil 4.7 de F1 degeri hesaplanmasi gosterilmistir.

. . 2 X Kesinlik xDuyarlilik
F1 - degeri == 4

= 4.7)
( KesSSnlk+Duyarlillk)
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Karigiklik Matrisi (Confusion Matrix): Her bir smif igin dogru pozitiflerin, dogru
negatiflerin, yanlis pozitiflerin ve yanlis negatiflerin sayilarini géstererek sonuglar1 ayrintili

bicimde gérmemizi saglar[149].

Formiullerde belirtilen degerleri detaylandiracak olursak:

TP (Dogru Pozitif): Bir nesnenin tahmin edilen yeri ile gergek yerinin kesisim alani,
ayarlanan IoU esik degerinden biyik oldugu durumlarda gercek pozitifler belirlenir.

FP (Yanlis Porzitif): Bir nesnenin tahmin edilen yeri ile gercek yerinin kesisim alani,
ayarlanan loU esik degerinden kiiglk oldugu durumlarda model nesneyi tespit etmez. Yanlis
Pozitif, modelin tespit etmesi gereken ancak tespit edemedigi nesne sayisi olarak ifade
edilir.

TN (Dogru Negatif): Goriintii icerisinde tespit edilecek bir nesne olamadigi ve modelinde
dogru bir sekilde bir sey tespit etmedigi durumlarin sayisidir.

FN (Yanlis Negatif) : Nesnenin yanlis smif etiketi ile algilandig1 durumlarin sayisini ifade
eder.

4.2 Performans Sonuclar

Bu bélumde tez kapsaminda olusturulup test edilen derin 6grenme modellerinin performans
degerleri karsilastirilmistir. Performans deneylerimiz 2 farkli donanimda test edilmistir.
1.Donanim: Intel i5 2. Nesil 2.2 GHz CPU, 2GB GeForce GT 540M GPU ve 8 GB RAM
2.Donanmm: Intel i7 12.Nesil 3.6 GHz CPU, RTX 3060 12GB GPU ve 16 GB RAM
Deneysel sonuglar tablolarinda bulunan CPU degerleri 1. donanim ile test edilen CPU

degerleri, GPU degerleri ise 2. donanim ile test edilen GPU degerlerini gostermektedir.

4.2.1 YOLO V4 Tiny Deneysel Sonuglari

YOLO V4 Tiny modeli Google Colab sanal ortaminda yaklasik 15 saat siirede egitilmistir.
Ogrenme islemi 6000 iterasyon sonunda durma noktasma geldigi igin egitim bu noktada
tamamlanmistir. Iterasyon sayilarma gore kayip fonksiyonu degerleri sekil 4.1 de

gosterilmistir.
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Sekil 21.1 YOLO V4 Tiny egitim grafigi

Egitim 6ncesi ayarlanan bazi1 6nemli konfiglrasyon degerleri su sekildedir:

Width, Height: 416

Epoch: 100

Batch: 64

Subdivisions: 16

Saturation:1.5

Exposure: 1.5

Filtre Sayisi: Genel kullanimda (sinif sayis1 + 5) X 3 olarak hesaplanmaktadir. Calismamizda
6 smif oldugu i¢in filtre sayis1 33 olarak ayarlanmistir.

Max_Batches: Genel kullanimda (sinif sayis1 X 2000) olarak ayarlanmaktadir. Calismamizda
12000 olarak ayarlanmistir.

Steps: Max_Batches degerinin %80 ve %90 1 olarak ayarlanmaktadir. Calismamizda
9600,10800 olarak ayarlanmistir.

Cizelge 4.1 de YOLO V4 Tiny modeline ait sonuglar gosterilmistir.
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Model Parametre | Kesinlik | Duyarliik | F-1 mAP | mAP | CPU | GPU
Sayist Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)
YOLO V4 | 6.1 81 91 85.7 79 46.2 | 410 |25
Tiny

Cizelge 4.1 YOLO V4 Tiny deneysel sonuglar1

4.2.2 YOLO V5s Deneysel Sonuglar

YOLO V5s Google Colab sanal ortaminda yaklasik 17 saat siirede egitilmistir. Ogrenme
islemi 103 epoch sonunda durma noktasina geldigi i¢in egitim bu noktada tamamlanmistir.

Epoch sayilarina gére mAP ve kayip fonksiyonu degerleri sekil 4.2 de gdsterilmistir.

train/obj_loss metrics/mAP_0.5:0.95
tag: train/obj_loss tag: metrics/mAP_0.5:0.95

0023 - 1 \
4 [ A
|

08 4
00214 |\ ]
4 074
0019 -

00174 |

0015 4
+ e el

0 10 20 30 40 50 60 70 80 90 0 10 20 30 40 50 60 70 80 90

Sekil 22.2 YOLO V5s egitim sonuglari

YOLO V5s modeli ag yapisinda parametre sayisi, katman sayisi, goriintii boyutu, yigin
boyutu, aktivasyon fonksiyonlar1 gibi degerler YOLO V4 Tiny modelinden farklilik
gostermektedir. EZitim ortaminda belirli 6nemli adimlarin ekran goriintiileri birlestirilerek
Sekil 4.3 de gosterilmistir. Ekran gériintiileri egitimin baslangic asamasinda, ilk epoch, 50.

Epoch ve 103. Epoch sonunda alinarak birlestirilmistir.
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Sekil 23.3 YOLO V5 Egitim sirecine ait gérlntller

YOLO V5 modeli YOLO V5n, YOLO V5s, YOLO V5m, YOLO V5| ve YOLO V5x olmak

iizere 5 farkl versiyon ile sunulmustur. Calismamizda YOLO V5 in 270 katmanli ve 7

milyon parametreli olan YOLO V5s modeli test edilmis ve modele ait sonuglar Cizelge 4.2

de gosterilmistir.

Model Parametre | Kesinlik | Duyarlihk | F-1 mAP | mAP | CPU | GPU
Sayist Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)

YOLOV5s |7 82.6 94.9 88,3 86.9 |49.4 430 |33

Cizelge 4.2 YOLO V5s modeli deneysel sonuglari
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4.2.3 YOLO V7 Deneysel Sonuglari
YOLO V7 Google Colab sanal ortaminda yaklasik 25 saat siirede egitilmistir. Ogrenme

islemi 100 epoch sonunda durma noktasina geldigi i¢in egitim bu noktada tamamlanmustir.

Epoch sayilarina gore egitim sonuglari sekil 4.4 de gdsterilmistir.

Classification Precision Recall
0.04 0.8 0.8
0.03
0.6 0.6
0.02 0.4
0.4
0.01 o5
0.00 0.2
o 50 100 [e] 50 100 o 50 100
val Classification MAP@O0O.5 MAP@0.5:0.95
0.6
0.04
0.8 0.5
0.03 0.6 0.4
0.3
0.02 0.4
0.2
0.01 0.2 0.1
0.00 0.0
o 50 100 o 50 100 (o] 50 100

Sekil 24.4 YOLO V7 egitim sonug grafikleri

Modelin her bir smif igin tahmin ¢ikarmmini gésteren karisiklik matrisi Sekil 4.5 te
gosterilmistir. Silah, bigak, bomba ve kavga siniflari i¢in tespit yetenegi ylksek goziikiirken
atesli ve kanli sahneler i¢in tespit yetenegi de yeterli diizeydedir. Bu smniflarm egitim

sirasinda Veri sayisi Ve ¢esitliligi artirilarak benzer sonuglarm elde edilmesi mimkindur.
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Sekil 25.5 YOLO V7 karisiklik matrisi

YOLO V7 modeli YOLO V7 Tiny, YOLO V7, YOLO V7 - X, YOLO V7 -P6, YOLO V7
— W6, YOLO V7 - E6, YOLO V7- D6 ve YOLO V7 — E6E versiyonlar1 ile sunulmustur.
Bu modellerin katman ve parametre sayisi arttiginda modelin dogru tespit basarisi artarken
tespit sliresi de uzamaktadir. Calismamizda YOLO V7 in 36.5 milyon parametreli olan
YOLO V7 temel modeli test edilmistir. Ornek bir video da yapilan test ortamu sekil 4.6 te

gosterilmistir.
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mp4 :

Sekil 26.6 YOLO V7 modeli CPU ortaminda gergek zamanl ¢alisma 6rnegi

Modelin parametre sayist YOLO V7 Tiny gibi hafif modellere gore 6 kat fazla oldugu i¢in
daha yiiksek ¢ikarim yapabilmekte ancak bir goriintii icin CPU ortaminda yaklasik 2-4
saniyeye araliginda sireye ihtiya¢ duymaktadir. Buda gercek zamanli oyunlarda donanimda

donmalara neden olmaktadir. YOLO V7 modele ait sonuclar Cizelge 4.3 de gosterilmistir.

Model | Parametre | Kesinlik | Duyarlilik | F-1 mAP | mAP | CPU | GPU

Sayisi Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)
YOLO | 36.5 88 88 88 91 58 2500 | 150

V7
Cizelge 4.3YOLO V7 modeli deneysel sonuglari

4.2.4 SSD Deneysel Sonuglar

SSD MobileNet 300 modeli RTX 3060 GPU kullanilarak yaklasik 18 saatte egitilmistir.

Egitim asamasinda ayarlanan bazi konfigiirasyonlar su sekildedir:

Epoch: 100
Goruntd boyutu: 300
Batch boyutu: 32
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Derinlik: 128
Num_steps: 50000
min_score_thresh: 0.5
iou_theshold: 0.6

SSD MobileNet 300 modeli 267 katman ve 15 milyon parametre icermektedir. SSD; VGG16
AlexNet vb. omurga yapilar1 ile de kullanilmaktadir. MobileNet tercih edilmesinin en
onemli sebebi daha hafif bir ag yapisina sahip olmasidir. MobilNet ag yapisi1 derinlemesine
ayrilabilir evrisimler kullanabildiginden ayni derinlige sahip evrisim yapisina sahip diger
aglar ile Kkarsilastirildiginda  parametre  sayisinda  Onemli  6lclide  azalmalar
gOrulmektedir[150]. Hizli ¢ikarim yapabilen SSD modeli igin deneysel sonuglar Cizelge 4.4

te verilmistir.

Model Parametre | Kesinlik | Duyarliik | F-1 mAP | mAP | CPU | GPU
Sayisi Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)

SSD 15 80 83 81,4 776 (441 |380 |37

Cizelge 4.4 SSD modeli deneysel sonuglar1

4.2.5 Faster R-CNN Deneysel Sonuclar

Faster R-CNN modeli RTX 3060 GPU kullanilarak yaklasik 22 saatte egitilmistir. Egitim
islemi 68 epoch sonunda durma noktasina geldigi i¢in sonlandirilmistir. EZitim agamasia

ait mAP ve kayip fonksiyon grafikleri Sekil 4.7 ve Sekil 4.8 de gosterilmistir.
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Sekil 27.7 Faster R-CNN modeline ait epoch — kayip fonksiyon grafigi

0.9 -
0.8 -
0.7 -

0.6 -

mAP

0.5 -

0.3 -

0.2 -

MAP@0.5
—— MAP@0.5:0.95
01—, : : : : ; : ;
0 10 20 30 40 50 60 70
Epochs

Sekil 28.8 Faster R-CNN modeline ait epoch - mAP grafigi

Faster R-CNN modeli mAP 0.95 tahmini basarili sonuglar verse de bu model igerdigi katman
say1s1, parametre sayist ve 2 asamali nesne tanima yaptigindan diger test edilen modellere
gore en yavas tespit hizina sahip modeldir. Faster R-CNN modeline ait sonuglar Cizelge 4.5

te gosterilmistir.
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Model Parametre | Kesinlik | Duyarliik | F-1 mAP | mAP | CPU | GPU
Sayist Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)
Faster R- |42 85 87 86 89,9 | 50,6 |3200 |210
CNN

Cizelge 4.5 Faster R-CNN modeli deneysel sonuglari

4.2.6 YOLO V8n ve YOLO V8 Gelistirilen Model Deneysel Sonuclari

Dijital oyunlar genellikle yiiksek performans gereksinime sahip donanimlara ihtiya¢ duyan
yazilimlardir. Bu gereksinimlerin yani sira derin 6grenme modelleri ile ayn1 anda ¢alistiklar1
zaman donanimda zorlanma ve donmalar meydana gelmektedir. Bu sebeple incelenen ve
test edilen yapay zek& modellerinden daha az sayida katman ve parametre iceren bir modelin
tasarlanmasina karar verildi. Bu kapsamda YOLO V&8’in en hafif modeli olan YOLO V8n
in mimari yapisini nesne algilama performansini ¢ok fazla etkilemeden daha az sayida
katman ve parametreye sahip bir yapiya doniistiirilmeye ¢alisildi.

[Ik olarak YOLO V8n versiyonunu 100 epoch dongii ile varsayilan hiperparametrelerle
egitildi. Daha sonra, dogrulama setindeki ¢ikarim hizi ile mAP 50-95 arasindaki denge
dikkate alinarak modelin omurgasinda gesitli degisiklikler yapildi. YOLO V8n mevcut
yapisinda 225 katman ve 3.157.184 adet parametre bulunmaktadir. Katman ve parametre
sayisini diistirmek i¢in YOLO V8n modelinin standart derinlik parametresi 0,33 den 0,2 ye
ve genislik parametresi 0.25 den 0.2 ye daraltildi. Bu daraltma evrisim katmanlarinda
hesaplanan parametre degerlerini diistirmesine neden olmaktadir. Sekil 4.9 da YOLO V8
modelinin ag derinlik, genislik ve kanal parametre degerleri ile calismamizda ayarlanan

degerler gosterilmistir.

Sekil 29.9 YOLO V8 modeli agm derinlik, genislik ve kanal parametre degerleri
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Omurga yapisinda ise evrisim, C2f ve SPPF bloklarinin belirlenen parametre degerleri
yartya indirilerek model 211 katmanli ve 1.440.298 parametreli bir yapiya doniistiiriildi.
Boylelikle daha hafif bir yap1 elde edildi. Sekil 4.10 da YOLO V8 omurgasi ile gelistirilen

model omurgasi verilmistir.

, Conv,
, Conv,
3, C2f, [64,

, Conv,
5 G215
, Conv,
s G215
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s 3y G2f5
, 1, SPPF, [512, 5

Sekil 30.10 a) YOLO V8n omurgast b) Gelistirilen YOLO V8 model

omurgasi

Egitim asamasinda veri setinde bulunan 6256 goruntinin 4379 tanesi egitim, 626 tanesi test
ve 1251 tanesi dogrulama i¢im kullanilmistir. Egitim ortami Nvidia Geforce RTX 3060 GPU
kullanilarak gerceklestirilmistir. Egitim siiresi yaklasik 21 saat siirmiistiir. Modellerin test
islemi gercek zamanli oyun ortaminda, dijital oyun video ve goriintiileri kullanilarak test
edilmistir. Test sonuglarina bakildiginda YOLO V8n %94,6 ve gelistirilen model %91,6
kesinlik degeri ile tahmin yapmaktadir. Gelistirilen modelin tespit performanst YOLO V8n
den bir miktar diisiik olsa da yaklasik 2 kat hizli tespit yetenegine sahiptir. Sekil 4.11 de
YOLO V8n ve gelistirilen modelin kesinlik grafikleri verilmistir.

Precision-Confidence Curve
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Sekil 31.11 a) YOLO V8n kesinlik grafigi b) Gelistirilen model kesinlik grafigi
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Duyarlilik sonuglarina bakildiginda YOLO V8n %94 ve gelistirilen model % 93 duyarlilik
degeri ile tahmin yapmaktadir. Sekil 4.12 de YOLO V8n ve gelistirilen modelin duyarlilik
grafikleri verilmistir.

Recall-Confidence Curve Recall-Confidence Curve
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Sekil 32.12 a) YOLO V8n duyarlilik grafigi b) Gelistirilen model duyarlilik grafigi

F1 degerlerine bakildiginda ise YOLO V8n %87 degerine sahipken gelistirilen model %79
F1 degerine sahiptir. Sekil 4.13 de YOLO V8n ve gelistirilen modelin F1 deger grafikleri
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Sekil 33.13 a) YOLO V8n F1 deger grafigi  b) Gelistirilen model F1 deger grafigi

YOLO V8n ve gelistirilen modelin karisiklik matrislerine bakildiginda biitiin smiflar i¢in
yapilan tahminlerin birbirine yakin degerlere sahip oldugu gosterilmistir. Sekil 4.14 de
YOLO V8n karisiklik matrisi ve 4.15 de YOLO V8 gelistirilen model karigiklik matrisi

gosterilmigtir.
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Sekil 35.15 YOLO V8 gelistirilen model karigiklik matrisi
YOLO V8n modeline ait sonuclar Cizelge 4.6 te gosterilmistir.
Model Parametre | Kesinlik | Duyarlihk | F-1 mAP | mAP | CPU | GPU
Sayist Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)
YOLO 3.15 94,6 94 87 87 50,3 | 330 |17
Van

Cizelge 4.6 YOLO V8n modeli deneysel sonuglar1




YOLO V8 gelistirilen modeline ait sonuglar Cizelge 4.7 te gosterilmistir.
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Model Parametre | Kesinlik | Duyarlilik | F-1 mAP | mAP | CPU | GPU
Sayist Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)

YOLOVSn | 1.44 91.6 93 79 83 495 |210 |9

Gelistirilen

Model

Cizelge 4.7 Gelistirilen YOLO V8n modeli deneysel sonuglari

Calisma kapsaminda test edilen tim modellerin performans cizelgesi Cizelge 4.8 de

gosterilmistir.

Model Parametre | Kesinlik | Duyarlilik | F-1 mAP | mAP | CPU | GPU
Sayisi Degeri | (0.5) | (0.95) | Hiz | Hiz
(Milyon) (ms) | (ms)

YOLO V4 6.1 81 91 85.7 79 46.2 | 410 |25

Tiny

YOLO V5s 7 82.6 94.9 88,3 86.9 [49.4 |430 |33

YOLO V7 36.5 88 88 88 91 58 2500 | 150

Faster RCNN | 42 85 87 86 89,9 [50,6 |3200 | 210

SSD 15 80 83 81,4 77,6 44,1 |380 |37

YOLO V8n 3.15 94,6 94 87 87 50,3 |330 |17

Gelistirilen 1.44 91.6 93 79 83 495 210 |9

YOLO V8

Model

Cizelge 4.8 Test edilen modellerin performans degerleri
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Dogru Tespit Ornekleri

Gelistirilen modelin farkli test ortamlarindan elde edilen test drnekleri Goriintii 4.1 de

gosterilmistir. Model egitim veri setinde kullanilan dijital oyunlarda oldukga basarili tahmin

performansi gostermektedir.

Gorlntl 4.1 Modelin dogru tespit drnekleri

Bagsarisiz Tespit Ornekleri

Modellerin basar1 performansini etkileyen unsurlar arasinda ¢oziiniirliik, bulaniklik, arka
plan, a¢1 vb. nedenler 6n plana ¢ikmaktadir. Goriintii 4.2 de modelin tespit yapamadigi
goriintiilere ait ornekler verilmistir. Model gercek zamanli dijital oyunlarda bu gorinti

karelerinde tespit edemedigi siddet unsurlarini bir sonraki goriintli karesinde tespit ederek

basarisiz tespitleri telafi etmektedir.

Gorintu 4. 2 Modelin basarisiz tespit rnekleri
Farkl: Oyunlardan Dogru Tespit Ornekleri
Modelin benzer siddet gorintileri iceren ve egitim gorintulerinde bulunmayan farkh dijital

oyunlarda da basarili sonuglar elde edebildigi test edilmistir. Goriintii 4.3 de modelin farkli

oyunlar Uzerinde gosterdigi performans gosterilmistir.



Gorlntl 4. 3 Modelin farkli oyunlardaki basarili tespit rnekleri

Gergek Dinya Goruntiilerinden Dogru Tespit Ornekleri

Calismamizda olusturulan veri seti gercek diinya goruntilerine benzer icerikli dijital
oyunlardan elde edilerek olusturulmustur. Bu veri seti ile egitilerck gelistirilen model gercek
zamanl ekran analizi yapabildiginden genglerin ve ¢ocuklarin bilgisayarinda kayith siddet
icerikli film, video veya Youtube, Instagram, Facebook vb. sosyal medya iceriklerini
izlerken de devreye girip benzer sekilde kullanici ve aileleri ile etkilesime gegebilmektedir.
Gorlntl 4.4 de modelin gercek dinya iceriklerde, Goruntu 4.5 de ise sosyal medya

iceriklerinde performansi gosterilmistir.
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Gorlntl 4.4 Modelin gercek diinya goruntulerinden dogru tespit 6rnekleri
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Goruntu 4.5 Modelin sosyal medya gorintilerinden dogru tespit drnekleri
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5. SIDDET ANALIZI

Siddet icerikli dijital oyunlar giinliik belirli siire oynatilan ¢ocuk ve gencglerde bagimlilik,
saldirganlik, yalnizlagsma, depresyon, intihar vb. bir¢ok belirtilerin gozlemlendigi lizerine
yapilan ¢alismalar mevcuttur.[26] [151] [152] [153] [154] [155] [156] [157] [158] [159]
[160]. Bu kapsamda yapilacak siddet analizi olduk¢a 6nem tasimaktadir. Ozellikle gocuk
yastan itibaren dijital oyun diinyasinda zaman geciren genclerin kontrolsiiz ve ebeveyn
bilgisi diginda binlerce siddet iceriklerine maruz kalmaktadwr. Bu bdélimde bu
kontrolsiizliigiin 6niine gecerek kullanici ve ebeveyn bilgilendirmeleri ile farkindalik
olusturmak amacglanmaktadir.

Siddet analizi dijital oyun siresince tespit edilen tim siddet unsurlarinin cesitliligi,
yogunlugu, smifi, goriintii igeresindeki konumu ve zamani kaydedilerek yapilmaktadir. Her
bir goriintii igerisinde tespit edilen siddet icerikleri kaydedildikten sonra bu iceriklerin
toplam miktar1 hesaplanmaktadir. Ayrica oyun sonunda tim bu tespit edilen siddet

iceriklerini grafiksel olarak sunmaktadir. Sekil 5.1 te 6rnek bir analiz gosterilmistir.

Sekil 36.1 Modelin analiz ekran goruntisu

Siddet Esik Degeri: Uyar1 verilmesine neden olacak minumum siddet miktar1 olarak
tanimlayabiliriz. Belirlenen siddet esik degeri iistiinde tespit edilen siddet unsurlar1 igin e-
posta ve mesaj sistemleri ile uyar1 verilmektedir. Siddet esik degeri kullanicinin yasina,

cinsiyetine, ruh haline, ebeveyn kontroliine, psikologlarm 6nerilerine ve bircok etkene bagl
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olarak degisiklik gosterebilir. Ornegin 6 yas ve alt1 cocuklarin dijital oyun ortaminda siddet
iceriklerine maruz kalma durumunun miimkiin olmamasi gereken bir hipotezde siddet esik
degerinin 1 olarak ayarlanmasi gerekmektedir. Bu durumda yapay zeka modeli tespit ettigi
ilk siddet unsuru i¢in kullanic1 ve ebeveyn bilgilendirmesi yaptiktan sonra oynanan dijital
oyunu kapatir. Farkli durumlar igin farkli siddet esik degerleri tanimlanarak daha esnek
durumlar olusturulabilir. Calisma kapsaminda ii¢ farkl siddet esik degeri tanimlanarak bu
esik degerleri kadar siddet icerigine maruz kalan kullanicilar igin yapilacak adimlar Sekil

5.2 de gosterilmistir.

Dijital Oyun
Baslangici

v

Siddet
Tespiti

ilk siddet esik degerine

Evet geldi ise FigE

v v

Kullanici Uyarisi ve > Dijital Oyun
Bilgilendirme Devam Ediyor
v
ikinci siddet esik

Ev degerine geldi ise Her

v v
Kullanici Uyarisi, Bielonn

Aile Bilgilendirme

E-Postasi ve SMS Devam Ediyor

Son siddet esik degerine

Evet ke Hayir
v v
Kullanici Uyarisi ve DiitalGyin

Dijital Oyun Erisim

e Devam Ediyor

Sekil 37.2 Siddet analizi aktivite diyagrami
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Ik olarak kullanic1 dijital oyun icerisinde birinci esik degeri kadar siddet icerigine maruz

kaldiginda bilgilendirme metin kutusu ile uyarilmaktadir. Sekil 5.3 de 6rnek uyar1 mesaji

gosterilmigtir.

# Cok fazla siddet icerigi tespit edildi!!!
fl Bu tarz siddet iceriklerine maruz kalmak psikolojinizi
§ olumsuz yonde etkileyecegini bilmenizi isteriz.

B Liitfen daha uygun iceriklere yoneliniz

Sekil 38.3 Birinci siddet esik degeri icin uyar1 mesaji

Ilk uyar1 sonrasinda siddet icerikli dijital oyunu oynamaya devam eden kullanicilar igin
ikinci siddet esik degeri tanimlanarak bu esik degeri kadar siddet icerikleri tespit edildiginde
ikinci bir bilgilendirme uyaris1 yapilmaktadir. Ayrica bu durumun normal olmadigi ailesine

bilgilendirme e-postasi ile iletilmektedir. Sekil 5.4 de aile bilgilendirme e-posta 6rnegi

gosterilmistir.
® ahmet.edip @gmail.com @ 6Mar20241340 ¢ @ €
. Alici: ben «

Cocugunuz uzun suredir siddet icerikli dijital oyun oynuyor.
Bu tarz siddet iceriklerine maruz kalmak cocugunuzun psikolojinizi olumsuz yonde etkileyecegini bilmenizi isteriz

Latfen gerekli onlemleri aliniz

Tanimlanan Siddet icerikleri: Bigakli icerikler - 25, Silahl igerikler: 427, Yanici ve Patlayici icerikler: 28, Kanl igerikler: 120

Bir ek - Gmail tarafindan tarandi ©

D

® e — . T—
~ - 3 thoes -

“ Yanitla r* Yonlendir

Sekil 39.4 Aile bilgilendirme e-postasi
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Son tanimlanan esik degeri ise kullanicinin 1srarla oynamaya devam ettigi siddet icerikli
dijital oyunu sonlandirmak icin kullanilmaktadir. Son esik degerine gelen kullanicilar
bilgilendirme mesajinin yani sira dijital oyun sistemi tarafindan sonlandirilaraktan sonra

bilgisayar Kilitlenerek kullanicinin korunmasi hedeflenmektedir.
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6. SONUC VE ONERILER

Dijital oyunlarin bilingsiz ve asir1 sekilde oynanmasi, yas grubuna bakilmaksizin herkese
acik sekilde yayginlagmasi siddet, bagimlilik, saldirganlik, zorbalik, depresyon gibi bir¢ok
problemi de beraberinde getirmektedir. Bu problemlerin her biri ayr1 ayr1 degerlendirilip
Uzerinde c¢alisilmast gereken ©6nemli kavramlardir. Literatirde bu problemler ortaya
konulmus olsa da tespit ve miidahale konusunda calismalar eksik kalmistir. Ulkemiz ve
diinyada ki duruma bakildiginda ise dijital oyunlarla ilgili genel bir kisitlamanin olmadig:
her yas grubundan insanlar herhangi bir oyunu oynayabildigi gorulmektedir. Bu ¢alismada
derin 6grenme yontemleri kullamilarak dijital oyunlarda cocuklar1 ve gencleri etkileyen
siddet unsurlarindan silah, bicak, bomba, yangin, kan ve kavga tespiti yapabilen model
gelistirilmistir. Tk olarak mevcut bir veri seti olmadig1 igin farkh dijital oyunlardan elde
edilen video goriintiilerini kullanarak 6256 goriintiiden olusan veri seti olusturulmustur.
Egitim asamasinda veri setinde bulunan 6256 gorintinin 4379 tanesi egitim, 626 tanesi test
ve 1251 tanesi dogrulama igin kullanilmistir. Veri setindeki goruntilerin tamaminin
etiketlenmesi sonucu 18704 etiketli goriintii elde edilmistir. Bu etiketli goriintiiler 9922
silah, 2543 bigak, 1191 bomba, 1010 ates, 2934 kan ve 1104 kavga smifina ait nesneleri
icermektedir.

Giliniimiizde yapay zeka tabanli nesne tanima yontemlerinin basarili sonuglar verdiginden
siddet igeriklerinin tespit ve analizi derin 6grenme yontemleri ile ger¢eklestirilmistir. Dijital
oyunlar ve yapay zek& modellerinin yiksek donanim gereksiniminden dolay1 gergek zamanli
oyunlarda birlikte ¢alistiklar1 zaman donanim yetersizligi problemleri ile karsilasilmaktadir.
Bu problemi en az seviyeye indirmek igin daha az katman ve parametre degerine sahip yeni
bir yontem gelistirilmistir. Gelistirilen modelin ag yapis1 daha hafif hale getirildiginden
modelin tespit yeteneginde telafi edilebilir diislisler gézlemlenmistir. Fakat gercek zamanl
dijital oyunlarda kullanildiginda modelin bir goriintii karesinde tespit edemedigi siddet
unsurunu bir sonraki goriintt karesinde de analiz edileceginden saniyeler icerisinde bu siddet
unsurlarmnin tespit edilmesi mimkun hale gelmektedir. Buda modelin gercek zamanh
oyunlarda daha ylksek tahmin yetenegine ulasacagini gostermektedir. Gelistirilen model ile

6 farkli nesne tanima modelinin performanslari karsilastirilmistir. Performans sonuglari test
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edilen modeller icerisinde gelistirilen modelin en hizli nesne tanima hizina sahip oldugu
gosterilmistir. Gergek zamanli oyun ortami, dijital oyun video ve gorintileri ile testler
gerceklestirilerek gelistirilen yontemin hiz ve dogruluk degerleri ile gergek zamanli oyunlar
icin kullanilabilecegini gosterilmistir.

Calismamiz 6zellikle dijital oyunlarda siddet eylemlerinin ¢ok fazla artmasi ve bu durumun
toplumlara yansimasi sonucu siddet egilimlerinden etkilenen toplumlar i¢in bir farkindalik
olusturmasi agisindan 6nemlidir. Aileler dijital oyunlar icerikleri hakkinda yeterli bilgi ve
deneyime sahip olmadiklari i¢in ¢gocuklarinin ne tiir oyunlar oynadiklar1 ve nasil bir siddete
maruz kaldiklar1 hakkinda da bilgi sahibi degillerdir. Caligmamizda tespit edilen her siddet
icerigi kaydedilerek siniflandirilmaktadir. Belirli bir siddet esik degerinin tstiinde siddette
maruz kalan gencler dncelikle kendileri daha sonra aileleri dijital oyun icerikleri ve tespit
edilen goriintiilerin analizi gonderilerek bilgilendirme yapilmaktadir. Son esik degerine

gelindigi durumlarda kullanict bilgilendirilerek siddet igerikli oyun kapatilmaktadir.

Calismamiz ayrica gercek zamanli ekran analizi yaparak nesne tespiti yapabildiginden
kullanicinin bilgisayar ortaminda kayitli bir dijital oyun, gorintd, video vb. iceriklerden veya
youtube, instagram, facebook vb. sosyal medya iceriklerini izlerken devreye girip benzer

sekilde kullanici ve aileleri ile etkilesime gecebilmektedir.

Planlanan ¢aliymalar: Siddet igerikleri goriintii i¢erisinde barmip kullanicilar1 olumsuz
yonde etkileyebildikleri gibi ses icerisinde de bulunarak benzer olumsuz etkilere neden
olmaktadir. Ses icerisinde bulunan siddet iceriklerinin tespiti de onemlidir. ilerleyen
calismalarda ses icerisinde bulunan bu siddet icerikleri tespit edilerek analiz edilmesi

hedeflenmektedir.
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