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PhD. Thesis

SUMMARY

TOPOLOGY-AWARE FAST RE-ROUTE ALGORITHMS

FOR FAULT TOLERANT NETWORKING

Selçuk CEVHER

Karadeniz Technical University
The Graduate School of Natural and Applied Sciences

Computer Engineering Graduate Program
Advisor: Assoc. Prof. Mustafa ULUTAŞ

Co-Advisor: Dr. İbrahim HÖKELEK
2016, 109  Pages

Real-time  services  in  communication  networks  require  a  fault  tolerant  data

transmission  to  support  their  stringent  quality  of  service  requirements.  The  Internet

Engineering Task Force has  been working on standardizing IP Fast  Re-Route (IPFRR)

technologies with a full failure coverage which provide seamless forwarding of IP packets

during network failures. Multi Topology Routing based IPFRR (MT-IPFRR) technologies

use virtual topologies (VTs) to compute alternate routing tables to recover from failures. In

this thesis, we compare the performances of the MT-IPFRR mechanisms, namely, Multiple

Routing Configurations (MRC) and Maximally Redundant Trees (MRT). The results show

that the alternate path lengths of the MRC are scalable with respect to the network size and

density as opposed to  the case for the MRT. We also provide an elaborate  topological

dependency  analysis  of  the  MRC.  Using  our  automated  topological  analysis  tool,  we

discover  a  significant  correlation  between  the  performance  of  the  MRC  and  the

heterogeneity level of a topology, namely, the tendency to have hub nodes, whose degree is

much higher than the rest of the network. Inspired by our topological analysis results, we

propose heuristic algorithms to reduce the number of VTs used by the MRC to decrease its

operational complexity. Finally, we propose a new MT-IPFRR technique leading to self-

recovering Software Defined Networks.

Keywords: IP  fast  re-route,  Multi  topology  routing,  Multiple  routing  configurations,
.....................Topological analysis, Software defined networks
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Doktora Tezi 

ÖZET

HATA TOLERANSLI HABERLEŞME İÇİN TOPOLOJİ FARKINDA HIZLI YENİDEN
YÖNLENDİRME ALGORİTMALARI

Selçuk CEVHER

Karadeniz Teknik Üniversitesi
Fen Bilimleri Enstitüsü

Bilgisayar Mühendisliği Anabilim Dalı
Danışman: Doç. Dr. Mustafa ULUTAŞ

İkinci Danışman: Dr. İbrahim HÖKELEK
2016, 109 Sayfa

                                   Haberleşme  ağlarındaki  gerçek  zamanlı  servisler,  katı  servis  kalitesi

gereksinimlerinin  karşılanabilmesi  için  hata  toleranslı  bir  veri  iletimini  gerektirirler.

İnternet Mühendisliği Görev Gücü (Internet Engineering Task Force), ağ hataları süresince

IP paketlerinin kesintisiz iletimini sağlayan tam hata kapsamasına sahip IP Hızlı Yeniden

Yönlendirme  (IP  Fast  Re-Route  -  IPFRR)  teknolojilerinin  standartlaştırılması  üzerinde

çalışmaktadır.  Çoklu  Topoloji  Yönlendirmesi  tabanlı  IPFRR (Multi  Topology  Routing

based IPFRR -MT-IPFRR) teknolojileri,  arızalanması muhtemel olan ağ bileşenlerinden

sakınan  alternatif  yönlendirme  tablolarının  hesaplanması  için  sanal  topolojiler  (ST)

kullanırlar.  Bu  tezde,  MT-IPFRR  mekanizmalarından  olan  Çoklu  Yönlendirme

Konfigürasyonlarının  (Multiple  Routing  Configurations  -  MRC)  ve  Azami  Fazlalık

Ağaçlarının  (Maximally  Redundant  Trees  -  MRT)  performanslarını  kıyaslamaktayız.

Sonuçlar,  MRC  ’ye  ait  alternatif  güzergah  uzunlukları  ağdaki  düğüm  sayısı  ve  link

yoğunluğu arttıkça sadece çok az değişirken MRT’ye ait alternatif güzergah uzunluklarının

ölçeklenebilir  olmadığını  göstermektedir.  Bunun,  IP  ağlardaki  düğümler  arasındaki

erişilebilirliği  iyileştirmek  için  kullanılacak  MT-IPFRR  mekanizmasının  seçimine

kılavuzluk  edecek  önemli  bir  ölçeklenebilirlik  sonucu  olduğuna  inanmaktayız.  Ayrıca,

MRC  ’nin  ayrıntılı  bir  topolojik  bağımlılık  analizini  sunmaktayız.  Otomatik  topolojik

analiz aracımızı kullanarak, MRC ’nin performansı ile topolojik karakteristikler arasında

önemli bir bağımlılığın bulunduğunu tespit etmekteyiz. MRC, bir ağ topolojisinin içerdiği,

derecesi  ağdaki  diğer  düğümlerin  derecelerinden  çok  daha  büyük  olan  merkezi  (hub)

düğümlerin  sayısının  artması  durumunda,  tam  alternatif  güzergah  kapsaması

IX



sağlayabilmesi  için  daha  fazla  sayıda  ST  oluşturmaya  ihtiyaç  duymaktadır.  Topolojik

analiz sonuçlarımızdan esinlenerek, MRC ’nin operasyonel karmaşıklığının iyileştirilmesi

için MRC ’nin kullandığı ST sayısını azaltacak sezgisel algoritmalar önermekteyiz. Sayısal

deneylerimiz, sezgisel algoritmalarımızın, topolojik karakteristiklerin sistematik analizinin

etkinliğini  doğrulayarak,  MRC  ’nin  performansını  belirgin  bir  şekilde  iyileştirdiğini

göstermektedir.  Ayrıca,  kendi  kendini  onaran  hata  toleranslı  Yazılım  Tabanlı  Ağların

oluşturulabilmesini  hedefleyen  yeni  bir  MT-IPFRR  yöntemi  önermekteyiz.  Deneysel

sonuçlarımız,  yaklaşımımızın,  tepkisel  (reactive)  onarım  sürecine  kıyasla  hata  onarım

süresini önemli ölçüde azalttığını göstermektedir.

Anahtar Kelimeler:  IP hızlı yeniden yönlendirme, Çoklu topoloji yönlendirmesi, Çoklu 

yönlendirme konfigürasyonları, Topolojik analiz, Yazılım tabanlı 

ağlar
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1. INTRODUCTION

The availability of communication networks has become crucial with the recent

deployments of next generation services such as Voice over IP (VoIP), Internet Protocol

Television (IPTV), and mobile services. Internet Service Providers (ISPs) face new

challenges to meet Quality of Service (QoS) requirements ofthese real-time services

since IP networks may experience link and node failures. In order to seamlessly protect

real-time services in IP networks, IP Fast Re-Route (IPFRR) technologies, which provide

loop-free fast convergence, have been an active research area since the re-convergence of

the existing routing protocols is a slow process [1]. The frequent topological changes

in operational networks caused by network failures or network planning and maintenance

activities may have a significant impact on the performance of the networking algorithms.

Therefore, evaluating the IPFRR algorithms under varying topological conditions prior to

their deployments is crucial in designing robust networks.Such an elaborate topological

analysis becomes feasible if the tasks of generating diverse topologies and analyzing the

impact of their characteristics on the network performancecan be automated. Topological

analysis is also widely used for social [2,3] and biologicalnetworks [4,5].

The Routing Area Working Group (RTGWG) of the Internet Engineering Task Force

(IETF) has been working on standardizing IPFRR technologiesto extend link-state routing

protocols by providing fast recovery from link/node failures. IETF RTGWG has already

standardized the IPFRR framework [6] and Loop Free Alternates (LFA) [7]. The LFA

technology locally updates the routing tables at routers where the failure is detected. Since

no explicit signaling among routers is needed and the LFAs are pre-computed, the fast

re-routing of real-time traffic can be achieved. ISPs are planned to deploy this technology

due to its simplicity and having no interoperability issue.However, the LFA technology

does not provide full alternate path coverage for single link failures in operational networks.

Multiple Routing Configurations (MRC) [8] is a widely studied IPFRR technology that

has been proposed in the literature to provide full coverage. Maximally Redundant Trees

(MRT) is another technique with full coverage which is currently heavily investigated within
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IETF [9–11]. Not-via [12] and multi-hop repair paths [13–16] are other technologies that

have been proposed in the literature.

Multi Topology Routing (MTR) uses virtual topologies (VTs) toconstruct alternate

routing tables, and has been standardized by IETF as extensions to Open Shortest Path First

(OSPF) and Intermediate System to Intermediate System (IS-IS) [17, 18]. The flexibility of

having multiple routing tables allows not only to adopt different routing paths for different

classes of traffic, but also to evenly distribute the link loads on the network. This redundancy

in routing tables can also be used to achieve fast re-routingif VTs are constructed in such a

way that an anticipated failed component is not used to carryany traffic in at least one of the

VTs.

MTR based IPFRR (MT-IPFRR) is introduced in [19, 20] as a credible alternative to

other recovery mechanisms since it is more suitable for traffic engineering applications, and

does not require the knowledge of whether the failed component is a link or node. MT-IPFRR

uses VTs to construct alternate routing tables to be used to recover from anticipated failures.

Each VT has the same network graph as the physical topology, but has different link weights.

Certain links in VTs are assigned a very high weight to guarantee that each anticipated

failed component is not used to forward any transit traffic inat least one of the VTs. Upon

the detection of each failure, the disrupted traffic can be re-routed towards its destination

according to a VT where the failed component is by-passed. MT-IPFRR introduces the

overhead of computing Shortest Path First (SPF) trees for multiple VTs, and maintaining

multiple forwarding states in routers [19–22]. When the number of VTs gets higher, the time

required to compute alternate routing tables, the look-up time for alternate next-hops, and

the amount of required Forwarding Information Base (FIB) storage increase.

In MT-IPFRR, the VT construction procedure has to be standardized. Both the MRC

and the MRT techniques can be used to construct VTs, and hencecorresponding alternate

routes. Once the VTs are constructed, fast re-routing will be realized in the same way

to be defined by the IETF for both mechanisms. Fig. 1.1 shows anexample physical

topology and 3 VTs on it. If one of the links in the physical network fails, MT-IPFRR

can immediately re-route the traffic initially going through the failed link to an alternate path

using a pre-computed VT, in which the anticipated failed links represented by a dashed line

are not used to carry any traffic. A router which detects a failure marks the IP header of
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Figure 1.1. VTs computed for an example
physical topology

each re-routed packet with the identity of the newly activated VT. This identification enables

other routers on the alternate path to use the same VT for routing the recovered traffic. If

the failure is permanent, the VT construction algorithm should be run again using the new

topology to calculate the new VTs. On the other hand, the non-affected traffic continues to

be forwarded based on the SPF tree calculated by the underlying link state routing protocol.

The IPFRR functionality should be automated by implementingthe IPFRR tasks

as extensions to the underlying link state routing protocolrunning at each node since

performing manual operations by a network administrator iseither not tractable or

prohibitively expensive. This intelligence can also be implemented using software agents

which use well-defined interfaces to interact with the routing protocol. In a fully automated

MT-IPFRR mechanism, the tasks in Table 1.1 are performed at each node without a human

in the loop. Task 1 can be accomplished by using the link statedatabase of the underlying

routing protocol. Task 2 requires the development of heuristic methods which will allow all

the nodes in a network to construct identical VTs, and hence to compute consistent alternate

routes for any anticipated failure event. Such heuristic methods can be developed since all

the nodes have the same view of the physical network topologythanks to the underlying link

state routing protocol. Task 3 implements the constructed VTs within a router by configuring

each network interface to belong to a subset of VTs. Tasks 4 and 5 allow the fast detection
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of failures and the activation of the VT excluding the failedcomponent, respectively. The

VT activation can be performed by marking the IP header of each rerouted packet with the

identity of the newly activated VT using a packet marking technique such as the DSCP

(Differentiated Services Code Point) field of IP header [8]. Task 6 enables the usage of

re-converged shortest alternate routes computed by the underlying link state routing protocol.

If an IPFRR mechanism provides protection against all network component failures, the

automation of the steps listed in Table 1.1 leads to self-recovering networks against failures.

Table 1.1. Tasks to be performed by MT-IPFRR without a human inthe loop

Index Task

1 Network topology is extracted

2 Consistent VTs and hence alternate routes are calculated

3 MTR configuration is performed

4 A fast failure detection process monitors the status of links

5 When a failure event is detected, packets are marked to be forwarded
over a VT which exludes the failed link

6
Packet marking process is stopped when the underlying routing
protocol converges new routes after the failure event

7 The above steps are repeated for subsequent failures

The MRC constructs a configurable number of VTs which has to be set carefully to

obtain full alternate path coverage [8]. The MRC randomly iterates through each node in the

physical topology, and constructs VTs in a round-robin fashion to prevent each node from

transiting any traffic in one of the VTs, which is callednode isolation. Each VT constructed

by the MRC contains all the nodes in the topology, and should provide a path among each

pair of its nodes. The VT requirement of the MRC is defined to be the cardinality of the set of

VTs that the MRC should construct to provide full failure coverage. Note that the cardinality

of the set of VTs to be constructed is defined as the number of VTs configured as input to

the MRC algorithm and should be sufficiently large to allow fora successful termination.

The number of VTs which must be constructed by MRC to successfully isolate each node in
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one of the VTs should be kept small since a higher number of VTsincreases the complexity

in terms of processing time and state requirements of routers [21, 22]. If the operation of

the MRC can be enhanced to take the topological characteristics into consideration, its VT

requirement can be reduced since the VT requirement highly depends on the structure of

network topologies [21].

Maximally Redundant Trees (MRT) relying on the redundant tree concept [23] is

another technique that has been investigated by the IETF [9–11]. Each router running the

MRT proactively calculates a special directed graph whose normally and reversely directed

versions are used by each router to compute two maximally redundant trees rooted at each

possible destination in the network. Maximal redundancy among these trees ensures that they

share a minimum number of common links and nodes. The MRT computes only two VTs

by default to provide protection against single failures. Although its operational complexity

is relatively low, its alternate path lengths are not scalable to the network size and density.

Software Defined Network (SDN) is a new paradigm in the networking area to make an

underlying communication network programmable by physically separating control and data

forwarding planes. In traditional networks, control and data planes are closely tied together,

and it is more challenging to dynamically adapt the operations of the network resources

for the changing needs. The SDN architecture maintains a global view of the network by

abstracting the underlying infrastructure for a centralized management. SDN provides a

more efficient usage of limited network resources by its dynamic reconfiguration capability

as the network conditions change.

The forwarding plane of SDN may experience link and node failures which should be

fast recovered to seamlessly support the real-time services. IPFRR can be performed in SDN

using two different approaches, namely,restorationandprotection[24]. In the restoration

approach, alternate routing tables are proactively computed by the controller in advance of

the failure while the resources for the alternate paths are allocated upon the detection of the

failure. This approach requires the switches to contact thecontroller to notify that it should

update the flow tables of all the switches along the affected paths with the new flow entries.

On the other hand, in the protection approach, both the computation of the alternate paths

and the allocation of the resources are performed in advanceof the failure. As opposed to

the restoration case, the switches activate the alternate paths without the need to contact the



6

controller in case of a failure. Therefore, the protection approach provides a faster failure

recovery. However, it requires more resources to proactively install backup flow entries into

the flow tables of switches.

1.1. Research Objectives

In this thesis, we aim at reducing the operational complexity of the MRC algorithm in

terms of processing time and state requirements of routers by reducing its VT requirement.

We focus on improving the MRC since its alternate path lengthsare scalable with respect to

the network size and density whereas it generally requires more than two VTs to provide full

failure coverage. A reduction in the VT requirement of the MRCwill reduce the overhead

of computing SPF trees for multiple VTs, and maintaining multiple forwarding states in

routers [19–22]. This will allow us to balance the trade-offbetween alternate path lengths

and number of VTs in MT-IPFRR. We also aim at developing a new MT-IPFRR technique

for SDN which is a new paradigm in the networking area.

1.2. Contributions

In this thesis, we describe the operational principles of the MRC and the MRT on

example networks. We present the performance comparison ofthese mechanisms using

synthetic network topologies with varying characteristics (i.e., number of nodes and average

number of neighbors). Through extensive analysis, we show that the alternate path lengths

achieved by the MRT are not scalable with respect to the network size and density whereas

the alternate path lengths of the MRC only slightly change as the network size and density

vary [25]. We believe that this is an important scalability result providing a guidance in the

selection of MT-IPFRR mechanism. We also perform experiments using realistic ISP level

topologies to investigate the impact of the network size anddensity on the performance of

the MRC. The numerical results showed that the VT requirement of the MRC highly depends

on the structural properties of network topologies [21, 26]. We discover that the impact of

the topological properties other than network size and density should be investigated since a

trend in the number of nodes in a topology as well as the density can not always account for

the trend in the VT requirement of the MRC.
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We developed an automated topological analysis tool to obtain the performance

results for the MRC algorithm under varying topological conditions since the number of

VTs that should be constructed by the MRC highly depends on thestructure of network

topologies [27]. Our tool integrates Boston University Representative Internet Topology

Generator (BRITE) [28] and Cytoscape’s Network Analyzer [29],and is used to generate

diverse network topologies, extract topological characteristics, and correlate the topological

characteristics with the performance of the MRC. We provide the formal definitions of

both the topology generation models and the topological characteristics evaluated in our

experiments. The topological dependency of the MRC algorithm is elaborately investigated

to provide a reasoning why the MRC performs poorly in heterogeneous topologies which

tend to havehub nodes with a much higher degree than the other nodes. Our topological

analysis experiments were performed using 11,500 topologies, which are generated by

selectively varying the parameters of the existing topology generation models. Visual plots

are provided to demonstrate the structural properties of the generated topologies in terms

of heavily used network characterizing metrics including heterogeneity (H), centralization

(C), and clustering coefficient (CC). H of a network reflects the inclination of the topology

to have hub nodes, whose node degree is much higher than the rest of the network. H

is defined asH = σd/µd in [30] where σd and µd are the standard deviation and the

mean of the node degree distributiond, respectively, so that a network becomes more

heterogeneous if it has more hub nodes whose node degree is much higher than the rest

of the network. C of a network is an indicator of the compactness of the network. CC

of a node is a measure of the inter-connectivity of the nodes’s neighbours. The MRC is

run in an automated fashion on the generated topologies to obtain the topological analysis

results which show that the distribution of node degrees hasa significant impact on the

performance of the MRC. Inspired by the results of our topological analysis, we propose an

extension to the MRC which takes the node degree information into account [27]. Numerical

experiments using both synthetic and real networks show that our heuristic significantly

reduces the complexity in terms of processing time and staterequirements of routers by

decreasing the number of VTs which should be constructed by the MRC. The analysis

results confirm the effectiveness of our systematic approach in performing the topological

analysis of networking algorithms. We also provide graph theoretical proofs to show why

our extension improves the performance of the MRC especiallyin heterogeneous networks.
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In this thesis, we also propose two variants of the MRC, namely mMRC-1 and

mMRC-2, which take the structural properties of the VTs into consideration during their

construction to reduce the VT requirement of the MRC, and hence, decrease the operational

complexity in terms of processing time and state requirements of routers [31]. Extensive

simulations show that our proposed heuristics retain the alternate path lengths within

acceptable limits. Our heuristics do not attempt to find the set of VTs with the optimum

cardinality, which is an NP (Nondeterministic Polynomial)-complete problem [19, 21].

Instead, we develop two variants of the MRC that more intelligently construct VTs to

increase their robustness against network partitioning. During the VT construction process,

mMRC-1 keeps the connectivity of the VTs as high as possible by using the node degree

information, whereas mMRC-2 reduces the heterogeneity levelof the VTs. Using our

automated topology generation and analysis tool, our experiment results have been obtained

on 3200 topologies with diverse structural properties. Numerical results show that our

heuristics consistently require a smaller number of VTs than the MRC for all experiments

using the synthetic topologies. mMRC-1 reduces the VT requirement of the MRC up to

31.84% and performs better than mMRC-2 as the heterogeneity levelof the topologies in

our experiments increases. On the other hand, mMRC-2 providesan improvement of up to

28.44% and achieves higher improvement percentages than mMRC-1 as the heterogeneity

decreases. The alternate path lengths of mMRC-1 and mMRC-2 are only slightly higher than

the alternate path lengths of the MRC.

We propose a new MT-IPFRR technique for SDN by defining all the tasks which

should be performed by the controller during the failure recovery process [32, 33]. The

central architecture of SDN makes it an ideal platform to deploy MT-IPFRR since the central

computation of the VTs by the controller guarantees the consistency among the alternate

routing tables. Our technique automates the tasks including the discovery of the underlying

physical topology, keeping track of the failures in the dataplane and the modification of the

flow tables of the switches to activate a primary path in no-failure scenario or an alternate

path upon detection of a failure. Our implementation utilizes the MRC algorithm to construct

VTs which provide protection against single link/node failures in the data plane. Our

experimental results show that our approach considerably reduces the recovery time from

network failures compared to the reactive recovery in SDN.
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The rest of this thesis is organized as follows. Chapter 2 provides our literature

review. Chapter 3 presents our evaluation of MT-IPFRR mechanisms. Chapter 4 provides

our automated topological analysis of the MRC. Chapter 5 introduces our extension to

the MRC which takes the node degree information into account.Chapter 6 presents our

topology-aware variants of the MRC. Chapter 7 describes our MT-IPFRR technique for

failure recovery in SDN. Chapter 8, Chapter 9, and Chapter 10 provides our discussion,

conclusions, and recommendations, respectively.



2. LITERATURE REVIEW

2.1. Topology-Aware Networking

The influence of the topological characteristics on the design of networking protocols

is investigated in [34]. The authors in [35] examine the effect of network topologies on

overall network performance for satellite applications. [36] proposes node degree distribution

based metrics for analyzing the structure of network topologies. The structural properties of

network topologies have an impact on the convergence time ofinter-domain routing protocol

BGP [37] and on the performance of overlay routing [38]. Simulation results demonstrating

the impact of power-law topologies on the routing dynamics are presented in [39]. The

work presented in [40] investigates how the topology of a network impacts the average

path length which is considered to be the main measure of the network performance. It

also proposes a topology design algorithm to reduce the average path length by introducing

high-degree central nodes to the topology. The impact of thetopological characteristics on

the performance of wireless mesh networks is studied in [41]which considers the topological

metrics including the number of nodes, the path length and the link density. It uses data

mining to discover the relationships between the topological characteristics and the network

performance. The influence of the network topology on the parallel streaming of high-quality

video is examined in [42] using actual ISP networks. The workin [43] proposes the usage of

topological awareness for geographical routing in wireless sensor networks which allows the

nodes to obtain the overall topology information. The problem of finding the best possible

topology which minimizes the overall power consumption andprovides fault tolerance in

wireless ad hoc networks is studied in [44–47] by adaptivelyadjusting the network topology

to the current traffic conditions. The effect of the ring and star topologies on the performance

of the in-vehicle network is analyzed in [48].

The evaluation of the IPFRR technologies requires experimenting on a large topology

pool with diverse characteristics [21]. Our work in this thesis automates the topological

evaluation of the IPFRR algorithms, which allows the experimentation on a large structurally

diverse topology pool. Performance evaluation results obtained using a restricted topology
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pool may be misleading since the negative aspects of a networking algorithm which

appear only under certain topological conditions may not bestudied. Since the previous

IPFRR evaluation studies do not benefit from such automation,they either use a small-size

synthetic/real topology pool [21, 22] or a small set of topology generation models or only a

small set of parameter values for the topology generation models [8,9].

2.2. Network Resilience Through Multi Topology Routing

MTR has been standardized by IETF as extensions to OSPF and IS-IS [17, 18]. MTR

is used to provide QoS support in a tactical mobile network in[49]. It uses VTs to improve

the QoS and available capacity in different subsets of the physical topology by dynamically

blocking certain traffic in the network. The work presented in [50] provides an automation

tool to dynamically configure the link weights in VTs to balance the traffic load across the

network. MTR is proposed to provide fault tolerance in inter-satellite networks in [51].

An energy efficient network topology design is performed in [52] which determines the

optimal VTs in order to minimize energy consumption in the network by powering off as

many unnecessary network elements as possible. It also proposes a fast re-route technique to

re-route the traffic previously being transmitted using themost recently powered off network

element. A novel routing protocol for wireless networks is presented in [53]. The proposed

routing algorithm relies on VTs to route the traffic based on the security preferences of the

nodes in the network. This provides each node with the freedom to decide the set of nodes

that it considers secure to participate in the data transmission.

MT-IPFRR constructs VTs to re-route the recovered traffic in case of link/node failures

on a detour path around the failed component. The work presented in [21] constructs VTs

in such a way that certain links of a topology are not isolatedin any VT to reduce the

VT requirement. However, their VT construction algorithm increases the complexity of

the forwarding process in routers. The algorithm proposed in [22] aims to maximize the

number of isolated nodes per VT, which may reduce the number of VTs. However, the

proposed approach requires a large number of iterations, and may not always succeed in

constructing VTs. The techniques proposed in [54, 55] aim atreducing the alternate path

lengths of the MRC by including the isolated links in a VT excluding the actually failed one

in alternate paths as opposed to the case for the MRC which do not consider any isolated
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link for packet forwarding. However, they report that theirapproaches increase the size

of alternate routing tables. The work in [56] proposes a VT construction algorithm to

uniformly distribute the link loads in VTs. Their algorithmselects certain special nodes

with a relatively higher node degree in a pre-processing step, and attempts to isolate the

neighboring links of these special nodes in different VTs asmuch as possible to balance the

path diversity across the VTs. The work presented in [57] relies on MT-IPFRR to reduce the

power consumption for a green network while providing full protection against link failures.

However, their evaluation considers only small-sized topologies. An MT-IPFRR algorithm

is proposed in [58] to construct VTs which will provide alternate paths in case of large-scale

geographical events to reduce the amount of disruptions in network traffic. For this purpose,

the links, which are close to the geographical region affected most from the geographical

event, are assigned a very high weight in a VT so that the alternate paths avoid the affected

region. Similar to our heuristics in this thesis, [59] proposes an algorithm to enhance the

MRC by prioritizing the isolation of the high-degree nodes. However, our heuristics take

the topological characteristics of the VTs into account during their constructions. In [60], an

upper bound determined by a special cycle existing in the network topology is proposed for

the number of VTs required to provide full failure coverage,and the quality of this bound is

evaluated. The implementation of the MRC using the MTR standard of IETF is discussed

in [61] which favours the MRC as a promising candidate for performing IPFRR.

In this thesis, we compare the MRC and the low-point version ofthe MRT. The

performance results show that the MRT’s alternate path lengths significantly increase with

respect to network size and density while the MRC generates scalable alternate paths. The

performance of both the low-point and the SPF versions of theMRT is compared with

Not-via in [62], and it is concluded that both versions of theMRT generate significantly

longer alternate paths compared to the optimum SPF routing.The work in [63] proposes an

IPFRR scheme which combines the LFA and the MRT techniques by first attempting to find

an LFA in case of a single failure, and using the MRT to determine the alternate path if the

LFA does not exist. The problem of protecting the multicast communications against single

link or node failures is considered in [64,65]. It constructs redundant multicast trees in such

a way that, when a single link or node fails, every destination node is still connected to the

source node in at least one of the two trees.
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2.3. Failure Recovery in Software Defined Networks

In [24], the restoration and protection approaches for SDN are studied using example

networks, and an analytical model is introduced to calculate the failure recovery time in

the restoration case. However, it does not provide a self-recovering framework to perform

IPFRR in SDN to recover from any network failure. The work in [66] enhances the LFA

with a loop detection mechanism, and discusses how this enhanced version of the LFA can

be implemented in SDN without providing an actual implementation. The work in [67]

proposes a protection scheme which attempts to reduce the recovery time by relying on

a faster failure detection. End-to-end and segment protection mechanisms are analyzed

in [68] and [69], respectively. The work in [70] proposes a monitoring method for SDN to

reduce the controller load caused by the alternate path calculation. In [71], a runtime system

that automates the failure recovery in SDN is proposed without providing any experimental

results. When a failure is detected, a new controller is activated to compute the alternate

paths. A congestion-aware failure recovery mechanism for hybrid SDN consisting of both

traditional routers and SDN-enabled switches is proposed in [72] which activates multiple

alternate paths in case of a single link failure to reduce thepost-recovery congestion and

balance the traffic load accross the network. The problem of protecting the controller traffic

is addressed in [73–75] to ensure a reliable communication between the data and control

planes. These approaches propose the placement of multiplecontrollers in control plane

which allows the switches to have at least one operational connection to one of the controllers

at all times. An algorithm to recover from the inter-domain link failures is proposed in [76].

They suggest the usage of an SDN architecture to provide a restoration path if one of the links

among the BGP routers fails. In [77], multipath routing is used to provide fault tolerance

against network failures in the SDN-based network of Googlewhich connects its data center

accross the planet.



3. MULTI TOPOLOGY ROUTING BASED IPFRR MECHANISMS

In this chapter, we introduce the MT-IPFRR technologies, namely the MRC and the

MRT algorithms, describe their operational principles using example networks, and present

a trade-off analysis of these two approaches. We implemented a comprehensive analysis tool

to evaluate the performances of the MRC and the MRT mechanismsusing various network

topologies. Through extensive analysis, we show that the alternate path lengths achieved by

the MRT are not scalable with respect to the network size and density while the alternate path

lengths of the MRC only slightly change as the network size anddensity vary. We believe

that this is an important scalability result providing a guidance in the selection of MT-IPFRR

mechanism to recover from the failures in IP networks.

The rest of the chapter is organized as follows. Sections 3.1and 3.2 explain the

MRC and the MRT algorithms, respectively, and describe theiroperational principles on

example networks. In Section 3.3, we introduce our in-depthanalysis tool, and present the

performance comparisons of the MRC and the MRT using network topologies with varying

size and density.

3.1. Multiple Routing Configurations (MRC)

3.1.1. Overview

The MRC is a VT construction algorithm for MT-IPFRR which provides full protection

against single link/node failures in 2-connected (2C) topologies [8]. Each VT constructed

by the MRC has the same links and nodes as the physical topology. Although the links

in each VT initially have the same weights as in the physical topology, the MRC modifies

the weights of certain links in each VT during its execution by assigning them high values.

A link in a VT can take one of the three possible weights:(i) the same weight as in the

physical topology,(ii) a sufficiently large finite value calledwr , and(iii) infinity. A link with

a weight ofwr is calledrestrictedwhereas a link with a weight of infinity is calledisolated.

wr is intelligently selected so that a restricted link is used only to deliver traffic that is either

sourced at or destined for the attached node [8]. On the otherhand, an isolated link does not
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carry any traffic at all. To isolate a node, one of its attachedlinks is assigned the weight of

wr , and all the remaining links take a weight larger than or equal to wr . An isolated node

can not be used to forward any transit traffic in the VT. The setof non-isolated nodes/links

and non-restricted links in a VT is called thebackboneof the VT, which is used to forward

transit traffic. VTs constructed by the MRC satisfy the following properties [8]:

• (P1)Each link/node in the physical topology is isolated in exactly one of the VTs.

• (P2)The backbone of each VT is connected.

• (P3) Each isolated node in a VT is connected to the backbone via at least one restricted

link.

The MRC maintains aQn queue, which contains all the nodes of the topology in an

arbitrary order. The order defined byQn, in which the nodes are attempted to be isolated

in VTs, is called thenode isolation orderin this thesis. The MRC attempts to isolate the

topmost element ofQn in a VT as long as its removal with its attached links does not partition

the backbone of the VT. The topmost member is removed fromQn once it becomes isolated

in a VT. If a node can not be isolated in a VT, it is attempted to be isolated in a next VT in

a round-robin fashion. If a node can not be isolated in any VT,the MRC fails to construct

the set of VTs. To isolate a nodex in aVTx, all (x,y) links are traversed, wherey represents

a neighbour ofx. The weight of a(x,y) link in VTx is set to infinity if (i) there exists aVTy

wherey is isolated, and(ii) the weight of the link(x,y) is wr in VTy, and(iii) the nodex has a

link with a finite weight other than(x,y) in VTx. It is also set to an infinite weight if(i) there

does not exist aVTy, wherey is isolated, and(ii) the nodex has a link with a finite weight

other than(x,y) in VTx. Otherwise, the weight of the(x,y) link is set towr .

The number of VTs to be constructed by the MRC should be configured as an input to

the algorithm. The MRC successfully terminates only if the number of VTs is configured to

be sufficiently large. In the case that the MRC fails, it shouldbe re-configured to construct

a higher number of VTs to force its successful termination. Theminimum VT requirement

(minVT)of the MRC can be defined as follows:
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Definition. minVT≥ 2 is an integer such that∀i : 2≤ i < minVT, the MRC fails to

construct a set of VTs with the cardinalityi, but the MRC succeeds to construct a set of VTs

with the cardinalityminVT.

minVT is dependant on the structural properties of the physical topology, and should

be kept as small as possible to reduce both the consumption ofrouter resources and the

computational overhead of MT-IPFRR to calculate the alternate forwarding tables [22]. Note

that the set of VTs with the cardinalityminVT satisfiesP1, P2, andP3.

3.1.2. Example Operation

Assuming that the number of VTs is configured to be 3, the VT construction

procedure of the MRC is explained using the example topology with 9 nodes and 14

links shown in Fig. 3.1. Note that each VT initially containsall the links and nodes

of the topology, and the initial node isolation order is randomly chosen to beQn =

{R9,R8,R1,R2,R3,R4,R7,R5,R6}. The set of isolated nodes for eachVTi is denoted by

Ii (1≤ i ≤ 3) which are initially empty.

Figure 3.1. Initial structures of VTs

Fig. 3.2 shows how the link weights of the physical topology are modified by the MRC

to isolateR9, R6 andR3. The non-isolated nodes and links are denoted by the black nodes

and the bold lines while the isolated nodes, isolated and restricted links are indicated by

the dotted circles, dotted and dashed lines, respectively.The topmost element,R9, of Qn

attempts to be isolated first inVT1. In steps 1 and 2, the weights of the links(R9,R4) and
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Figure 3.2. Structures of VTs afterR9, R6 andR3 become isolated

(R9,R6) are set to be infinity andwr , respectively. The order in which the neighboring links

of a node become isolated or restricted is also arbitrary in the MRC, which is indicated by

the consecutive numbers within the black circles over the links. Note that(R9,R6) is made

restricted in step 2 since its isolation would causeR9 to become inaccessible to other nodes.

The MRC attempts to isolate the next node inQn using a VT different from the one where

the previous node was isolated. The aim of such an isolation is to balance the number of

isolated nodes across VTs since such balancing may keep the alternate path lengths within

acceptable limits. Following the isolation ofR9, the MRC modifiesQn since it must prioritize

the isolation ofR6 to guarantee the isolation of(R9,R6), which has been made restricted in

the previous step, even thoughR6 is located at the bottom ofQn. Hence,R6 attempts to be

isolated next inVT2, and(R6,R9) is traversed first. In step 3, the weight of(R6,R9) is set

to infinity since a link should be isolated in the same iteration as either of its end points [8].

(R6,R9) can receive a weight of infinity since the other links ofR6, namely(R6,R5) and

(R6,R3), have the finite weights as in the physical topology at this point. The links(R6,R5)

and(R6,R3) become isolated and restricted in steps 4 and 5, respectively. R3 is similarly

isolated inVT3 through the steps 6 and 7.

Fig. 3.3 illustrates how the nodesR2, R8, andR1 become isolated inVT1, VT2, and

VT3, respectively, whereas Fig. 3.4 shows the isolations of thenodesR4, R7, andR5. After
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Figure 3.3. Structures of VTs afterR2, R8 andR1 become isolated

Figure 3.4. Structures of VTs afterR4, R7 andR5 become isolated

27 steps,Qn becomes empty, and, hence, the algorithm successfully terminates. Each VT

ultimately has an equal number of isolated nodes, namely 3. The black nodes and bold lines

in Fig. 3.4 constitute the backbone of each VT. Note that eachnode/link is isolated in exactly

one VT. For example, the link(R2,R7) is isolated inVT1 while it is restricted and normal

in VT2 andVT3, respectively. Each backbone in VTs forms a connected graph, and each

isolated node in a VT is connected to backbone via a restricted link, which allows it to reach

every other node in the same VT. For example, the isolated node R2 is connected to the

backbone ofVT1 via the restricted link(R2,R8).
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As an example of the application of the MRC to the IPFRR, if the link (R4,R5) fails,

VT1 is used to recover from this failure since the link(R4,R5) is isolated inVT1. In this

case, the restricted link(R4,R7) is the only link which can be used as the first or the last hop

to deliver the traffic sourced atR4 and destined to any other node, or the traffic sourced at

any other node and destined toR4, respectively, whereas the links on the backbone ofVT1

constitute the interior hops. If the failure of(R4,R5) is detected to be permanent, the VTs

are re-constructed using the updated topology.

3.2. Maximally Redundant Trees (MRT)

3.2.1. Overview

The MRT provides full coverage against single network failures for all topologies

including non-2-connected (N2C) ones as long as the failure does not partition the

network [9]. Each router running MRT proactively calculates pairs of identically rooted

maximally redundant trees, calledred andblue, rooted in each possible destination in the

network. Maximal redundancy among these two trees ensures that the two paths in red and

blue trees from the same node to the identical root share a minimum number of common

links and nodes. Upon the detection of a local failure, the affected traffic starts to be routed

over whichever of the pre-determined red or blue trees excludes the failed link. On the other

hand, non-affected traffic continues to be forwarded based on the shortest path tree calculated

by the underlying link state routing protocol.

Fig. 3.5b and Fig. 3.5c demonstrate the red and blue trees which are rooted atR1 of

an example 2C topology shown in Fig. 3.5a, respectively. It is possible to find two disjoint

paths from any node toR1 since the topology is 2C. For example,R5 utilizes the paths

R5−R3−R1 andR5−R4−R2−R1 to reachR1 in red and blue trees, respectively. IfR5

detects the failure of the link(R5,R3), it starts to forward the affected traffic towardsR1

using the blue tree which excludes the failed link. Note thatthe MRT calculates red and blue

trees rooted atR2, R3, R4, andR5 as well even though they are not shown in Fig. 3.5.

The MRT relies on building a GADAG (Generalized Almost Directed Acyclic Graph),

which is composed of either a single ADAG (Almost Directed Acyclic Graph) or multiple

ADAGs in case of 2C and N2C topologies, respectively [9]. Each GADAG has a special
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(a) 2-connected topology (b) Red tree (c) Blue tree

Figure 3.5. Red and blue trees calculated for an example topology

node calledglobal root, which should be known to all nodes in the network prior to the

execution of the MRT algorithm. Otherwise, GADAGs computedby each node would be

different causing inconsistencies among the red and blue routing tables in the network. On

the other hand, each ADAG has a special node calledlocal root, which is the same as the

global root in case of 2C topologies. The local root of an ADAGin a N2C topology is the

articulation point which is closest to the GADAG’s global root such that traffic sourced at the

nodes within an ADAG should pass through the ADAG’s local root to reach destinations in

other ADAGs. The calculation oflow-point values, which requires the execution of the DFS

(Depth First Search) algorithm first, is a way of detecting articulation points in a network.

An algorithm based on low-point value calculation is proposed in [9] for determining the

local root of an ADAG.

While forming an ADAG, an initial loop which starts and ends atthe local root is

selected. Afterwards, this partial ADAG is incrementally extended by adding special directed

paths of nodes calledear. The important point in deciding the direction of the links on an ear

is to create no loops other than the ones containing the localroot. These loops which start

and end at the local root are needed by the MRT to construct tworedundant alternate routes

for a nodex to reach the local-root by following the directed paths fromx to the local-root

and from the local-root tox.

3.2.2. Example Operation

We use the topology with 4 articulation points shown in Fig. 3.6 to demonstrate that

the MRT is capable of operating even on N2C topologies. It shows the DFS and low-point

numbers as well as the low-point inheritance relation amongthe nodes. Each node is
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Figure 3.6. DFS and low-point numbers for an example N2C topology

labelled with a 2-tuple(a,b) wherea and b stand for the DFS and low-point numbers,

respectively. The global root (node 0) is shaded, and does not have any low-point number.

For example, the fact that the nodes 8 and 9 have 6 as its low-point number means that

the traffic sourced at these nodes and destined to the nodes 0,1, 2, 3, 4 or 5 should pass

through the node 6. A directed dashed line from a nodex to y means thaty inherits its

low-point number fromx. For example, the node 3 inherits its low-point number from

the node 0. By exploiting the low-point inheritance relation[9] between the nodes in

the example topology, the MRT algorithm determines the ears0→1→2→3→0, 2→4→2,

4→5→4, 5→6→5, 6→7→8→9→10→11→6, and 11→12→11 in the shown order.

Figure 3.7. GADAG computed for the N2C topology in Fig. 3.6

Fig. 3.7 shows the GADAG calculated for the topology in Fig. 3.6, which is composed

of 6 ADAGs. The local roots are symbolized with a small dashedcircle while the large
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Figure 3.8. Modified ADAG and BFS trees for red/blue routing tables

dashed ovals indicate the individual ADAGs. The articulation point in an ADAG, which is

closest to the global root, is the local root of that ADAG. Forexample, ADAG 2 contains the

nodes 2 and 4, and its local root is the node 2.

In the MRT, each node in the network firstly computes the next hops to the destinations

in its own ADAG. For this purpose, each node splits its own local root r into two

nodes, namelyr+ and r−, such thatr+ and r− have only incoming and outgoing links,

respectively [9]. Afterwards, based on the normally and reversely directed versions of this

modified ADAG, it computes two BFS (Breadth First Search) trees, namely red and blue

trees, which are used to calculate the redundant paths to a certain destination. For example,

the node 10 in Fig. 3.7 constructs the BFS trees in Fig. 3.8b andFig. 3.8c based on the

modified ADAG shown in Fig. 3.8a. The calculated BFS trees are utilized to create the blue

and red routing tables [9]. As depicted in Fig. 3.8b, the node10 uses the node 11 as the

next-hop to the destinations 0, 1, 2, 3, 4, 5, 6, 7, 8, 9, 11, and12 in the blue tree while it uses

the node 9 as the next-hop in the red tree.

3.3. Experimental Results

In this section, we provide our comparison results for the MRCand the MRT using

randomly generated topologies. We also present the performance results of the MRC using

realistic ISP-level topologies.
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3.3.1. Performance Comparison of the MRC and the MRT

To compare the performances of the MRC and the MRT, we developed a

comprehensive analysis tool which has the following capabilities:

• Running both the MRC and the MRT consecutively on topologies with varying size and

density which are randomly generated by the BRITE tool [28] using the Waxman model

• Comparing the performances of the MRC and the MRT against the re-converged OSPF

in terms of alternate path lengths

• Computing thesuccess rate(SR) of the MRC, namely, the percentage of topologies for

which the MRC can successfully construct the configured number of VTs

The MRC software from Simula Research Laboratory (www.simula.no) was integrated

into our analysis tool which processes the MRC output, namelythe VTs, to compute the

alternate paths in case of network failures. The MRT algorithm presented in [9] was

implemented within our analysis tool. The correctness of our MRT implementation was

verified such that the red and blue trees generated by our toolmatch the trees calculated for

the sample topologies given in [9]. We also implemented a script which automates the task of

evaluating the performances of the MRC and the MRT over various networks with 50, 100,

150, 200, 250, and 300 nodes, where initial link weights are set to unity. For each network

size, we generated 50 random graphs. The alternate path lengths of the MRC with different

number of VTs, namely, 3, 5, and 7, were compared against the alternate path lengths of the

MRT. Note that there is no version of the MRT algorithm which utilizes more than 2 VTs.

We report two separate comparison results corresponding tothe sparse and dense versions

of each network size, which were generated by setting them parameter (i.e., the number of

links per new node) in BRITE topology generator tool to 2 and 3 for the sparse and the dense

topologies, respectively.

We provide three different sets of results for the MRC and the MRT as shown in

Table 3.1a, 3.1b, and 3.1c where the number of nodes in a topology, the network density,

and the success rate of the MRC are denoted byn, m, and SR, respectively. RAPLMRC

andRAPLMRT represent the alternate path lengths of the MRC and the MRT relative to the
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re-converged OSPF, and can be formulated as(TAPL/TAPLOSPF) ∗ 100 whereTAPL and

TAPLOSPF stand for the total lengths of all the alternate paths achieved by the MRC/MRT,

and OSPF, respectively. Please note that the total length ofall the alternate paths computed

by OSPF correspond to 100%. The results show that the MRC may not always successfully

terminate due to an insufficient number of VTs. In the cases that the MRC fails to compute

the VTs (e.g.,n = 250, m = 2 in Table 3.1a), the results for the MRT are deliberately

not reported even though, by the nature of the algorithm, theMRT is always capable of

determining alternate paths for any network topology as long as the failure does not partition

the network. In other cases, each link in the network is failed sequentially, and the alternate

paths to recover from the failure are computed for each of theMRC, the MRT, and OSPF.

Table 3.1a presents the comparison results for the MRC with 3 VTs and the MRT. No

result is reported for the sparse topologies (m= 2) with 250 and 300 nodes since 3 VTs are

not sufficient for the MRC to isolate all the nodes in these topologies. When the number

of VTs is 3 and the number of nodes is 250 or 300, the number of isolated nodes per VT

increases. In such a case, it is likely that the MRC’s isolationof a node in a VT partitions

its backbone. However, as the network density increases (m= 3), SRof the MRC improves

because a higher path diversity of a dense network reduces the likelihood of partitioning

the backbone. Fig. 3.9 shows thatSRfor the sparse networks significantly decrease as the

network size grows. For example,SRfor the sparse networks with 50 nodes is 44% while

it becomes 0 for both 250 and 300 nodes. On the other hand,SRfor the dense networks

were higher than 90% for all cases. Table 3.1a also demonstrates that the alternate path

lengths of the MRT significantly increase as the network sizeand density grow. For example,

RAPLMRT = 525.39% for the dense networks with 300 nodes is more than 5 times greater

than the shortest one (i.e., 100%) utilized by the re-converged OSPF. We also observed that

the alternate path lengths of the MRT for the dense networks are larger than in the case of

the sparse networks while the contrary is true for the MRC.

Table 3.1b reports the comparison results for the MRC with 5 VTs and the MRT. The

performance results of the MRT presented in Table 3.1b are similar to the ones reported in

Table 3.1a. However, compared to the results in Table 3.1a, the alternate path lengths of the

MRC are significantly reduced. For example, the MRC with 5 VTs has anRAPLof 116.24%

in case of the sparse networks with 50 nodes while the MRC with 3VTs adopts anRAPLof
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Table 3.1. Comparison results for the MRC and the MRT

n m RAPLMRC SR RAPLMRT

50
2 129.05 44 227.50

3 122.55 100 256.56

100
2 132.12 24 281.70

3 123.94 100 324.32

150
2 129.98 8 329.65

3 124.75 92 389.71

200
2 133.64 2 329.06

3 124.32 94 427.83

250
2 - 0 -

3 124.32 100 472.72

300
2 - 0 -

3 124.79 90 525.39

(a) MRC with 3 VTs versus MRT

n m RAPLMRC SR RAPLMRT

50
2 116.24 100 230.23

3 115.17 100 249.63

100
2 115.98 98 283.70

3 114.99 100 325.80

150
2 116.43 100 317.94

3 115.03 100 381.77

200
2 116.26 100 355.38

3 115.03 100 422.17

250
2 116.23 98 384.58

3 115.00 100 467.61

300
2 116.22 98 414.67

3 114.90 100 512.40

(b) MRC with 5 VTs versus MRT

n m RAPLMRC SR RAPLMRT

50
2 111.80 100 224.35

3 112.97 100 252.25

100
2 112.35 100 281.27

3 112.24 100 327.92

150
2 112.45 100 330.51

3 112.25 100 385.63

200
2 111.79 100 357.06

3 111.88 100 434.36

250
2 111.91 100 394.67

3 111.93 100 487.38

300
2 111.69 100 409.94

3 111.76 100 515.39

(c) MRC with 7 VTs versus MRT
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Figure 3.9. Success rates of the MRC for the construction of 3 VTs

129.05% for the same network size and density. Note thatSRin Table 3.1b are higher than

98% for all network sizes and densities.

Table 3.1c reports the comparison results for the MRC with 7 VTs and the MRT.

Compared to the results shown in Table 3.1b, the alternate path lengths of the MRC are

slightly reduced. For example, the MRC with 7 VTs has anRAPLof 112.24% in case of the

dense topologies with 100 nodes while the MRC with 5 VTs uses anRAPLof 114.99% for

the same topologies. The MRC with 7 VTs yielded anSRof 100% for all network sizes and

densities.

Fig. 3.10 shows the increase in theRAPLvalues for both the MRC with 7 VTs and the

MRT with respect to the network size, namelyn. As shown in the figure, there is a linear

increase in theRAPL of the MRT. The difference between theRAPL values of the MRT

for the dense (m= 3) and the sparse (m= 2) topologies gets higher whenn increases. For

example, for the topologies with 300 nodes,RAPLis 409.94% whenm= 2 whereasRAPLis

515.39% whenm= 3. Hence, the difference between them becomes 515.39%−409.94%=

105.45%. On the other hand, the difference between theRAPLvalues of the MRT for the

topologies with 50 nodes is only 252.25%−224.35%= 27.9%.

3.3.2. Performance Evaluation of the MRC Using Realistic ISP Topologies

We extended our analysis tool explained in Section 3.3.1 to compute the minimum VT

requirement of the MRC, namelyminVT, by successively configuring an increasing number
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Figure 3.10. Comparison of the alternate path lengths of the MRC and
the MRT

of VTs starting from 2 until the first successful terminationof the MRC. In this section,

we evaluate the alternate path lengths achieved by the MRC as well as itsminVT using

realistic ISP-level topologies. We also reportSRof the MRC, namely the percentage of

topologies for which the MRC can successfully construct the configured number of VTs,

when the number of VTs is varied from 2 to 8. Table 3.2 lists thevalues for the BRITE

parameters that we use in our experiments to generate realistic ISP-level topologies with 30

and 154 nodes [78]. These parameter values lead to the generation of the topologies which

have a similar structure toAT&T (American Telephone and Telegraph Company) andDFN

(Deutsches Forschungsnetz) ISP topologies. We randomly generated 70 topologies for each

type of ISP network in Table 3.2 containing links with a unit weight. The name of each type

of ISP-level topology has the format oftopology_name:XwhereX represents the average

number of links per node in the topology. As shown in Table 3.2, the topology with the

highest density among all topologies with 154 nodes isAT&T:3.33.

Table 3.2. BRITE parameters used to generate realistic ISP-level topologies

Topology Name Type Method AS# Node# Generation Model α β m

DFN:4.24 Bottom up Random pick 17 30 GLP 0.42 0.62 3

AT&T:2.17 Bottom up Random pick 31 154 GLP 0.15 0.15 2

AT&T:3.33 Bottom up Random pick 31 154 GLP 0.42 0.62 2

Other:2 AS Only − − 154 Waxman 0.15 0.2 2

Other:3 AS Only − − 154 Waxman 0.15 0.2 3
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Table 3.3 shows theRAPLvalues for the MRC when the number of VTs ranges from

2 to 8. As shown in the table,RAPLvalues for the MRC decrease as the number of VTs

increases. This is due to the fact that an increase in the number of VTs improves the path

diversity of each VT since each VT tends to have a smaller number of isolated nodes. We

also observe that an increase in the density ofAT&T topologies causes theRAPLvalues to

decrease. For example,RAPL for 4 VTs is equal to 111.70% and 106.59% for the sparse

and the dense versions ofAT&T topologies, respectively.RAPL values forOther:3 are

111.97% and 111.11% in case of 7 and 8 VTs, respectively, which are larger thanthe ones

for Other:2 topologies, namely 111.73% and 110.77%. These results contradict with the

correlation betweenRAPLand network density observed forAT&T topologies.RAPLvalues

for DFN:4.24are larger than the ones forAT&T:3.33even thoughDFN:4.24topologies have

the highest density. These results indicate that it is not always possible to correlate theRAPL

values of the MRC with the network density. As shown in Table 3.3, RAPLvalues for 2 and

3 VTs are not reported since the MRC fails to construct VTs in these cases.

Table 3.3. RAPL values of the MRC for realistic ISP-level topologies

Topology Name RAPL(2VT) RAPL(3VT) RAPL(4VT) RAPL(5VT) RAPL(6VT) RAPL(7VT) RAPL(8VT)

DFN:4.24 115.07 111.52 109.79 108.87 108.66 108.02 107.76

AT&T:2.17 − − 111.70 109.67 108.23 107.15 106.75

AT&T:3.33 − − 106.59 105.28 104.79 104.24 103.90

Other:2 − 132.01 120.72 116.33 113.57 111.73 110.77

Other:3 − 124.18 117.96 114.92 113.10 111.97 111.11

Fig. 3.11a demonstrates the performance results for theminVT of the MRC using the

realistic ISP-level topologies. As shown in Fig. 3.11a,minVT is smaller for the most of

the DFN:4.24 topologies compared to other ISP-level networks such thatminVT is equal

to 2 for 60% of the topologies while it is equal to 3 for the remaining 40%. Note that

theDFN:4.24 topologies have the highest density in our experiments. However, the results

depicted in Fig. 3.11a indicate that it is not always possible to correlate theminVT with the

network density. For example,minVT is equal to 3, 4, or 5 in case ofOther:2 topologies

while it may be larger, namely, 6, 7, or 8, in case ofAT&T:3.33 topologies which have a

higher network density. Fig. 3.11b shows theSRwhen the number of VTs ranges from 2

to 8. For example, theSRvalues for the MRC vary as 36%, 74%, 95%, 95%, and 98%

when the number of VTs ranges from 4 to 9, respectively, in case of AT&T:2.17 whereas
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Figure 3.11. Minimum VT requirement of the MRC and and its success rates for realistic
ISP-level topologies
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the MRC fails when the number of VTs is configured to be 2 or 3. Theresults depicted in

Fig. 3.11b expose an interesting behaviour of the MRC such that the MRC with 8 VTs does

not successfully terminate for certainAT&T:2.17 topologies even though the largestminVT

is 7 forAT&T:2.17as shown in Fig. 3.11a.



4. AUTOMATED TOPOLOGICAL ANALYSIS OF MULTIPLE ROUTING
CONFIGURATIONS

Our work presented in Chapter 3 shows that the MRC provides scalable alternate paths

compared to the MRT when the network size and density increase. Our experiments in

Chapter 3 also reveal that theminVTof the MRC highly depends on the structural properties

of the network topologies. This implies that the performance of the MRC may differ even

for topologies with the same number of nodes and densities.

In this chapter, we systematically analyze the impact of thetopological characteristics

on the performance of the MRC by developing an automated topological analysis tool

to generate diverse network topologies, extract topological characteristics, and obtain

the performance results for the MRC algorithm. Our tool integrates Boston University

Representative Internet Topology Generator (BRITE) [28] and Cytoscape’s Network

Analyzer [29], and automates both the generation and analysis of topologies with diverse

structural properties. The impact of the topological characteristics on the performance of the

MRC is elaborately investigated through extensive experiments to provide a reasoning why

the MRC performs poorly in heterogeneous topologies which tend to havehubnodes with

a much higher degree than the other nodes. We provide the formal definitions of both the

topology generation models and the topological characteristics evaluated in our experiments.

Numerical experiments are performed using 6000 topologies, which are generated by

selectively varying the parameters of the existing topology generation models. Visual plots

are provided to demonstrate the structural properties of the generated topologies in terms

of heavily used network characterizing metrics including heterogeneity (H), centralization

(C), and clustering coefficient (CC). H of a network reflects the inclination of the topology

to have hub nodes, whose node degree is much higher than the rest of the network.C of a

network is an indicator of the compactness of the network.CC of a node is a measure of the

inter-connectivity of the nodes’s neighbours. The MRC is runin an automated fashion on

the generated topologies to obtain the topological analysis results which show that the node

degree distribution has a significant impact on the performance of the MRC.
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The rest of the chapter is organized as follows. Section 4.1 explains our systematic

approach for performing the topological dependency analysis of the MRC algorithm.

Section 4.2 provides our topological analysis results.

4.1. Topological Analysis of Multiple Routing Configurations

4.1.1. Our Workflow

Compute MRC’s

performance metrics

Perform topological

analysis

Generate topologies

Cytoscape

BRITE

BRITE Topologies

(Instance 1)

Cytoscape-compliant

Topologies

Results for H, C and CC

Configuration files

BRITE Topologies

(Instance 2)

MRC

Results for minimum

VT requirement and

alternate path lengths

Correlated

results

Configure topology

generation models

Convert BRITE

topologies into

Cytoscape format

Correlate results

Figure 4.1. Workflow of our topological analysis

We develop our automation tool to perform the topological analysis of the MRC by

following the workflow shown in Fig. 4.1, which uses the BostonUniversity Representative

Internet Topology Generator (BRITE) tool [28] to generate thetopologies in our experiments

and the Cytoscape’s Network Analyzer [29] to evaluate the topological characteristics. The
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configuration files of BRITE are created through an interface which collects the values of the

configuration settings for the topology generation models.Each configuration file contains

key-valuepairs which are used to specify the name of the configuration setting along with its

value to be used in the generation of the topologies [79]. Theconfiguration settings include

n (i.e., number of nodes),m (i.e., number of links per node), the topology generation model

to be used along with its specific parameters, and the link attributes such as bandwidth and

delay.

BRITE is executed to randomly generate a user-defined number oftopologies in a

special format based on the configuration files. Each BRITE-formatted topology contains

three sections listing information for the topology generation model used, the nodes and

the links [79]. The topologies in BRITE format are converted into Cytoscape-compliant

topologies [29] in parallel with the computation of the MRC’s performance metrics including

minimum VT requirement and alternate path lengths. Cytoscape’s Network Analyzer

is executed on each topology to compute the network characterizing metrics including

heterogeneity (H), centralization (C), andclustering coefficient (CC). Finally, we correlate

the results for the minimum VT requirement and alternate path lengths with the results for

H, C, andCC.

4.1.2. Topological Characteristics In Our Workflow

We compute the metrics ofH, C, andCC for the topologies in our experiments which

provide insight into how network density is distributed over the nodes in a topology. These

metrics can be efficiently computed by Cytoscape’s Network Analyzer, and this efficient

computation is important for us since our topological analysis results are obtained using an

extensive number of topologies.

H of a network reflects the inclination of the topology to havehubnodes, whose degree

is much higher than the rest of the network, so that a network becomes more heterogeneous

if it has more hub nodes.H is defined in [30] as:

H = σd/µd (4.1)
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where σd and µd are the standard deviation and the mean of the node degree

distributiond, respectively. For the topology in Fig. 4.2, the degree of the nodesR1 through

R7 is 3 whereas the degree ofR8 is 7. Hence,µd is equal to(3+3+3+3+3+3+3+7)/8=

3.5. The variance of the degrees is computed to be(7× (3−3.5)2+(7−3.5)2)/8= 1.750.

Then, σd becomes
√

1.750= 1.322. Finally, theH value for the topology is the ratio

1.322/3.5= 0.377.

R7

R5R6

R3

R2

R1

R4R8

Figure 4.2. An example topology to
analyze the topological
characteristics

C of a network is an indicator of the compactness of the network, where a node located

at a minimum distance from all other nodes is considered to bethe most central [30, 80].C

is defined in [30] as:

C=
n

n−2
(

dmax

n−1
−δ ) (4.2)

wheren, dmax andδ represent the number of nodes in the topology, the largest node

degree and the network density, respectively.δ in Eq.4.2 is defined in [30] as:

δ =
µd

n−1
(4.3)

whereµd is the mean of the node degree distributiond. For example, theδ of the

topology in Fig. 4.2 is 3.5/7= 0.5, whereµd = 3.5. Sincedmax is equal to the degree ofR8,

namely 7, theC value is computed as(8/6)× (7/7−0.5) = 0.666 using Eq.4.2.
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CC of a nodeu is a measure of the inter-connectivity ofu’s neighbours, and is

computed as the ratioφu/ωu whereφu is the number of actual links interconnectingu’s

neighbors whileωu is the number of all links interconnectingu’s neighbors if the topology

were fully connected.CCof a network topology is the average of theCCvalues of all nodes,

and is defined in [81] as:

CC=
∑u∈V(φu/ωu)

n
(4.4)

whereV is the set of all nodes in the topology. For example, the number of the links

interconnecting the neighbors ofR8 in Fig. 4.2, which corresponds to the the length of the

outer cycle, is 7. On the other hand, if the topology was fullyconnected, the number of the

links interconnectingR8’s neighbors would be 6×7/2= 21. Therefore,CCof R8 is equal to

7/21= 0.333. TheCC values for the remaining nodes are equivalent, namely, 2/3= 0.666.

Since theCC value for the entire topology is the average of theCC values for all nodes, the

CC value for the network becomes(7×0.666+0.333)/8= 0.624.

4.1.3. Topology Generation Models In Our Workflow

Our workflow adopts all the existing router-level topology generation models

provided by BRITE, and selectively configures them to create networks with different

topological characteristics. These models includeWaxman[28], Barabasi-Albert (BA)[82],

Barabasi-Albert2 (BA2)[83], andGeneralized Linear Preference (GLP)[84]. BA, BA2, and

GLP models rely on the concept ofpreferential connectivitywhich is widely used to generate

power-law topologies. Preferential connectivity reflectsthe inclination of a new node to

interconnect with an existing node with the highest degree during the topology construction

process. It is underlined in [85, 86] that the degree distributions of the routers on Internet

exhibit power-law characteristics.

The models used in our workflow define the interconnections among nodes according

to certain probability functions which are defined as follows:

• Waxman:This model uses a probability function, which is mainly based on the randomly

determined physical distances among the nodes to be created, to decide if there exists a

link between each node pair. Its probability function is defined in [28] as:
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P(x,y) = αe−D/(βL),0< α,β ≤ 1 (4.5)

where x and y are the nodes to be interconnected,α and β are the model-specific

parameters,D is the physical distance betweenx andy, andL is the maximum distance

between any two nodes.

• BA: This model interconnects a new nodex to an existing nodey using the following

probability function which is defined in [28] as:

P(x,y) =
dy

∑u∈V du
(4.6)

wheredy andV denote the degree of the nodey and the set of the nodes already added to

the topology, respectively. The denominator in Eq.4.6 is the sum of the degrees of all the

nodes inV.

• BA2: This model expands an initially created core topology by either adding new links

with the probability ofp (0≤ p< 1), or rewiring the existing nodes with the probability

of q (0 ≤ q < 1− p), or adding new nodes with the probability of 1− p− q in each

iteration. It decides the end-pointy of a newly added link originating from an existing

nodex using the following probability function which gives smaller preferance to the high

degree nodes compared to Eq.4.6 [83]:

P(x,y) =
dy+1

∑u∈V(du+1)
(4.7)

• GLP: Similar to BA and BA2 models, this model expands a core topology by adding new

links with the probability ofp (0≤ p< 1) or by adding new nodes with the probability

of 1− p in each iteration. However, GLP utilizes a generalized probability function

originally defined in [84]:

P(x,y) =
dy−β

∑u∈V(du−β )
(4.8)
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whereβ < 1 is a model specific parameter. Asβ grows, the probability of a new link to

connect to higher degree nodes also increases. Eq.4.8 is reduced to Eq.4.6 and Eq.4.7

for β = 0 andβ =−1, respectively.

4.2. Experimental Results

Waxman, BA, BA2, and GLP models are utilized to generate topologies with varying

H, C, andCC values to evaluate the topological dependency of the MRC. We observe the

following trends in structural properties of the topologies in our experiments:(i) When the

number of nodes (n) varies from 100 to 300, the generated topologies exhibit increasing

trend inH and decreasing trends inC andCC, respectively,(ii) When the number of links

per node (m) varies from 2 to 4, the generated topologies exhibit decreasing trend inH and

increasing trends inC andCC, respectively,(iii) When the parameterβ in the GLP model

varies from 0.1 to 0.6, the generated topologies exhibit increasing trends in all metrics.

Table 4.1. Parameters used to generate our topology pool

Model Fixed Model Parameters Varying Model Parameters

Waxman α = 0.15,β = 0.2
n→ 100,200,300
m→ 2,3,4

BA − n→ 100,200,300
m→ 2,3,4

BA2
p= 0.001,q= 0

n→ 100,200,300
m→ 2,3,4

p= 0.1, m= 2
n→ 100,200,300
q→ 0,0.05,0.1,0.15

GLP
p= 0.2, β = 0.6

n→ 100,200,300
m→ 2,3,4

p= 0.2, m= 2
n→ 100,200,300
β → 0.1,0.2,0.4,0.6

Table 4.1 shows the different parameter settings used by thetopology generation

models in our experiments. In each model, certain parameters are systematically varied to

observe how the structures of the various topologies affectthe performance of the MRC. The

constant values used in Table 4.1 lead to the generation of topologies which better expose

the trends in the MRC ’s performance. For example, in Waxman model, 9 different subsets

of topologies are created using the constant values 0.15 and 0.2 for α andβ , respectively,
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since 9 different pairs of values are used forn andm. Since we generate 100 topologies

using each pair of values, the total number of generated topologies becomes 9×100= 900

for Waxman. The pairs of values for varying parameters are similarly determined for other

topology generation models. The total number of topologiesused in all of our experiments

is 6000, which is the sum of 900 for Waxman, 900 for BA, 2100 forBA2 and 2100 for

GLP. We report the averageminVT of the MRC (aveminVT), the average values ofH, C and

CC (aveH , aveC andaveCC, respectively), and the number of the MRC’s partitioning based

failures (Fpar).

aveminVT is defined as:

aveminVT =

(

9

∑
l = 2

f (l)× l

)

/(100− NN2C) (4.9)

where l varies from 2 to 9 representing the range for theminVTs observed in our

experiments, the functionf (l) returns the number of topologies for which the minimum VT

requirement of the MRC is equal tol , andNN2C denotes the number of non-2-connected

(N2C) topologies. The denominator is chosen to be 100−NN2C since each experimented

topology pool contains 100 topologies, and N2C topologies are excluded from the

computation since the MRC can not be executed on such topologies.

aveH , aveC andaveCC are reported for each topology pool with 100 topologies, which

are generated as specified in Table 4.1, and are computed as:

aveX =

(

∑
Tr /∈N2C

XTr

)

/(100−N2C) (4.10)

whereX representsH, C, or CC while Tr andXTr are therth topology (1≤ r ≤ 100)

and the heterogeneity, centralization or clustering levels of Tr , respectively. N2C topologies

are excluded from the computation.

FTr /∈N2C
par is defined to be the number of the cases where the MRC fails to construct

a certain number of VTs for the topologyTr /∈ N2C since there exists a node inTr whose

isolation disconnects the backbone of each VT. Note that 0≤ FTr /∈N2C
par < (minVT−1) for

Tr . For example, ifminVT= 5, the MRC fails to construct 2, 3 and 4 VTs, andFTr /∈N2C
par gets
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equal to 3 if all these failures are due to partitioning. We report Fpar for each topology pool

with 100 topologies, which is defined as:

Fpar =
100

∑
r = 1

FTr /∈N2C
par (4.11)

whereFTr /∈N2C
par denotes the number of partitioning based failures forTr /∈ N2C.

Fig. 4.3 shows the results foraveminVT when the number of nodes in a network

topology (n) varies from 100 to 300. The model-specific constant parameters of each model

are listed within the parentheses in the caption of the figure. As shown in Fig. 4.3, apart from

Waxman topologies,aveminVT increases asn gets higher. For example,aveminVT becomes

4.63, 5.68 and 6.14 for GLP topologies forn = 100, n = 200, andn = 300, respectively.

For Waxman topologies,aveminVT increases whenn changes from 100 to 200, but decreases

whenn changes from 200 to 300.

Fig. 4.4a, Fig. 4.4b, and Fig. 4.4c report the results foraveH , aveC, and aveCC,

respectively, which are calculated for the same topologiesused in Fig. 4.3. Apart from

the Waxman topologies, whenn becomes higher,aveC, and aveCC decrease whileaveH

increases. For example, for the GLP model,aveH , aveC, andaveCC are 1.15, 0.28, and

0.27 for n=100 while they are 1.50, 0.20, and 0.17 for n=300, respectively. Note that the
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order among the magnitudes ofaveH , aveC, and aveCC reported for different models is

the same regardless ofn such thataveX(GLP) > aveX(BA2) > aveX(BA) > aveX(Waxman) where

X ∈ {H,C,CC}. For instance, as shown in Fig. 4.4a, the order amongaveH values when

n=300 is 1.50 (GLP) > 1.22 (BA2) > 1.12 (BA) > 0.60 (Waxman). Note that, forn=300,

theaveH value for the Waxman topologies is 40% of theaveH value for the GLP topologies,

which indicates that the structures of any two topologies with the same number of nodes and

link densities may be significantly different.

Fig. 4.5 shows the results foraveminVT when the number of links per node (m) varies

from 2 to 4. As shown in Fig. 4.5, for all topology generation models,aveminVT decreases as

m increases. For example,aveminVT becomes 6.14, 3.60, and 3.02 for the GLP topologies for

m= 2, m= 3, andm= 4, respectively. Fig. 4.6a, Fig. 4.6b, and Fig. 4.6c report the results

for aveH , aveC, andaveCC, respectively, which are calculated for the same topologies used

in Fig. 4.5. For each model, excluding theaveCC value for the GLP model, whenmbecomes

higher,aveC andaveCC increase whileaveH decreases. For example, for the GLP model,

aveH becomes 1.52, 1.27, and 1.13 for the GLP topologies form= 2, m= 3, andm= 4,

respectively.

Table 4.2 shows the results foraveminVT, aveH , aveC andaveCC with respect toβ in

the GLP model forn=300. As shown in the table,aveminVT increases asβ increases. It
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becomes 5.54, 5.58, 5.62, and 6.06 for GLP topologies whenβ = 0.1, β = 0.2, β = 0.4, and

β = 0.6, respectively. Asβ becomes higher,aveH , aveC andaveCC simultaneously increase.

For example,aveH becomes 1.34, 1.37, 1.44, and 1.51 for GLP topologies whenβ = 0.1,

β = 0.2, β = 0.4, andβ = 0.6, respectively. We also performed other experiments using

BA2 and Waxman models. When the parameterq (i.e. the probability of rewiring) of the

BA2 model is varied, the results foraveminVT do not exhibit any apparent trend. In Waxman

model, we observed that both the heavy-tailed and random node placement schemes yield

similar results. The results in Fig. 4.4, Fig. 4.6, and Table4.2 show that there is an important

correlation betweenaveminVT and aveH . The MRC requires a higher number of VTs to

successfully isolate each node in one of the VTs when a network topology becomes more

heterogeneous (i.e.,aveH increases).

Table 4.2. Topological analysis ofaveminVT of the
MRC with respect toβ parameter of GLP
for n= 300

β = 0.1 β = 0.2 β = 0.4 β = 0.6
aveminVT 5.54 5.58 5.62 6.06

aveH 1.34 1.37 1.44 1.51
aveC 0.17 0.17 0.19 0.20
aveCC 0.12 0.13 0.15 0.17

Fig. 4.7 demonstrates the example distributions for the heterogeneity and the minimum

VT requirement over 50 topologies per each of Waxman and GLP models forn = 300

andm= 2. Note that the Waxman topologies are the least heterogeneous while the GLP

topologies are the most heterogeneous in our experiments. Fig. 4.7a shows that GLP

topologies have significantly higherH values compared to Waxman topologies such thatH

ranges from 1.375 to 1.671 for the GLP while it ranges from 0.543 to 0.647 for the Waxman.

Fig. 4.7b depicts that theminVT values for the GLP topologies are mostly higher than the

minVT for the Waxman such thatminVT is equal to 4 or 5 for only 14 topologies out of

50 in case of GLP, and for all the topologies in case of Waxman.minVT values for the

remaining GLP topologies range from 6 to 9. These results indicate that the heterogeneity

level of a topology is an important factor which influenceminVT. However, there might

be other structural properties as well which affectminVT as shown in Fig. 4.7b such that
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minVT is the same, that is, 4, for the 38th Waxman and GLP topologieseven though their

correspondingH values are significantly different, namely 0.629 and 1.450, respectively.

Table 4.3 shows that partitioning based failures constitute more than 99% of all failures

of the MRC for all topology generation models as indicated within the parentheses. Note that

Fpar is minimum (230) for Waxman topologies, which are the least heterogeneous ones in

our experiments (aveH = 0.60), while it is maximum (331) for GLP topologies, which are

the most heterogeneous ones (aveH = 1.38). These results indicate that the MRC suffers

mostly from the partitioning based failures as the heterogeneity of topologies gets higher.

An increase inFpar increases the minimum VT requirement. Inspired by the evaluation in

this section, we propose a new heuristic in the following section enhancing the MRC.

Table 4.3. Comparison of partitioning
based failures of the MRC (n=
200,m= 2)

Model #All Failures Fpar aveH

Waxman 231 230 0.60
BA 318 317 1.08
BA2 301 299 1.16
GLP 332 331 1.38



5. MULTIPLE ROUTING CONFIGURATIONS WITH NON-RANDOM
NODE ISOLATION

In Chapter 4, we discovered a significant correlation betweenthe performance of the

MRC and the topological characteristics through an extensive analysis using our automated

topological analysis tool. The MRC needs to construct a higher number of VTs to provide

full alternate path coverage if a network topology tends to become more heterogeneous,

namely, having more hub nodes whose node degree is much higher than the rest of the

network. When the number of VTs gets higher, the time requiredto compute alternate

routing tables, the look-up time for alternate next-hops, and the amount of required

Forwarding Information Base (FIB) storage increase [19–22].We show in Chapter 4 that

the major cause for the correlation between theminVT and the heterogeneity level of a

network topology is the failures of the MRC due to the parititioning of the VT backbones.

Therefore, theminVT of the MRC can be reduced if VT backbones which are more robust

against partitioning can be constructed.

In this chapter, inspired by the results of the topological analysis experiments in

Chapter 4, we propose an extension to the MRC which takes the node degree information

into account. We provide proofs to show why our extension improves the performance of

the MRC especially in heterogeneous networks. We show through extensive experiments

using both synthetic and real networks that our extension significantly reduces theminVT

of the MRC, and, hence, decreases the complexity in terms of processing time and the state

requirements of routers. The analysis results confirm the effectiveness of our systematic

approach in performing the topological analysis of networking algorithms.

The rest of this chapter is organized as follows. Section 5.1presents our analysis of the

impact of the node isolation order, namelyQn, on the performance of the MRC. Section 5.2

explains our extension to the MRC. Section 5.3 provides our experimental results.

5.1. Analysis of the Impact of Node Isolation Order

The MRC fails to construct a set of VTs if a node cannot be isolated in any VT. In

this case, it should be re-configured to use a higher number ofVTs, which increases its
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minVT. The MRC cannot isolate a nodeu in a VTi for two reasons [8]:(i) The isolation

of a neighboring link(u,v) in VTi causes all the neighboring links ofu to become isolated

in VTi, and(ii) the removal ofu along with its neighboring links disconnects the backbone

of VTi . The former case occurs if all the neighboring links ofu except(u,v) have infinite

weights inVTi, andv is already isolated in aVTj , where(u,v) has the weight ofwr . We

show in Chapter 4 that the latter case is the main reason for themajority of the failures of

the MRC especially in highly heterogenous topologies. Therefore, the emergence of this

type of failure may be prevented if VTs with more robust backbones against partitioning can

be constructed, which will in turn reduce theminVT. This task can be accomplished if the

nodes are intelligently arranged within theQn as opposed to the arbitrary arrangement of the

Qn by the MRC. The case(ii) may appear more frequently in heterogenous topologies if the

hub nodes are located towards the bottom of theQn. The isolation of these hub nodes in later

iterations may more likely disconnects the VT backbones since this may lead to topologies

that are no longer 2-connected.

5.1.1. Example Operations Showing the Impact ofQn

For the sake of clarification, the failed operation of the MRC to construct 2 VTs is

explained using an example topology with 8 nodes and 14 linksshown in Fig. 5.1a. The

Qn is assumed to be(R1,R2,R3,R4,R5,R6,R7,R8) where R8 is located at the bottom.

This example topology is selected since the degree of the nodesR1 throughR7 is 3 while

the degree ofR8 is significantly higher than 3, namely 7, representing an example for a

heterogeneous topology. The order, in which the neighboring links of a node are made

isolated or restricted, is also arbitrary in the MRC, which is indicated by the consecutive

numbers within the black circles over the links. In steps 1 through 20,R1, R2, R3, R4, R5,

R6, andR7 are successfully isolated inVT1, VT2, VT1, VT2, VT1, VT2, andVT1, respectively.

Note that, as nodes get isolated in the VTs, the connectivityof each VT backbone decreases,

and R8 tends to play a more important role to keep each VT backbone connected. The

attempt to isolateR8 fails in bothVT1 andVT2 since its isolation partitions each VT backbone

as indicated by the exclamation marks. The disconnection ofall VT backbones causes

the MRC to fail to construct 2 VTs. In this case, the MRC should bere-configured for 3

VTs to increase the likelihood of a successful termination.Fig. 5.1b shows the successful

operation of the MRC to construct 2 VTs for the same physical topology where the MRC
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(a) Failed operation:Qn = (R1,R2,R3,R4,R5,R6,R7,R8).

(b) Successful operation:Qn = (R8,R1,R2,R3,R4,R5,R6,R7)

Figure 5.1. Impact of theQn on the successful termination of the MRC
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usesQn = (R8,R1,R2,R3,R4,R5,R6,R7). Note that, as opposed to theQn in Fig. 5.1a, this

Qn places the hub nodeR8 at the top of the queue, and hence, prioritizes its isolation. In

steps 1 through 22,R8, R1, R2, R3, R4, R5, R6, andR7 are successfully isolated inVT1, VT2,

VT1, VT2, VT2, VT2, VT2, andVT2, respectively.R8 is successfully isolated inVT1 in this

case since no node has been isolated inVT1 yet, and hence, the connectivity of its backbone

is maximum. Note thatR4, R5, R6, andR7 are isolated inVT2 since the isolation of any

of these nodes inVT1 partitions its backbone. These example operations of the MRCshow

that the minimum VT requirement of the MRC significantly depends on the placement of the

nodes in theQn. Our experiments indicate that aQn, which prioritizes the isolation of the

high-degree nodes, more likely allows the MRC to successfully construct a fewer number of

VTs.

5.1.2. Graph Theoretical Analysis

We analyze the impact of the arrangement of the nodes in theQn on VT partitioning in

heterogeneous networks using the topologyT shown in Fig. 5.2 assuming that the number

of nodes on the outer cycle (λ ) is sufficiently large. The hub nodeu0 of T is connected

to every other node while the non-hub nodes ({ui : 1≤ i ≤ λ}) form a cycle.T possesses

the property that each node on the outer cycle has a degree of 3regardless ofλ whereas

u0 has a degree ofλ . Note thatT is homogeneous forλ = 3. With an increase inλ , the

degree ofu0 increases without changing the degree ofui (1≤ i ≤ λ ), which results in a more

heterogeneous topology.

Proposition 1: For λ > 3 and the number of VTs configured to be 2, the MRC

successfully constructs VTs if and only ifu0 is isolated in a VT within the first four iterations.

Proving the Proposition 1 requires proving both theProposition 1.1 and the

Proposition 1.2.

Proposition 1.1:For λ > 3 and the number of VTs configured to be 2, the MRC fails

to construct VTs ifu0 is not isolated in a VT within the first four iterations.

Proof 1.1: Let us assume thatui , u j , uk, andul (i 6= j 6= k 6= l and 1≤ i, j,k, l ≤ λ ) be

four successive nodes on the outer cycle, andui is randomly selected to be isolated inVT1

in the first iteration.ui is successfully isolated inVT1 since its removal does not partition
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Figure 5.2. An example highly
heterogeneous topology

the backbone ofVT1, which is initially 2-connected. Assuming the link(ui ,u j) becomes

restricted in the first iteration,(ui ,u j) must be isolated along withu j in the following iteration

as explained in Section 3.1.u j is successfully isolated inVT2 for the same reason specified

for ui . The structures ofVT1 andVT2 after the first two iterations are depicted in Fig. 5.3a

where the nodes and links which are not part of the backbones are identified by the gray

color. Note that the backbones of bothVT1 andVT2 are still 2-connected at the end of the

first two iterations so that they do not contain any articulation point.

Assuming the link(u j ,uk) becomes restricted in the second iteration,(u j ,uk) should be

isolated along withuk in VT1 in the third iteration. Note that the isolation ofuk causesu0 to

become an articulation point in the backbone ofVT1. The link (uk,ul ) supposedly becomes

restricted in the third iteration so thatul is isolated inVT2 in the fourth iteration, which causes

u0 to become an articulation point in the backbone ofVT2 as well. The structures ofVT1 and

VT2 after the first four iterations are shown in Fig. 5.3b.u0 is an articulation point in both

VTs at this stage as indicated by the exclamation marks, and,hence, the MRC is guaranteed

to fail at a later iteration while attempting to isolateu0 since its isolation will disconnectu j

anduk from the rest of the backbones of bothVT1 andVT2, respectively. �

Proposition 1.2: For λ > 3 and the number of VTs configured to be 2, the MRC

successfully constructs VTs ifu0 is isolated in a VT within the first four iterations.
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iterations
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Figure 5.4. Four possible cases for the isolation ofu0

within the first four iterations
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Proof 1.2: Let us assume thatui , u j , anduk (i 6= j 6= k and 1≤ i, j,k≤ λ ) be three

successive nodes on the outer cycle. Fig. 5.4 demonstrates the four possible cases for the

structures of VT backbones following the isolation ofu0 within the first four iterations.

Fig. 5.4a, Fig. 5.4b, Fig. 5.4c, and Fig. 5.4d show the respective cases(1) u0 is located

at the top of theQn so that it is isolated inVT1 in the first iteration,(2) ui andu0 are isolated

in VT1 andVT2 in the first and second iterations, respectively,(3) ui , u j , andu0 are isolated

in VT1, VT2, andVT1 in the first, second and third iterations, respectively,(4) ui, u j , uk, and

u0 are isolated inVT1, VT2, VT1, andVT2 in the first, second, third and fourth iterations,

respectively.

Note that, in cases(2), (3) and(4), ui is isolated in the first iteration since it is located at

the top of theQn, and the node to isolate in the next iteration is determined as the node which

is the end-point of the link which is made restricted in the current iteration. For example,

u0 is isolated in the second iteration in case(2) since the link(ui ,u0) is made restricted in

the first iteration. In all cases shown in Fig. 5.4, there exists a VT whose backbone contains

the hub nodeu0 so that each node of the backbone other thanu0 can reach the other nodes

by usingu0 as the next hop. Therefore, the isolation of any nodeu other thanu0 does not

affect the existing paths among the pairs of nodes, and, hence, is guaranteed not to partition

the backbone since the backbone remains connected after theisolation ofu. For example,

the backbone ofVT2 shown in Fig. 5.4a containsu0, and, hence, all the nodes on the outer

cycle can reach the other nodes viau0. This ensures that any node on the outer cycle can be

isolated inVT2 without partitioning the backbone ofVT2. �

The neighborhood of each hub node in a heterogeneous networkhas a structure which

resembles the topologyT and contains one or more hub nodes such asu0. A Qn prioritizing

the isolation of high-degree nodes allows the MRC to successfully construct a fewer number

of VTs compared to aQn which lacks such a prioritization. Note that isolating the hub

nodes in a heterogeneous network in earlier iterations allows for constructing VTs which

are more robust against network partitioning similar to thecases shown in Fig. 5.4. If aQn

which does not locate the high-degree nodes towards the top of the queue is employed by the

MRC, the earlier node isolations may result in VT backbones where most of the paths passes

through the high-degree nodes, which are more probable to get partitioned by the subsequent

isolations of these high-degree nodes. This is especially true if the pre-configured number
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of VTs is not sufficiently large. In such a case, the MRC should be re-configured to use a

higher number of VTs which will reduce the likelihood of a VT backbone to get partitioned

since each VT backbone will be more connected due to a reducednumber of isolated nodes

per VT.

5.2. Enhanced MRC Algorithm

5.2.1. Problem Statement

The problem of constructing a set of VTs with the optimum cardinality (kopt), which

satisfies the propertiesP1, P2, and P3 described in Section 3.1.1 can be formalized as

follows:

Definition. Given a graphG= (V,E) whereV andE are the sets of nodes and links,

respectively, compute sets of nodesIi where 2≤ i ≤ kopt that satisfy the constraints(i) G is

still connected when all the nodes in anyIi along with their neighboring links are removed

from G, (ii)
⋃kopt

i=1 Ii =V, and(iii) kopt is optimum.

In an MT-IPFRR technique, there is generally a trade-off between the number of VTs

and the alternate path lengths. Therefore, the construction of a set of VTs with the cardinality

kopt minimizes the processing time and state requirements of therouters while it significantly

increases the alternate path lengths.

Our heuristics in this study improve the applicability of the MRC to the MT-IPFRR

by significantly reducing theminVT while keeping its advantage in terms of alternate path

lengths. Similar to the MRC, our heuristics do not attempt to construct a set of VTs with

the cardinalitykopt, which is NP-complete, and has similarities with the Minimum Set Cover

problem [87].

5.2.2. Algorithm

Algorithm 1 describes the operation of our enhanced MRC algorithm (MRCDes+)

whereG= (V,E) (V: set of vertices,E: set of edges) andk represent the network topology

graph and the number of VTs to be constructed, respectively.All VTs are initially the same

as the network topology (line 1).sortNodes() function arranges the nodes inV in descending

order according to their degrees, and the ordered nodes are assigned to theQn such that the
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topmost element of theQn contains the highest-degree node (line 2). The loop between

the lines 6-16 iterates through the nodes of theQn to isolate them in VTs in a round-robin

fashion.top() function returns the topmost node, and then removes it from theQn (line 7).

sortLinks() function arranges the neighboring links ofu, namelyE(u), in ascending order

according to the degree of the remote end-points, and the ordered links are assigned toAE(u)

such thatAE(u)[1] contains the link to the lowest-degree neighbor (line 8). Function 1 shows

the operation ofsortLinks() whereN(l) andD(v) denote the remote end-point of the linkl

and the degree of the nodev, respectively.isolateNode() isolates nodes in VTs using the

same rules as the MRC, and continues to make each neighboring link isolated starting from

AE(u)[1] as long asu has at least one non-isolated neighboring link (line 10). Therefore,

sinceisolateNode() avoids makingu inaccessible in a VT by isolating all of its neighboring

links, the last member ofAE(u) (the link whose remote end-point has the largest degree) is

more likely made restricted. Since the isolation of the remote end-point of a restricted link is

prioritized in the next iteration if it is not isolated in anyVT yet [8], (MRCDes+) more likely

continues its execution with the isolation of the highest-degree neighbor. This way, the nodes

are isolated according to their locations in theQn as much as possible. Otherwise, the actual

node isolation order would more frequently deviate from theorder specified by theQn. If a

node can not be isolated in any VT, the MRC fails (line 14).

Algorithm 1 MRCDes+

1: VT1←VT2← ... VTk←G= (V,E) #
Initialize all VTs

2: Qn← sortNodes(V)
3:

4: index← 1
5: success← FALSE
6: while Qn 6= /0 do
7: u←top(Qn)
8: AE(u)←sortLinks(E(u))
9: while success== FALSE∧ index< k do

10: success←isolateNode(AE(u), VTindex)
11: index++
12: end while
13: if success== FALSE then
14: return FAILURE
15: end if
16: end while
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Function 1 sortLinks(E(u))

1: AE(u)← E(u)
2: for a← 1, |AE(u)| do
3: for b← 1, |AE(u)|−a do
4: vb← N(AE(u)[b])
5: vb+1← N(AE(u)[b+1])
6: if D(vb)> D(vb+1) then
7: swap(AE(u)[b], AE(u)[b+1])
8: end if
9: end for

10: end for
11: return AE(u) # D(N(AE[1]))≤ D(N(AE[2]))≤ ...≤ D(N(AE[|E(u)|]))

5.2.3. Complexity and Convergency Analysis

The worst case running time of the MRC algorithm is bound byO(k∆|V||E|) where

∆ represents the maximum node degree [8]. The MRCDes+ does not increase this upper

bound since its operations with the asymptotically dominant overhead are inherited from the

MRC. The additional overhead of the MRCDes+ results fromsortNodes() andsortLinks()

functions, which are bound byO(|V|2) andO(∆2), respectively. SincesortLinks() is called

for each node, the total additional complexity of the MRCDes+ is bound byO(|V|∆2). The

upper boundO(k∆|V||E|) of the MRC algorithm asymptotically dominatesO(|V|∆2) since

both∆ andk is bound by|V|.

Upon detection of a failure in the MT-IPFRR, a router activatesthe VT that does

not use the failed component to forward any traffic, and re-computes the VTs using the

updated topology. Therefore, the frequency of the re-computation of the VTs depends on

the frequency of network failures. In a network where the time interval between successive

failures is short, it is critical to complete the construction of the new VTs within this time

interval. Since our complexity analysis shows that our heuristic does not increase the upper

bound of the MRC, the overhead of our heuristic will be similar to the MRC while it reduces

the number of VTs needed for full coverage of network failures.

It is shown in [8] that the MRC terminates successfully for any2-connected topology

as long ask is sufficiently large (2≤ k≤ |V|). Supposed thatk is set to|V|, the MRC creates

|V| virtual topologies by isolating each node in a different virtual topology. Since the VTs
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Table 5.1. Different topology pools used in our experiments

Topology
Pool

Subsets Fixed Model Parameters

P1 GBA
n=100,G

BA
n=200,G

BA
n=300 m= 2

P2 GBA
m=2,G

BA
m=3,G

BA
m=4 n= 300

P3 GGLP
n=100,G

GLP
n=200,G

GLP
n=300 p= 0.2, β = 0.6, m= 2

P4 GGLP
m=2,G

GLP
m=3,G

GLP
m=4 p= 0.2, β = 0.6, n= 300

P5 GBA2
n=100,G

BA2
n=200,G

BA2
n=300 p= 0.01,q= 0, m= 2

P6 GBA2
m=2,G

BA2
m=3,G

BA2
m=4 p= 0.001,q= 0, n= 300

P7 GWaxman
n=100 ,GWaxman

n=200 ,GWaxman
n=300 α = 0.15,β = 0.2, m= 2

P8 GWaxman
m=2 ,GWaxman

m=3 ,GWaxman
m=4 α = 0.15,β = 0.2, n= 300

initially have the same 2-connected structure as the physical topology, each VT backbone

is guaranteed to remain connected by the isolation of a single node. Since the MRCDes+

differs from the MRC only in that it iterates through the nodesof the topology as well as

the neighboring links of the currently processed node in a pre-determined order rather than

arbitrarily, the MRC’s convergence analysis also applies to the MRCDes+.

5.3. Experimental Results

5.3.1. Experimental Setup

We used our automated topology generation and analysis toolintroduced in Chapter 4

that integrates BRITE [28] and Cytoscape’s Network Analyzer [29] to perform experiments

on eight different topology pools that were generated by using four different topology

generation models as shown in Table 5.1. In Chapter 4, we performed the topological

analysis of the MRC for 6000 topologies that were generated using a diverse range of

parameter values for topology generation models. However,we observed that only the fixed

parameter values listed in Table 5.1 led the generation of topology pools (P1 throughP8) with

a wide range of heterogeneity levels that clearly exposed a trend in the VT requirement of

the MRC with respect to network size (n) and network density (m).

Each topology poolPi (1≤ i ≤ 8) is the union of subsetsGM
n=k or GM

m= j . Each subset

GM
n=k or GM

m= j forming aPi contains 100 topologies, wherek∈ {100,200,300}, j ∈ {2,3,4},
andM ∈ {BA, GLP, BA2, Waxman} represent the value forn (the number of nodes in a
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topology),m(the approximate number of links per node), and the topologygeneration model,

respectively. All the topologies in each subsetGM
n=k or GM

m= j were randomly generated

by using the same topology generation modelM and the samek or j value for n or m,

respectively. The reason for aPi to contain multipleGM
n=k or GM

m= j subsets wheren or m takes

different values was to observe the effects of network size and density on the performance

of our algorithms. The parameters specific to topology generation models includingp, q, α

andβ [28] were set to the constant values given in Table 5.1. For example,P4 is formed by

three subsets such thatP4 = GGLP
m=2

⋃

GGLP
m=3

⋃

GGLP
m=4, and,p, β andn parameters of the GLP

model are assigned 0.2, 0.6 and 300, respectively, to generate each of these subsets. Since

the cardinality of each subset|GM
n=k| or |GM

m= j | is equal to 100, the number of topologies

in a Pi is equal to the number of subsets contained in thatPi multiplied by 100. Therefore,

the total number of topologies used in our experiments was 2400. The experiments were

also performed using eight different real network topologies that were heavily used in the

literature. We believe that experimenting on such a large number of topologies ensures that

the performance improvement of our heuristics is validatedfor a wide range of network

deployment scenarios, and hence increases their applicability for real deployments.

To compute theminVT for a topology, the number of VTs, which is an input to our

algorithm, was varied starting from 2 until the algorithm successfully terminated for the

first time. For each subset with 100 topologies,aveminVT was calculated using Eq.4.9 in

Section 4.2 wherel changed from 2 to 9 reflecting the range for theminVT observed in our

experiments, and the functionf (l) returned the number of topologies inGM
n=k or GM

m= j subset

that requiredl VTs.

We also reportRAPL for our experiments defined in Section 3.3.1. Alternate path

lengths for a topology were computed by failing each neighboring link of each node, and

calculating the resulting alternate paths for the affecteddestinations on the VT excluding the

failed link. For each subset,RAPL for the optimum SPF routing was equal to 100%. We

compute the average heterogeneity level (aveH) of eachGM
m= j or GM

n=k subset constituting a

Pi using Eq.4.10in Section 4.2.

In addition toaveminVT, RAPL, andaveH , improvement percentage (IP)is reported

in our experiments. This metric represents the performanceimprovement achieved by our

heuristics compared to the MRC in terms of theminVT. IP is calculated as 100− 100∗
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aveminVT/aveMRC
minVT whereaveminVT andaveMRC

minVT represent theaveminVT values for for our

heuristics and the MRC, respectively.

5.3.2. Evaluation of Minimum VT Requirement

Table 5.2a presents theaveminVT values for the MRC and the MRCDes+along with the

corresponding improvement percentages (IP) using the topologies wheren is varied from

100 to 300. IP values specify the amount of the reductions in theaveminVT of the MRC.

TheaveminVT values of the MRCDes+are also compared to the other variations of the MRC,

namely the MRCDes and the MRCAbsDes, which we developed for our experiments. The

MRCDes arranges the nodes in a topology in descending order according to their degrees

like the MRCDes+. However, unlike the MRCDes+, it does not arrange the neighbouring links

of the currently processed node in ascending order according to the degrees of the remote

end-points. The MRCAbsDes differs from the MRCDes and the MRCDes+ in that it never

deviates from the initially determined node isolation order while selecting the next node

to isolate. We implemented the MRCAbsDes by significantly modifying the MRC’s node

isolation logic.

As shown in Table 5.2a,IP values monotonically increase up to 24.95% asn gets

higher excluding the Waxman topologies, namelyP7, which are the least heterogeneous in

our experiments. Note that the reduction in theaveminVT at these rates means a significant

reduction both in the size of the forwarding tables of routers and in the computation time

of alternate routing tables. Since a network generally becomes more heterogeneous whenn

increases, these results indicate that the MRCDes+ performs better when the heterogeneity

increases. For example, theaveminVT values of the MRC for the GLP topologies vary

as 4.63, 5.68, and 6.14 for GGLP
n=100, GGLP

n=200, andGGLP
n=300, respectively, while theaveminVT

values of the MRCDes+ for the same topologies change as 3.81, 4.31, and 4.62, which result

in the correspondingIP values of 17.75%, 24.21%, and 24.68%. The comparison results

for the MRCDes+, the MRCDes, and the MRCAbsDesshow that the MRCDes+ yields slightly

largeraveminVT values than the other two variations only forGBA
n=200, GBA2

n=100, andGGLP
n=300.

For example, the MRCAbsDes achieves anIP value of 25.40 for GGLP
n=300 which is slightly

larger than that of the MRCDes+, namely 24.68. These results indicate that the structure of

topologies determines the amount of reductions in theminVT so that the other variations
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Table 5.2.aveminVT and its confidence intervals with 95% confidence
with respect ton (m= 2)

Pool Algorithm

Subsets In Pi
GM

n=100 GM
n=200 GM

n=300

aveminVT IP aveminVT IP aveminVT IP

P1

MRC 4.61 − 5.18 − 5.57 −
MRCDes+ 3.77 18.22 4.09 21.04 4.18 24.95

MRCDes 3.82 17.13 4.05 21.81 4.20 24.59

MRCAbsDes 3.90 15.40 4.12 20.46 4.27 23.33

P3

MRC 4.63 − 5.68 − 6.14 −
MRCDes+ 3.81 17.75 4.31 24.21 4.62 24.68

MRCDes 3.94 14.75 4.31 24.21 4.68 23.79

MRCAbsDes 3.87 16.39 4.35 23.43 4.58 25.40

P5

MRC 4.53 − 5.01 − 5.39 −
MRCDes+ 3.71 18.10 3.96 20.95 4.17 22.63

MRCDes 3.71 18.10 4.01 19.96 4.22 21.70

MRCAbsDes 3.58 20.97 4.06 18.96 4.19 22.26

P7

MRC 4.01 − 4.31 − 4.27 −
MRCDes+ 3.35 16.45 3.55 17.63 3.73 12.64

MRCDes 3.54 11.72 3.79 12.06 3.90 8.66

MRCAbsDes 3.65 8.97 3.86 10.44 4.01 6.08

(a) Average Minimum VT Requirement

Pool Algorithm

Subsets In Pi
GM

n=100 GM
n=200 GM

n=300

σ2 LL UL σ2 LL UL σ2 LL UL

P1

MRC 0.42 4.48 4.73 0.57 5.02 5.33 0.53 5.42 5.71

MRCDes+ 0.36 3.65 3.88 0.26 3.98 4.19 0.18 4.09 4.26

MRCDes 0.31 3.70 3.93 0.20 3.95 4.14 0.22 4.10 4.29

MRCAbsDes 0.35 3.78 4.01 0.16 4.03 4.20 0.19 4.18 4.35

P3

MRC 0.59 4.46 4.80 0.80 5.50 5.87 0.92 5.94 6.34

MRCDes+ 0.28 3.69 3.92 0.32 4.19 4.43 0.41 4.49 4.76

MRCDes 0.17 3.85 4.04 0.41 4.17 4.44 0.35 4.55 4.80

MRCAbsDes 0.26 3.75 3.98 0.38 4.22 4.48 0.40 4.45 4.71

P5

MRC 0.43 4.39 4.66 0.41 4.88 5.13 0.54 5.24 5.53

MRCDes+ 0.20 3.61 3.80 0.22 3.86 4.05 0.18 4.08 4.25

MRCDes 0.30 3.59 3.82 0.21 3.91 4.10 0.23 4.12 4.31

MRCAbsDes 0.26 3.47 3.68 0.19 3.97 4.14 0.25 4.08 4.29

P7

MRC 0.21 3.91 4.10 0.23 4.21 4.40 0.19 4.18 4.35

MRCDes+ 0.25 3.25 3.44 0.25 3.45 3.64 0.21 3.63 3.82

MRCDes 0.27 3.43 3.64 0.18 3.70 3.87 0.09 3.84 3.95

MRCAbsDes 0.25 3.55 3.74 0.16 3.78 3.93 0.09 3.95 4.06

(b) Confidence Intervals
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of the MRC may also achieve highIP values for certain topologies depending on their

structures.

Table 5.2b presents the variance (σ2) of eachminVT distribution used to compute

aveminVT and the confidence intervals foraveminVT with 95% confidence using the same

topologies in Table 5.2a.LL andUL correspond to the lower and upper limits of a confidence

interval, respectively.LL andUL of a confidence interval(LL,UL) for a certainaveminVT

are calculated asaveminVT−Ur and aveminVT +Ur , whereUr = tσ/
√

100−NN2C, t is

the appropriate percentage point for Student’st-distribution with 100−NN2C− 1 degrees

of freedom [88],σ is the standard deviation of theminVT distribution and 100−NN2C

represents the number of the experimented topologies. Our results show that the upper limit

of each confidence interval reported for the MRCDes+ is always smaller than the lower limit

of the corresponding confidence interval for the MRC, which indicates that the MRCDes+

requires a smallerminVT than the MRC with 95% confidence with respect ton. For

example, forGGLP
n=300, the confidence intervals for the MRC and the MRCDes+are(5.94,6.34)

and (4.49,4.76), respectively. The upper limit of each confidence interval for both the

MRCDesand the MRCAbsDesis also always smaller than the lower limit of the corresponding

confidence interval for the MRC. However, the upper limits for these variations are closer

to the lower limits for the MRC compared to the MRCDes+ excludingGBA
n=200, GBA2

n=100, and

GGLP
n=300.

Table 5.3a listsaveminVT as well as the correspondingIP values with respect tom

for the MRC, the MRCDes+, the MRCDes, and the MRCAbsDes. The results show that the

aveminVT values for the MRCDes+ are smaller than theaveminVT of the MRC in all cases,

andIP values for the MRCDes+ monotonically decrease asm increases, excluding Waxman

topologies, namelyP8. Note that the heterogeneity level of a topology decreases with respect

to m. For example,aveminVT values of the MRC for the GLP topologies vary as 6.14, 3.60,

and 3.02 for GGLP
m=2, GGLP

m=3, andGGLP
m=4, respectively, whileaveminVT values of the MRCDes+

for the same topologies change as 4.62, 3.03, and 2.73, which result in the corresponding

IP values of 24.68%, 15.80%, and 9.50%. The comparison results for the MRCDes+, the

MRCDes, and the MRCAbsDes show that the MRCAbsDes yields higherIP values than both

the MRCDes+ and the MRCDes for both GGLP
m=2 andGGLP

m=3 while it performs worse for both

GWaxman
m=3 andGWaxman

m=4 by increasing theaveminVT of the MRC. For example, the MRCAbsDes
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Table 5.3.aveminVT and its confidence intervals with 95% confidence
with respect tom (n= 300)

Pool Algorithm

Subsets In Pi
GM

m=2 GM
m=3 GM

m=4

aveminVT IP aveminVT IP aveminVT IP

P2

MRC 5.57 − 3.35 − 3.01 −
MRCDes+ 4.18 24.95 3.04 9.25 2.77 7.97

MRCDes 4.20 24.59 3.01 10.14 2.86 4.98

MRCAbsDes 4.27 23.33 3.09 7.76 2.94 2.32

P4

MRC 6.14 − 3.60 − 3.02 −
MRCDes+ 4.62 24.68 3.03 15.80 2.73 9.50

MRCDes 4.68 23.79 3.03 15.80 2.79 7.39

MRCAbsDes 4.58 25.40 3.01 16.45 2.73 9.50

P6

MRC 5.30 − 3.38 − 3.02 −
MRCDes+ 4.12 22.26 3.04 10.05 2.85 5.62

MRCDes 4.20 20.75 3.03 10.35 2.80 7.28

MRCAbsDes 4.17 21.32 3.05 9.76 2.92 3.31

P8

MRC 4.27 − 3.08 − 2.83 −
MRCDes+ 3.73 12.64 3.01 2.27 2.63 7.06

MRCDes 3.90 8.66 3.02 1.94 2.64 6.71

MRCAbsDes 4.01 6.08 3.14 −1.94 2.94 −3.88

(a) Average Minimum VT Requirement

Pool Algorithm

Subsets In Pi
GM

m=2 GM
m=3 GM

m=4

σ2 LL UL σ2 LL UL σ2 LL UL

P2

MRC 0.53 5.42 5.71 0.22 3.25 3.44 0.05 2.96 3.05

MRCDes+ 0.18 4.09 4.26 0.03 3.00 3.07 0.17 2.68 2.85

MRCDes 0.22 4.10 4.29 0.01 2.99 3.02 0.12 2.79 2.92

MRCAbsDes 0.19 4.18 4.35 0.08 3.03 3.14 0.05 2.89 2.98

P4

MRC 0.92 5.94 6.34 0.35 3.47 3.73 0.12 2.94 3.09

MRCDes+ 0.41 4.49 4.76 0.03 2.99 3.07 0.19 2.64 2.82

MRCDes 0.35 4.55 4.80 0.03 2.99 3.07 0.16 2.71 2.88

MRCAbsDes 0.40 4.45 4.71 0.01 2.98 3.03 0.19 2.64 2.82

P6

MRC 0.51 5.15 5.44 0.31 3.26 3.49 0.06 2.97 3.06

MRCDes+ 0.20 4.02 4.21 0.03 3.00 3.07 0.12 2.77 2.92

MRCDes 0.24 4.10 4.29 0.02 2.99 3.06 0.18 2.71 2.88

MRCAbsDes 0.18 4.08 4.25 0.04 3.00 3.09 0.09 2.85 2.98

P8

MRC 0.19 4.18 4.35 0.07 3.02 3.13 0.14 2.75 2.90

MRCDes+ 0.21 3.63 3.82 0.01 2.99 3.02 0.23 2.53 2.72

MRCDes 0.09 3.84 3.95 0.01 2.99 3.04 0.23 2.54 2.73

MRCAbsDes 0.09 3.95 4.06 0.12 3.07 3.20 0.09 2.87 3.00

(b) Confidence Intervals
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increases theaveminVT by 3.88% for GWaxman
m=4 as indicated by the negativeIP value. On

the other hand, the MRCDes yields higherIP values forGBA
m=3, GBA2

m=3, andGBA2
m=4. These

results show that the structural properties of topologies may have varying impacts on the

performance of different variations of the MRC.

Table 5.3b presents the variance of theminVTvalues and the corresponding confidence

intervals with 95% confidence, which are computed using the same topologies in Table 5.3a.

Table 5.3b shows that the upper limit of each confidence interval reported for the MRCDes+

is mostly smaller than the lower limit of the corresponding confidence interval for the MRC.

This result indicates that the MRCDes+mostly requires a smallerminVTwith 95% confidence

in our experiments with respect tom. For example, forGBA
m=2, the confidence intervals for the

MRC and the MRCDes+ are(5.42,5.71) and(4.09,4.26), respectively. Similarly, the upper

limit of each confidence interval for both the MRCDes and the MRCAbsDesis mostly smaller

than the lower limit of the corresponding confidence interval of the MRC.

We also performed numerical experiments to evaluate the minimum VT requirement

for the MRC, the MRCDes+, the MRCDes, and the MRCAbsDesusing real network topologies.

Table 5.4 shows theminVT values for the real network topologies where Geant and

COST239 are used from [21] while the other topologies are usedfrom topology-zoo.org.

A single node is removed from Xspedius, Bandcon and Ans to makethem 2-connected since

single failures can be fully protected only in 2-connected topologies. As shown in Table 5.4,

in 7 out of 8 topologies, namely Geant, ATT North America, BT North America, Xspedius,

Bandcon, Abilene and Ans, at least one of our MRC variations achieved a smallerminVT

compared to the MRC. For example, theminVT values for the MRCDes+, the MRCDes, and

the MRCAbsDesvary as 2, 3, and 3, respectively, for ATT North America whiletheminVT

for the MRC is 4. The performance improvement achieved by the MRCDes+ is significant

particularly in ATT North America and BT North America since it reduced theminVT from

4 to 2 and from 6 to 4, respectively. Note that ATT North America and BT North America

have the highest heterogeneity levels in our experiments, namely 0.502 and 0.567. These

results indicate that isolating the nodes of a topology beginning from the highest-degree

node mostly provides a reduction in theminVT for real networks even though the amount of

reduction may vary depending on the topological structure.
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Table 5.4. Evaluation of minimum VT requirement using real networks

Network |V| |E| H C CC MRC MRCDes+ MRCDes MRCAbsDes

Geant 19 30 0.474 0.301 0.063 5 4 4 4
ATT North America 25 56 0.502 0.250 0.556 4 2 3 3
BT North America 36 76 0.567 0.175 0.323 6 4 4 4

Xspedius 33 48 0.400 0.136 0.022 5 5 4 5
Bandcon 20 27 0.372 0.135 0.093 6 6 4 4
Abilene 11 14 0.196 0.056 0.152 5 5 5 4

Ans 17 24 0.278 0.083 0.255 5 5 4 4
COST239 11 26 0.130 0.156 0.439 2 2 2 2
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Figure 5.5. Iteration distribution for the node degrees

We analyze the operations of the MRC and the MRCDes+ using an example 100-node

GLP topology to demonstrate the impact of node isolation order on a successful termination.

Fig. 5.5 shows the degree distributions of the isolated nodes for the MRC and the MRCDes+

when they are both configured to construct 3 VTs. Since the isolation of 21st node by

the MRC partitions all VTs, and, hence, the MRC fails, the degree distribution of the

MRC for the remaining isolations can not be provided. On the other hand, the MRCDes+

successfully constructs the VTs. As shown in Fig. 5.5, the degree distribution for the

MRCDes+ exhibits a decreasing trend while the distribution for the MRC fluctuates since

the MRCDes+ pre-processes the nodes and links to isolate the nodes in descending order

according to their degrees, but the MRC’s selection of nodes isarbitrary. Note that the

MRCDes+deviates from the descending order on 33rd, 40th, and 53rd iterations by selecting

a node to isolate whose degree does not conform to the descending order.
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5.3.3. Evaluation of Partitioning Based Failures

Table 5.5 presents theFpar values for different variations of the MRC using the GLP

topologies withn = 200 andm= 2. As shown in the table, the partitioning based failures

of the MRC are reduced from 331 to 208, 203, and 211 by the MRCDes+, the MRCDes and

the MRCAbsDes, respectively. Note that the number of all failures for the MRCDes+ and the

MRCDes are equal even though the MRCDes provides the largest amount of reduction in

Fpar. The MRCAbsDesperforms worse than both the MRCDes+and the MRCDesby providing

a largerFpar of 211. These results indicate that ordering the nodes in a topology according

to their degrees prior to the construction of VTs significantly reduces the partitioning based

failures of the MRC.

Table 5.5. Comparison of the number
of partitioning based
failures for the GLP
topologies (n = 200,
m= 2)

Algorithm #All Failures Fpar

MRC 332 331
MRCDes+ 208 208
MRCDes 208 203

MRCAbsDes 212 211

5.3.4. Evaluation of Alternate Path Lengths

Table 5.6 shows the relative alternate path lengths (RAPL) of the MRC or the MRCDes+

with respect ton andm, which are computed using the GLP topologies. The alternatepath

lengths are reported relative to the re-converged optimum SPF routing. As shown in the

table, both the MRC and the MRCDes+ achieves alternate path lengths, which are close to

the optimum SPF routing, namely 100%. For example, the MRCDes+ achieves theRAPL

values of 108.36%, 107.18%, and 106.71% for GGLP
n=100, GGLP

n=200, andGGLP
n=300, respectively,

while the MRC achieves theRAPLvalues of 109.02%, 107.05%, and 106.40% for the same

topologies. These results indicate that the MRCDes+ significantly reduces the minimum VT

requirement of the MRC at no cost of increasing its alternate path lengths.
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Table 5.6. Alternate path lengths for the GLP
topologies

Algorithm GGLP
n=100 GGLP

n=200 GGLP
n=300

MRC 109.02 107.05 106.40
MRCDes+ 108.36 107.18 106.71

(a) With respect ton

Algorithm GGLP
m=2 GGLP

m=3 GGLP
m=4

MRC 106.40 111.73 114.46
MRCDes+ 106.71 109.92 110.11

(b) With respect tom



6. TOPOLOGY-AWARE MULTIPLE ROUTING CONFIGURATIONS

In Chapter 5, we proposed a new heuristic algorithm enhancingthe MRC which

constructs VTs whose backbones are more robust against partitioning. This task was

accomplished by arranging the nodes inQn according to the node degree information. VTs

with robust backbones can also be constructed by intelligently selecting the VT to isolate

a node as opposed to the case as in the MRC where the nodes are isolated in VTs in a

round-robin fashion.

In this chapter, we propose two variants of the MRC, namely mMRC-1and mMRC-2,

which take the structural properties of the VTs into consideration during their construction

to reduce theminVT. Extensive simulations show that our proposed heuristics retain

the alternate path lengths within acceptable limits. Similar to our heuristic proposed in

Chapter 5, our heuristics do not attempt to find the set of VTs with the optimum cardinality,

which is an NP-complete problem [19,21]. Instead, we develop two variants of the MRC that

more intelligently construct VTs to increase their robustness against network partitioning.

During the VT construction process, mMRC-1 keeps the connectivity of the VTs as high as

possible by using the node degree information, whereas mMRC-2reduces the heterogeneity

level of the VTs. Using our automated topology generation and analysis tool, our experiment

results have been obtained on 3200 topologies with diverse structural properties. Numerical

results show that our heuristics consistently require a smaller number of VTs than the MRC

for all experiments using the synthetic topologies. mMRC-1 reduces the VT requirement

of the MRC up to 31.84% and performs better than mMRC-2 as the heterogeneity level

of the topologies in our experiments increases. On the otherhand, mMRC-2 provides an

improvement of up to 28.44% and achieves higher improvement percentages than mMRC-1

as the heterogeneity decreases. The alternate path lengthsof mMRC-1 and mMRC-2 are

only slightly higher than the alternate path lengths of the MRC.

The rest of this chapter is organized as follows. Section 6.1describes our proposed

variants of the MRC. Section 6.2 reports the experimental results.
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6.1. Topology-Aware MRC Algorithms

Table 6.1. Notation

G= (V,E)
Graph of the physical topology (V: set of nodes,
E: set of links)

k Pre-configured number of VTs to be constructed

AV Array of ordered nodes

E(u) Set of neighboring links of nodeu

AE(u) Array of ordered neighboring links of nodeu

AVT Array of ordered VTs

D(u) Degree of nodeu

N(u) Set of neighboring nodes of nodeu

Dmax(N(u))
Maximum neighbor degree within the
neighborhood of nodeu

B(VTi) Backbone ofVTi

DB(VTi)(u)
Degree of nodeu (excluding restricted and isolated
links) in B(VTi)

∆H(B(VTi)\u) Change in the heterogeneity level ofB(VTi) if
nodeu is isolated inVTi

In this section, we propose our variants of the MRC, namely mMRC-1and mMRC-2.

Our variants employ aQn queue whose members are arranged in descending order according

to their degrees. The notation shown in Table 6.1 is used to describe the operations of

mMRC-1 and mMRC-2.

6.1.1. mMRC-1

6.1.1.1. Description

Algorithm 1 describes the operation of mMRC-1 whereG = (V,E) andk represent

the network topology and the number of VTs, respectively. All VTs are initially the

same as the network topology (line 1), and these VTs are assigned to the arrayAVT (line

2). sortNodes() function arranges the nodes inV in descending order according to their

degrees, and the ordered nodes are assigned to theQn so that the top element of the

Qn contains the highest-degree node (line 3). If there are two equal-degree nodes, the

node whose neighbor with the maximum degree among all the neighbors has a higher



69

Algorithm 1 mMRC-1’s VT construction

1: VT1←VT2← ... VTk←G= (V,E) #
Initialize all VTs

2: AVT[1]←VT1 ... AVT[k]←VTk

3: Qn← sortNodes(V)
4:

5: for eachu∈Qn do
6: index← 1
7: success← FALSE
8: AE(u)←sortLinks(E(u))
9: AVT←sortVTsV1(AVT,u)

10: while success== FALSE∧ index<= k do
11: success←isolateNode(u, AE(u), AVT[index])
12: index++
13: end while
14: if success== FALSE then
15: return FAILURE
16: end if
17: end for

number of links than the neighbors of the other node, precedes the other node in the

ordering. Fig. 6.1a shows an example degree assignment for two equal-degree nodes

u1 and u2 where D(u1) = D(u2) = 3. The neighborhoods ofu1 and u2 are defined by

N(u1) = {v1,v2,v3} andN(u2) = {w1,w2,w3}, respectively.v3 has the maximum degree

in N(u1), namely,Dmax(N(u1)) = D(v3) = 6, while w1 has the maximum degree inN(u2),

namely,Dmax(N(u2)) = D(w1) = 4. SinceD(v3) > D(w1), u1 is placed at a position closer

to the top of theQn with respect tow1. Therefore, the isolation ofu1 is prioritized since the

loop between lines 5-17 iterates through each nodeu in theQn beginning from the topmost

node.sortLinks() function arranges the neighboring links of each nodeu, namelyE(u), in

ascending order according to the degree of the remote end-points. The ordered links are

assigned toAE(u) so thatAE(u)[1] contains the link to the lowest degree neighbor (line 8).

When there are two links(u,vb) and(u,vb+1) whosevb andvb+1 end-points have the same

degree,(u,vb+1) precedes(u,vb) in AE(u) if vb+1’s maximum neighbor degree is smaller than

the maximum neighbor degree ofvb. Fig. 6.1b demonstrates an example scenario where

the end-pointsvb andvb+1 of two neighboring links of the currently isolated nodeu have

equal degrees, that is,D(vb) = D(vb+1) = 4. The neighborhoods ofvb andvb+1 excluding

u are defined byN(vb) = {w1,w2,w3} andN(vb+1) = {z1,z2,z3}, respectively.w1 has the

maximum degree inN(vb), namely,Dmax(N(vb)) =D(w1) = 5. On the other hand,z2 has the
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Figure 6.1. Tie breaking mechanisms of mMRC-1 and mMRC-2

maximum degree inN(vb+1), namely,Dmax(N(vb+1)) = D(z2) = 4. SinceD(w1) > D(z2),

the link (u,vb) is placed at the position with the higher index ofb+1, namely,AE(u)[b+1],

whereas the link(u,vb+1) is located inAE(u)[b].

Function 1 definessortVTsV1() that arrangesAVT in ascending order according to

the number of links of the currently isolated nodeu on the backbone of each VT, namely,

DB(VTi)(u) (line 9). mMRC-1 successively attempts to isolateu in VTs starting fromAVT[1]

(line 11) until it successfully isolatesu. isolateNode() function uses the same node isolation

rules as the MRC described in Section 3.1 except that it iterates through the neighboring

links of u starting fromAE(u)[1] to assign the weight of infinity to as many links as possible

while this iteration is random in the MRC. Therefore, for the example scenario in Fig. 6.1b,

isolateNode() sets the weight of the link(u,vb+1) to infinity with a higher probability. It is

more likely thatisolateNode() assignswr to the link(u,vb), and hence, mMRC-1 continues

its execution with the isolation ofvb in the next step, which has a relatively higher-degree
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Function 1 sortVTsV1(AVT,u)

1: for a← 1, |AVT| do
2: for b← 1, |AVT|−a do
3: if DB(AVT[b])(u)> DB(AVT[b+1])(u) then
4: swap(AVT[b], AVT[b+1])
5: end if
6: end for
7: end for
8: return AVT # DB(AVT[1])(u)≤ DB(AVT[2])(u)≤ ...≤ DB(AVT[k])(u)

neighbor. Note that mMRC-1 with these features will less frequently diverge from the

initial node isolation order specified by theQn. isolateNode() returnsFALSE if one of

the following three conditions hold:(i) u is a neighbor of the previously isolated nodev, and

AVT[index] is the same as the VT wherev is isolated,(ii) the link (v,u) has the weightwr in

AVT[index] [8], and(iii) the isolation ofu disconnectsB(AVT[index]).

The structures of 3 VTs constructed by mMRC-1 are given in Fig. 6.2 for an

example topology with 6 nodes and 9 links. The steps of mMRC-1 togenerate these

VTs are shown in Table 6.2, where the currently isolated nodeu, the degree ofu in the

backbone of each VT (DB(VTi)(u)), the selected VT to isolateu, and the success status

of the isolation ofu in the selected VT (i.e.,T for True, F for False) are listed for each

iteration. Initially, the highest-degree nodeR4 has the same degree in each backbone

(DB(VT1)(R4) = DB(VT2)(R4) = DB(VT3)(R4) = 4) so thatVT1 is randomly selected to isolate

R4 as indicated by the bold font in the first row of Table 6.2. Note that the link(R4,R3) is

assigned the weightwr in VT1 as shown by the dashed lines in Fig. 6.2 since this link has

the lowest precedence inR4’s link isolation order. The next nodeR3 in the node isolation

order is also attempted to be isolated inVT1 sinceDB(VT1)(R3) = 3 is minimum in step

2. The isolation ofR3 in VT1 fails because the link(R4,R3) is already restricted inVT1,

and therefore,R3 andR4 cannot be isolated in the same VT. In this case,VT2 is randomly

selected to isolateR3 sinceDB(VT2)(R3) = DB(VT3)(R3) = 4. After 9 iterations, all VTs are

successfully generated. As shown in the table, the node isolation order utilized by mMRC-1

is Qn = (R4,R3,R2,R5,R6,R1), and the nodes in this order are successfully isolated inVT1,

VT2, VT3, VT1, VT1 andVT1, respectively. The resulting VTs computed by mMRC-1 are

shown in Fig. 6.2 where the sets of isolated nodes areI1 = {R1,R4,R5,R6}, I2 = {R3}, and

I3 = {R2} for VT1, VT2 andVT3, respectively. Note that each isolated node has at least one
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Figure 6.2. Example VTs constructed by mMRC-1

Table 6.2. Operation of mMRC-1 on an example network

Step Node u DB(VT1)(u) DB(VT2)(u) DB(VT3)(u) VT Success

1 R4 4 4 4 VT1 T
2 R3 3 4 4 VT1 F
3 R3 3 4 4 VT2 T
4 R2 2 2 3 VT1 F
5 R2 2 2 3 VT2 F
6 R2 2 2 3 VT3 T
7 R5 2 2 3 VT1 T
8 R6 1 1 2 VT1 T
9 R1 1 2 1 VT1 T

restricted link (dashed line), which connects the isolatednode to the VT backbone, and each

VT satisfies the propertiesP1, P2, andP3 in Section 3.1.

6.1.1.2. Convergence

It is shown in [8] that the MRC terminates successfully for any2-connected topologies

as long ask is sufficiently large (2≤ k≤ |V|). Supposed thatk is set to|V|, the MRC creates

|V| virtual topologies by isolating each node in a different virtual topology. Since the VTs

initially have the same 2-connected structure as the physical topology, each VT backbone is

guaranteed to remain connected by the isolation of a single node.

mMRC-1 sorts VTs prior to the isolation of each node. Dependingon the VT ordering,

two different cases may occur assumingk= |V|:
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• Case 1:If each VT appears as the topmost elementAVT[1] in Algorithm 1 for only once

during the iterations of the loop between lines 7-17, mMRC-1 operates the same as the

MRC by successfully isolating each node in a different VT. In such a case, on any iteration

of the loop, the number of VTs, which contain only non-isolated nodes, and hence, have

the same 2-connected structure as the physical topology, isequal to the number of the

remaining nodes in theQn, which are not isolated in any VT yet.

• Case 2: If a VT, which already contains an isolated node is re-located at AVT[1], and

is re-used for the isolation of another nodev, a fewer number of VTs is sufficient

for mMRC-1 to successfully isolate all nodes. During the iterations of the loop in

Algorithm 1 following the isolation ofv, the number of VTs that contain only non-isolated

nodes, and have the same 2-connected structure as the physical topology, is higher than

the number of the remaining non-isolated nodes in theQn since there exists at least one

VT that is used to isolate multiple nodes.

Proposition: mMRC-1 always successfully terminates for any 2-connected topology

whenk is selected to be sufficiently large.

Proof: mMRC-1 extends the MRC by intelligently selecting(i) the initial node

isolation order indicated by theQn in Algorithm 1; (ii) the order in which neighboring links

of the currently isolated node are iterated through; and(iii) the order in which VTs are chosen

to isolate a certain node.(i) and(ii) together determine the actual order in which the nodes

are isolated in the VTs. Assumingk= |V|, mMRC-1 always succeeds no matter which node

isolation order is used since the number of VTs with a 2-connected backbone is always at

least equal to the number of the non-isolated nodes in theQn as indicated byCase 1andCase

2. Similarly, fork= |V|, regardless of the VT order chosen in(iii) , theindexin Algorithm 1

will be incremented until the current node is successfully isolated in a VT.Case 1andCase

2 guarantee that such a VT exists. �

6.1.1.3. Complexity

The worst case running time of the MRC algorithm is bound byO(k∆|V||E|) where∆

represents the maximum node degree [8]. mMRC-1 does not increase this upper bound since

its operations with the asymptotically dominant overhead are inherited from the MRC. The

additional overhead of mMRC-1 results fromsortNodes(), sortLinks() andsortVTsV1()
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functions, which are bound byO(|V|2), O(∆2) andO(k2), respectively. SincesortLinks()

and sortVTsV1() are called for each node, the total additional complexity ofmMRC-1

is bound byO(|V|(∆2 + k2)). The upper boundO(k∆|V||E|) of the MRC algorithm

asymptotically dominatesO(|V|(∆2+k2)) since both∆ andk are bound by|V|.

6.1.2. mMRC-2

6.1.2.1. Description

Function 2 sortVTsV2(AVT,u)

1: for a← 1, |AVT| do
2: for b← 1, |AVT|−a do
3: if ∆H(B(AVT[b])\u)< ∆H(B(AVT[b+1])\u) then
4: swap(AVT[b], AVT[b+1])
5: end if
6: end for
7: end for
8: return AVT # ∆H(B(AVT[1])\u)≥ ...≥ ∆H(B(AVT[k])\u)

mMRC-2 has the same main loop as mMRC-1 described in Algorithm 1. The only

difference is that mMRC-2 uses the heterogeneity metric to sort the VTs. Function 2 defines

sortVTsV2() that arrangesAVT in descending order according to the amount of anticipated

reductions in their heterogeneity levels.∆H for a backboneBi is computed by subtracting

the heterogeneity level ofBi after nodeu is isolated from the current heterogeneity level of

Bi. Note that∆H can take positive or negative values so that a positive∆H value means a

reduction in the heterogeneity level while−∆H corresponds to an increase. Ifu cannot be

isolated in a selected VT, mMRC-2 moves to the VT with the next largest∆H value.

The steps of mMRC-2 to construct the VTs for the same topology inFig. 6.2 are

demonstrated in Table 6.3, where the∆H value computed for each backboneBi in the case

thatu is isolated inBi is given for each iteration. Since all the VTs initially haveidentical

structures, the removal of the highest-degree nodeR4 from each backbone results in the same

∆H value such that∆H(B(VT1)\R4) = ∆H(B(VT2)\R4) = ∆H(B(VT3)\R4) = −0.044.

Note that the∆H value is negative for each backbone meaning that the removalof R4 causes

the heterogeneity level of each backbone to increase. Because all ∆H values are equal,

VT1 is randomly selected to isolateR4. The next node in node isolation order, namely
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Table 6.3. Operation of mMRC-2 on an example network

Step Node u ∆H(B(VT1)\u) ∆H(B(VT2)\u) ∆H(B(VT3)\u) VT Success

1 R4 −0.044 −0.044 −0.044 VT1 T
2 R3 0.316 −0.044 −0.044 VT1 F
3 R3 0.316 −0.044 −0.044 VT2 T
4 R2 −0.261 −0.017 −0.061 VT2 F
5 R2 −0.261 −0.017 −0.061 VT3 T
6 R5 −0.017 −0.261 0.000 VT3 T
7 R6 −0.017 −0.037 −0.020 VT1 T
8 R1 −0.020 −0.017 −0.020 VT2 T
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Figure 6.3. Example VTs constructed by mMRC-2
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R3, is also attempted to be isolated inVT1 since∆H(B(VT1)\R3) = 0.316 is maximum

among all VTs in step 2. The isolation ofR3 in VT1 fails for the same reasons explained

for mMRC-1. In this case,VT2 is randomly selected to isolateR3 since∆H(B(VT2)\R3) =

∆H(B(VT3)\R3) =−0.044. After 8 iterations, the resulting VTs are shown in Fig. 6.3 where

the sets of isolated nodes areI1 = {R4,R6}, I2 = {R1,R3}, andI3 = {R2,R5} for VT1, VT2,

andVT3, respectively. As shown in the table, the node isolation order utilized by mMRC-2

is the same as mMRC-1, but the order of VTs used to isolate the nodes is different from

mMRC-1, that is,VT1, VT2, VT3, VT3, VT1, andVT2. Note that each VT in Fig. 6.3 satisfies

the propertiesP1, P2, andP3 in Section 3.1.

6.1.2.2. Convergence and Complexity

Since mMRC-2 differs from mMRC-1 only in its methodology to sort VTs which

is implemented bysortVTsV2() function, the same convergency analysis performed for

mMRC-1 in Section 6.1.1.2 applies to mMRC-2.

The algorithm for mMRC-2 has the same structure as mMRC-1 except the

implementation ofsortVTsV2(), which arranges the VTs in descending order according

to the heterogeneity metric, namely, the ratio of the standard deviation (σd) of the node

degree distribution to its mean node degree (µd). The computation of bothσd and µd

for a VT requires iterating through each node in the VT along with its neighboring links.

Therefore, the computation of the heterogeneity for a VT is bound byO(∆|V|). Since this

computation is repeated for each VT, the total overhead resulting from the computation of

the heterogeneity for all VTs is bound byO(k∆|V|). mMRC-2 does not increase the upper

bound of the MRC since the MRC’s upper boundO(k∆|V||E|) asymptotically dominates

O(k∆|V|).

6.2. Experimental Results

We evaluate the performance of our heuristics in terms of their minimum VT

requirement (minVT) and alternate path lengths by using a large number of network

topologies with diverse properties. We report the average improvement percentages for

minVT, the heterogeneity levels of topologies, the correlation between heterogeneity and
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minVT, and alternate path lengths. Extensive simulation resultsshow that our heuristics

significantly reduceminVT while the alternate path lengths are only slightly increased.

6.2.1. Evaluation of Minimum VT Requirement

Table 6.4a listsaveminVT for mMRC-1, mMRC-2, and the MRC along with the

corresponding improvement percentages (IP) with respect to the parameterm. The results

show that our algorithms require significantly smalleraveminVT values compared to the MRC

for all cases. For example, when executed onP4, aveminVT values of the MRC forGGLP
m=2,

GGLP
m=3 andGGLP

m=4 vary as 6.14, 3.60 and 3.02, respectively. For the same subsets, mMRC-1

and mMRC-2 provide smalleraveminVT values such as 4.18, 3.00, 2.59 and 4.39, 3.03,

2.62, respectively, which result in 31.84%, 16.77%, 14.08% and 28.44%, 15.80%, 13.02%

as correspondingIP values. We believe that these improvements significantly reduce the

operational cost of the MRC, and hence, make it more suitable for its application to the

IPFRR. Note that, for the GLP model, mMRC-1 provides the highestIP while mMRC-2

performs notably better in the Waxman model that shows that the performance of our

heuristics closely depends on the structures of network topologies.

Table 6.4b presents the variance (σ2) of the minVT values used to calculate each

aveminVT and the corresponding confidence intervals with 95% confidence that are computed

using the same topology pools in Table 6.4a.LL andUL correspond to the lower and upper

limits of a confidence interval, respectively.LL andUL of a confidence interval(LL,UL)

for a certainaveminVT are calculated asaveminVT−Ur and aveminVT +Ur , whereUr =

tσ/
√

100−NN2C, t is the appropriate percentage point for Student’st-distribution with 100−
NN2C−1 degrees of freedom [88],σ is the standard deviation of theminVT distribution and

100−NN2C represents the number of the experimented topologies. Table 6.4b shows that

the upper limit of each confidence interval reported for mMRC-2is always smaller than the

lower limit of the corresponding confidence interval for theMRC. This result indicates that

mMRC-2 requires a smallerminVT than the MRC with 95% confidence with respect tom for

all of the randomly generated topologies in our experiments. For example, forGGLP
m=2 subset

of P4, the confidence intervals for mMRC-2 and the MRC are(4.29,4.49) and(5.94,6.34),

respectively. Similarly, mMRC-1 yields confidence intervalswhose upper limits are smaller

than the corresponding lower limit of the MRC for the topologypools other thanGWaxman
m=4 .
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Table 6.4. Average minimum VT requirement and its confidenceintervals with
95% confidence for topology pools with varyingm

Pool Algorithm

Subsets In Pi
GM

m=2 GM
m=3 GM

m=4

aveminVT IP aveminVT IP aveminVT IP

P2

MRC 5.57 − 3.35 − 3.01 −
mMRC-1 4.06 27.10 3.00 10.44 2.71 9.96

mMRC-2 4.08 26.75 3.01 10.14 2.69 10.63

P4

MRC 6.14 − 3.60 − 3.02 −
mMRC-1 4.18 31.84 3.00 16.77 2.59 14.08

mMRC-2 4.39 28.44 3.03 15.80 2.62 13.02

P6

MRC 5.30 − 3.38 − 3.02 −
mMRC-1 4.00 24.52 3.00 11.24 2.77 8.27

mMRC-2 4.01 24.33 3.00 11.24 2.68 11.25

P8

MRC 4.27 − 3.08 − 2.83 −
mMRC-1 3.91 8.43 3.00 2.59 2.68 5.30

mMRC-2 3.52 17.56 2.98 3.24 2.21 21.90

(a)aveminVT andIP values

Pool Algorithm

Subsets In Pi
GM

m=2 GM
m=3 GM

m=4

σ2 LL UL σ2 LL UL σ2 LL UL

P2

MRC 0.53 5.42 5.71 0.22 3.25 3.44 0.05 2.96 3.05

mMRC-1 0.07 4.00 4.11 0.00 3.00 3.00 0.20 2.61 2.80

mMRC-2 0.17 3.99 4.16 0.01 2.99 3.02 0.21 2.59 2.78

P4

MRC 0.92 5.94 6.34 0.35 3.47 3.73 0.12 2.94 3.09

mMRC-1 0.17 4.09 4.27 0.00 3.00 3.00 0.24 2.49 2.69

mMRC-2 0.24 4.29 4.49 0.03 2.99 3.07 0.23 2.52 2.72

P6

MRC 0.51 5.15 5.44 0.31 3.26 3.49 0.06 2.97 3.06

mMRC-1 0.06 3.95 4.04 0.00 3.00 3.00 0.17 2.68 2.85

mMRC-2 0.17 3.92 4.09 0.00 3.00 3.00 0.21 2.58 2.77

P8

MRC 0.19 4.18 4.35 0.07 3.02 3.13 0.14 2.75 2.90

mMRC-1 0.10 3.84 3.97 0.00 3.00 3.00 0.21 2.58 2.77

mMRC-2 0.25 3.42 3.61 0.01 2.95 3.00 0.16 2.12 2.29

(b) σ2 and confidence intervals
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Fig. 6.4 shows theminVT distribution for the MRC and our heuristics usingGGLP
m=2

subset ofP4. Note that nominVT value is reported for 9 non-2-connected (N2C) topologies

in GGLP
m=2 indexed by 25, 44, 47, 51, 56, 59, 74, 90, and 97 since neither the MRC nor our

heuristics can create VTs for N2C topologies. Out of 91 2-connected topologies, mMRC-1

requires 3, 4, and 5 VTs for 1, 72, and 18 topologies, respectively. On the other hand,

mMRC-2 requires 4 and 5 VTs for 55 and 36 topologies, respectively. Fig. 6.4 demonstrates

that our heuristics never require aminVT larger than 5 while the MRC results inminVT

values up to 9. For 81 out of 91 2-connected topologies, both mMRC-1 and mMRC-2 require

a smallerminVT than the MRC. For example, both of our heuristics require a significantly

smallerminVTof 4 while the MRC requires aminVTof 9 for the same topology indexed by

52. For the remaining 10 topologies, either mMRC-1 or mMRC-2 requires a smallerminVT

than the MRC, or our heuristics require the sameminVT as the MRC.

The correlation between the heterogeneity levels of network topologies and

improvement percentages is shown in Fig. 6.5. The values ofaveH for GM
m=2 and GM

m=4

subsets (M ∈VM = {BA, GLP, BA2, Waxman}) are presented in Fig. 6.5a while the values

of IP for the same subsets are shown in Fig. 6.5b.GGLP
m=2 and GGLP

m=4 subsets ofP4 have

the highest heterogeneity among the subsets withm= 2 andm= 4, respectively. On the

other hand,GWaxman
m=2 and GWaxman

m=4 of P8 have the lowest heterogeneity levels. Fig. 6.5b

demonstrates that, among allGM
m=2 andGM

m=4 subsets, mMRC-1 provides its maximum and

minimum improvements on the subsets of GLP and Waxman models, respectively (i.e., the

most and the least heterogeneous subsets). These results indicate that mMRC-1 achieves

higher improvement percentages as the heterogeneity levelof a network increases. On the
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other hand, similar to mMRC-1, among allGM
m=2 subsets, mMRC-2 has its highest and

lowestIP values on the subsets generated by the GLP and Waxman models,respectively. In

the case ofGM
m=4 subsets, mMRC-2 provides its maximum improvement onP8 (i.e., the least

heterogeneous subset) while theIP for mMRC-1 is the lowest onP8. Note that this topology

subset is the least heterogeneous one in average. A possibleexplanation for this behaviour

is that, for less heterogeneous network topologies, the likelihood of network partitioning of

VTs by the successive node isolations will be smaller if one prefers to firstly isolate a node

that keeps the heterogeneity levels of VTs as low as possible.

Table 6.5a presents theaveminVT for mMRC-1, mMRC-2, and the MRC along with

the correspondingIP values using the topology pools wheren is varied from 100 to 300.

In these experiments, GLP and Waxman models (i.e.,P3 and P7) yield the highest and
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Table 6.5. Average minimum VT requirement and its confidenceintervals with
95% confidence for topology pools with varyingn

Pool Algorithm

Subsets In Pi
GM

n=100 GM
n=200 GM

n=300

aveminVT IP aveminVT IP aveminVT IP

P1

MRC 4.61 − 5.18 − 5.57 −
mMRC-1 3.59 22.12 3.92 24.32 4.06 27.10

mMRC-2 3.59 22.12 3.97 23.35 4.08 26.75

P3

MRC 4.63 − 5.68 − 6.14 −
mMRC-1 3.65 21.03 3.98 29.88 4.18 31.84

mMRC-2 3.74 19.12 4.08 28.12 4.39 28.44

P5

MRC 4.53 − 5.01 − 5.39 −
mMRC-1 3.58 20.97 3.82 23.75 3.98 26.15

mMRC-2 3.54 21.85 3.87 22.75 3.99 25.97

P7

MRC 4.01 − 4.31 − 4.27 −
mMRC-1 3.51 12.46 3.63 15.77 3.91 8.43

mMRC-2 3.19 20.44 3.39 21.34 3.52 17.56

(a)aveminVT andIP values

Pool Algorithm

Subsets In Pi
GM

n=100 GM
n=200 GM

n=300

σ2 LL UL σ2 LL UL σ2 LL UL

P1

MRC 0.42 4.48 4.73 0.57 5.02 5.33 0.53 5.42 5.71

mMRC-1 0.24 3.49 3.68 0.19 3.83 4.00 0.07 4.00 4.11

mMRC-2 0.30 3.48 3.69 0.27 3.86 4.07 0.17 3.99 4.16

P3

MRC 0.59 4.46 4.80 0.80 5.50 5.87 0.92 5.94 6.34

mMRC-1 0.22 3.55 3.76 0.14 3.90 4.06 0.17 4.09 4.27

mMRC-2 0.24 3.63 3.85 0.30 3.97 4.20 0.24 4.29 4.49

P5

MRC 0.43 4.39 4.66 0.41 4.88 5.13 0.54 5.24 5.53

mMRC-1 0.26 3.47 3.68 0.22 3.72 3.91 0.10 3.91 4.04

mMRC-2 0.29 3.43 3.64 0.23 3.77 3.96 0.15 3.91 4.06

P7

MRC 0.21 3.91 4.10 0.23 4.21 4.40 0.19 4.18 4.35

mMRC-1 0.25 3.41 3.60 0.23 3.53 3.72 0.10 3.84 3.97

mMRC-2 0.15 3.11 3.26 0.24 3.29 3.48 0.25 3.42 3.61

(b) σ2 and confidence intervals
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lowest heterogeneity levels, respectively, similar to thecase in Fig. 6.5a. mMRC-1 performs

significantly better than mMRC-2 on the most heterogenous topology pool P3 while the

performance of mMRC-2 is much higher on the least heterogeneous topology poolP7. For

example, theaveminVT values of the MRC forP3 vary as 4.63, 5.68, and 6.14 while the

aveminVT values of mMRC-1 for the same pool change as 3.65, 3.98, and 4.18 that result

in the correspondingIP values of 21.03%, 29.88%, and 31.84%. We show in [89] that a

network becomes more heterogeneous whenn increases. Since our heuristics perform better

when the heterogeneity increases, we believe that reducingtheminVT by these ratios is an

important scalability result especially for networks witha large number of nodes. On the

other hand, theaveminVT values of the MRC onP7 vary as 4.01, 4.31, and 4.27 while the

aveminVT values of mMRC-2 are 3.19, 3.39, and 3.52, which result in the corresponding

IP values of 20.44%, 21.34%, and 17.56%. Note that, onGWaxman
n=300 , mMRC-2 provides

an IP value of 17.56%, which is more than two times higher than mMRC-1’sIP value of

8.43%. These results show that the performance of our heuristics closely depends on the

heterogeneity level of network topologies so that mMRC-1 provides higher improvement

percentages as the heterogeneity level of networks increases while mMRC-2 performs better

than mMRC-1 in the least heterogeneous networks.

Table 6.5b presents the variance (σ2) of eachminVT distribution and confidence

intervals for eachaveminVT with 95% confidence using the same topology pools in Table 6.5a.

The upper limit of each confidence interval reported for our heuristics is always smaller than

the lower limit of the corresponding confidence interval forthe MRC, which indicates that

our heuristics requires a smallerminVT than the MRC with 95% confidence with respect to

n. For example, forGGLP
n=200 of P3, the confidence intervals for mMRC-1, mMRC-2, and the

MRC are(3.90,4.06), (3.97,4.20), and(5.50,5.87), respectively.

Table 6.6 shows theminVT of mMRC-1, mMRC-2 and the MRC for real networks,

which are from sndlib.zib.de (Nobel), [90] (Labnet03), topology-zoo.org (Rediris, AGIS,

InternetMCI), and simula.no (COST239, SprintUS). Similar to[62], a minimum number of

nodes, namely 1, 9 and 1, are removed from Rediris, AGIS, and InternetMCI, respectively, to

make them 2-connected since only 2-connected networks can provide full coverage against

single failures. Our heuristics provide a smallerminVT in 5 networks while they perform

as efficient as the MRC for the remaining 2 networks. For example, both mMRC-1 and
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Table 6.6. The comparison of minimum VT requirement using real
networks

Network |V| |E| H
minVT

(mMRC-1)
minVT

(mMRC-2)
minVT
(MRC)

Nobel 28 41 0.288 4 4 5
Labnet03 20 53 0.422 2 3 3
Rediris 18 30 0.608 3 3 4
AGIS 16 21 0.353 5 5 6

InternetMCI 18 32 0.452 4 3 4
COST239 11 26 0.130 2 2 2
SprintUS 32 64 0.556 4 4 4

mMRC-2 provide aminVTof 3 in Rediris whileminVT for the MRC is 4, which corresponds

to anIP of 25%. The correlation between theH andminVTvalues for real networks indicates

that using theH metric to reduceminVT works for 4 network topologies. However, while

the H value for SprintUS is relatively high, there is no improvement for minVT in case of

mMRC-2. This result indicates that there may be other metrics thanH to better measure the

robustness of the VTs against partitioning.

6.2.2. Effect of Isolation Order On Heterogeneity

We analyzed the operation of mMRC-2 on an example 300-node topology in GWaxman
m=4

subset ofP8 to demonstrate the impact of isolation order on the heterogeneity levels of VTs.

Fig. 6.6a shows the degree distributions of the isolated nodes for mMRC-2 and the MRC

when they are both configured to construct 2 VTs. Since the MRC gives up constructing

the configured number of VTs after the isolation of the 269th node, we cannot provide

the degree distribution of the MRC for the remaining isolations. As shown in Fig. 6.6a,

the degree distribution for mMRC-2 exhibits a decreasing trend while the distribution for

the MRC fluctuates since mMRC-2 pre-processes the nodes and links to arrange them in

descending order according to the node degrees, but the MRC’s selection of nodes and links

is arbitrary. Fig. 6.6b shows the heterogeneity distributions of the VTs being constructed by

mMRC-2 and the MRC up to the 270th node. The MRC cannot isolate thisnode in any VT

because its isolation results in partitioning both VTs. Theheterogeneity levels of the VTs are

initially the same for mMRC-2 and the MRC, namely 0.557. Successive isolations of nodes

cause the heterogeneity distributions of both VTs to exhibit an increasing trend in the MRC
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up to the isolation of the 270th node. On the other hand, the heterogeneity distributions

of mMRC-2 for both VTs never exceed 0.518. The possible reason for the success of

mMRC-2 in building 2 VTs is that the probability of partitioning the VTs is smaller since

mMRC-2 keeps the heterogeneity levels of the VTs within certain limits. Although the

heterogeneity level of a topology may not always accuratelyindicate the probability of

partitioning, our experiment results demonstrate that heterogeneity might be a good indicator

for the partitioning probability of VTs, especially in Waxman topologies.

6.2.3. Evaluation of Alternate Path Lengths

Table 6.7 presents the values forRAPLof mMRC-1, mMRC-2, the MRC, and the MRT

(low-point version), that is defined in Section 5.3.1, usingthe topology poolP3. RAPLvalues

for the MRCDes, the variant of the MRC that arranges the nodes in theQn in descending

order according to their degrees, but selects VTs in a round-robin fashion as in the MRC,

are also reported. Table 6.7 shows that both mMRC-1 and mMRC-2 significantly reduce

the minimum VT requirement of the MRC at the expense of only slightly increasing the

alternate path lengths. TheRAPLvalues reported for mMRC-1 are higher than theRAPL

values for mMRC-2 for all subsets since mMRC-1 achieves a higherIP on P3 (Table??).

Note that, in general, theRAPLvalues increase asminVT decreases. TheRAPLvalues for

the MRCDes also decrease with respect ton, and are very close to theRAPLvalues of the

MRC. TheRAPLvalues for the MRC are the lowest since all the variants of the MRC mostly

achieve a smallerminVT than the MRC. TheRAPLvalues for the MRT are the highest since

it uses only two VTs, which are constructed using a proceduredifferent from the MRC.

These results show that all variants of the MRC generate scalable alternate paths close to

the optimum SPF routing whereas the MRT’s alternate path lengths do not scale well with

respect to the network size.

Table 6.7. RAPL values computed usingP3

Subset mMRC-1 mMRC-2 MRCDes MRC MRT

GGLP
n=100 112.29 109.87 109.02 109.02 225.30

GGLP
n=200 110.80 109.01 107.65 107.05 249.18

GGLP
n=300 110.06 108.09 106.83 106.40 284.21



7. MULTI TOPOLOGY ROUTING BASED IPFRR FOR SOFTWARE
DEFINED NETWORKS

In the previous chapters, we studied the inner workings of MT-IPFRR approaches, and

focused on the MRC since it generates scalable alternate paths with respect to network size

and density. We investigated the topological dynamics behind the performance of the MRC.

Inspired by our topological analysis results, we introduced our topology-aware heuristics

which reduce the number of VTs used by the MRC, and, hence, decrease its operational

complexity.

In this chapter, we propose a new MT-IPFRR technique for SDN tofast recover from

the network failures in the data plane by defining all the tasks which should be performed

by the controller during the failure recovery process. The central architecture of SDN makes

it an ideal platform to deploy MT-IPFRR since the central computation of the VTs by the

controller guarantees the consistency among the alternaterouting tables. Our technique relies

on the restoration approach where the alternate routing tables are pro-actively computed by

the controller in advance of the failure while the resourcesfor the alternate paths are allocated

upon the detection of the failure [24]. Our technique utilizes the MRC algorithm to construct

VTs which provide protection against single link/node failures in the data plane, and can be

used to build a self-recovering SDN from the network failures. Our experimental results

show that our approach considerably reduces the recovery time from the failures compared

to the reactive recovery in SDN. Note that the topological properties of the VTs used for

the failure recovery do not have an impact on the recovery time. This fact is the reason

why we chose the MRC algorithm to construct the VTs for our experiments rather than

using its variants proposed in this thesis since the versionof the MRC in use does not make

any difference in terms of recovery time. The rest of this chapter is organized as follows.

Section 7.1 describes the fundamental concepts of SDN. Section 7.2 introduces the workflow

for the application of MT-IPFRR to SDN. Section 7.3 provides our experimental results.
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7.1. Software Defined Networks

SDN physically separates the control plane of a communication network from the

forwarding plane as opposed to the traditional networks where both the control and

forwarding functions are built into each forwarding device. Therefore, the deployment

of new protocols and applications in traditional networks is difficult since it requires to

become familiar with the interfaces provided by each forwarding device. The centralized

management capability offered by SDN makes the underlying network easily programmable.

A typical SDN architecture has three planes, namely,data, control, and

application [91]. The data plane consists of hardware devices such as switches that are

physically connected to form the network topology. Each switch incorporates a flow table

which contains the rules regarding how the packets of incoming flows should be treated.

Each flow rule has the format<Header, Statistics, Actions>where Header defines the

flow to match the flow rule,Statisticskeep the number of the packets that match the flow

rule, andActionsdefine how the matching packet should be processed by the forwarding

device. When a packet arrives at a switch, the packet is compared against the entries in

the flow table. If one of the flow entries matches with the header of the incoming packet,

the action of the corresponding entry is performed. If thereis no match, the packet is

forwarded to the controller located at the control plane which will decide a routing path

for the incoming packet, and add new entries into the flow tables of the switches to activate

this path. The control plane contains thecontroller software which is responsible for the

management of the switches in the data plane. The hardware devices in the data plane

communicate with the control plane using a communication interface such as the OpenFlow

protocol which was standardized by the Open Networking Foundation [92]. The controller

periodically communicates with the devices in the data plane to maintain the network state

information such as the network topology and traffic statistics. It also communicates with the

application plane to provide services to applications which play a key role in this architecture

by providing network management and security functions.
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Figure 7.1. SDN architecture incorporating MT-IPFRR

7.2. Architecture for MT-IPFRR in SDN

Fig. 7.1 shows the SDN architecture which incorporates an MT-IPFRR module which

is responsible for the failure recovery in addition to the determination of the primary

routes for the flows. The module constructs a pre-configured number of VTs based on the

physical topology in the data plane. It interacts with the controller via the API (Application

Programming Interface) functions provided by the controller to perform the tasks including

the discovery of the underlying physical topology, keepingtrack of the failures in the data

plane and the modification of the flow tables of the switches toactivate a primary path in

no-failure scenario or an alternate path upon detection of afailure. The controller in turn

interacts with the switches in the data plane via OpenFlow protocol [92]. Note that the

MT-IPFRR module is not responsible for the detection of the failures, but relies on the failure

notifications received from the controller which are generated based on the underlying failure

detection mechanisms such as Loss of Signal (LOS) or Bidirectional Forwarding Detection

(BFD) [24].
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Figure 7.2. State machine to perform MT-IPFRR in SDN

Table 7.1. States versus actions

State Index Action

S0

1 The new link is stored in a topology database

2 Primary routing tables are computed

3 VTs and alternate routing tables are computed

(a) Actions performed during network initialization

State Index Action

S1
1

The primary route for the new flow is computed,
and then activated in the data plane by updating
the flow tables

2
The flow information along with its primary
route is stored in a data structure to track the
active flows in the data plane

(b) Actions performed upon the detection of a new flow

State Index Action

S2

1 The VT which isolates the failed component is
determined

2 The active flows which are disrupted by the
failure are determined

3
The alternate routes for the disrupted flows are
computed and then activated in the data plane

4 The primary routing tables are re-computed

5
The VTs and the alternate routing tables are
re-computed based on the physical topology
without the failed component

(c) Actions performed upon the detection of a failure
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Fig. 7.2 depicts the state machine for the MT-IPFRR module in Fig. 7.1 while the

actions performed in each state are listed in Table 7.1 wherethe order of execution is

indicated by the indices. Note that the actions specified in Table 7.1 perform the failure

recovery in SDN using the restoration method. Our module performs its tasks by processing

the OpenFlow messages from the switches includingpacket_inandport_status. STARTis

the initial state which makes a transition toS0 if a port_statusaddmessage, which corresponds

to aport_statusmessage for a link addition, is received. During the networkinitialization,

upon the receipt of eachport_statusadd message, some preliminary tasks are carried out

in S0 as listed in Table 7.1a. Both the VTs along with the routing tables are repeatedly

computed each time a new link is added to the topology, not only for once at the end of the

topology discovery process. This is due to the fact that there is no way to decide the end

of the discovery process until the firstpacket_inmessage arrives. Note that MT-IPFRR can

successfully construct the VTs only if the underlying topology is 2-connected [8]. When

a new traffic flow is detected via apacket_inmessage, a transition fromS0 to S1 is made.

As specified in Table 7.1b, the route to transmit the new flow isdecided inS1 based on

the primary routing table, which was already computed inS0. If the new flow is an ARP

(Address Resolution Protocol) request, no primary route canbe computed for the flow since

the network address of the destination is not known at this stage. Therefore, in such a

case, the ARP request is flooded to the entire network. Upon thereceipt of aport_statusdel

message which corresponds to aport_statusmessage for a link deletion, a transition from

S1 to S2 is made. As listed in Table 7.1c, the alternate paths for the disrupted flows are

determined, and the primary and alternate routing tables are re-computed each time a failure

is detected inS2. A transition back toS1 is made when a new flow is detected.

MT-IPFRR using the restoration method is explained using thetopology in Fig. 7.3

whose corresponding VTs are illustrated in Fig. 7.4. The primary path fromS2 to S7

is selected to be the shortest one, namelyS2-S4-S7, by the controller which inserts the

corresponding flow entries intoS2, S4 andS7 to activate the primary path. After the link

(S4,S7) fails, the controller calculates the recovery pathS2-S3-S5-S8-S7 usingVT3 shown in

Fig. 7.4 since the link(S4,S7) is isolated inVT3. The controller activates this recovery path
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Figure 7.3. An example scenario for the restoration
method

Figure 7.4. Example virtual topologies
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Figure 7.5. Experimental setup

by deleting the flow entries of the failed primary path inS2, S4 andS7, and adding the new

entries into the flow tables of the switches on the recovery path.

7.3. Experimental Results

We implemented the MT-IPFRR module presented in Fig. 7.1 which has all the

functionalities in Table 7.1. The module uses the MRC algorithm to construct the VTs. In

this section, we analyze the performance of MT-IPFRR for failure recovery in SDN using the

SprintUS topology with 32 switches and 64 links as the data plane. Both the MRC software

and the SprintUS topology were obtained from the Simula Research Laboratory web site

(http://simula.no).

Fig. 7.5 demonstrates our experimental setup where the dataplane containing the

SprintUS topology was created within the Mininet network emulator [93] on a computer

with Intel i5 processor running at 2.4 GHz and 4 GB main memory. Each switch in the data

plane is connected to the Floodlight controller (http://www.projectfloodlight.org), running
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Figure 7.6. Traffic captured at the controller during the failure recovery process

external to Mininet, through an out-of-band control link. Each link in the data plane is

assumed to have unit weight. A UDP (User Datagram Protocol) traffic flow betweenHA

andHB computers, which are connected to the switches 0 and 31, respectively, was created

through theiperf tool. The flow has a bandwidth of 10 Mbit/s and is composed of UDP

datagrams each of which is 1470 bytes long. The primary routeof the flow is indicated by

the red arrows in Fig. 7.5. We evaluate the failure recovery time (Ω) in the case that one of

the links on the primary route fails.Ω is defined to be the time that it takes to activate an

alternate path in the data plane which does not use the failedcomponent. The recovery time

for a failure is computed using the formulaΩ = ρ− γ whereρ is the capture time of the first

datagram received byHB following the emergence of the failure whileγ is the capture time of

the last datagram received byHB prior to the failure.Wiresharktool is run onHB to determine

the capture times of the received datagrams. In our experiments, we used OpenFlow 1.1 and

OpenvSwitch 2.0.2, and relied on the default failure detection mechanism employed by the

OpenvSwitch 2.0.2. Note that the failures in the data plane in our experiments are triggered

through the commands that Mininet provides.

Fig. 7.6 shows the amount of traffic exchanged between the Floodlight controller and

the switches during the transmission of the UDP flow in Fig. 7.5, which was captured on

the controller via Wireshark. The only messages sent and received by the controller up

to the 1.76th second of the emulation areecho_requestand echo_replywhich verify the

liveness of the switches [94]. From 1.76th to 3.01st second,packet_outand packet_in

messages containing the LLDP (Link Layer Discovery Protocol) frames [95], which are

used to discover the links in the data plane, are exchanged bythe controller with a peak

for packet_outmessages at 1.78th second. Since a UDP flow is initiated betweenHA and
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HB at 3.01st second, apacket_inmessage from the switch 0, to whichHA is connected, is

received by the controller at this point. This message contains an ARP query for the network

address ofHB, which is in turn flooded to the entire network via apacket_outmessage. Up to

3.03rd second, the controller keeps receivingpacket_inmessages with the ARP queries for

HB which are then flooded to the entire network. At 3.06th second, thepacket_inmessage

containing the first UDP datagram of the flow is received by thecontroller. The primary

route is activated in the data plane viaflow_modmessages up to 3.09th second. Note that

the MT-IPFRR module successfully completes the computationof all the VTs along with

the primary and alternate routing tables prior to the activation of the primary route. No

messages other thanecho_requestandecho_replyare exchanged between the controller and

switches up to 7.705th second when the link(0,2) is failed in Mininet environment. This

failure triggers aport_statusmessage to be sent to the controller. Up to 7.74th second, the

entries regarding the disrupted flow are deleted from the theflow tables of the switches on

the primary route, and the alternate route determined basedon the VTs is activated on the

data plane by installing the new flow entries to the switches.

Table 7.2. Performance comparison of MT-IPFRR with the
reactive recovery

Failed
Link

IPFRR Reactive Recovery
Ω (ms) #LD APL Ω (ms) #LD APL

(0,2) 44.877 36 7 101.733 84 6
(2,23) 32.967 25 8 63.745 50 6
(23,24) 37.193 30 7 84.350 69 6
(24,30) 41.055 27 8 52.810 43 6
(30,7) 51.311 41 8 63.402 51 6
(7,31) 35.947 26 7 64.423 53 6

Table 7.2 shows the comparison results, namelyΩ, the number of lost datagrams (#LD)

and the alternate path length (APL), for MT-IPFRR and the reactive recovery in the case that

one of the links on the primary route depicted in Fig. 7.5 fails. Ω for MT-IPFRR is reported

for the restoration case. Note that MT-IPFRR determines the alternate path based on the

alternate routing table which is computed prior to the actual failure using the Shortest Path

First (SPF) tree of the VT which isolates the failed link. On the other hand, for the reactive

recovery,Ω is reported for the case in which both the alternate routing tables and the alternate
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paths are reactively computed upon the detection of the failure based on the SPF tree of the

physical topology which excludes the failed link. Table 7.2shows that MT-IPFRR achieves

a smaller recovery time for each failure scenario compared to the reactive recovery. For

example, for the failure of the link(0,2), Ω varies as 44.877 ms and 101.733 ms for IPFRR

and the reactive recovery, respectively, while #LD varies as 36 and 84. Table 7.2 also shows

that theAPL values are slightly higher in the case of MT-IPFRR, which is dueto the fact

that the path diversity of the virtual topologies used by IPFRR is smaller compared to the

reactive case. For example, theAPL is 7 in the case of IPFRR while it is 6 for the other case.

These results show that MT-IPFRR significantly reduces the failure recovery time compared

to the reactive recovery.



8. DISCUSSION

In this thesis, we used a large number of topologies with diverse structural properties

to analyze the performance of the MRC under varying topological conditions. We evaluated

topological metrics other than the network size (n) and density (m) since it has been

discovered in Section 3 thatn andm can not always be correlated with the minimum VT

requirement. We chose BRITE as our topology generation tool since it is widely used

by the networking community to randomly generate topologies for the experiments. Our

performance evaluation in this thesis is comprehensive since we used all the topology

generation models supported by BRITE, namely, Waxman, BA, BA2, and GLP. We used

the Cytoscape’s Network Analyzer in combination with BRITE to analyze the topological

dependency of the MRC, and showed that the topologies in our experiments are structurally

diverse such that they exhibited trends inH, C, andCC. In addition to our experiments using

the synthetic topologies, we also performed experiments onreal networks which provided

similar results to the ones for the synthetic topologies of BRITE. The experimental results

showed that our topology-aware algorithms reduce the minimum VT requirement of the

MRC for the real network deployments.

Cytoscape’s Network Analyzer can also be used to evaluate thetopology characterizing

metrics other thanH, C, andCC which may also be correlated with the minimum VT

requirement. Such an evaluation may inspire the development of other algorithms which

further reduces the minimum VT requirement by relying on other topological metrics. In the

case that Waxman, BA, BA2, and GLP models do not yield structurally diverse topologies

in terms of the topological metric to be evaluated, other topology generation models in the

literature may need to be used to generate topologies with the requested topological diversity.

We believe that, taking the large structural diversity of the topologies used in our

experiments into consideration, choosing a topological metric with a low computational

overhead which measures the robustness of the VT backbones against partitioning

sufficiently well under all circumstances is a complex issue. Therefore, designing a

topology-aware algorithm to reduce the minimum VT requirement under all topological

conditions is a challenging task. Our experimental resultsshow that an MRC variation
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may achieve the highest reduction in the minimum VT requirement in a certain topology

while the same variation may perform worse than the other variations in another

topology. If a topology-aware algorithm considers multiple topology characterizing metrics

in combination, it may perform more efficiently under varying topological conditions.

However, the computation of these metrics should be fast enough to satisfy the operational

needs of a real network deployment.

When the number of VTs in MT-IPFRR gets higher, the processing time and state

requirements of routers increase [19–22]. The amount of reductions in the number of VTs

reported in Section 5 and Section 6 leads to the reductions in(i) the time required to compute

alternate routing tables, and(ii) the amount of required FIB storage. In MT-IPFRR, alternate

routing tables are computed by constructing the VTs and their corresponding SPF trees when

the network is initialized, and this computation is repeated each time a network failure is

detected. Therefore, a reduction in the number of VTs leads to a reduction in(i) that speeds

up the preparation of the alternate next hops for the anticipated failures in a topology. This

is an important result which helps maintaining QoS in a network where the time interval

between successive failures is short. For example, reducing the minimum VT requirement

of the MRC from 5 to 4 for a topology such as Geant in Table 5.4 leads to 20% improvement

in the SPF computation time for the VTs. The number of alternate next-hops that needs to

be stored in FIB decreases as well when the number of VTs for MT-IPFRR is reduced. The

numerical experiments show that our heuristics reduces(ii) by around 30% compared to the

conventional MRC. This is a significant result to speed up the activation of the alternate next

hops, which decreases the reaction time to the failures. Moreover, this reduction decreases

the cost of having a large FIB.

The trend in our numerical results indicates that the improvement percentages of our

heuristics may get higher as the number of nodes (n) increases. Fig. 6.5 in Section 6.2.1

shows that both mMRC-1 and mMRC-2 provide higherIP values as the heterogeneity

level of the networks increases. Since we observed in [89] that, excluding the Waxman

topologies, the heterogeneity level of networks in our experiments increases asn gets higher,

our heuristics provide a scalable solution. The selection between mMRC-1 and mMRC-2 in

a real network deployment can be made according to the heterogeneity level of the network

which is the main reason for the performance difference between these heuristics.
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We suggest that our automated analysis tool in Section 4 can be used offline to provide

guidance to the network operator for the selection between mMRC-1 and mMRC-2 in a real

network deployment. The selection process can also be fullyautomated by running both

heuristics and selecting the one that provides a fewer number of VTs. However, it takes

longer time to run both heuristics to determine their VT requirements for a given topology,

which delays the preparation of alternate routing tables torecover from the network failures,

and hence, increases the reaction time to the failures. Although the mechanism to make a

selection between mMRC-1 and mMRC-2 is not within the scope of this thesis, we plan

to investigate the tradeoff between these offline and automated selection approaches in our

future work.

Even though mMRC-1 and mMRC-2 are likely to lead to the construction of a fewer

number of VTs for a topology compared to the conventional MRC, it can not guarantee

that the fewest number of VTs will be constructed since a selection to guarantee the fewest

number of VTs requires a generic threshold for the heterogeneity level to be defined. This is

not possible since the heterogeneity is not a metric which under all circumstances represent

the robustness of the VTs against partitioning sufficientlywell.



9. CONCLUSIONS

In this thesis, we first describe the operational principlesof the MRC and the MRT

algorithms using example networks. Both mechanisms pre-compute VTs for MT-IPFRR

which can be effectively used to provide full protection against single network failures. The

MRC requires the number of VTs to be calculated as an input to its algorithm whereas the

MRT always yields only two VTs. We performed experiments using randomly generated

topologies to evaluate the alternate path lengths. The alternate path lengths achieved by

the MRC relative to the OSPF’s converged paths ranged from 111.6% to 133.64% while

the alternate path lengths of the MRT varied between 224.35% and 525.39%. These

performance results showed that the MRC with a configurable number of VTs provides

scalable alternate paths whereas the MRT’s alternate path lengths significantly increase with

respect to network size and density. We also investigated the alternate path lengths and

the minimum number of VTs required by the MRC for a complete failure protection using

realistic ISP-level topologies. We observed that an increase in network density usually leads

to a reduction in the alternate path lengths. We also discovered that the topological properties

other than network size and density which may affect the minimum VT requirement should

be investigated since the trends in the number of nodes in a topology as well as the density

can not always be correlated with the trends in the minimum VTrequirement.

We implemented an automated topology generation and analysis framework to analyze

the impact of varying topological conditions on the performance of the MRC. We generated

11,500 topologies with diverse clustering, heterogeneity, and centralization levels by varying

the parameters of various topology generation models including BA, GLP, BA2, and

Waxman. The numerical results showed that, when the number of nodes in a topology

gets higher, the generated topologies become more heterogenous whereas the increase in

network density leads to less heterogenous networks. Through extensive experiments, we

demonstrated that, if a network becomes more heterogenous (i.e., certain nodes have much

higher number of neighbors than the other nodes), the MRC requires a higher number of

VTs to provide full alternate path coverage. We believe thatour framework will significantly

contribute not only to the evaluation of IPFRR mechanisms butalso to the network
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planning and management studies requiring the usage of various topologies with diverse

characteristics. Inspired by the correlation between the minimum VT requirement and the

heterogeneity, we proposed a new heuristic algorithm enhancing the MRC which takes the

node degree information into account. Numerical experiments showed that our heuristic

significantly reduces the complexity in terms of processingtime and state requirements of

routers by decreasing the number of VTs which should be constructed by the MRC. The

analysis results confirmed the effectiveness of our systematic approach in performing the

topological analysis of networking algorithms.

We proposed two topology-aware algorithms which take the heterogeneity and the

link density information into consideration to decrease the operational complexity of the

MRC by reducing its minimum VT requirement. We performed extensive experiments on

3200 topologies with diverse structural properties showing that our algorithms significantly

reduce the minimum VT requirement. The results showed that the alternate path lengths

are kept within acceptable limits. mMRC-1 reduces the VT requirement of the MRC up to

31.84%, and achieves higher improvement percentages than mMRC-2as the heterogeneity

level of the networks increases. On the other hand, mMRC-2 performs better than mMRC-1

when the heterogeneity decreases, and provides an improvement of up to 28.44%. Our

heuristics provided a smaller number of VTs in 5 out of 7 real networks while they performed

as efficient as the MRC for the remaining networks. Numerical results also showed that

there may be other metrics for certain topologies to better measure the robustness of the

VTs against partitioning. The alternate path lengths of ourheuristics are very close to the

optimum SPF routing while they are slightly higher than the alternate path lengths of the

MRC.

We also defined the workflow to perform the MT-IPFRR in SDN. We proposed a

new MT-IPFRR technique, which was implemented as a restoration method, for the failure

recovery in SDN. Our approach provided alternate paths in case of single link/node failures

in the data plane. Our experimental results showed that our approach considerably reduces

the time to recover from network failures in the SprintUS topology by up to 55% compared

to the reactive recovery in SDN. These results indicated that the MT-IPFRR is a promising

approach to construct fault tolerant SDN. In our future work, we plan to implement our
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approach as a protection method, and compare its performance results with the restoration

based implementation.



10. RECOMMENDATIONS

The future work may concentrate on investigating the impactof the topological metrics

other thanH, C, andCC on the performance of the MRC. This requires the generation of

a topology pool with the requested topological diversity for the experiments which may

neccesitate the usage of the topology generation models other than Waxman, BA, BA2, and

GLP. A topology-aware algorithm considering only a single topological metric to reduce

the minimum VT requirement may yield satisfactory results in a certain topology while it

may perform poorly in another topology. Therefore, a topology-aware algorithm combining

multiple topological metrics can be designed to improve theoverall performance. However,

the computation of these metrics should be fast enough to satisfy the operational needs of a

real network deployment. Finally, MT-IPFRR can be implemented as a protection method to

further reduce the failure recovery time in SDN.
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