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OZET

Bu galigmanin birinci béluminde, mevcut kiiglik alan
tahmin tekniklerinin dayandidi varsayimlar ile gerekli for-
milasyonlar verilerek tanitilmaktadir.lkinci bélimde, kiiglk
alan tahmin tekniklerinden olan birlesik sentetik tahmin
edicilerin dayandigi temel varsayimlar agiklanmistir. AyTri-—-
ca, dort ayr1i 'birlegik sentetik tahmin edici tanitilarak
bir tanesinin teorik ‘gikarsamasi yapilmistir. Son bdliimde
ise, bir nifus arastirmasi igin derlenmis verilere dért
ayrl birlesik sentetik tahmin edici wuygulanarak tahminler
vyapilmis ve bu veriler igin hangi birlesik sentetik tahmin

edicinin uygun oldugu gdsterilmistir.
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ABSTRACT

In the first chapter of this study, small area
techniques and necessary formulas have been introduced. In
the second chapter the basic assumptions of composite
synthetic estimators which are methods of small area
techniques have been explained. Inroducing four different
composite synthetic estimators one of them has been
discussea theoretically. In the last chapter, by using
census data, four different composite synthetic estimators
~ have Dbeen applied and the one which is better suited for

census data has been determined.
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GIRIS

Bazi arastirmalarin uzun zaman ve maliyet gerektivrmesi
ve yi1dinin alt grublari igin bilgi gereksinimi nedeniyle

kiigik alan tahminlerine ilgi duyulmaktadair.

Kigiik alan tahmin teinikleri yanli tahminler Uretme-
sine ragmen, zaman ve maliyet agisindan avantajli olmasi,
uygulanmasinin kolaylig: vé\ blytk arastirmalar yapmadan
yidinin alt gruplari ile ilgili 6n bilgiler wvermesi nede-

nivle tercih edilmektedir.

Yiginin biliydk alt grublari ve blylik cografik alanla-
rindan saglik, sosyal ve ekonomik analizler igin kullanila-
bilir veriler elde edilebilir. Ssaglik planlamalari ve hi-
kilmet galigsmalari igin glincel verilere gereksinim duyulmak—-
tadir. Bu nedenle onceden vyapilmis arastirma sonuglatl ve
degerlendirilmesi uzun zaman gerektiren .gallgmalar bu tuar

-

planlamalarda kullanilamamaktadir (1).

Mevcut kaglk alan tahmin teknikleri birbirinden bagim-
s1z olarak pek gok bdlime ayrilir. Bu tlr tekniklerin temel
metodolojisi veri gereksinimleri ve sinirlamalari ile bir-
likte ele alinmaktadir ve daha fazla bilgi sunma potansiye-
line gore degerlendirilmektedir.

Klglik alanlar 1igin vapilan tahminler, wuzun zamandir
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bir ilgi kaynadi olmussa da nufus sayimlari ve idari kayit
arastirmalarl disindaki alanlarda gok fazla uygulanamamig—
tir. Kiguik alanlar igin daha zengin, daha ayrintili, daha
glincel verivye olan talebin gitikge artmasi dolavisiyla bu
ilgiler daha fazla alana Yyayllma egilimi gostermektedir.
tzellikle son yi1llarda Amerika Birlesik Devleti=zrinde re-
form planlamalari, refah galismalar®i ve uygulamalari konu-—

larinda bu tir teknikler uygulanmaktadir (1).

Ornekleme Qe istatistik teoriciler, uzun bir slre
kicik alanlar igin yapllan tahminleri gormemezlikten gel-
mislerdir. Ancak, nifus pilimciler ntifus sayimlari igin kG-
gk alan tahminleri ile ilgilenerek, bu konuda degisik
teknikler'gélistirmislerdir. Bu nedenle kiguk alan tahmin—
levri, 6zellikle nufus arastirmalarl konusunda uzmanlas-
migtir. tstatistiksel teoriler genellikle genel ortalama-
nin tahmini ile ilgelenmekte ise de, bireysel olaylar igin
kiigik alan tahminleri ile ilgilenen jstatistiksel teoriler
de bulunmaktadir. Ancak,istatistiksel teorilerde klgik alan

tahminleri uzer inde pek durulmamistir (1).

son yillarda, kiigik alanlar igin yapilan tahmin tek-
nikleri sayesinde, bu tir tekniklerin gelismesi saglan-—
mistir . Regresyona dayanan tekniklerden farkli olarak,

bayes ve deneysel bayes tekniklerine dayanan siiper yi13d1in

_.2_.




(Super Population)tahmin teorisi, birlestirici teknikler ve
kategorik veri analizleri yéntemleri halen arastirma konusu
olarak gincelligini korumaktadir. Ozellikle, kategorik veri
analizleri ydntemi soruna, tahmin edici oranlarinin belli
oldudu mantiksal ve yapisal bir yaklasim sundudu igin,aras—

tirmacilara dzel bir ilgi konusu -cimugtur (1).

. Kigiik alan tahmin tekniklerinden olan birlesik sente-
tik tahmin ediciler, hem &rnek bilgisini, hem de yi1gin
bilgisini kullanmasi nedenivyle uygulamacilar tarafindan

tercih edilmektedir.



BOLUM 1

KUCUK ALAN TAHMIN TEKNIKLERI
Kigik alan tahminlerine, kiigik alanlarin birbirlerine
gore farkli oldugu varsayimina dayandigi ig¢in gereksinme
duyulmaktadir. Kiglk alanlarin tipi, uygulanacak teknigin
belirlenmesinde en 6nemli faktdrlerden biridir. Bu nedenle
kiigik alanlarin tipleri genellikle a§a§1daki gibi sirala-

nir (2).

i) Planlanmis alanlar. Bu alanlar birbirlerinden ba-
gims1z olarak segilerek arastirma igin érnek uzay:

-

olustu}ulur.

ii) Gapraz siniflandirilmis alanlar. Ornegi ikiye ayi-

rarak &6rnek uzayi olusturulur (yag,cinsiyet gibi).

iii) Iki ug¢ arasinda ve daha az kullanilan siniflama
da o6rnegin boélimlerini birbirinden ayirmayarak,
ana Uniteler Uzerinde yoZunlagmaya edilimli bir

siniflama yapilir.

Ancak, kiglk alanlarin blyukligi (gapi) 6rnegin segi-
minde bir faktdr olarak ortaya g¢ikar. Bu nedenle kiguk

alanlarin blytkligline dayanan siniflarin segimine iliskin
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blgltler agagidaki gibidir.

i) Kigtuk alanlarin baylukldagl, yiginin 0,10’unu kapsi-

vyorsa bu tir alanlar, blylk dereceli alanlardir.

N

ii) Kiguk alanlarin buy(lklidgld, yiginin 0,10’u ile 0.01
arasinda ise, bu tir alanlar orta dereceli alan-

lardar.

iii) Kuglk alanlarin blydklidgid, »i3inin 0,01°i ile
0,001%i arasinda ise, bu tir alanlar klglik dere-

celi alanlardir.

Yukarida iki farkli 6lglite gore vyapilan siniflamanin
siniri gok Onemli degildir. Bu sinirlar, 6rnegin gapina,
toplamina, dedigskenlere ve istatistige bagli olmakla bera-
ber uygulamacinin digiince ve O6ngdrllerine gére belirlenebi-
lir. Ancak, bu tir 31n1rlamalar' arastirmacilari bazi vyan—

lisliklardan kurtarir (1,2).

Ornek arastirmalarindaki olabilirlik metotlari, bir-
tak:m standart tahminler (retmis olmasina radmen, bu tah-
minler belli bir egilim tasimamaktadir. Kilglk alan tahmin
teknikleri wveri gereksinimlerini sayimlar, idari kavit-
lar wveya o6rnek aragtirmalarindan karsl;amaktadlrlar. Fark-

11 tekniklerin wveri kaynaklari asagidaki tabloda gdste-

rilmistir (1).



Tablo I. Klglik alan Tahmin Teknlklerinin Kullandig:

Veri Kaynaklari

Veri Kaynaklari |
Kiglik Alan <
Tahmin Teknigi Sayimlar Kayitlar Ornek
Simptomatik X X
Sentetik X X
Regresyon—-Simptomatik X X
Ornek-Regresyon X X X
Sentetik—-Regresyon X X X
Temel Birimler X X X

NGfus sayimlarindan elde edilen veriler, ayrintil:
olma 6zelligi tagimasina karsin, sonuglarinin alinmasi uzun
.zaman gerektirmesi nedeni ile gincelligini yitirmektedir.
Ayrica, kayitlardan elde edilen veriler, ayrintili ve kisa
slirede sonug verici olmasina ragmen, ilgilgnilen degisken-
lerin tesbiti ve 6lgimlemesindeki sakincalarindan dolay:
kullanisli degildir. Ornek verileri ise,ihtiyaglara uyabil-
mesine radmen, ayrintilara cevap vermez. Yalnizca drnek
verilerini kullanan Hansen, Hurwitz wve Madow tarafindan

dne slrlilen gifte Ornekleme regresyonu teknigi wvardir

_.6_
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ve bu teknik o&rnekleme regresyonu olarak bilinen tek-
nigin ilk halidir (1). Ayrica, Bayes ve Deneysel Bayes yak-—
lasimlaryi érnek verileri uygun oldugunda kligik alan tahmin-

lerinde kullanilmaktadir.
1.1. Simptomatik Hesaplama Teknikleri.

Kiuguk alan tahmin tekniklerinin en eskilerinden biri-
si simptomatik tekniklerdir. Son yillarda, elde edilen
verilere dayanan istatistiksel.iligkilerle ilgili olarak,
nifus arastirmalarinda simptomatik hesaplama teknikleri
kullanilmaktadir. Amerika Birlesik Devletlerinde, en son
yapilan ydresel niGfus tahmini aragtlrmaSLnda bu teknikler
kullanilmistir. Genel nafus sayimi ile ilgili matematik-
sei esitlikler, genellikle dogum, 6lim yada gdgleri tahmin
eden egitliklerdir.

simptomatik hesaplama teknikleri, genis anlamda iki
sinirlamasy olan ybéntemlere dayanmaktadir. 1lk sinirlama
olarak dodum ve 3lim gibi verilerin ivi yapilmig kayitlari-
na dayanirken,ikinci sinirlama olarak ta simptomatik degis-
kenle-in karsilikl: iliskili oldugu (Gelir-Gider, Uretim-—
Tﬂketim gibi) niifus sayimlarina dayanmaktadir.

simptomatik hesaplama tekniklerinden birisi de Bogue
tarafindan gelistirilen énemli oranlar teknigidir (1,3).0o-

gum ve 5lim oranlarin: tahmin etmekte kullanilan bu teknik,

_7_.



kiiglik alan dodum w= 6lim oranlarinin, blyGk alanlardaki
oranlarla ayni dlgide degistigi wvarsayimina dayanmaktadir.
Bu teknige alternatif olarak Bogue ve Duncan tarafindan
birlegik ydntem gelistirilmigtir (4). Bu ydntem kiclik alan
nifusunu ayri, ayri yas gruplarina boélmek suretiyle olus-

turulan 6rnek yardimi ile tabmin vapmaktadir.

Bliyluk sehir ve metropoller igin, ndfus tahminini elde
etmek igin kullanilan bir baska ydntem de,hanehalki tahmin
yOntemidir .Bu ydntem kiigik alanlardaki hane halk:i nlfusunun
tahminini yaparak, her bir hane igin ortalama birey sayisi-
nl tahmin etmektedir. Bu ydntem, hanehalki sayisinin degis-

mesi ile nifusun dedistidi mantiginy kullanmaktadir.

Simptomatik * hesaplama tekniklerinin en yenisi idari
veri kayitlari yoéntemidir. Amerika NiUfus Igleri Merkezi
(U.S.Bureau of the Census)tarafindan geligstirilen bu yénte-
min temel 6zelligi idari kayitlarin gincel olarak yenilen-
mesidir. Bu ydntemde verilerin siniflandirilmasi yerine bi-
reysel kayitlarin kullanilmasiyla,kiiglik alanlar igin tahmin

vapllmasina imkan taninmaktidir (5).
1.2. Sentetik Tahmin Teknikleri.

Sentetik tahmin ydntemi, yiginin farkli alt grublarin-

rindan, ilgilenilen degigkenin bazi yliksek seviyelerinden

_.8_.




alinan 6rnek verilerinden tahminler yaparak, bu tahminleri
her kiigik alan igin oransal olarak dlgiimlemektedir .Ornegin,
A.B.D.inde devlet tarafindan vyapilan igsizlik tahminleri,
yas, cinsiyet ve 1rk gibi gapraz tablolanmis veriler ,bdlge—
sel issizligi tahmin etmek igin her bir bélgenin igsizlik
oranina gére dlgumlendiginde ve devletin her bir- bdlge igin
issizlik oranlari ile karsilastirildidinda, fark kiglk ise,

tahminler dodru olacaktir.

Bu yaklasima, sentetik ismi N.C.H.S. ( Ulusal sSaglik
fstatistikleri Merkezi) kurulusu tarafindan verilmigtir(é).
Bu kurulus tarafindan, ulusal saglik arastirmalarina daya-
nan, devletin fiziksel yetersizliklerinin tahminini hesap-
lamak igin~ sentetik tahminler kullanilmistir. Bu tahmin
metoduna sentetik ismi,'tahminlerin arastirmalardan tlre-
tilmedigi, yani dolayli ydntemlere dayandigi igin wveril-
mistir. Ancak bu terim gunamizde daha gok ortaya gikan tah—_

minlerin dogrulugunu artirmak igin, benzer kiglik alanlar-

dan bilgi alinmasi yéntemlerine dayanmaktadir.

Son zzmanlarda sentetik tahminler, kigik alan karak-
teristiklerini tahmin etmek ig¢in, bir ¢ok arastirmayla bag-
lantily olarak kullanilmaktadir. A.B.D. Nifus Sayimlari
Blirosu tarafindan viriitilen galigmalar ve 1970 Genel Nufus

sayimlarindan elde edilen veriler, Gonzales tarafindan re—
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vize edilerek yayinlanmigtir (7). Sentetik tahminlerin ha-
talarinin Slglimi, Gonzales ve Waksberg tarvafindan tartigsil-
mistir (8). Schaible, Brock ve Schnack Texas bélgesindeki
igsizlik oraninin sentetik tahminin hata kareler ortala-
malariny karsilagtiran bir galigsma yapmislardir{(9). Purcell
ve Linacre, Avusturalya Nifus Sayim BuUrosu tarafindan yilri-
tdlen iki deneysel galigmaya dayanarak gelir wve isg glclnin

sentetik tahminini dreten g¢aligmalar yapmigslardir (10).

-

Sentetik tahminler, kamu sagligi alanlarinda da kul-
lanilmaktadir. Levy, resmi oOlim kayitlarini esas alarak,
dért farkli nedenden meydana gelen 6lim olaylarinin, klglk
alanlardaki geligimini 1izlemek (izere sentetik tahminleri
kullanmigtivr(11). A.B.D.inde Kismi igs kaybi orani Namekata,
Levy ve O’Rourke tarafindan, niifus sayimindan elde edilen

verilerle sentetik tahmin teknikleriyle hesaplanmistir(12).

Septetik tahmin yontemi su gekilde formile edilir;
bir dizi kigluk alan 1iginde bir X karakteristigi tahmin
edilmek 1istenilsin, bu X karakteristidi g¢apraz olarak
siniflandilir ve gruplar birbi I ile kesigmeyecek éekilde,
yigdinin alt gruplaraindan allnmis ayrintily verilerle tahmin
yapilir.

h.kligik alan igin X karakteristiginin toplaminin sen-—

tetik tahmini asagidaki gibidir.




X =T X =L (Y /Y )X (1.1)

formilde;

X : X’in h. kiiglik alandaki degeri
hg

X? : X’in O6rnek toplami
-9

Y : Y’nin h. kiigik alandaki degeri
hg

Y : Y’nin 6rnek toplami
-9

(1.1) ile wverilen sentetik tahminedici, g grublari
icin basit oransal tahmin edicinin bir tdriddir ve bu
tahmin edici b0xuk alanlar ig¢in de kullanilmaktadir. Ge-
nelliklewyardlmel Y degiskeni, yiginda bulunan birim sayisi
oldugunda, ¥ =N seklindeki egitlik vyazilarak (1.1) ile

hg hg
verilen tabmin edici,.

-~

X =X (N / N )X’
h hg -g .g

olarak yeniden formile edilir.

h. kiiglik alan_.arin toplami (1.1)’e dayanarak Gonzales

tarafindan asagidaki gibi énerilmistir (13).

r(y sy )X’
g8

X
h h hg .g -g



ErX =% (Y /Y ) X?
h g h hg .g .g

burada, £ (Y /Y ) = 1 oldugu gézdnlne alinirsa,
h hg .g

=¥ X* = X? elde edilir.
g -9 .-

h. kiiglik alandaki, X karakteristiginin ortalamasinin

—

tahmini asadidaki formille bulunur.

X =Yy /Y )X (1.2)
" h g hg h. .9

(1.1) wve (1.2) ile wverilen tahmin edicilerin her

ikisi de vyardimci defigkenin oranini belirlemekte Y ’yi
hg

kullanmaktadir ama, (1.2) kiglk alanlar iginde, alt grubla-

rin oranlariny kullanirken,(1.1) kiglk alanlarin oranlarinis

kullanmaktadir.

sentetik tahminediciler, iki nedenle varyansi azalta-
rak yanli tahminler yapmaktadirlar. Bu nedenlerden birin-
cisi, temel " homojenlik wvarsayimlarindan sapmalarin olmasi

. ve ikinci neden ise,. Y. /Y . oraninin eski wverilere
hg -g
dayanmas1 sebebiyle verilerin yapic.nin dedigsmis olmasidar.

Sentetik tahmin edicilerin, X /Y =X /Y egitligi
.9 .9 hg hg
saglanmadikga yanli tahminler yaptiZini goérmek ig¢in, asagi-

daki ifade yazilmaktadir.

~

E(X-X)=E(Z (Y /Y ) X* - X )
h h g hg .9 .g g hg




-~

E(X X )=ZXY ( X /7 Y - X /Y )
h h g hg e .g hg hg
Sentetik tahmin edicilerin degerlendirilmesi vyanlil:ik
nedeniyle oldukga zordur. Bu nedenle hata kareler ortalama-
sinin incelenmesi gerekir, ancak, X ’nin gergek degerle:

hg
hakkinda bilgi eksikliginden dolayi, hata kareler ortala-

-

masinl da tahmin etmek oldukga glgtlr .Bu problem, bazi yan-
. s1z drnek tahminlerinin(genis ornek gegitliligine sahip ol-
salar bile) olusturulabildigi durumlarda, teorik olarak ¢6-
zlilebilir. Ancak, kiligik alan wvaryans tahminlerinin sabit
kalma olasi111g1 yuksektir. Mumkin bir ¢dzim olarak, klglk
alanin hata kareler ortalamasinin aritmetik ortalamasinin

kullanilmasy Gonzales wve Waksberg tarafindan oneril-—-

mistir (8). Onerilen hata kareler ortalamasi asagidaki gi-

bidir.

~

T E (X =X )*/H
h h h

Burada H kliglik alanlarin sayisidir. Bu hata kareler
ortalamasi bazi sinir'i varsayimlara dayvanmaktadir. X’ nin
yansiz tahminine day-nmayan ve nufus sayimlarindan hzlde
edilen X degiskeninin geligiminin kullanilmasi degisik bir
yaklasim olarak Ghangurde wve Singh tarafindan &neril-
migtir (14).

Gruplanan degiskenler ile ilgilenilen degiskenler ara-
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sindaki iliski ylksek ise, sentetik tahminlerin blyluk alan-
lar igin ortalamaya yakin olmasi, bu tahminlerin en odnemli
glicliklerindendir. Kuglk alanlar 1igin muhtelif degerlerle
- sentetik tahminler vyetersiz kalir. Ancak, degigkenlerin
gruplamasi dikkatli bir sekilde yapildiginda vyeterlilik
saglanir. Bu yo6ntemin en O6nemli avantaji hesaplamanin ko-
layligidir. Kamuoyu arastirmalari igin, sentetik tahmin

teknigi oldukga gegerlidir. Bu yaklagsim Cohen tarafindan

da ele alinmistir (15).
1.3. Regresyon Simptomatik Teknikler.

Regresyon Simptomatik tekniklerin diger tekniklerden
ayiricl o6zelligi simptomatik degiskenler ile ilgilenilen
dediskenler arasindaki fonksiyonel iligkinin uygunluguna
dayanmasidair.

Coklu regresyon modeli , Schmitt ve Crosetti tarafin-
dan oran—korelasyon metodunun yeniden dizenlenmesinden son-—
ra kiigik alan tahmini vyapilmasinda &nemli bir arag haline
gelmistir (16). ftlgilenilen de3igken ile simptomatik degis-
kenler arasindaki benzer iliskinin hesap_anabilecegi varsa-
yimina dayanan oran—korelasyon teknidi ilk olarak Snow ta-
rafindan oénerilmistir (17).

Bu teknik asagirdaki adimlarin 1izlenmesiyle formile

edilir,




i) Her h. kiglik alanin toplaminin orani Y. igin p
simptomatik degigkeni t=1,2 =zamanlari igin hesap—
landiktan sonra t=3 zamani igin hesaplanir (1. ve
2. zamanlar, son iki genel sayim yillarini, 3.zaman
ise 1.ve 2. zaman arasinda hesaplanmak istenen za-

manl gosterir ). Simptomatik dedisken asagidaki gibi

hesaplanir.

Formilde,

P : t zamaninda h kligik alanindaki i.simptomatik
hti
degiskenin orani.
Y : t zamaninda.- h kiigik alanindaki i.simptomatik
hti

degiskenin degeri.
ii) Benzer olarak X dediskeni ile 1. ve 2. zamanlar

¢in asagidaki gibi hesaplanir.

i

Q =X J/IX
ht ht h ht

iii) Hesaplanan P ve q yardimiyla agagidaki oranlar
’ hti ht
hesaplanir.

R = q / q i=1,2...P. (1.3)



Simptomatik degigkenlerin 2.ve 3. zamanlari arasindaki

degisimi ig¢in,

.

T =P / P (i=1,2...p) (1.4)
hbi h3i h2i

esitligi yazilair.

iv) Coklu regresyon kullanilarak, fonksiyonel model

(1.3)’de verilen oransal degiskenler kullanilarak,

R =B + B =z b + B T
ha 0 1 hal - P hap

seklinde ifade edilir.

Formilde, B8 , B ....B regrasyon katsayilari olup, iki
o] 1 P
temel periyot arasindaki degisimler yardimiyla hesaplanir.

~ -~ ~

v) B , B ...B regresyon katsayilari, deneysel ilig~-
0 1 P
kilere dayanir, periyotlar igi oranlardan gézlenen katsayi-

lar, periyotlar ig¢i oranlarla kullanilir.

(1.4) ile verilen simptomatik degiskenler igin, peri-

yotlar arasi dénemin oransal tahmin edicisi,

R

1
™
+
™
o

+
+
™
[y

hb o 1 hbi P hbi

olarak yazilir.

vi) R ifadesi, kligik alan oranlari ile carpilarak
hb
agagidaki gibi formiile edilerek kullanilir.

_16_.




Elde edilen X tahmin edicisi Regresyon Simptomatik
tahmin edici olup,hgn 6énemli varsayimi, nifus sayimi peri-
yotlari iginde bagimli ve bagimsiz degiskenler arasinda
gbzlenen listatistiksel iliskinin, nifus sayimi sonrasi da
devam edecegidir. Bunun yeterlilzéi ise, ¢oklu korelasyonun
bliylkligline baglidir.

Kigik alan tahmin metotlari diger metotlara gbére simp-
tomatik bilgiye daha fazla gereksinim duyar. Namboodiri,
teorik problemleri, oransal korelasyon metodu ile birlikte
ortaya koyarak, regresyon téh%inleri sonuglarinin ortalama-—
s1 igin bir ydntem O&nermigtir (18). Her badimsiz tabakanin
farklyi iligkilerinin tahminlerine dayanan, oran korelasyon
metodu igin bir yaklasim, Rosenberg tarafindan Snerilmistir

(19). Pursell,bir simptomatik deJigkene, bir yapay degisken

ekleyerek benzer bir galisma yapmigtir {20).

Oran korelasyon metodu. genellikle niifus tahminleri
icin kullanilmakta ise de, diger istatistiksel tahminlerde
de kullanilmaktadir. Bu metodun degisik bir yaklasimi
O’Hare tarafindan fark korelasyonu adi altinda sunulmustur

(21). Bu yo6ntemde,(1.3) ve (1.4) ile verilen zaman noktala-

_17_



rinin paylari arasindaki fark, burada oran olarak kullanil-

mistir. Fark korelasyonu asa@idaki gibi formile edilir.

hbi h3i h2i

D = g9 -4
ha h2 hi

T ve

Bu ydntem, Coklu regresyon esitligindeki r ,
hai hbi

R ifedeleri yerine d ’yi kullanmaktadir.
ha hi

1.4. Ornek Regresyon Teknikleri

Ornek Regresyon metodu, her kigtik alan igin hesaplanan
bagimsiz simptomatik degiskenli kullanan regresyon modeline
dayanir. Bu ydntem, modeldeki parametreleri nidfus sayimi

~sonrasl elde edilen gincel verilerle belirler. Ornek Reg-
Areston modeli, Oran-Korelasyon yéntemindeki gibi saglanmasi
- zor wvarsayimlara dayanmadigi igin daha kullanislidir. Hen-
sen ydresel nifus tahminini yapmak igin 1953 y:iliuda bu

yontemi kismen kullanmigstir (2).

Ornek Regresyon ydntemi, Oran Korelasyon metoduna
benzer olarak formiile edilir. Ancak bu ydntemde hesaplama-

lar drnek wverileri Gzerinden yapilir.




(1.4) ile wverilen oranlar hesaplanarak, genel nifus

sayiml sonrasi tahmin g¢oklu regresyon kullanilarak,

~ ~

R =B +B t +....+B t (1.5)
hb 0 1 hbl b hbp

—

seklinde formiile edilir.

Glncel tahminler yapmak igin, klglk alan simptomatik
degiskenlerini (1.5) esitliginde yerine konur. Ornek Reg-
resyon yontemi, klasik regresyon modeline gbére en S6nemli
avantaji, yiginin ilgilenilen karakteristiklerinde meydana
gelen degisikliklerden etkilenmemesidir. Fakat, &6rnek veri-
lerine dayanmasi nedeniyle de, Ornekleme hatasi igerecedin-

den bilgi eksikligi ve yanlilik ortaya cgikar.

Ornek Regresyon ydnteminin Ericksen tarafindan é6neri-

len hata kareler ortalamas:i,

~

HKO (R =((n-p-1) g*/n) + ({p+1l) d*/n) (1.6)
hb u v

ile ifade edilmektedir (22).
Formiilde, n : Oornek sayisi p : simptomatik deigken sayisi
o*: Agiklanamayan varyans
UE: Aglklanabilen varyans
v

1.5. Sentetik Regresyon Teknikleri.
Boélim 1.2.%°de anlatilan sentetik tahmin yaklasimi, ki-



clik alanlardaki ortak degiskenlerdeki zamana bagli olarak
meydana gelen dedisiklikleri goézéninde bulundurmaz. Bu du-—
rumu ortadan kaldirmak icin Sentetik Regresyon taknigi one-
rilmistir. Bu teknik regresyon iliskisine simptomatik de-
Siskenler eklenerek Levy tarafindan asagidaki gibi formiile

edilmigtir (1,11).

b 4
X =a+BY +¢€ ‘ (1.7)
h h h
Burada,
X - X
*x h h
X = 100
h -
X
h .

X @ X’in sentetik tahmin edicisi,
h h

X = X’in gergek degeri,
h h

Y : Simptomatik degiskenin gergek degeri,

x ve B : Regresyon katsayilari,

€ : Hata terimi,

a ve B katsayilarinin tahmin edicileri sirasivyla

-~

x ve B olsun, hata terimi ihmal edilerek (e = 0), X’1n tah-
h h




min edicisi (1.7) esitligi yardimiyla,

~ ~

a t+ BY
’\** ) h
X = X ( ——— + 1) (1.8)
h h 100 -

olarak formile edilir.

~

* X
X bilinmeyen X’1n gergek degeri oldudundan, regresyon

h h
katsayilarinin tahmini igin degisik bir yéntem uygulanmali-
dir. Bu degisik ydéntem igin, kiglk alanlarin toplanarak
azalan kareler vydntemi ile « ve B’nin tahmin edilmesi dne-

rilmektedir. Bu yaklasim coklu regresyon ydntemli iginde uy-

gulanabilir.

Sentetik regresyon ydntemi ile ilgiii olarak Nicholls
detayli bir calisma yaparak bu konuda bazi yaklagimlar

énermigtir (23).

1.6. Temel Birimler Teknigi.

Kiglk alanlari, &érnek arastirmalarindan elde edilecek
daha kilglik temel birimlere bdlmeye dayznan bu teknik,
Kalsbeek tarafindan ©&nerilmistir (1,24). Temel birimler
kiigiik alanlarin homojen alt gruplaridir. Bu model, temel
birimlerin agirlikly: kombinasyonlarini kiigik alan tahminle-

ri agirliklariyla birlestirilerek olusturulur.



k temel biriminin tahmini agagidaki formil yardimiyla

hesaplanir.
X =% W X 9 = 152,....k (1.9)
1

Formilde,

n : Temel birim sayisi

g
g : Temel birim grubu

b

Agirlik
gl

x|

g. grupta 1. temel birimin drnek ortalamasi

x|

g. temel birimin agirlikli ortalamasi
g

Temel birimler tekniginin sonug tahmin edicisi k grdp—
lari igin, (1.9)%un agdirlikli ortalamasi alinarak her bir

kiuglik alan igin agsadidaki gibi bulunur.

e X (1.10)
1 gh g

X =
h g

™=

e ilgilenilen h kiiglik alani igindeki k gruplarinir

. gh
birlesimlerini gdstermektedir.




BOLUM 2

BIRLESIK SENTETIK TAHMIN EDICILER

Litaratirde oldukgca yeni bir teknik olan ve heniz tar-
tigma asamasindaki birlesik sentetik tahmin ediciler, kiguk
alanlar icin hizli ve ekonomik bir tahmin ydntemi olarak
kabul edilmektedir. Dogrudan dodruya yapilan direkt tahmin-
ler sentetik tahminlere.gére daha yansiz tahminler yapmasi
nedeniyle hem drnek parametresi hem de yi13in parametresi
birlikte kullanilarak agirliklr ortalamalarinin alinmasi
fikri ortaya atilmigs, tek tahmin edici igin yapilan birle-
sik tahmin edici igin de yapilmistir. Aslinda bu fikir yeni
olmayip 1936°’da genetik alaninda yapilan bir galigmada kis-

men uygulanmistir (25).
2.1. Optimum Birlesik Sentetik Tahmin Ediciler.

Optimum birlegik sentetik tahmin edici, dereysel bayes
tahmin edicisi tanimlanarak, bazi varsayimlarla elde edi-
lir. Gegmis arastirmalardan elde edilen wverileri kullana-
rak ortalamayi tahmin eden tahmin ediciye deneysel bayes
tahmin edicisi denir. Fakat, baziy kosullu dagilimlar igin,

gegmis arastirmalar arasindaki periyotlar uzadiginda,sonsal



ortalamaya yakinsiyan deneysel bayes tahmin edicisi buluna-
maz. Ancak, buna radmen dodrusal optimum bir €. tahmin edi-

cisi kolayca bulunur (26).
Asagidaki durumlar gdzdnline alinsin,

i) Parametreler @ ,8 ....9 olsun,
1 2 t

ii) Tahmin ediciler X ,i ....X olsun, bu tahmin edi-
1 2 t
ciler sonlu varyansli ve yansiz olsun,

Binomiyal durumda, istenen &zelligin géreli sayis: X

— i

olarak segilir, segilen bu X yansiz bir tahmin edicidir.
i _

Kuglk alanlar igin, ortalama ve/veva toplamin tahmin edil-

digi durumlarda, drnek gapi kiglk oldugunda ve € 1ile ilgi-
— i
1i bilgiler elde edilebildiginde X daha iyi geligtirilir.
i

X ’yi daha do@ru tahmin etmek Gzere vapilan deney-

i
lerden her biri, kendine ait parametresi 1ile agagidaki

yvapliya sahiptir (27).

i) Tahmin edilmesi gereken @ parametresi, aslinda 8
rasgele dediskeninin, bilinmeyen G (8) fonksiyo-
nunun, ilk iki sonlu momentidir.

ii) Kigik alanlar igin, X ,§ ,....§ yansi1z tahmin edi-
12 t

cilerin dagilimy, F ( X | © ) (i=1,2,....t) olup,
i i i




bir deneys ait parametre man bilinmez,

ama tahmin edilebilir.

iii) Bir deney igin, rasgele  deg gdzlenir ve

bu X*in dagilimy P(X]e) &n

Bu durumda X’in ilk gdzlenmesi @ -gbsterilirse, X

1
inci kez gézlen-—

.

ile P(X|@ )*den goézlenen X, & 1ile 8’ nii
A i

, 2 B ;
mesi, X ile P(X|e )’den gbdzlenen X ve “genel olarak X
2 " g m
ile P(X|@ ) den gbdzlenen X elde edilir. m. tekrarda ge-
m .
cerli (X ,0 ) giftinin gbzlenmesiyle (X ,X ,....X ) verile-

12 m

verilerinin tamami elde edilmig durumdadir (27).

G (©)’n1in bilinmemesi nedeniyle, deneysel bayes tahmin
edicisi E ( ©]X ,X ,....X )’i tahmin etmede (X ,X ,....X )

1 2 t 1 2 t
yvi kullanir. Ancak, bazi 6zel dagilimlar igin, bagka varsa-
yimlar yapilmadikga E ( 8|X ,X ,....X ) tahmin edilebilir,
1 2 t

fakat bu tahmin tutarli olmayabilir. Bu nedenle agagidaki

tahmin edici Gzerinde durulur (27).

C=a X + 8 (2.1)
i
Bu dofrusal tahmin edici, bu tir tahmin ediciler sini-
f1 igerisinde hata kareler ortalamasi ilk iki dnsel momente

bagli olup, her ikisi de (X ,X ,.-.-X ) ile tahmin edilir.
1 2 m

—25_



Bu dogrusal tahmin edici, kisit olmaksizin tﬂretilmisy sléq

nirsiz bayes tahmin edicisi gibidir (25,28).

(2.1) ile gésterilen dogrusal tahmin edicirin « ve B8

parametreleri, dogrusal tahmin edicinin hata kareler

lamas: minimum yapilarak agagidaki gibi bulunur (27),

E(C-8 ) = E(aX+B-90)
i 1 ii i i

|
Ot——- 8
Qt— 8

11 1 1

E (X |0 )
i i i i i 1i i

momentinin oldudu varsayimi Yyapilarak, (2.2) ifadesi mini-

mize edildiginde, « ve B parametreleri igin,
i i

v (8 )
i

i —
v (e )+ E(V (X |e)
i i i

B=(1-a)n
i i
esitlikler elde edilir (27).

tsPAT: (2.2) ifadesini R(G,9) ile gdostererek, iki

-26-

orta—

( « X+ 8 -0 )% &F (X |8 )sc(e ) (2.2)
i i i i i i i i

o ve dF (§'|e.) ile & G(e.)’nxn ilk

iki

katli




integral alinirsa,

(¢ X+B-0)"8F (X |6 )5 60 )
i i it ot i

R(G,9)=

O 8
Ot—, 8

olur.

R(G,8) ifadesinin &F (§"|e )’va gbre birinci integrali
i i
alinarak A ile gdsterilsin.

o
A=I(a’§<" +2a B X +B% ~2x X © =28 © +07) &F (X |0 )
o ii iii i iii ii i i i i

@™ wm

*5F (X |8 )

1 1 1 1

>
]
Ote—— g

**X*8F (X |0 ) +j2cx B X &F (X |0 )+ IB
ii i1 1 1 o 111 1 i 1 0
o o

e* aF (X |0)
ioioii

Qt— 8

-Izaieaxs(im)—Jzaeax=(>?|e)+
o iii i i i o ii i i i

A ifadesindeki integraller tek tek alinirsa,

Ot—u0 138

@*X* 8F (X |8.) =« E (X*|0 )
i i i i

i i i

]

fz«sias=(>?|e)=z«se(>?|e)
o iii i i i ii ii
@«

fazéF(i" e ) = 8*

o i i i i i



«w
I 20 X 8 8F (X |0 ) = 2a 8 E (X |6 )
o iii i i 1 iii i1

w0

J 28 © 8F (X |@ ) = 28 @
o ii i i i ii

o2 )
I 8* oF (X |e ) = @~
0 i i i i i

Alinan integraller yerine konuldugunda A ifadesi,

-

A=oa® E(X?|@ )+2«BE(X |@)+B*~-2x8E (X |0)
i i i iii i i i1 i i

i 1 i 1 1 i 11i 1 1
- 2B & + 87
ii i

olarak bulunur. R(G,9)’nin ikinci integrali alinirsa,

R(G,9) = I A 8G(8 )
o} i

= I[ «® E(X*|@ ) +2x BE(X |@ )+ B - 2x 0 E (X [0 )
ioii i iii i i i iii i-i

- 280 + 6% ] 8G(9 )
ii i i

@« «w

= f «* E (X*|e ) sG(8 ) + j 20 B E (X |0 ) aG(8 )
o i ii i o ii i i i

o

+
Ot 8

B*sG(0 ) - I 2¢ 8 E (X |® ) 8G(e )
i i o0 ii id i




0]

@

- f 28 0 3G(8 ) + J g* 8G(® ) olarak yazilir,

11 1 0o 1 1

R(G,0) ifadesindeki integraller alinirsa,

R(G,

konulursa

R(G,0)

o

0

o

|

Ot—38

@

0

w0

I«* E(X*|e ) 8a(e ) = «* E (E(X*]0 ))
A . . s

J-Zo:.e E (X |8 ) sa(e )
ii i i i

i i 1 1 1 i

2« B E (E(X |8 ))
i i ii

2¢ B E (X |8 ) 8G(0 )
ili i i i ii

1t

B*sG(e ) = B*
i i i

2« E (0 E(X |8 ))
i i iic

1 1 1 1

J 28.9.58(9.) = ZB.E (9.)

0]
@
0]
=]

)

11 1 1 1

8* 86(® ) = E (87%)
i i i

ifadesinde alinan integral sonuglari yerine

«* E (E(X*]|® ))+ 2« B E (E(X |@ ))+ B*
ii ii i i

i i i i

2¢ E (6 E(X |0 )) - 28 E (8 )+ E (7)) (2.3)
i i id i i i



esitligi elde edilir.

«x ve B katsayilarinl minimum yapmak Uzere, (2.3) ifa—

i i
desinin « ve B’e gore kismi tilrevleri alinirsa,
i i
& R(G,0) - —
——— = 2« E (E(X*|® )) + 28 E (E(X |& ))
5 « i i i i i i
i
- 2E (8 E(X |®@ ))=0 (2.4)
i i i
5 R(G,9) _
— = 2cE(E(X |8 ))+28-2E(06 )=0 (2.5)
5 B i i i i i
i

x ve B degerlerinin minumum oldugunu gdérmek igin,
i i
(2.4) wve (2.5)’in tekrar kismi tilrevleri alindiginda,

8*R(G,8) -
———— =2 E (E(X*|® )) > O (2.6)
&5 o i i

i

i

5*R(G,8)
—_— =2 > 0 (2.7)
5 g*
i
oldugu gdrdlir.
(2.6) ve (2.7) ifadeleri geregi, (2.4) ve (2.5)°’den

elde edilecek & ve B degerleri minimum olacaktir.
i i

(2.4) ve (2.5) ifadelerinden « ve B’ yi elde etmek
i i




igin asagidaki dizenleme yapilirsa,

i

« E (E(X*|8 ))+ B E (E(X |8 )) = E (8 E(X |6 ))  (2.8)
1 1 1 1 1 1 1 1 1

« E (E(X |e )+ B E (e ) (2.9)
i i 1 i i

elde edilir.
Baglangigta verilen E(f | )= 6 kosulu (2.8) ve (2.9)

i i i )
egsitliklerinde yerine konursa,

« E (E(X*|6 ))+ B E (8 ) = E (87) (2.10)
1 1 1 1 1 1

« E (e_) + B = E (9.) (2.11)
1 1 1 1

elde edilir.

(2.10) ifadesinden « ,(2.11) ifadesinden B ,gekilirse,
i i

B.= (1 -a ) E(0 ) : (2.12)
1 1

E(e) -8 E(e)
1 1 1
o = (2.13)

E (E(X*]|e )
1 1

(2.12) egitliginden B ,(2.13)’deki B yerine konursa «
i i i



E(e’) -E (e )

1 1
X =
i —
E (E(X*|® ) + E (© )*
i i i
v(e )
i

v(e ) + E (VWX |e )
i i 1

esitligi elde edilir.

Binomiyal durumda, & 1ile 1ilgili olarak

egitlikler gegerlidir,

v (8) =o0o*

E(0) =un

E(V(X [@))=p (1 -u)/n -Vv(O)/n
i i i

Bu egitlikler (2.12) ve (2.14)’de yerine

ve B ig¢in,

2

g

i (1 -1/n Jo* + u(1 —u)/n
i i

B =(1-a ) u
i i

egsitliklerini yazmak mUmkindir.

(2.14)

agagidaki

konulursa,a
i

(2.15)

(2.16)




(2.2) 1ile verilen hata kareler ortalamasini minimum

yapan « ve B degerleri sirasiyla (2.15) ve (2.16)’daki gi-
i i

bi bulunarak ispat tamamlanir.

(2.15) ve (2.16) ifadelerine dayanarak, (2.1)’de veri-
len tahmin edici,

C=aX + (1 —a )Rn (2.17)

i ii i

seklinde formile edilir.

(2.15) ile verilen ifadede, n 1i. kigik alandan elde

i
edilen goézlem sayisidir. (2.17) ifadesi incelendiginde &r-

nek ortalamasinin « ile, y1din ortalamasinin ise (1 -« )
i i
ile agirliklandirildig:r gdrulmektedir.

(2.17) esitliginde T« = W yazilarak, (2.1) ile ve-
rilen tahmin edici (gésteiimlerée kolaylik saglamasi igin
1%inci tahmin edici olarak gdésterilmistir.) igin,

C(1) =W X+ (1-W)n ‘ (2.18)
i ii i
egitligi vazilir.
(2.18) ile wverilen tahmin edici, dogrusal birlesgik
tahmin edicidir wve birlesik sentetik tahmin edici olarak

adlandirilir. (2.18) ile verilen sentetik birlesik tahmin

edici Copas ve Griffin tarafindan 6ne slrllmlstir (26,27).



2.2. Y131n Ortalamasi ve Varyansina Dayanarak Yapilan

Birlesik Sentetik Tahmin Ediciler.

(2.18) jle verilen C.(l) gibi birlesik sentetik tahmin
ediciler dnsel ortalamayaldoéru yaklasirlar. gy nNedenle de-
Qiskenlik, tahmin edilen degerler arasindakij degisim,
@ ,8 ,.... ©’nin gercek degerleri arasindaki farktan daha
kégﬁi olacaktir. Bunu gdrmek igin, agsagidaki Slkarsama -iz-
lenirse,

T T -
E (1/T = (c (1)-u)z)=E(1/TZ(NX+(1 W —u)*
i i i ii 1

[

T -
E( 1/T ¥ (W Xx + K-l — )32

1 1 1 1
T -

=E(1/T ¥ w2 (x )3
i i
Tn

=0 1/T & W* < ¢g* (2.19}
ii

oldugu gérdldr,
Kliglik alan tahminleri ije ilgili olarak, kullanicilar
g ve kiigik alanlar arasindaki degisimle 1lgili olarak bax;
onsel bilgilere sahiptir. Baz; durumlarda (2.18) ile veri-
len birlesik sentetik tahmin ediciler ile ilgilj varsayim-

lar Saglanmayabilir yada istatistiksel analizciler igin by




varsayimlar yeterli olmayabilir. Bu nedenle,(2.1)’de tanim—
lanan dogrusal tahmin edicinin « ve B katsayilarini (2.2)

i i
dekil gibi tahmin etmek yerine asagidaki gibi belirlenir.

E(C.(l))=u (2,20)
X

(2.20) egitligini elde etmek lzere, gikarsama iz-—

lenirse,

E (C (1))

1]
]

E (WX +H1W))=E (WX +1 =W u)
ii i ii i

E(WX )+E(pn)~-E (Wp)
ii i

=WE(X )+ E () - WE(p)
i i i
=W+ - WH=p
i i
oldugu gdérdlir. Ayrica,
E (C (1) -u)* = ¢* “dir. (2.21)

1

(2.20) ve (2.21) ifadelerine dayanarak « ve B igin,

1 i
%
o = W
i i
%
B =(1 —N.)
i i

egitlikleri elde edilir.



Bu durumda belirlenen agirliklar (2.1) dodrusal tahmin
edicisinde yerine konularak yeni bir birlegik sentetik tah-

min edici,

c (2) = w%if (1 —u%) n (2.22)
i ii i
seklinde verilmistir.

C-(2) birlesik sentetik tahmin edicisi C.(l) birlesik
sentét;k tahinin edicisine gdére 6rnek ortalamasi X’ ye daha
blylk agirlik vermektedir. Eger Onsel G (8) fonksiionu nor-—
mal dagilima sahipse, C-(2) birlegik sentetik tahmin edici-

i
si de 8 gibi ayni dagilima sahiptir (29).

2.3. Brnek Capinin Bir Fonksiyonu lle Agirliklandi-

rilmis Birlegsik Sentetik Tahmin Ediciler.

Kigik alan tabminleri 1ile ilgili olarak, basit bir

birlesik sentetik tahmin edici W gibl bir agirlik segilerek
i

olusturulur. Bu yaklasimdan hareketle, literatlirde bir gok

birlesik sentetik tahmin edici onerilmigtir.

Schaible tarafindan o©One sirilen, 6rnek c¢apinin bir
fonksiyonu ile agirliklandirilmig birlesik sentetik tahmin

ediciye 1iligkin W agirlig:i,
i




W= —
i -%
(1 +n )
i

olarak tanimlanmaktadir (30).
Burada n 1. kigtk alanin 08rnek c¢apidir. Verilen W

i i
agirligyr kullanilarak yeni bir birlesik sentetik tahmin

edici,
1 _ 1
c(3) = —X +(1 = — ) nu (2.23)
i -4 i 3
(1 +n ) (1 +n )
i i

gsaklinde tanimlanmaktadir (30).

2.4. Hata Kareler Ortalamasina Dayanan Birlegik

Sentetik Tahmin Ediciler.

Her kiglik alan igin ©’yil veren hata kareler ortalamasi

1
agsagidaki gibi tanimlanir.
E(C -8 |8 )* =W* 8 (1=6 )/n + (1 -W)D(8 —w)* (2.24)
i i i i i i i i i

(2.24) ile verilen hata kareler ortalamasini minimum

yapan W agirlig:i agagidaki gibidir,
i

(e -u)*
1
Wi = (2.25)
@ (1 -8 Yn + (8 —n)?
i i i i
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tspAT :(2.24)ifadesini minimum yapan (2.25)’deki W agirli-

i

§in1 bulmak tizere, (2.24)%0n W’ ye gore kismi tirevi

N .

alinarak 0’a egitlenirse,

& E ((C -8 )*|e )
i i i
=2We(1-9 )n
5 W i i i i
i
-2 (1 —H.)(G.-u)": 0} (2.26)
i i

olur ve (2.26)°daki birinci kismi tirevin eksterm degerinin

minimum veya maksimum oldugunu tesbit etmek igin, W’ ve
i
gdére ikinci kismi tlrev alinirsa,

5%E ((c.—e_)’|e )
i i i

=20 (1 -8 Yn+ 2(8 —-u)* 20 (2.27)
& W* i i i i
i

oldugu goéraliar.
(2.27) ifadesinin bir sonucu olarak, bulunacak W mini-
i
mumdur . Bu durumda (2.26) esitliginden W gekildiginde

i
(2.25) ile verilen agirlik,

- (o -w)*
1

b
[l
1

8 (1 -9 Yn + (8 —-u)?
i i i i
olarak elde edilir.

Yeni bir birlesik sentetik tahmin edici (2.25) egitli-




gindeki W agirlig:r: kullanilarak,

1
(& -u)*

1 —_

C (4) = X

i e (1 -8 )/n + (8 —-u)?*
i i i i
(e_-u)’
1
+ (1 - o (2.28)
o (1 -8 Yn + (& —u)*
i i i i

gseklinde formile edilir.

(2.28) 1ile wverilen birlegik sentetik tahmin edici

genellikle multinomial verileri kullanir (31).

2.5. Birlegsik Sentetik Tahmin Edicilerin Agirlikla-

rinin Tahmini.

Bir ¢ok uygulamada o® ve u genellikle bilinmez, ancak,

(§ ,§ ,....i ) ile tahmin edilir. o ve u’nin bilinmedigi
1 2 T
durumlarda (2.18),(2.22), ve (2.23) egitlikleri ile verilen

birlesik sentetik tahmin edicilerin W agirliklarinin he-
i

2

saplanmasinda, o ve u’nin tahmini,

-

-~

w=2x(n /n) X : (2.29)
i i



~ ~ ~

E(n /n)XX -u)* - ku(1 -n)

1 1
o* = (2.30)
T -k

esitlikleri ile elde edilir. (2.29) ve (2.30) ifadelerinde

T kiigik alan sayisi olup, n ve k degerleri,

T
n=xXn
i i
T
k =1/ X n
i i

yvardimi ile bulunur.

Bazi durumlarda ¢*’nin tahmin edicisi olan, o® negatif
2

bir deger olarak ortaya ¢ikabilir, bu halde ¢? tahmin

edicisi O olarak kabul edilir (26).

2.6. Birlegik Sentetik Tahmin Edicilerin Karsilas-

tirilmasi Igin Risk Etkinlik Fonksiyonu.

Birlegik sentetik tahmin edicilerin kullanilmasiyla
yapilan klglik alan tahminlerini degerlendirirken,performan—
sin genel 6lqgumi ile birlikte diger bir ¢ok ydntnin de in-
celenmesi gerekir. (2.24) 1ile verilen, her kiigiik alan icin
e:yi veren hata kareler ortalamasinin,i.klglik alan tahmini-

i
nin varyansina oranl birlesik sentetik tahminlerin deger-




lendirilmesi ig¢in bir &lguttdr. i.kiGglk alan tahmininin

varyansi,

V(X )=W>98(1 -8 )/ n (2.31)
i i 1 i i

ezitligl ile tanimlanir.

0’nin degeri kiiclikten blUylge siralandiginda, hata ka-

i
.reler ortalamasinin (i)’nin fonksiyonu gibi oldugu gérdlir.

Bunun anlamip C birlegsik sentetik tanmin edicisi kulla-

i
nilarak elde edilen kazancin, kiglik alandan kiglik alana

degistigidir. Kiglik bir alan igin, onsel ortalamaya vakin
bir e’ degeri ile kazang daha buylktdr.

i

Birlesik sentetik tahmin edicilerle vyapilan kiguk
alan tahminlerinin duyarlilidiny oOlgmek ve birlegik sente-
tik tahmin edicilerini duyarlilik agisindan birbirleriyle
karsilastirmak igin (2.31) ile verilen ifade (2.24) ifa-

desine béllnidr. B8u orana * Risk Etkinlik Fonksiyonu

denir ve,

T
E( /T2 (X -8 )* )
i i
R (Cc ) = (2.32)
i T
E( /T x(C -96 )* )
i i i

]
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seklinde formile edilir.

(2.32) ile verilen risk etkinlik fonksiyonu her bir
birlesik sentetik tahmin edici 1i¢in hesaplanarak., 1’e
en yakin R (C.)’ye iliskin birlegik sentetik tahmin edici
en uygun tahmi; edici olara% segilir.

Birlegik Sentetik Tahmin Ediciler genel olarak yanl:
tahminler Ulretmektedir. Cok kigik 6rnek capina dayanmasi
nedeniyle wuygulamada isabetli bir risk etkinlik degerine
sahip olmasi, vanlilik agisindan énemli bir farklilik orta-

ya koymayacaktir.

Bagka bir amagla vyapilan kalite kontrol anketinden
derlenen verilere birlesik sentetik tahmin ediciler uygu-
landiginda risk etkinlik fonksiyonu degeri bir’den blyik
olarak ortaya g¢ikmaktadir. Bu durum yapilan anketin yapi-

sindan kaynaklanmaktadir.




BOLUM 3
UYGULAMA

Birinci boélimde klGglik alan tahminlerinin o6zellikle ni-
fus tahminleri konusunda uzmanlastigi, ikinci bdélimde ise
birlegsik sentztik tahmin edicilerin kiglik alan tahminlerini
ekonomik ve hizli bir gekilde yaptigi sdylenmigti. Bu bag-
lamda, gég alan illerden elde edilen kiiglik alan verilerine
birlesik sentetik tahmin ediciler uygulanarak,her bir klglk
alan igin gég¢ oranlari tahmin edilecektir. D6rt ayri birle-
sik sentetik tahmin edici kullanilarak -yapilan bu gdg¢ tah-
minlerinin hangisinin daha iyi tahmin yaptigini belirlemek
GUzere her bir birlesik sentetik tahmin edici igin risk

etkinlik fonksiyonu hesaplanacaktair.

Devlet 1istatistik Enstitlsi’nce niifus sayimlari ile
ilgili uygulamalarda, kapsam ve elde edilen bilgilerin dog-
rulugu, nifus sayiminda yer alan sorulara alinan yanitla-

rin tutarlilik derecesinin tesbiti ig¢in bir kalite kontrol

calismasil yapilmistir (x)(32).

Bu calismada, Tlrkiye’de yerlegim yerleri nifus bluylik-

likleri ele alinarak tabakalara ayrilmigtir. Uygulamada es

Kaynak : Devlet Istatistik Enstitlsd



olasilikl:r ydntem kullanilarak ornek gap1i bdélge ve ni-
fus grubu igerisinde gergeklestirilmistir. Bu sgekilde
18 il belirlenerek, bu illerden kliglik gapli &rnek segilmis
ve Ornegde giren kigilere genel nifus sayiml sorulari sorul-
mustur . Bu c¢alismada kiglk alan olarak belirlenen illefin
gbg orani degiskeni ile ilgilenilecektir. Bu nedenle drnege
giren kigilere sorulan goéglerle ilgili gé¢ sayilarina ilis-
kin veriler degerlendirilerek agsagidaki Tablo 2’de veril-

mistir.

Tablo 2. Gog Alan Illerdeki Ornek Capi, Gdg Sayisi

ve GOg Ortalamasinin Dagilimi.

Ornek Gog Gog
Capi Sayisi Orani
i1 Aada n X ;'
i i
Adana 730 63 0.08630
Ankara 924 196 . 0.21212
Artvin 170 g 0.05294 )
Bitlis ' 148 4 0.02703
Burdur ’ 193 8 0.04145
Bursa 891 . 29 0.03251
Diya}baklr 368 38 0.10326
Erzurum 333 53 0.15916
Eskigehir 709 32 0.04513
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¥ (Tablo 2’nin devami)

Ornek Gog Gog
Cap1i Sayisi Orani
11 Ada n X X
i i i
Gaziantep - 348 30 0.08621
Istanbul 1041 178 0.17099
Izmir 1165 43 0.03691
Konya 721 86 0.11928
Nigde 356 29 0.08146
Samsun 285 43 0.15088
" Tekirdag 324 18 0 .05556
F
Urfa 299 13 0.04348
Zonguldak 401 32 0.07980
Toplam 3407 904
a) u ve o*’nin tahminin hesaplanmasi,
(2.29) ile verilen formll yardimiyla, gbég alan illere
iliskin y13in ortalamasy,
Pay T _
=X {n/n)X
i i i
’ T
~ ile hesaplandiginda, n = E n = 730+924+_...401 = 9407 ve
i i



[(730/9407)x0 .08630] + [(924/9407)x0.21212] +....

=
]

...t [(401/9407 )%0.07980]

0,0961 olarak bulunur.

(2.30) ile verilen formil yardimiyla, géc alan illere

iligkin yi13in varyansi,

~ ~ -~

T

_ L [(n /n)(X -1)*] - (1 -u)/n

i i i
g* = -
T - 1/n

ile hesaplandiginda,
- 1
g = { [ (730/9407)*(0.08630 - 0.0961)% +._..

18-(1/9407)
...+ (401/9407)%(0.07980 - 0.0961)* ]

- [ 0.0961x(1 -0.0961)/9407] }

00,0002 olarak bulunur.

3.1. C (1) Birlesik Sentetik Tahmin Edici
i

Ic¢in Uygulama.

G6¢ veren illerdeki, gé¢ oraninin tahmini igin (2.18)

ile verilen C (1) birlegik sentetik tahmin edicisi uygu-

i
lanarak elde edilen géc alan illerin gé¢ oraninin tahmini

ve birlesik sentetik tahmin edicilerin W agirliklarina

i
iligskin degerler asagida verilen Tablo 3’de gosterilmigtir.




1

Tablo 3. € (1) Birlesik sentetik Tahmin Edicisinin

tllere Gdére Gdég Tahmininin Dagilimi.

Agirlik Go6¢ Orani
Il Ady N' C-(l)
i i
Adana 0.62751 0.08995
Ankara 0 .68075 0.17508
Artvin 0.28177 0.083%4
Bitlis 0 .25459 0.07851
Burdur 0.30815 0.07926
Bursa 0.67304 0.05330
Diyarbakir 0.45924 0.09939
Evzurum 0.43454 0.12350
Eskigehir 0.62066 0.06447
Gaziantep 0 .44540 0.09169
Istanbul 0 .70609 0.1489é
tzmir 0.72889 0.05296
Konya 0.62461 0.11058
Nigde 0.45102 0.08950
Samsun 0.39676 0.11783
Tekirdag 0.42782 0.07875
Urfa 0.40829 0.07462
Zonguldak 0.48063 0.08827




Tablo 3°’de wverilen € (1) Birlesik Sentetik Tahmin
i
Edicisi wve agirliklarin hesaplanmasini gostermek Uzere

ilgili formiiller Adana ili ig¢in uygulanirsa,

(2.15) ile verilen W agirliginin tahmini,

W = ile yapilmaktadar.

(1-1/n do* + p(1-p)/n
i i

-~ -~

g? = 0.0002 ve p = 0.0961 olarak hesaplanmisti, Adana

icin 6rnek gapi1 n = 730 ’*dir.Bu durumda,
i

~

W . -= 00,0002 / { (1—1/730)0,0002 + 0,0961(1-0,0961)/730 }
Adana

= 0,62751 olarak bulunur.

(2.18) ile verilen birlegik sentetik tahmin edicinin

tahmini,

~ -~ -~ ~

~ (1) =W X + (1-W ) K ile tanimlanmaktadir.
3 ili i

Adana igin gdg oraninin birlegik sentetik tahmini,

”~

c (1)
Adana

0,62751 (0,08630) + (1- 0,62751) 0,0961

Il

0,08995 olarak bulunur.

]




'3.2. C (2) Birlesik Sentetik Tahmin Edici
i

t¢in Uygulama.

Gog alan illerdeki, gog oraninin tahmini ig¢in (2.22)

ile verilen C (2) birlesik sentetik tahmin edicisi uygu-

1

lanarak elde edilen gég alan

ve birlesik sentetik

iliskin degerler asagida verilen Tablo 4°’de gdsterilmigtir.

Tablo 4. C (2) Birlesik Sentetik Tahmin Edicisinin

1

tahmin

illerin gb6¢ oraninin tahmini

edicilerin W agirliklarina

1l

tllere Gore Gd¢ Tahmininin Dagilimi.

Agirlaik Gog Orani
i1 Ad: W c.(z)
i i

Adana 0.79216 0.08834
Ankara 0.82508 0.19183
Artvin 0.53082 0.07319
Bitlis 0 .50457 0.06125
Burdur 0.55511 0.06576
Bursa 0.82039 0.04393
Diyarbakir 0.67767 0.10095
Erzurum 0.65920 0.13767
Eskisehir 0.78782 0.05595




(Tablo 4°’Gn devami)

Edicisi

ve agirliklarin

hesaplanmasinl

Agirlik Goég Orani
11 ada W C.(2)
i i
Gaziantep 0.66738 0.08950
Istanbul 0.84029 ¢ .15903
Izmir 0.85375 0.04557
Konya 0.739032 0.11442
Nigde 0.67158 ' 08627
Samsun 0.62989 0.13060
Tekirdag 0.65408 0.06958
Urfa 0.63898 0.06248
Zonguldak 0.69327 0.08480
Tablo 4’de wverilen C.(2) Birlegsik Sentetik Tahmin
i

gdstermek

jlgili formiller Adana ili igin uygulanirsa,

(2.22) ile verilen Birlesik Sentetik Tahmin Edicinin

W agirliginin tahmini,

-~ o? *
Ww= I 1] ile yapilmaktadir.

~ ~ ~

(1-1/n JYa* + p(1-p)/n
i i




~ -~

o = 0.000Z2 ve £ = 0.0961 olarak hesaplanmigsdi, Adana

igin érnek gapir n = 730 ’dir.Bu durumda,
i

- *
W = [0,0002/( (1-1/730)0,0002+0,0961(1-0,0961)/730 }]
Adana

= 0,79216 olarak bulunur.

(2.18) ile verilen birlesik sentetik tahmin edicinin

tahmini,

~ ~ ~ ~

C(2)=(W ) X+ (1-W ) u ile tanimlanmaktadir.

1 b g 1 1

Adana igin g6¢ oraninin birlegik sentetik tahmini,

~

C {(2) = 0,79216 (0,08630) + (1- 0,79216) 0,0961
Adana

= 0,08834 olarak bulunur.

3.3. C (3) Birlesik sentetik Tahmin Edici
i

I¢in Uygulama.

Gég alan illerdeki, gb¢ oraninin tahmini igin (2.23)

ile verilen C (3) birlegik sentetik tahmin edicisi uygu-

i
lanarak elde edilen gé¢ alan 1illerin gég¢ oraninin tahmini

ve birlesik sentetik tahmin edicilerin W agirliklarina

i
iliskin degerler asagida verilen Tablo 5’de gdsterilmigtir.



1

Tablo 5. C (3) Birlesik Sentetik Tahmin Edicisinin

Illere Gdre Gog¢ Tahmininin Dagilimi.

Agirlik Go6g Orani
Il Aady w. C.(3)
i i

Adana 0.96431 0.08834
Ankara 0.96815 0.19183
Artvin 0.92877 0.0731%
Bitlis 0.92404 0.06125
Burdur 0.93285 0.06576
Bursa 0.96760 0.04393
Diyarbakir 0.95045 0.10095
Erzurum 0.94805 0.13767
Eskigehir 0.96380 0.05595
Gaziantep 0.94912 0.08950
Istanbul 0.96994 0.15903
Izmir 0.97154 0.04557
Konya 0.96410 0.11442
Nigde 0.943967 0.08627
Samsun 0.94408 0.13060
Tekirdag 0.94737 0.06958
uUrfa 0.94533 0.06248
Zonguldak 0.95244 0.08480
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Tablo 5°de wverilen C (3) Birlesik Sentetik Tahmin
i
Edicisi wve agirliklarin hesaplanmasini géstermek ilizere

ilgili formiller Adana ili ig¢in uygulanirsa,

(2.23) ile verilen Birlegik Sentetik Tahmin Edicinin

W agirliginin tahmini,
i

W= — ile tanimlanmaktadir.

Adana igin,

6rnek gapi n = 730 ’dir. Bu durumda,
i

-%
W = 1/ [1+(730) ]
Adana

= 0,96431 olarak bulunur.

(2.23) ile verilen birlegik sentetik tahmin edici,

C (3) =(W ) X + (1-W ) u ile tanimlanmaktadir.
i i i i

:dana igin goé¢ oraninin birlegik sentetik tahmini,

~

C (3)
Adana

0,96431 (0,08630) + (1- 0,96431) 00,0961

i

0,08665 olarak bulunur.



3.4. C (4) Birlegik sSentetik Tahmin Edici

1

I¢in Uygulanma.

G6g alan illerdeki, gég oraninin tahmini icin

ile verilen C (4) birlesik sentetik tahmin edicisi

1

lanarak elde edilen goé¢ alan

ve birlegsik sentetik tahmin

iligkin degerler asagida verilen Tablo 6’de goésterilmistir.

Tablo 6: C (4) Birlegik Sentetik Tahmin Edicisinin

1

illerin gé¢ oraninin tak.ini

edicilerin W agirliklarina

1

fllere Gore G6¢ Tahmininin Dadilimy.

Agirlik Gog Orany

Il ada W C_(4)

i i

Adana 0.99886 0.08621
Ankara 0.99612 0.21133
Artvin 0.99938 0.05291
Bitlis 0.99969 0.02702
Burdur 0.99951 0.04144
Bursa 0.99960 0.03250
Diyarbakuir 0.99871 0.10314
Erzurum 0.99795 ©.15885
Eskigehir 0.99944 0.04511
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(Tablo 6°nin devami)

e

Ag1irlik
il Ady W
i
Gaziantep 0.99894
Istanbul 0.99702
tzmir 0.99953
Konya 0.99834
Nigde 0.99900.
Samsun 0.99810 0.15061
Tekirdag 0.99934 0.05555.
Urfa 0.99949 0.04346
Zonguldak 0.99902 0.07973

Tablo 6’da wverilen C (4) Birlesik Sentetik Tahmin
i
si wve agirliklarin hesaplanmasiny gdstermek UGzere

) il

Edic

1gili formiiller Adana ili ig¢in uygulanirsa,

(2.25) ile verilen Birlesik Sentetik Tahmin Edicinin

W agirliginin tahmini,
i

~

(e —u)*
i
W = ile tanimlanmaktadir.

- ”~

e (1-8 Yn + (8 —-u)*
i i i i




Adana igin,

érnek capi1 n = 730 ve 4 = 0,0961°dir. Bu durumda,
i

(0,00670-0,0961)"

W

"

Adana ©0,00670(1-0,00670)/730 + (0,00670—0,0961)*
= 0,99886 olarak bulunur.

(2.23) ile verilen birlesik sentetik tahmin edici,

C (3) =(W ) X + (1-W ) u ile tanimlanmaktadir.
i i i i

Adana igin gd¢ oraninin birlegik sentetik tahmini,

Ea)

C (3)
Adana

]

0,99886 (0,08630) + (1- 0,99886) 0,0961

0,08621 olarak bulunur.

[

3.5. Birlesik sentetik Tahminedicilerin

Kargsilastirilmasi.

Bélum 2.6.°da birlesik sentetik tahmin edicilerin
birbirleriyle karsiliéstirvilmasi icin risk etkinlik fonksi-
yonuyla hesaplanan degerlerin 1’e en yakin olaninin tercih
edilmesi gerektigi belirtilmigti. Bu nedenle, dort ayr:

k tahmin ediciden bu veriler lzerinde han-

birlesik senteti

gisinin daha iyi tahmin yaptigini belirlemek Gzere ile
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verilen risk etkinlik fonksiyonu hesaplanarak asagidaki

tabloda verilmigtir.

Tablo 7. Birlesik Sentetik Tahmin Edicilerin Risk

Etkinlik Fonksiyonu Degerleri

Birlesik Sentetik Risk Etkinlik
Tahmin Edicinin Turd Fonksiyonu Degeri
c (1) . ‘
i 1.08922
c (2)

i 1.04366
c (3)

i 1.09466
c (4)

i 1.10202

Risk etkinlik fonksiyonu degeri,

T _
Z(x -8 )"

i i i
R{(c ) = , ile hesaplanmaktadir.

1

(c - e )
i i

e M =

Tablo 7°de verilen R (C ) Risk etkinlik degerleri
i

sirasliyla,

(0,08630—-0,00670)*+._ .. .... (0,07980-0,00340)"

R (c(1))=
(0,08995-0,00670)*+....... (0,08827-0,00340)%



0,16524

R(c(1)) — = 1,08922
0,15170
(0,08630-0,00670)%+....... (0,07980-0,00340)7
R (c(2))=
(0,08834-0,00670)3+....... (0,08480-0,00340)7
0,16524
= ——— = 1,04366
0,15833
(0,08630-0,00670)%+....... (0,07980-0,00340)?
R (C(3))= . —
(0,08665-0,00670)%+....... (0,08058-0,00340)*
0,16524
= — = 1,09466
0,15095 -
(0,08630-0,00670)%*+....... (0,07980-0,00340)>
R (Cc(4))=
(0,09149-0,00670)*+. . ..... (0,08645-0,00340)7
0,16524

= —— = 1,10202 olarak bulunur.
0,14994

Tablo 7’de gdrildigi ¢ bi, 1%’en yakin risk etkinlik
fonksiyonu degerine sahip birlesik sentetik tahmin edici
€ (2)’dir. Bu nedenle, gé¢ tahminini bu veriler igin en

i

uygun tahmin eden birlesik sentetik tahmin edici C (2)
i

olarak kabul edilir.




BOLOM 4
SONUC VE TARTISMA

Yiginin farkli o6zellik gdsteren alt grublarina ait
karakteristiklerin tahminine duyulan gereksinim nedeniyle
literatirde bir gok kigik alan tahmin teknikleri oneril-
mistir. Bu galismanin birinci boéllimiinde bazi kiigik alan
tahmin teknikleri agiklanarak, bunlarin dayandigi wvarsa-

yimlara ve formllasyonlara yer verilmistir.

Kligtik alan tahminleri, yanli tahminler vermesi ve
teorik g¢atisinin tam olugmamasi dezavantajina karsin, ma-
liyet ve zaman aglsindan sagladigy avantajlar nedeniyle
kullanim aIaﬁl bulmaktadir. Bu tahmin tekniklerinin wveri
kaynaklarinin genis olmasi, (Ornegin, resmi kayitlar, kigik
caplyl 8rnek aragtirmalari) deerlendirme asamas: uzun zaman
gerektiren arastirmalar ile ilgili 6n bilgileri elde etme

kolaylidi saglamasi nedeniyle de tercih edilmektedir.

Kiglik al=n tahmin teknikleri uzun bir slire, Istatistik
ve Ornekleme teorisyenlerince kabul gormemesi nedeniyle bu
tir tekniklerin teorisi hizli bir ilerleme gosterememigtir.
NGfus Bilimciler igin kiicik alan tahmin teknikleri kulla-
nisli ve ihtiyaglarina cevap verici nitelikte olmasi nede-

niyle, bu tir teknikler nifus konusunda uzmanlagmigtir.



Bu galigmanin ikinci béldminde, yi1gin bilgisi ile 6r-
nek bilgisini birlikte kullanan ve bir kiglik alan tahmin
teknigi olan birlesik sentetik tahmin ediciler detaylica
aglklanmigtir. Birlegsik sentetik tahmin ediciler, 6rnek
parametresiyle y13i1in parametresinin adirliklyi ortalamasin:
alarak kicgik alan tahminleri yapmasi nedeniyle bu konuya
mantlkll ve yaplsal g¢ozimler getirmektedir. Yine bu bdéliumde
dért ayri birlesik sentetik tahmin edici agiklanarak, bun-

lardan birinin teorik yapisi detaylica incelenmisgtir.

Birlesik sentetik tahmin ediciler, lglincli bdélimde bir
nifus arastirmas:i igin derlenen verilere uygulanmistir.
Devlet 1Istatistik Enstitlsii’nce yapilan nlufus sayimi ka-
lite kontrol anketinden de%lenen veriler, gok blyilik bir
yidindan oldukga klgilik o6rnek gekilmesi wve 1ilgilenilen
degigkenin binomival bir yapiya sahip olmasi nedeniyle,
tipik bir "kiigik alan® 6zelligi tasimaktadiv. Ayrica,
kiicik alan olarak kabul ettigimiz her bir ildeki gé¢ oranin
heterojen olmasi bu verilerin uygunlugunu gdstermektedir.
Ancak, bu kalite kontrol g¢aj _smasinda illerin gég orani
genel olarak baylk de§erlefe sahip olduundan, bu durum

birlesik sentetik tahminlere de yansimistir.

Uglinci bélimde yapilan uygulamada, dort ayri birlesik

sentetik tahmin edicinin hesaplanmasinda kullanilan (glncli




tahmin edicinin W agirligi, dig ilerin agir-

b=

liklarina nazaran drnek ortalama zla agiriik

verdigi goriulmektedir.

Kiglik alan olarak belirlenen

ortalamasi X blylkten kiiglige Slféihn
i Ctan U
sentetik tahmin edici degerleri de ayni diizeyde siralan-—

maktadir. Ornek ortalamasina gére gag~a1ma¢ofapifén yliksek
olan iller 0,21212 ile Ankara ve 0,15916Nile;i§£anbul olur-
ken, bu iller igin 1. birlesik sentetig?téhhin' degerle-
ri 0,17508 ve 0,14898, 2. birlegik senfetikiféhmin deger-—
leri ©0,19183 ve 0,15903, 3. birlesik senteﬁik:tahmin de—
gerleri 0,20843 ve 0,16874 ve 4. birlesik sentefik tahmin

degerleri 0,2105é ve 0,16921 olarak hesaplanmistir.

Tablo 3, 4, 5 ve 6°’da verilen birlegik sentetik tah-
min degerlerinin uygunlugunun kriteri olarak dénerilen risk
etkinlik fonksiyonu, X ortalamaya iligkin hata kareler or-
talamasinin birlesik sentetik tahmin ediciye 1iligkin hata
kareler ortalamasina oranlanmasi ile hesaplanmaktadir. Elde
edilen bu oran \bir anlamda birlesik sentetik tahmin
edicilerin duyarligini 6rnek ortalamasi i’ya yakinligl ile
dlcmektedir. Bu olglite gére 1,04366 olarak hesaplanan 2.
birlesik sentetik tahmin edici bu veriler igin en uygun

tahmin edici olarak belirlenmistir. Ancak, birlegik sente-



tik tahmin ediciler genel olarak yanli tahminler yapmasi
ve cok kiiglik 6rnek gapina dayanmasi nedeniyle istenen
risk etkinlik degerine sahip olmasy, yanlilik bakimindan

o6nemli bir kazang saglamayacaktir.

Bu galigsmada anlatilan teknikler uygulanirken, avantaj
ve dezavantajlar gozdnline alinarak istenen amaca uygunlugu

tartisilmalidir.

Onimiizdeki yillarda, kligik alan tahmin tekniklerinin
ve birlesik sentetik tahmin edicilerin istatistiksel teo-
risine kazandirilacak vyeni «galismalarla, bu tir teknikler

daha da geligserek genis bir uygulama alani bulabilecektir.
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