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Ozet

Bu tez calismasinda Tiirkce Artgonderim Problemi cesitli yaklagimlar 1s1ginda
ele alinmigtir. Bilgi tabanli tiimdengelimli yontemlerle, 6grenme tabanl tiime-
variml yontemler birbirleriyle cegitli acilardan karsilagtirilmigtir. Belirginlik Ta-
banl yaklagim ile Merkezleme Algoritmasi, bilgi tabanl yontemleri degerlendir-
mek icin ele alinmistir. Makine Ogrenme algoritmalarindan karar agaclari, naive
Bayes algoritmasi, k-en yakin komgu algoritmasi, Destek Vektor makineleri ve
algilayicilar artgéonderim problemine uygulanmigtir. Baz1 Tiirkge metinlerdeki
artgonderimsel iligkiler bilgisayarli bu modellerle az bilgi kullanilarak ¢6ziim-
lenmis ve deney sonuclarina dayanarak bircok bulgu sunulmusgtur. Bu alanda
Tiirkce i¢in yapilan calismalarin azlhigi sebebiyle aragtirmacilar tarafindan kul-
lanilan ortak bir derlem bulunamamigtir. Bu nedenle 10000 kelime kapasiteli
1114 adil iceren bir derlem yaratilmigtir. Cegitli deneylerle bu derlem {izerin-
deki gonderimsel iligkilerin davranisi analiz edilmistir. Deney sonuclarini deger-
lendirebilmek icin derlemdeki gonderimsel iligkiler elle igaretlenmigtir. Kapsam
olarak adilsal artgénderim, déniiglii artgénderim, bog artgonderim ve karglilikli
artgonderim tipleri ele ahinmigtir. Bu tezin temel amaci Tiirkce Artgéonderim
Cozilimlemesi icin az bilgili ve bilgisayarh yaklagimlar sunmak, bu yaklagim-
lar1 birbirleriyle kiyaslamak ve bu problemin bilgisayarli ¢oziimlenmesi i¢in bir
tartigma baglatmaktir.

Anahtar Kelimeler: Artgénderim Coziimlemesi, Bilgisayarhh Dilbilim, Ma-

kine Ogrenmesi



Abstract

In this study, the problem of anaphora resolution in Turkish is addressed in
the light of various approaches. Knowledge-based deductive methods and
learning-based inductive methods are compared from various points of view.
The salience-based approach and the centering algorithm are chosen as
examples of knowledge-based methods to evaluate. Of machines learning
algorithms, decision trees, the naive Bayes algorithm, the k-nearest neighbor
classifier, support vector machines, and the voted perceptron are chosen and
applied to the problem of anaphora resolution. Anaphoric relations in some
Turkish texts are resolved by means of these computational techniques in a
knowledge-poor framework and numerous findings are presented as results of
the experiments.Since there is no publicly released corpus on which we can
conduct our experiment, we needed to create a Turkish corpus- with the
capacity of 10000 tokens and of 1114 pronouns- in which anaphoric relations
are mannually annotated. Pronominal anaphora, reflexive anaphora, null
pronoun, and reciprocals are in the scope of this study. So, main goal of the
study is to provide a computational resolution for the turkish language, to
compare deductive and inductive approaches, and to start a discussion about
the problem.

Keywords: Anaphora Resolution, Computational Lingusitics, Machine

Learning
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Boliim 1
GIRIS

1.1 Problem

Dogal dildeki génderimlerin yada dildeki baglantilarin ¢oziimlenmesi Bilgisayarh

Dilbilim calismalarinin temel adimlarindan biridir. Ornegin Tiirkce’de
Arda Alin’den onun kitabiny isteds.

gibi bir tiimcede onun ifadesi hangi varhga, Alin’e mi yoksa Arda’ya mi
gonderimde bulunur? En azindan Tiirkce bilen bircok kisi sezgisel olarak onun
ifadesinin Alin’e gonderimde bulundugunu cikarabilir. Yapisal olarak yukaridaki
tiimceye benzeyen fakat farkh bir ¢dziimii olan bir bagka 6rnek tiimce verilebilir.

Ornegin
Arda Alin’den kendi kitabin: istedi.

gibi bir tiimcedeki kendi -ki bu kendi ifadesi "onun" adilsal artgéonderimi ye-

rine konmug doniiglii bir artgonderimdir- ifadesi Alin yerine Arda’ya gonderimde



bulunur. Bu ¢ikarimi yine T{irk¢e’yi bilen biri rahatlikla yapabilir. Ancak ilk &r-
nekte oldugu gibi, kisi bu cikarimi nasil yaptigini bize sistematik olarak ifade
edemez. Belki o kigi "nasil yaptin?" sorusu soruldugu anda diisiiniip cika-
rimda bulunabilir. Bu tam olarak insandaki sezgisel ve farkinda olmadigi bir
yetenektir diyebiliriz. Peki yukaridaki iki 6rnek yapisal olarak birbirlerine ben-
zemelerine kargin neden farkh bir ¢oziim olugmustur. Bunun i¢in akla gelen ilk
cevap birinci Ornekte adils1 bir artgdénderim, ikinci 6rnekte doniislii bir artgén-
derim kullanildig: olacaktir. 1ki farkli artgonderim kullanildigi icin ¢oziimleme
sistematigi de farkh kurallar icermigtir diyebiliriz. Bu 6rneklemeden hareketle
sOyle bir noktaya varabiliriz: Artgénderim problemi i¢in bircok kuraldan olu-
san bir sisteminin olugturulmasi gerekmektedir. Daha basit bir ifadeyle dilde
kurallar1 gizlenmis bu iligkilere bir ¢6ziim modeli olugturulmasi gerekmektedir.
Belki bu ¢ok sayidaki kurallar daha basit bir genellemeden olugsmaktadir. Iste

bu problem ekseninde bu tip sorularin cevabi aranmaktadir.

Bu tez kapsaminda olusturulacak ve de tartigilacak model bilgisayarli bir
alan icerisinde olacaktir. Bilgisayarhh bircok yaklagim ¢6ziim icin denenecektir
ve ¢ok deneylerle ortaya atilan yaklasimlar kiyaslanacak ve detayli bir sekilde

tartisilacaktir.

1.2 Artgonderim ve Onemi

Yapay Zeka alaninin alt bagliklarindan olan Dogal Dil Isleme (Natural Langu-
age Processing) ve Bilgisayarli Dilbilim (Computational Linguistics) alanlar,
dogal dili istatistiksel ve kural tabanli modellerle ele alarak bilgisayarli ¢6ziim-
ler iireten, aragtirmacilarin son zamanlarda yogunlagtig1 ve 6nemi giderek artan

disiplinler arasi bilimsel calisma alanlaridir. Dogal dil isleme alani dilbilim teori



ve yaklagimlarindan yapay zeka ¢aligmalar: yapmak icin yararlanir. Bilgisayarh
Dilbilim ise bilgisayar bilimlerinden dilbilim alanindaki teori ve yaklagimlarin
modellenmesi ve dogrulanmasi i¢in yararlanir. Bu tezde sunulan ¢aligma her iki

alana da katki saglama potansiyeli icermektedir.

Her iki alanin da teorik olarak beslendigi dilbilim alani ise s6zdizim (syn-
tax), bi¢gimbilim (morphology), sesbilim (phonology), anlambilim (semantics),
edimbilim (pragmatics), sGylem analizi (discourse analysis) gibi birgok 6nemli

alt baghg icerir.

Yukarida bahsedilen alt alanlardan biri ve bu tezin kapsadig: alt alanlardan
birisi olan sdylem analizi (discourse analysis) bir¢cok uygulama igin 6nemini
korumaktadir. S6ylem analizi cercevesinde metin 6zetleme, makine cevirisi, bilgi
¢ikarimi, diyalog sistemi gibi teorik ve pratik ¢aligmalar yapilmaktadir. Séylem
diizeyindeki analiz dilbilim ¢aligmalarindaki en zor problemlerden biridir. Bu
diizeyde yapilacak ¢aligma alt diizeylerdeki bir¢ok bilgiye ihtiya¢ duydugundan
bu alt diizeylere siki sikiya baghdir. Sézdizimsel ya da bigimbilimsel analizlerde
ortaya cikan problemler sdylem diizeyinde yapilacak bagka bir analizi dolaysiz

bir sekilde etkiler.

Soylem analizi icin ¢oziilmesi gereken problemden biri ve ayni zamanda bu
tez caligmasinin da konusu artgénderim (anaphora) problemidir. Artgénderim
soylem icindeki 6gelerin birbirlerine gonderimde bulunmasidir. Bir bagka de-
yigle bir diinya varhgina cesitli sekillerde esgéonderimde bulunma durumudur.
Ornegin, John isimli birine sdylem icinden John, adam, o, ¢ocuk, Mr. John,
John Green, Bay John seklinde gonderimler olugturulabilir. Bu gdnderimsel
iligkilerin soylem icindeki rolii ¢ok giicliidiir. Her soylem kendi i¢inde ¢ok sa-
yida gonderimsel iligki barindirir. Bu gonderimsel iligkilerin varlig1 bilgisayarh

dilbilim caligmalari i¢in bilgisayarla ¢oziimlenmeleri gerekliligi gibi zor problem-



ler olugturur. Soylem icinde yapilan herhangi bir génderimin ¢oziilmesi sGylem
analizleri icin cok gereklidir. Ornek olarak bir séylemde, o adilinin Ahmet’e
mi yoksa Ayse’ye mi gonderimde bulundugu sdylem analizi i¢in 6nemlidir. Bu
bilgi olmadan soylem iizerinde herhangi bir ¢ikarim yapilamayacaktir. Bu gon-
derimsel olguya Ingilizce’de Anaphora denirken Tiirkce icin siklikla kullanilan
kargiligi Artgonderimdir. Bu gonderimsel iligki icin agagidaki iki tiimcelik ba-

sit s6ylemi ele alalim:

Alin ¢antasindaks kitaplar masaya koydu. @ Sonra masaya otu-

rup onlart okumaya baslads.

Ornegin yukaridaki sdylemde ikinci tiimce iki artgénderim barindirir: @, on-
lar. Bu artgonderimlerin hangi onciile génderimde bulundugu Tiirkce bilen biri
tarafindan kolaylkla coziilebilir. @ bog artgonderimi birinci tiimcedeki Alin
kisisine génderimde bulunurken, onlar adih kitaplar séylem varligina génde-
rimde bulunur. Bu ¢éz{imlemenin insan tarafindan yapilmasi normal ve olagan-
dir. Ancak, bu ¢éziimlemenin bilgisayar tarafindan yapilmaya calisilmasi bircok
glicliigii beraberinde getirecektir. Yani hangi adilin hangi onciile génderimde
bulundugunu tespit etmek icin bilgisayarli bir model yaratmak gerekmektedir.
Iste bu problemin ¢oziimii icin uygulanacak coziimleme sistemine Bilgisayarl

Artgonderim Coziimlemesi (Computational Anaphora Resolution) denir.

1.3 Artgonderim Calismalari

Artgonderim probleminin ¢éziimii i¢in ¢egitli yontemler 6nerilmistir. [Hobbs, 1978]
bu problemi ¢6zmek icin tiimcelerin ayristirma agacindan faydalanmigtir. Ayris-

tirma agaclarini belli bir sisteme gore tarayarak adillarin onciillerine ulagmaya



¢aligmig ve bir sistem 6nermistir. [Grosz ve Sidner, 1986| ve [Brennan vd., 1987|
merkezleme teorisini geligtirmiglerdir. Bu teoriye gore sdylemin merkezindeki de-
gigiklikler belli bir davranig ilkesine gore olugmaktadir. SGylemin, merkezindeki
o0geyi miimkiin oldukca koruma egilimi icinde oldugu vurgulanmigtir. Bilgi ta-
banl bu teori bagarili ve 6nemli oldugundan bircok calismaya ilham vermigtir.
|Lappin ve Leass, 1994] ise belirginlik tabanl bir yontem geligtirmigtir. Bu yak-
lagima gore aday oOnciiller puanlanarak bir yaris icine sokulur. En yiiksek puani
alan onciil hesaptaki adilin 6nciilii olur. Basit bir toplama islemi cercevesinde
geligtirilmis bir yaklagim olmasina kargin ¢ok bagarili sonuclar vermigtir. Ay-
rica giiniimiizdeki bircok artgénderim coziimleme sisteminde kullanmilmaktadir.
|Chomsky, 1981] tarafindan sunulan baglama teorisi bir¢ok yéntem tarafindan
kullamilmistir. Baglama kuraminda bircok kural ve kisit vardir. Bu kurallar ve
kisitlar artgonderimin davranigini tanimlar. Bu konudaki detaylar ileriki bo-
liimlerde yer alacaktir. Gercek uygulama agisindan ise en énemli ¢caligmalardan
biri [Mitkov, 2002 tarafindan yapilmigtir. Bu ¢aligma [Lappin ve Leass, 1994|
tarafindan uygulanan RAP algoritmasinin geligtirilmis bir tiiriidiir. Gercek uy-

gulamalarda ¢aligmasi calismanin énemini artirmaktadir.

Yukaridaki teorik yaklagimlarin diginda artgénderim problemi i¢in makine
ogrenmesi ve istatistiksel yontemler de kullanilmig ve bu yontemler problemin
coziimii acisindan basarili olmustur. Makine Ogrenmesi tekniklerinin bilim ala-
nindaki 6neminin artmasi ve bir¢ok alanda bagarili bir gekilde uygulanmasi,
artgénderim probleminin ¢éziimiinde de bagariyla kullanilmalar1 dogrultusunda
umut dogurmusgtur. Makine 6grenme algoritmasinmi artgénderim ¢oziimii icin
uygulayan ilk ¢aligma [Aone ve Bennet, 1995.] tarafindan yapilmigtir. Bu ¢alig-
mada sOylemler 6grenme algoritmasi i¢in diizenlenmis ve karar agaci yontemi
kullanilarak bir karar verme sistemi olugturulmustur. Japonca i¢in uygulanan bu

yontem bircok calismaya 6n ayak olmustur. Ornek olarak daha sonra Ingilsizce



icin yapilan en 6nemli 6grenme temelli yaklagim [Soon vd., 2001.] tarafindan
sunulmugtur. Bir diger énemli ¢aligma ise [McCarthy ve Lehnert, 1995.] tara-

findan yapilmigtir. Bu ¢aligmalarin ayrintilar izleyen boliimlerde verilecektir.

Tiim bu caligmalar artgénderim problemi igin zengin bir literatiir olugturmus
ve bu problem cercevesinde bir¢ok arastirma ve bilimsel tartisma yapilmigtir.
Tiirkce icin yapilan caligmalar ise diger dillerle kiyaslandiginda oldukga azdir.
Ingilizce, Almanca, Japonca en cok cahsilan diller olurken Tiirkce bu anlamda
az calisilan diller kategorisine girmistir. Tiirkce icin bilgisayarli artgénderim
¢ozlimlemesi ilk olarak
|Tin ve Akman, 1994] tarafindan sunulmugtur. Bunun diginda Tiirkce i¢in baz
caligmalardan bahsetmek miimkiin. Bu ¢aligmalar ilerleyen boliimlerde detayh

olarak incelenecektir.

1.4 Kapsam

Bu caligmanin amaci Tiirkge sdylemlerdeki artgdonderim ¢oziimii i¢in bilgisa-
yarli sistemler tasarlamak, ¢esitli yaklagimlart denemek ve bunlar: tiimdengelim
ve tlimevarim ikililigi {izerinden tartigmaktir. Bu vesileyle 6ncelikle calismanin
kapsamindan bahsedilmesi gerekiyor. Tiirkge’de 6ne ¢ikan gonderim tipleri adil-
sal artgonderim, doniislii artgdénderim, bog artgdnderim, sozliiksel artgonderim,
karsilikli artonderim, bog adsal artgonderim geklinde siralanabilir. Bu génderim
bigimlerinden adilsal artgénderim (ben,sen, o vb.), doniiglii artgénderim (ken-
dim, kendi vb.), bog artgénderim (yiizeyde goriinmeyen), karsilikli artgénderim
(birbirleri) bu ¢aligmanim kapsamindadir. Bu artgénderimlerin olugturdugu ilig-

kilerin ¢oziimii i¢in gesitli ¢ozlimleme yontemleri tartigilacaktir.

Diinya’da kullamilan Artgdnderim Coziimleme sistemlerini iki yaklagima gore



aylirabiliriz:

1. Bilgi Tabanh Yaklagimlar

2. Ogrenme Tabanli Yaklasimlar

Bu iki yaklagimin Tiirkce’deki artgéonderim problemi icin nasil bir sonug ve-
recegi bu ¢aligmanin konusudur. Ancak Bilgi tabanh tiim sistemleri denemek
olanaks1z oldugundan en énemli iki yontem olan, belirginlik tabanl yontem! ile
Merkezleme Algoritmas1 yontemi bu caligma kapsaminda tartigilacak yontem-

lerdir.

Ote yandan 6grenme tabanh yaklasimlar yine ayni derlem iizerinde sinana-
caktir. Makine 6grenme algoritmalarindan Karar Agaci, Destek Vektor Makine-
leri gibi 6nemli teknikler artgonderim ¢oziimii i¢in kullanilacaktir. Ortaya ¢ikan
basgar1 sonuglar ¢ercevesinde tiim yontemler birbirleriyle kiyaslanacak ve belirli
sonuclar gercevesinde tartigmalar acilacaktir. Bilgi tabanli yontemlerle, 6grenme
tabanh yontemler birbirleriyle cesitli kiyaslamalar goz 6nlinde bulundurularak
tartigilacaktir. Bu yontemlerin Tiirkce soylem analizi icin ne kadar bagarih ve

uygulanabilir oldugu aragtirilacaktir.

1Bu yontem [Lappin ve Leass, 1994] ve [Mitkov, 2002] tarafindan kullanilan sistemlerdir.
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Bolum 2

DILBILIMSEL ARKAPLAN

Son otuz yildir giderek artan sdylem yapisi ile ilgili caligmalarin merkezinde hep
artgonderim konusu yeralmigtir. Soylem gercek diinyadaki nesnelere gonderimde
bulunurken bir baglagiklik diizenegi olarak artgénderimlere bagvurur. Séylemde
odakta bulunan anlatimsal ifadeler artgénderimsel olarak adillagabilir. S6ylem
icinde gercek diinyadaki bir nesneye cesitli gekillerde génderimlerde bulunabili-
riz: Ali, bardak, adam, o, bu, onlardan biri, ora, masa vb. SOylem icinde Once
onciiller sisteme dahil olurlar. Ornek olarak tiimce 2.1’de Ali, Hasan ve Kitap

sisteme dahil olurlar.

Ali Hasan’a kitab1 uzatti. (2.1)

Bu 6geler herhangi bir anda soylem iginde bir adil ile esgonderim olugtura-
bilirler. Bu tiimcenin hemen ardindan geldigini varsayarsak, tiimce 2.2 buna bir

ornek olusturur.



Ama o almak istemedi. (2.2)

Bu tiimcedeki o agik adili Hasan’a génderimde bulunur. 2.1 nolu tiimceden
hemen sonra 2.3’deki gibi bir tiimce gelseydi bu durumda onu agik adili kitaba

génderimde bulunacakti.

Ancak Hasan onu almak istemedi. (2.3)

Eger tiimce 2.4’teki gibi bir tiimce gelseydi, oncelikle gozle goriiniir agik bir

adilin olmadigr farkedilirdi. Ancak {izgiin goriinen birinin oldugu da kesindir.

Cok iizgiin goriiniiyordu. (2.4)

Bu durumda bu tiimcede goremedigimiz ancak dilbilgisel olarak gizli bir 6znenin
varliginda bahsedebiliriz. Bu tiimcede Ali’ye gizli bir artgonderim s6z konusu

oldugundan buna bog artgénderim diyecegiz ve © igareti ile ifade edecegiz.

Bu 6rneklerden anlagildigi gibi amac geriye isaret etmek ve bunun yapisini
arastirmaktir. Geriye isaret eden veya gonderimde bulunan yapilar icin Ingi-
lizce’de Anaphora kelimesi kullanilmaktadir. Tiirkce icin kullanilan ve kabul
goren kargiligl ise artgénderimdir. Bu artgénderimin (Anaphora) isaret ettigi,
gonderimde bulundugu 6geye ise Ingilizce’de antecedent ya da referent de-
nir. Tiirkce dilbilimsel caligmalarda ¢ogunlukla énciil kelimesi kullanilir. Tiimce

2.1’de Ali, Hasan ve kitap aday onciillerdir. Tiimce 2.2’deki o 0gesi ise Ali 6n-
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ciiliinii isaret eden bir a¢ik adildir ve bir artgonderim 6rnegidir.

2.1 Artgonderim Bicimleri

2.1.1 Adilsal Artgonderim

Ana ve yan tiimcelerde 6zne pozisyonunda acik adil ve bos artgonderimleri
tiimcenin yiiklemi ile say1/kisi uyumu igindedir. Ugiincii tekil sahis uyum takisi
bostur. Uciincii cogul kiside eger acik ézne kullanilmigsa fiildeki bicimsel taki
baglama bagli olarak kullanilabilir ya da kullanilmayabilir. Aksi halde uyum
gosterir ve aciktir. Artgénderim, séylem iginde gesitli bicimlerde var olabilir.
Bu bi¢imin zorunluluk mu yoksa konusucunun ya da yazanin se¢imine mi bagh
oldugu degigkenlik gosterir. En yaygin kullanilan artgénderim tipi adilsal art-
gonderimdir (pronominal anaphora). Ben, Sen, O, Biz, Siz ve Onlar adilsal
artgonderim orneklerinin yalin halleridir (Ben yarin okulda olacagim). Bununla

birlikte ismin hallerini de alirlar:

1. Yalin Hali (Nominative): Ben, Sen, O ...

2. Belirtme Hali (Accusative): Beni, Seni, Onu ...

3. Yonelme Hali (Dative): Bana, Sana, Ona ...

4. Aynlma / Cikma Durumu (Dative): Benden, Senden, Ondan ...
5. Ilgi / Tamlayan Hali (Genitive): Benim, Senin, Onun ...

6. Bulunma hali (Locative): Bende, Sende, Onda ...
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2.1.2 Doniislii Artgonderim

Bir bagka artgonderim tipi ise doniiglii (reflexive) adillardir. "Jonh admires him-
self" tiimcesindeki himself aym tiimcedeki John varligina génderimde bulunur.
Tiikgede bu tiimceyi "John kendini begenir" geklinde soyleriz. Bu tiimcedeki
kendi terimi Tiirk¢e doniislii adillar i¢in bir 6rnektir. Doniiglii artgénderim de
adilsal artgdnderim gibi durum hallerinden etkilenebilir: Kendi, kendini, kendi-

sine, kendinde...

2.1.3 Bos Artgonderim

Soylemde yiizeyde goriinmeyen fakat dilbilgisi kurallarinca agiga cikarilan art-

gonderim tipidir. Asagidaki séylemi ele alalim.

Alin; baleye gitmek i¢in hazirlik yapiyordu.

| @ |@; Cantasina gerekli egyalar1 koyarak| evden ¢iktu.| (2.5)

Bu tiimcedeki 6zne pozisyonundaki ilk 6ge bog bir artgonderimdir ve Alin ile
esgonderime sahiptir. Benzer bir gekilde bog artgénderim pozisyonunda bulunan
ikinci @ gonderimi de bog artgdnderim’e 6rnektir. Bu bog artgonderimler adil
midir yoksa degisken midir sorusu halen tartigilmaktadir. Bu tartigma c¢alisma-
mizin diginda kaldigindan biz yiizeyde goriinmeyen bu 6gelere bog artgénderim

diyecegiz.
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2.1.4 Sozliiksel Ad Obegi Artgonderimleri

Diger bir artgénderim tipi ise S6zlitksel Ad Obegi Artgénderimleridir. Bu
yap1 sozdizimsel olarak tiimcelerde belirtili isim 6bekleri seklinde bulunurlar:
Ozel isimler, belirtili tanimlar vb. Noam Chomsky, bir sepet elma, masadaki

vazo, adam Ornek olarak verilebilir.

Artgénderim 6rneklerimize agagidaki alintiy1 inceleyerek devam edelim.

(1) Evvel zaman i¢inde bir kentte kii¢iik ve fakir bir kiz yagarmug.(2)
Bu kiz kibrit satarak ge¢inmeye ¢aligirmis. (3) Kizin hickimsesi yok-
mus.(4) Yikik dokiik bir evde yasarmig. (5) Bir sabah yine kibrit
satmak icin yollara diigmiis.(6) Kar yagdig: i¢in her taraf bembe-
vazmig.(7) Kibrit¢i Kizin ayagima giyecek ayakkabisi bile yokmus.(8)
Yalin ayak karlara basa basa kibrit satmaya ¢aligiyormus. (9) Uze-
rindeki elbiseler o kadar eskimis ki soguktan korumuyormus bile.
(10) Kibritci kiz soguktan donmamak igin bir koseye biiziilmiig. (11)
Artik akgsam olmak iizereymis. (12) Kizcagiz artik kibrit satamaya-

cagini anlamis.

Bu metinde ilk tiimceyle birlikte kent ile kiiciik ve fakir bir kiz ad Oobekleri
soylem varliklar1 olarak sisteme girerler. Bir sonraki tiimcede (Bu kiz kibrit sa-
tarak geginmeye calisirmus), kigik ve fakir bir kiz soylem varhgma bu kiz ad
Obegiyle gonderimde bulunulur. Aslinda bu iki ad 6begi gercek diinyadaki bir
varliga egsgdonderimde bulunurlar. Bu yapidaki iki ad 6begi de génderimde bulun-
duklarindan bunlar Sézciiksel Ad Obegi Artgénderimi’nin birer érnegidir.
Benzer bir gekilde ikinci tiimceyle birlikte kibrit varligi da sisteme dahil edil-

migtir. Bu ad Obegine de izleyen bir tiimceden goderim yapilabilir. Bu tip ad
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Obekleri genel anlamda goderimsel ifadeler olarak degerlendirilir. Simdi yuka-
ridaki alintida kiiciik kiz i¢in nasil bir géonderim yapisi kurulduguna bakalim.
Kullanilan génderimleri tiimce sirasiyla listeleyelim: Kiiciik ve fakir bir kiz (1),
Bu kiz (2), Kizin (3), @ (4), @ (5), Kibrit¢i Kizin (7), @(8), @ + GEN ve @ +
ACC(9), Kibritgi kiz (10), Kizcagiz(12). Ortaya ¢ikan eggonderimsel bu zincirde
acik adil, bog artgonderim, ve ad 6begi artgonderimleri kullanilmigtir.

2.1.5 Karsilikli Artgénderim (Reciprocal)

Bir diger artgonderim tipi ise kargilikli artgéonderimdir. Séylemde kargilikli bu-

lanan 6geler arasindaki karsilikligr ifade etmek amaciyla kullanilir.

They hit each other (2.6)

Yukaridaki tiimcede gecen each other ifadesi Ingilizce’deki karsilikli artgonde-

rim i¢in bir 6rnektir. Tiirkce icin kullanilan kelime ise birbirleridir.

Birbirlerine vurdular. (2.7)

Yukaridaki tiimcedeki birbirlerine ifadesi karsilikli artgonderime bir 6rnektir.

2.1.6 Bos Adsal Artgonderim

Bir ad 6beginin olmasi gereken yeri bog biraktigi durumlarda ortaya c¢ikar. Buna

agagidaki gibi bir 6rnek verelim.
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- Ben [senin gibi bir ayyasa| yol vermem

- Ben @ veririm

Yukaridaki séylemde birinci konusucu senin gib: bir ayyas ifadesi ile ikinci
konusucuyu tammliyor. Ikinci konusucu aym ifadeyi bog kullanarak birinci konu-
sucuyu tanimliyor. Ikinci konugsucunun tiimcesinde adilsal bos bir artgénderim
oldugunu soyleyemeyiz; bu durumda bu ifade ikinci konusucuyu yani kendi-
sini tanimliyor olacakti. Oysa ikinci konugucunun birinci konugucuyu belirttigi

aciktir.

2.2  Yan Tiimcelerde Artgonderim

Tiirkcede yan tiimce iiretmek icin eyleme eklenen cekim ekleri su sekildedir:

1. -mek: Ogrenciler derse girmek istemiyorlar.

2. -me: Ogrencilerin derse ge¢ gelmesi en ciddi problemimiz.
3. -is: Hocamin derst anlatigr bence iyi.

4. -ecek: Dersi gececek dgrenciler belli.

5. -dik: Ogrenci aldags notu begenmedi.

Yan tiimcenin 6znesi tamlayan eki alirken, eylemi iyelik eki alir. Ve bu iki
birim kigi say1 uyumu gosterir. Ana tiimcede oldugu gibi yan tiimcede de ii¢iincii
kisi cogul uyumu eyleme secime bagh olarak eklenir. Artgénderim ana ciimledeki

islevi yan tiimcelerde de aynen devam eder.

Onun dersi anlatigs bence iyi. (2.8)
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Bu ciimledeki Onun artgonderimi agik adil olarak gerceklesmistir. Bununla
beraber bog artgonderim iceren durumlar da olur. Bosg artgénderimler benzer

bir gekilde yan tiimcelerde de goriiliir. Asagidaki tiimce buna ornektir.

Adam; |@; okula gitmek| i¢in otobiise bindi. (2.9)

2.3 Diger Dilbilimsel Artgonderim Calismalari

2.3.1 Baglama Kurami (Binding Theory)

Artgonderim konusundaki en 6nemli ¢aligmalardan biri de [Chomsky, 1981] ta-
rafindan sunulan ilkeler ve degistirgenler (principles and parameters) kurami-
dir. Bu ¢calismanin icerdigi Baglama Kurami artgénderimlerin nasil génderimde
bulunacagina iligkin 6nemli sézdizimsel kisitlar1 vurgular. Bu kuram doniislii
adillar, kigi adillarin1 ve sozliiksel ad 6beklerini kapsar. Baglama bagh o6ge-
nin/6nciiliin gonderimi ile gondergenin goénderimi aynidir. Baglama kuralinda
gonderimi tiimce i¢inde olan adillar génderge olarak adlandirilir. Gonderimi
tiimce diginda olan adillar adilsil (pronominal) ve siradan adlar ise gonderimsel

ifade (referential expression) olarak tanimlanir.

1. He likes himself

2. John likes herself

He adilinin gonderimi tiimce disinda oldugundan adilsil, herself kurucusu
gonderimi tiimce iginde oldugu icin génderge ve John ise génderimsel ifadedir.

Kuram dort ifade tipinden bahseder:
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Tablo 2.1: AO Simifilandirma Tablosu

Acgik

Bos (Ortiik)

[+ gonderge, - adilsil]

Sozlitksel Gonderge (kendine, birbirleri)

Ad Obegi 17i

|- gonderge, + adilsi]|

Adil (ben, onlar,...)

adil (pro) (@)

[+ gonderge, + adilsil]

ADIL (PRO)

|- gonderge, - adilsil]

Ad (Ali, Veli)

degiskenler

Sozliiksel gondergeler [+ gonderge, - adilsil], gonderimleri sadece tiimce
icinde olmak durumundadir. Buna en iyi 6rnek doniiglii artgonderimdir. Adil
|- gonderge, + adilsil], tiimce igine gonderimde bulunamaz. Tiimce digina gon-
derimde bulunurlar. Adillar buna 6rnektir. Adlar ise [- gonderge, - adilsil| hig
bir gonderimsel kisita ugramazlar. Uciincii kategorideki 6ge ise denetim ADIL1
(kontrol PRO) olarak bilinir. Bu yapi ya kigi-digi bir yorum ile yapihr ya da

ozne ile nesne tarafindan kontrol edilebilen bir yorum yapilabilir. Ornek olarak

[ADIL(PRO) Okumak]| gereklidir. (2.10)

climlesinde okumak eyleminden o6nce gizli bir kigi-dig1 degisken vardir. PRO

ozne tarafindan kontrol edilebilir.

Arda [ADIL(PRO) Okumak] istiyor. (2.11)

Yukaridaki ciimlede, okumak eyleminin 6niinde PRO vardir. Agagidaki tiimcede

ise nesne tarafindan kontrol edilen bir PRO s6z konusudur.

Herkes[PRO(onun)gitmesinilistiyor. (2.12)

Tiim bu ifadeler Chomsky’nin (Binding Theory) Baglama Ilkelerine uyar.
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1. Bir gonderge yerel bir alana baghdir. (An anaphor is bound in its Gover-

ning Category)
2. Bir adilsil yerel alana bagh degildir (A pronominal is free in it GC)

3. Gonderimsel ifadeler 6zgiirdiir (R-expression is free)

Bu ilkeler i¢in agagidaki ornekleri inceleyelim.

John; likes himsel f; (2.13)
John sevmek kendi(gonderge)

John kendini sever

Bu tiimcedeki kendi géndergesi ile John adi Baglama Kuram’ini birinci ilkesine

uygun bir gekilde esgéndergelidir.

O(adulst) sevmek o(adulst)

O onu sever

Kuramimmizin ikinci ilkesine gore adilsilar yerel alanda 6zgiirdiirler. Dolay1-
siyla bu climledeki he ve him adilsilar yerel alanda 6zgiirdiirler ve esgondergeli

degildirler. Bu nedenle he i ile dizinlenmigken him j dizinine baghdir.

Baglama Kuraminin ii¢iincii ilkesi geregi John gonderimsel ifadesi tamamen

ozgirdiir ve O(he) adil ile egdizinlenemez.
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He; likes John/; (2.15)
O(adils1) sevmek John(Gonderimsel ifade)

O onu sever

2.3.2 Givon

|Givon, 1983] konusallik ile artgénderim bigimi arasmda karsilikli bir iligkinin
olduguna deginir. Konusallik degeri yiiksek olan géndergeler ya adilla ya da bos
artgonderimle kodlanir. Konusallik degeri diigiik olanlar ise tam ad 6bekleriyle

(Full NP) ile kodlanir.

2.3.3 Fox

|[Fox, 1987] ise ayn1 s6ylem alani i¢inde sisteme dahil edilmig 6nciillerin adilla ya
da bos artgénderimlerle kodlandigini vurgular. Ote yandan baska bir séylem ala-
nindaki onciiller ise Tam Ad Obegi ile kodlanirlar. [Fox, 1987| s6ylemin agamali
olarak siralanmig énermeler dizisi oldugunu belirtir. Bu agsamali yapinin artgon-
derim se¢imlerinde 6nemli bir rol oynadigini vurgular. Asamali modeldeki temel
yaklagim gu gekildedir: Soylem sirali bir gekilde okunuyor olsa da anlamlandi-
rilmalar1 agamali olarak gerceklesir. Kusku yok ki bunun artgénderim davranisi

iizerinde ¢ok biiyiik bir etkisi vardir.

Metinler asamal olarak diizenlenmis énerme kiimeleridir. Onermelerden olu-
san kiimeler retorik yapilarla gosterilmektedir. Bu Retorik yapilar gekirdek ve
niteleyici uydu olmak iizere iki béliimden olusur. Konusucunun ana fikri ya da

amaci cekirdekte yeralir. Cekirdekteki bilgileri nitelemek icin kullanilan diger
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ek bilgiler ise uydu dedigimiz niteliyici yapida yer alirlar.

2.3.4 Merkezleme Teorisi

|Grosz ve Sidner, 1986] ve |Grosz, 1995| sGylem yapisi teorisini geligtirdiler ve
odak tabanh artgénderim coziimlemesi ile ilgili bir¢ok calisma sundular. Mer-
kezleme Teorisi olarak bilinen bu caligma yerel bagdasikligi ele alir ve merkezin
hareketine iliskin bazi kurallar icerir. Iste bu kurallar: iceren ve bu kurallar {ize-
rinden olugturulan artgénderim algoritmalarina merkezleme algoritmalar: (Cen-
tering Algorithms) denir. Merkezleme Kurami yerel bagdagiklik ve belirginlik
modeli olarak gelistirilmistir. Asil amaci bagdasiklik oriintiilerini olugturan gén-
derimsel ifadeleri tanimlamaktir. Bu kurama gore her soylem bir dizi boliitten
olugur ve her boliit bir tiimceden(sézce) olugur. |[Brennan vd., 1987| bu kurami

bilgisayarl bir model olarak sunmusgtur.

2.4 Tiirkce icin Dilbilimsel Artgonderim Calis-

malari

[Oktar ve Yagcioglu, 1997] yaptigi cahgsmada [Fox, 1987]'un ¢aligmasim or-
nek alarak iigiincii-tekil-kisi insan gondergelerinde olusan artgénderim Oriin-
tiilerini saptamaya c¢alismiglardir. Veri tabanindaki metinleri inceleyerek elde
ettikleri bulgularda, artgonderim oriintiilerinin tiimiiyle retorik diizenlemeyle
yonetilmedigini, artgdénderim secimlerinde yapisal olmayan etkenlerin de rol oy-

nadigini gozlemlerler. Ortaya ¢ikan bulgular su sekilde 6zetlenebilir:

1. Eger aktif gondermede séz konusu kisi ya da varlik hakkinda daha once

bir agiklama varsa, bu onciile yapilacak bir génderme adil ile gerceklesir.
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Aksi halde ad 6begi kullanilir.

2. Bu cahigmada verilen bir 6rnekte 6nciil ile adil arasinda dort 6nermeli bir
bosluk vardir. Boylelikle tam ad 6begi kullanma zorunlulugunun olmadig:

tespit edilmigtir.

3. Adil kullaniminin uygun olabilecegi retorik birimlerde genellikle tam AO’lerinin

kullamldigina iliskin bulgular bu tiir metinlerde tam AQ’lere geleneksel
gonderge baglantisinin diginda ¢ok daha bagka islevler yiiklendigini gos-

termektedir.

[Celtek ve Oktar, 2004] ise yine [Fox, 1987|'un ¢aligmasindaki Retorik
Yap1 Coziimlemesi yontemini temel alarak metinlerin sadece bir tiimceler dizisi
olmadigi, asamali bigimde diizenlenmig 6nermeler dizisi olduguyla ilgilenmigtir.
Bu ¢aligmada 5000 6nermenin adil ve bos artgonderim oriintiileri ¢oziimlenmis-
tir. Bu analizde sadece 3. kigi gondergeleri i¢in 317 adet bog artgénderim ve 144
adet agik adil oldugu tespit edilmigtir. 3. kisi gondergelerde bog art génderim-
lerin daha agirlikli oldugu kesindir. Ote yandan cahsmadaki ilging bir bulgu ise
1. ve 2. kisi ile cansiz gondergelerine yoneliktir. Bu gondergeler i¢in tercih edi-
len artgonderimsel bicimin acik adil oldugu belirtilmektedir. Ote yandan araya
giren Onermelerde s6z konusu kigiye iligkin bir aciklama yapilmig ise gonderge

geriye-atlama yapisinda adil ya da bog artgonderim ile kodlanmaktadir.

Peki adil ya da bog artgonderim secime bagli olarak mi yapilmaktadir ?
|Eng, 1986] agik adilarin sdylem iginde konuganlar ve dinleyenler tarafindan 6g-
renilmesi gereken edimbilimsel iglevleri oldugundan, bog ulamin ve acik adilin

secime bagl olmadigini soyler.

[Erguvanh-Taylan, 1986] soylemde 6znenin konu degistirme iglevi gor-

diigii durumlarda, agik adillarin kullanilmasinin zorunlu oldugunu ve bos ula-
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min dilbilgisi dig1 yapilara neden oldugu goriisiinii savunur. Ve bog adilin séylem
ozellikleri acisindan agik adillarla ortiismedigini gosterir. Calismada gonderimin
olugtugu ii¢ durumun alt1 ¢izilir:

1. Bos artgonderimlerin zorunlu kullanimi

2. Acgik adillarin zorunlu kullanimi

3. Bos artgdnderimin ya da Agik adilin secimli kullanimi1

Yan tiimcelerdeki tamlayan pozisyonundaki ifadelerin diigmesi tamlayan du-

rumlu bog bir artgénderim olarak yorumlanir.

Erol; ©; karist igin herseyi yapar. (2.16)

2.16 nolu tiimcede karis1 ifadesinden hemen 6nce bog bir artgénderim vardir.
Bu art génderimin bog kullanilmasi zorunludur ki Erol ile eggénderime sahip

olsun. Benzer bir durum agagidaki 2.17 nolu tiimce i¢in de gecerlidir.

©; kansi i¢in Erol; herseyi yapar. (2.17)

Bos art gonderim oOnciilden 6nce olsa da farketmez. Bu durumda yine iki
6ge aym esgonderime sahiptir. Ote yandan 2.18 ve 2.19 nolu tiimcelerdeki karisi
ogesi agik adil ile kullanilmigtir. Bu durumda séz konusu agik adil (Onun) Erol

ile ayn1 esgénderime sahip olmaz.

Erol; onun,;/; karisi i¢in hergeyi yapar. (2.18)
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2.19 nolu tiimcede agik adil 6nciiliinden 6nce yer almasina ragmen 2.18 nolu

tiimceyle ayni davraniga sahiptir.

Onun,;/; kansi i¢in Erol; herseyi yapar. (2.19)

Ancak onciiller birden fazla olduklarinda, tiimce icindeki pozisyonlar: 6nemli
olur. Ornek olarak asagidaki 2.20 nolu tiimcede bos artgénderimin onciilii be-

lirsizdir.

Ahmet; Erolj’a ©;;; karnsmi sordu. (2.20)

Ancak karisini 6gesi degisik pozisyonlarinda yer aldiginda bu belirsizlik ortadan
kalkar. Karisim ifadesi 2.21 nolu tiimcedeki gibi yerlestiginde, bog artgénderim

Ahmet oOnciiliine gonderimde bulunur.

Ahmet; @;/.; kansii Erol;’a sordu. (2.21)

2.22 nolu tiimcedeki gibi bir dizilis s6z konusu oldugunda bog artgdnderim

Erol’a gonderimde bulunur.

Erol;’a @.;; kansim Ahmet; sordu. (2.22)
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(alhigmadaki bir bagka bulgu ise sudur: Ana tiimce 6znesi ile ayni eg gonde-

rime sahip yan tiimce 0znesi bog adil olmak zorundadar.

Erol; bana | ©;/onun,;,; toplantiya gelmeyecegini| soyledi (2.23)

2.23 nolu tiimcede goriildiigii gibi eger yan tiimcenin 6znesi acik adil olursa
gonderimi Erol, yani ana tiimcenin 6znesi, olmaz. Eger bu 6zne bog artgénderim
olursa Erol’a gonderimde bulunabilir. Dolayist ile bu tip 6rneklerde adillarin agik

ve bos kullanilmasi se¢ime bagh degildir.

(Cahigmada alt1 c¢izilen bir diger 6nemli baghk ise sdylemin gonderim ¢ozii-

miine etkisidir.

Erol; yemege gelecek miydi 7

Nazan bana [onun;/@; yedide gelecegini| soyledi (2.24)

2.24 nolu soylemde onun;/@; gonderimleri Erol’a gonderimde bulunur. Oysa
birinci tiimce dikkate alinmaz ise bu durumda s6z konusu goénderimler tiimce

icindeki 6zne pozisyonunda yeralan Nazan’a génderimde bulunurlar.

[Turan, 1996] Tiirkce soylemdeki artgonderimsel iligkilerin karakteristigini
¢ikarmaya calismigtir. Bu caligmasini Merkezleme Teorisi {izerinden yapmigtir.

Buna yonelik olarak ii¢ temel olguyu tartigmigtir.

e Hangi ifadeler gonderimler i¢in Onciil olma potansiyeline sahiptir. Baz

ifadeler génderimseldir, bazilar1 degildir.
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e Ayrica potansiyel onciiller belli bir belirginlik degerine sahiptir. Bu belir-

ginlik degeri nasil hesaplandigi calismanin ikinci olgusudur.

e Uciincii amac, bosartgonderim, acik adil ve 6zne pozisyonundaki tam ad

Obeginin iglevini ortaya ¢ikarmaktir.

Bu ¢aligmadaki bulgular calismamizin ileriki agamalarinda kullanilacagindan

detaylarim1 daha sonra tartisacagiz.

[Eng, 1986] Tiirkge’deki bog artgénderim ve acik adillarin serbest olmadi-

g soyler.

Ben carsiya gidiyorum

@ carsiya gidiyorum (2.25)

2.25 nolu 6rnekteki ilk tiimcede 6zne acik adilla ifade edilmis.Ikinci érnekte
ise bog artgonderim kullanilmigtir. [Eng, 1986] ilk ciimledeki agik adilin séyle-
min konusunu belirledigini séyler. Ikinci tiimee "Neden ceketini giydin" gibi bir
soruya cevap olarak verilmigtir. Bu durumda ceketin neden giyildigi séylemin
konusudur. Bu konuya yorum yapmak i¢in ikinci tiimce kullanilir. Bu tiimcede
bosartgonderim kullanilmasinin sebebi, séylemin konusunun 6zne olarak belir-
lenmesinden kaginmaktir. Ayrica [Eng, 1986] 6zne pozisyonundaki agik adilin
konu degistirmek icin kullanildigini séyler. Ayrica iki ad 6begi arasinda bir ay-

kirilik (contrast) yaratmak icin agik adil kullamlanilir.

Arabayl Ahmet yikamadi. Ben yikadim

Bu havada kimse top oynamaz. Ben Oynarim (2.26)
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Acik adil kullanmanin bu iki iglevi - konu degistirme ve aykirilik yaratma- bir-

birlerine bagh kavramlardir.
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Bolum 3

BILGISAYARLI ARTGONDERIM
CALISMALARI

Bu boéliimde artgonderim c¢oziimlemesi icin ne tip bilgisayarh tekniklerin kul-
lanildigina bakacagiz. Bu nedenle 6ncelikle bilgisayarh artgonderim c¢oziimleme
siireclerinin nelerden olustugunu inceleyip Tiirk¢e ve diger Diinya dilleri icin
hangi tekniklerin ve ¢oziimlerin 6nerildigine bakacagiz. Basitlegtirilmis ¢6ziim-

leme siirecleriyle baglayalim.

3.1 Artgonderim Co6ziimleme Siirecleri

Bu kisimda artgonderim c¢oziimlemesi icin yapilmas: gereken temel adimlardan
bahsedecegiz. Bu adimlar bugiine kadar artgonderimle ilgili yapilan ¢caligmalarda
uygulanan temel adimlardir. Bir ¢ok caligma asag yukar:i benzer agamalardan
gecerek artgonderim icin bir ¢éziim olusturmaya calismistir. Bu agamalar su

sekilde siralayalim:

1. Soylem Varliklarinin Bulunmasi: Bu agamada séylemde mevcut olan 6ge-
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lerden hangilerinin séylem icin bir varlik oldugu saptanir. Bu varliklar ¢o-
zliim sistemine soylem varligi olarak dahil edilirler. Varhiklar, gonderimde
bulunabilenler ve bulunamayanlar olarak ikiye ayrilir. Ve yine gonderimde
bulunamayanlar ise 6nciil potansiyeligine sahip ve sahip olmayanlar ola-
rak ikiye ayrilir. Ya da bir bagka ifade ile gonderimsel ifade (referring
expression) smifinda olanlar ya da olmayanlar gseklinde ikiye ayrilabilirler.

Dolayisiyla séylemdeki 6geler ii¢ sekilde simiflandirilir.

(a) Gonderimsel Varliklar: Agik Adillar(Adilsal, Déniiglii, Kargilikli), Bog
Artgonderimler, Sozliiksel Ad Obekleri.

(b) Onciil Potansiyeline Sahip Varliklar (Referring Expressions): Gonde-
rimsel varliklar da yine bu smifa dahil olurlar. Yani bir adil bir diger
adila génderimde bulunabilir. Hatta bu Tiirkce metinlerde ¢ok sik
olan bir durumdur. Bunun disindaki ad ébekleri ya da tiimceler bu

sinifa dahil olabilir.

(c) Onciil Potansiyeline Sahip Olmayan Ogeler: Eylemler (cogu zaman),
Sayilar, Sifatlar vb. Bu 6geler bazi kogullarda gonderimsel iligki icinde

olabilirler. Ama cogunlukla bu iligkilerin disindadirlar.

Bu siiflandirma, olusturulacak bir modelin hizin1 ve performansini ar-
tiracaktir. Ciinkii bu siniflandirma ve de eleme sayesinde Artgonderim
Cozilimleme Algoritmasi gereksiz 6geler ile ugragmayacagindan mode-
lin bagarisini olumlu yonde etkileyecektir. Bir artgdénderimin olasi ¢nciil
adaylarimin azalmasi, génderim potansiyeli tagimayan soylem varliklar:
icin aday oOnciil aranmamasi gibi durumlar sistemin ve de algoritmasin

basarisim1 ve hizim1 artiracaktir.

. Olas1 Aday Onciillerin Olusturulmas:

Bu asama bi 6nceki asamanin devamidir. Bu ve sonraki agsamalarin or-
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tak Ozelligi herbir génderge i¢in tekrarlanmasidir. Yani tiim gondergeler
coziimlenene ya da iglenene kadar bu agamalar siirekli tekrarlanir. S6zko-
nusu gonderge/adil i¢in olasi 6nciil adaylarinin olugturulmasi i¢in dikkate

alinan temel noktalar sunlardir:

(a) Aday onciillerin, ele alinan gonderge ya da adil ile ayni séylem sinir-

lar1 i¢inde olmasi

(b) Aday onciillerin ele alinan adildan énce gelmesi !

. Onciillerin Siiziilmesi:

Stizme agsamasi s6z konusu adil i¢in mantiksiz onciillerin elenmesidir. Bir
adil bir 6nceki agsamadan geg¢mis olas1 Onciillerden sadece belli kurallara
uyanlar ile gonderimsel bir iliski icinde olabilir. Ornek olarak say1, kisi,
cinsiyet uyumu bu kurallar arasindadir. Ama sézkonusu dilin bu bilgileri
kodlamasi gerekmektedir. Tiirkce bunlardan sadece say1 ve kisi bilgisini
kodlamaktadir. Dolayisiyla bu agsamada bizim c¢aligmamizda kullanaca-
gimiz slizme teknigi sadece say1 ve kigi bilgilerini icerecektir. Bunun di-
sinda bagka slizme yontemleri de vardir. Anlambilimsel siizme bunlardan
en Onemlisidir. Bir varligin ve eylemin anlamindan yola ¢ikarak belli ku-
rallar sisteme dahil edilebilir. Ornegin sistem su tip anlamsal kurallar ice-
rebilir; Agaclar yiiriiyemez, Kediler konusamaz, Insan nefessiz yasayamaz.
Ama bunlar gergek diinyada, belli bir baglamda kabul gérecek anlamsal

olgulardir. Bagka bir evrende bu kurallar degisebilir.

. Kalan Onciillerin Siralanmasi Bu asamada herbir génderge icin bir aday

onciil listesi vardir. Boylelikle aday onciiller arasindan en uygunu seci-

LAdil her zaman gonderimde bulundugu sdylem varhigindan énce gelir. Ama bu kurala
istisna olusturan durumlar da vardir. Mesele Ingilizce’de "He’s the biggest slob I know. He’s
really stupid. He’s so cruel. He’s my boyfriend, Steve." ciimlesi dilbilgisel olarak dogrudur
ve kullanilan bir yapidir. Burada He adili génderimde bulundugu Steve sdylem varligindan
once gelir. Bu yapilara Ingilizce’de Cataphora denir. Tiirkce icin sik kullanilan karsihig: ise
Ongénderimdir.
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lebilecektir. Eger bu liste bog gelirse, ya diger agsamalardan bazilar: iptal
edilir ya da bu génderge ¢oziimsiiz birakilir. Bazi sistemlerde bu ¢6ziimsiiz
durum icin 6zgiin yontemler kullanirlar. Ornegin adila en yakin 6nciil bu
adilin 6nciilii olur. Bu yontemi deneyimizin bir kisminda kullanacagiz. Bu
tamamen sistemin gereksinimlerine baghdir. Eger liste bog degilse aday 6n-
ciillerin siralanmasi ya da belli puanlarla agirhiklandirilmas: gerekir. Buna
yonelik kullanilan iki 6nemli bilgi tabanh kuramdan bahsedebiliriz: Mer-
kezleme Teorisi ve Belirginlik Tabanli(Salient-based: RAP, MARS, etc...)
algoritmalar. Bilgi tabanl yontemlerin diginda makine 6grenmesi algorit-
malar1 da kullanilmaktadir. Bu iki yaklagim - yani bilgi tabanh yaklagim-
lar ve makine 6grenmesi yaklagimlari- sonraki béliimlerde ayrintili olarak

incelenecektir.

3.2 Bilgi Tabanlhh (Knowledge-Based) Artgdnde-

rim Coziimleme Calismalar:

Bir 6nceki béliimde de bahsettigimiz gibi artgonderim ¢oziimlemesinin baz aga-
malar1 vardir. Bu agamalardan sonuncusu hari¢ digerleri hemen hemen tiim yak-
lagimlar icin aynmidir ve ¢ok biiyiik bir degisiklik gostermezler. Son agama hangi
onciiliin hangi siralamadan gecgecegine iligkin bir yéntemini igerir. Son agama icin
birgok yaklagimdan bahsedilebilir. Bu boliimde bilgi tabanl (knowledge-based)
yaklagimla ilgili ne tiir calismalar yapildig: incelenecektir. Bu yaklagimlar daha
cok dilbilimsel teorilerden elde edilir ve 6ne siiriilen model bu teorik arkaplan

iizerine oturur. Bu yaklasimlardan éne cikanlar tek tek inceleyelim.
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3.2.1 Hobbs’un Algoritmasi(Hobbs’s Naive Algorithm)

En eski bilgi tabanh artgénderim ¢aligmasi [Hobbs, 1978| tarafindan sunulan
sozdizim tabanlh bir ¢oziimdiir. Her bir génderge icin aday onciillerin bulun-
mas1 ve tespiti sézdizim agacinin taranmasi ile yapilir. Onciil arama isi metnin
yoniiniin tersinedir. Onciil arama sézkonusu gondergenin ya da adilin icinde bu-
lundugu tiimceden baglar ve geriye dogru gider. Bu aramada agac soldan-saga ve
yayillma oncelikli arama (breadth-first) yontemiyle taranir. Tarama sonucunda
uyum ve baglama kosullarina uyan ilk aday gonderge ya da adil i¢in Onerilir.
Bu kadar basit olmasina kargin tam ayrigtirilmig bir sézdizim agacina bagimlh

olmas1 bir dezavantaj olarak goriiliir.

Bu algoritma s6zkonusu adilin bulundugu tiimce ile 6nceki tiimcelerin s6z-
dizim agaclarin girdi olarak alip bu agaclar iizerinde uygun bir o6nciil arar.
Agag tarama algoritmasinda belirlenmis bir Soylem Modeli vardir. Bundan do-
lay1 agaci tarayacak olan algoritma bir dilbilgisi belirlemek zorundadir. Ciinkii
sozdizimsel olarak agacin yapisina iligskin kabuller sonuclar etkileyecektir. Bu
yaklagimda Ad Obeginin (NP) her zaman igin bir A-Bar (N-Bar) icerdigi kabul

edilir. Asagidaki iki tiimceyi inceleyelim:

1. Mr. Smith saw a driver in his truck.

2. Mr. Smith saw a driver of his truck. (3.1)

Ik tiimcede his adili a driver aday onciile gonderimde bulunabilir. Ama
ikinci tiimcede bu génderim miimkiin degildir. Bu iki tiimcenin so6zdizim agacg-

larina bir gozatalim.

Birinci tiimcenin sozdizim agaci Sekil 3.1 ’deki gibi olur. Benzer bir gekilde
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MNP

<IN

Det

l N-bar PP
LN
a driver in NP
Det MN-Bar
/N
MNP ‘s Truck

v

he

Sekil 3.1: Birinci tiimcenin sozdizim agaci
ikinci tiimcenin sozdizim agact Sekil 3.2°deki gibi olur.

Hobbs algoritmasi bu s6zdizim agaglarini belli bir yontem ile tarayarak he-
saptaki adil ile sayi-kisi uyumu gosteren onciilleri arar. Bu arama islemi belli

kurallarlardan olugur. Bu kurallar su sekilde siralayalim:

1. Sozkonusu gonderimi iceren Ad Obegi ile basla.

2. Ust seviyede ilk karsilasilan AO veya S 2 diigiimiine ¢ik. Bu diigiimii X,

bu diigiime ulagmak i¢in izledigin yolu ise p (PATH) olarak kaydet.

3. Bu X diigiimiiniin altinda ve bu p yolunun solunda kalan agaci soldan
saga (left-to-rigth) ve yayilma Oncelikli arama (breadth-first) bicimiyle

tara. Kargilagilan herhangi bir NP’yi 6nciil olarak 6ner.

4. Bu X diigiimii tiimcedeki en iist S diigiimii ise, bir onceki tiimceye gec

ve bu agac1 sagdan sola (letf-to-right) bigimiyle ile tara. Kargilasilan Ad

2Buradaki S diigiimii ana tiimceyi ifade eder. Ornegin S->NP VP gibi bir tekrar yazma
kurallar1 iceren bir sistem diisiiniilebilir. Burada NP(Noun Phrase) Ad Obegini, VP (Verb
Phrase) Eylem Obegini ifade eder. Burada S diigiimiinii tiimce ayristirma agacinin en tepe-
sindeki diigim olarak kabiil ediyoruz. Ciinkii bagka sistemlerde bu tepe diigim daha farkli
olabilir.
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MNP

N

Det M-bar

l i / \ PP
a river of/ \NP

Det N—lBar
MNP 's Truck

v

he

Sekil 3.2: Tkinci tiimcenin sézdizim agaci

Obeklerini 6nciil olarak éner. Eger bu X diigiimii en yiiksek S diigiimii

degil ise 5. adimdan devam et.

5. X diigiimiinden iist seviyede ilk karsilagilan Ad Obegi veya S diigiimiine

¢ik. Bu diigiimii X de ve bu diigiime giden yolu p olarak kaydet.

6. Eger X diigiimii AO ise ve p yolu X’in yonettigi > herhangi bir N-bar’dan

gecmiyor ise, bu diigiimii 6nciil olarak oner.

7. Bu X diigiimiiniin altinda ve bu p yolunun solunda kalan agaci sagdan
sola, yayilma 6ncelikli bicimle tara. Karsilasilan herhangi bir AO’yii énciil

olarak Oner.

8. Eger X bir S diigiimii ise, p yolunun saginda, X’in altinda kalan tiim
dallar tara. Ancak Kargilagilan bir AO (NP) veya S diigiimiiniin altina

inme. Karsilagilan AO’leri éner.

3Bu yénetme olgusu (c-command) sdzdizim agacindaki diigiimlerin birbriletiyle olan iligki-
sidir. Ornegin A diigiimii B diigiimiinden yiiksekte ise, ayn1 zamanda A diigiimii B’den kike
giden yol iizerinde degilse ve A diigiimii B digiimiiniin solunda ise A diigiimi B digimiini
yonetir (c-command) eder
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9. 4. Adima geri don.

Bu algoritmadaki 2. ve 3. adimlar doniiglii adillarin seviyeleriyle ilgilenirler.
Bununla birlikte 5 ile 9 arasindaki dongii S ve NP diigiimleri ile ilgilenir. 4 adim
ise daha Onceki tiimcelere gecisi saglar.

Goritildiigii lizere Bu algoritma bir dilgilgisine ihtiya¢ duyar. Bu algoritma

i¢in ilk kullanilan dilbilgisi agagidaki gibidir.

S — NP VP (3.2)
NP — (Det) N-bar (PP)*

NP — pronoun

Det — article

Det — NP’s

N-bar — noun (PP)*

PP — preposition NP

VP — verb NP (PP)*

Buradaki * karakterleri sifir (0) ve sonsuz tekrar anlamina gelir.
| Tiifekei ve Kiligaslan, 2007| Tiirkce bir tiimce iizerinde bu algoritmaya agiklik

getirmis. Asagidaki tiimceyi bu algoritma iizerinden agiklamis.

Mr. Smith kendi kamyonunda bir adam gordii (3.3)

Bu tiimcenin ayrigtirma agaci Sekil 3.3 'deki gibidir.
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............................ S1 g

NP2 - Antecedent .. p VP1
I "‘V \
Nbar o p NP1 loc VP
noun nullt_pmnoun NP loc NP _nom verb
My. Smith kendi | / \ gordii
Anaphora Nbar det Nbar
I bir |
noun noun
kamyonunda sofor

Sekil 3.3: Ayrigtirma Agaci

Bu 6rnekte goriildiigii gibi kendi doniislii adilindan, onu yoneten NP1 _loc
diigiimiine gegiliyor. Ardindan VP1 ve S1 diigiimleri takip edilerek Mr. Smith
onciiliine ulagiliyor. Bu agamada program dogru ¢alisiyor. Ancak bu tiimcedeki
kendi doniiglii adili yerine, onun acgik adili olsaydi bu algoritmanin ¢oziimii
yanlig olacakti. Bunu i¢in bagka bir kural olugturmak gerekiyor. Bu konu bah-

settigimiz caligmalarda ayrintili bir sekilde tartigilmigtir.

3.2.2 Merkezleme Teorisi ve Algoritmasi (Centering Te-

ory)

Bu kuramin arkaplani bélim 2.3.4°de verilmigtir. Bu boliimde de belirtildigi
gibi her soylem bir dizi tiimceden olugur. Her tiimce daha sonraki adillar icin
onciil olabilecek bir dizi sdylem varligina sahiptir. Bu séylem varliklar1 belli
bir siralama yontemine gore siralanir ve ileriye doniik merkez (1) listesini
olugturur. Bu ileriye doniik merkez listesi soylem boyunca siirekli giincellenir
ve siralama degisir. Bu liste yeni bir listeyle degisecektir. Dolayisiyla M, bagka

bir liste olacaktir. Eski M; listesi ise bu asamadan sonra geriye doniik liste M,
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olacaktir. M; listesindeki en belirgin 6ge ya da ilk adilin olas1 6nciilii olabilecek

soylem varhig o listenin odag1 olacak ve M, olarak ifade edilecektir.

3.2.3 BFP

Merkezleme Algoritmalarindan en 6nemlisi [Brennan vd., 1987| tarafindan ta-
sarlanan BFP algoritmasidir. Algoritma, verili bir adilin ¢6ziimlenmesi icin,
stizme agamasinda aday onciilleri bigimbilgisel kisitlarla (cinsiyet, say1, kigi uyumu
gibi) sozdizimsel kisitlari(baglama kisitlar: gibi) kullanarak eler. Ardindan aday

onciillerin siralanmasi merkezleme teorisi ilkeleriyle yapilir.

Ancak daha sonra yapilan caligmalar Merkezleme Algoritmasinin agiklarini
ya da eksiklerini tamamlamaya ¢aligmigtir. Merkezleme Teorisi sadece yerel soy-
lem alaninda bir ¢éziim arar ve verilen bir génderge ya da adil i¢in yerel s6ylemin
digina ¢ikmaz. Ama gergek uygulamalarda yerel sdylem digina gonderimde bulu-
nan gondergeler mevcut oldugundan bu agig1 kapamaya yonelik bagka ¢aligmalar
da olmustur. Bir diger problem ise her bir géndergenin génderimi i¢in bir énceki
tiimce analiz edilir. Bu da teorik olarak sorun olmasa da pratik uygulamalarda
bir sorun olarak goriilmektedir. Cilinkii bir adil iki tiimce 6ncesine géonderimde
bulunabilir. Ayni1 zamanda siralama yontemi de yeterince belirgin olmadigindan

bazi varliklar ayni siraya sahip olabilmektedir.

Merkezleme Kurami dikkat odagindaki degisimleri ve doniisiimleri de ince-
lemektedir. Soylemdeki merkezde meydana gelen degigiklikler devam, icerme,

yumusgak-doniis ve sert-doniis olmak iizere dort sekilde ifade edilmektedir.
[Brennan vd., 1987| bu gegisleri 3.1 nolu tablodaki gibi agiklamigtir.

Bu merkezleme gegisleri sdylem varliklarimin belirginlik derecelerine gore si-

ralanir. Merkezdeki her tiirlii degisiklik bu gecislerle ifade edilmigtir. Merkezleme
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Tablo 3.1: Merkezdeki Degisiklikler

Mg(Tn)=Mg(Tn-1) | Mg(Tn)!=Mg(Tn-1)
Mg(Tn)=Mo(Tn) Devam Yumugak Doniig
Mg(Tn)!=Mo(Tn) Igerme Sert Doniis

Teorisine gore soylem bu gecislerden bazilarini daha cok tercih eder. Mesele De-
vam gecisi ilk tercihtir. Devam gecisi iki 6nceki ve bir 6nceki tiimcede merkezde
yer alan 6grenin yine merkezde olmasi durumudur. Yani merkezin degismemesi
soylem yapisinin ilk tercihidir. Bu anlamda teoriye gore sOylemler merkezleri-
nin fazla degigmemesini tercih eder. Dolayisiyla bu gecisleri belli bir oncelikle

siralamak gerekiyor.

Devam >Icerme > Yumusak-doniis > Sert-Doniis (3.4)

Soylemdeki adillarin génderimsel iligkileri ¢6ziimlenirken bu siralamadan ya-
rarlanilir. Tiimcedeki adillar aday onciillerle bircok bicimde eslegebilir. Bu esles-
meler farkh senaryolar olusturur. Bu farkli senaryolar ise farkh gecis durumla-
rina denk gelir. Bu agsamada hangi gecisin secilecegi igte yukaridaki siralamaya
gore secilir. Yani Devam gecisi igerme gecigine tercih edilir. Benzer bir gekilde
igerme Yumusgak Doniige, Yumusak Doniig Sert-doniige tercih edilir. Bu
tercih yapildiktan sonra hangi adilin hangi 6nciile gonderimde bulundugu ortaya
cikar. Bu da Merkezleme Algoritmasinin ¢oziimii olmug olur. Bu algoritmanin

adim adim bir ornegi izleyen boliimlerde verilecektir.
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3.2.4 Lappin ve Leass’in Sozdizim Tabanli Yaklagimi

|Lappin ve Leass, 1994] belirginlik temelli ve sozdizimsel kisitlar ve kurallar ige-
ren bir yontem sunar. Bu yontemde herhangi anlambilimsel ve edimsel kisit bu-
lunmaz. Sunulan yaklagim sadece bicimbilimsel ve s6zdizimsel kisitlar uygular.
Yontemin temel yaklagimi aday onciillere bigimbilimsel ve sézdizimsel 6zellik-
lerine bakarak belli puanlar(scoring) vermesidir. Her bir 6nciil topladigi puana
gore siralanir ve en ¢ok puani toplayan onciil verilen adilin ya da gondergenin
onciilii olarak sisteme 6nerilir. Toplanan bu puan o Onciiliiniin séylem ic¢indeki
belirginligini (salient) ifade eder. Dolayisiyla bu teorinin sadece dogrusal bir

yaklagimi vardir.

Tiim sdylem varliklarina ya da gonderimsel ifadelere bu belirginlik agirlik-
landirilmasit uygulanir. Ve her séylem varhiginin puani hesaplanir. Ancak bu
puan ele alinan adila gore belirlenir. Her sdylem varliginin adildan bagimsiz pu-
an1 olmaz. Ele alinan adil ile olan uyumu en biiyiik etkendir. Ornek olarak adil
ile 6nciiliin tiimce yakinhg énemli bir etkendir. Ayn1 zamanda adil ile sayi/kisi
ve cinsiyet uyumu da bir diger énemli etkendir. Ancak yine de her 0genin ele
alinan adildan bagimsiz ézellikleri bulunur. Ornegin ele aliman énciiliin dilbigisel
gorevi (6zne, nesne vb.) agirhklandirmay1 etkileyen giiglii bir bilgidir ve bu bilgi

adildan bagimsizdir.
Simdi hangi etken icin ne gibi bir agirhiklandirma yapilacagina bakilacak.

|[Lappin ve Leass, 1994] Tablo 3.2 i¢indeki agirlik degerlerini kendi modelle-

rinde uygulamigtir.

Gonderimi ¢oziimlenecek adil ile aday 6nciil arasindaki uzaklik en ¢ok bir
tiimce kadarsa, onciiliin belirginlik degerine 100 puan eklenir. Eger 6nciil 6zne

pozisyonundaysa 80 puan eklenir. Onciil varolugsal pozisyonunda * ise 70, be-

4Buradaki Existential ifadesi mngilizce’de there kalibiyla ilgilidir. Bu yap1 icinde bulunan ad
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Tablo 3.2: Belirgenlik Tiirleri ve Agirliklar:

Etkenin Tiirii Agirhig:
Tiimce Yakinhgi 100
Ozne Olma Durumu 80
Varolugsal Vurgusu (Exis- 70
tential Nominal)

Belirtme Durumu (Accusa- 50
tive Case)

Dolayli Nesneler (Indirect 40
Object)

Bas Ad Obegi Vurgusu 80
(Head Noun Emphasis)

Belirte¢ Obeginde olmama 50
vurgusu (Non-adverbial
Emphasis)

lirtme durumuna sahipse 50, dolayl nesne ise 40, bas ad 6begi ° ise 80 ve Belirtec
Obeginde ise 50 puan eklenir. Bu agirliklandirma tablosu kullanilarak rastgele
secilen yaklagik 360 adil iizerinde algoritma smandi. Bu smmnama sonucunda %

86 oraninda bir bagar1 kaydedildi.

3.2.5 Kennedy ve Boguraev’in Yontemi

|Kennedy ve Boguraev, 1996] RAP alogritmasinin degigtirilmis bir versiyonunu
sundular. Bu ¢aligmada kullandiklar sistem, ayrigtirma agacina (parse tree) ih-
tiya¢ duymuyor. Bu yontemde dilbilgisel gorevler (Grammatical Role) yerine
sadece s6zdizimsel bilgiye gore, verilen bir adilin aday onciilleri puanlanir ve si-
ralanir. Bu 6zelligi ile RAP algoritmasindan daha avantajli bir noktada duruyor.

Ciinkii gercek sistemlerde miimkiin oldugu kadar az bilgi kullanarak tasarlanan

Obekleri icin ayrica bir agirlik degeri eklenir. Ciinkii bu yapida bulunan ad 6bekleri soylemde
vurgulanirlar. Ornek olarak "There are some books on the table" ifadesindeki some books
ad Obegi varolugsal vurgusu icerir.

5Onciil sdyleme ilk ad 6begi olarak dahil olmussa o 6nciilii ddiillendiriyoruz. Ornegin "Ah-
met birden uyandi..." ile baglayan bir s6ylemde daha sonra her Ahmet onciilii i¢in bag ad
Obegi vurgusu yapilacaktir.
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modeller her zaman ¢ok daha etkili ve pratik oluyorlar. Bilgiye bagimliligin en
aza indirilmesi son zamanlardaki calismalar i¢in 6nem verilen bir noktadir. Bi-
¢imbirimsel analiz yapan LINGSOFT isimli modelden gelen bilgileri kullanan
bu yaklagim, RAP alogritmasinda oldugu gibi belirginlik agirhiklandirmasi igerir.
Magazin dergilerinden, iiriin tanmitimlarindan ve gazete haberlerinden olugturu-
lan derlem iizerinde test edilen algoritma 306 adil i¢in uygulandi ve % 75 gibi

bir bagar: elde etti.

3.2.6 Baldwin’s Cogniac

|Baldwin, 1997] az bilgili ve bir takim kurallardan olugan bir model sundu. Bu
kurallar sirayla adillar iizerinde uygulanir. Bu kurallar 6nemleri ve artgénderim
¢Oziimiiyle olan iligkilerine bakilarak siralanir. Adila iligkin uygun bir kural sag-
landiginda siire¢ tamamlanir ve sonuca varilir. Dolayisiyla kurallarin sirasi ¢ok

onemlidir.

Bu yontemde uygulanan kurallar1 ve bu kurallarin ne gibi bir bagar: sagla-

digin1 agagidaki sekilde siralayalim:
1. Soylemde Teklik (Unique in Discourse): Eger sadece bir aday 6nciil varsa
onu adilin 6nciilii olarak sec. Bu kural 8 kere dogru sonu¢ verds.

2. Doniislii (Reflexive): Eger adil doniiglii ise tiimcedeki en yakin aday: énciil

olarak kabul et. Bu kural 16 kere dogru, bir kere yanls calist.

3. Onceki ve mevcut tiimcedeki tekillik (Unique in current and prior): Eger
bir 6nceki tiimce ya da mevcut tiimcede tek bir adil varsa onu 6nciil olarak

sec. Bu kural 114 kere dogru, 2 kere yanlis cevap verdi.
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4. Tyelik durumundaki adillar (Possessive Pronoun): Eger adil iyelik halinde
ise (my, your, his, her vb.) ve bir 6nceki ctimlede iyelik halinde olan bir
onciil var ise onu adilin onciilii olarak kaydet. Bu kural 4 kere dogru, 1

kere yanls calismastir.

5. Mevcut Tiimcede Teklik (Unique current sentence): Eger mevcut tiimcede
sadece bir aday onciil varsa, onu adilin 6nciilii olarak kaydet. Bu kural 21

kere dogru ve 1 kere yanhs sonuc¢ vermistir.

6. Tekil Ozne / Adilst Ozne (Unique Subject / Subject Pronoun): Eger bir
onceki tiimcenin 6zne Ad Obegi sadece bir aday 6nciil iceriyorsa ve mevcut
tiimcenin Oznesi adil ise, bir 6nceki tiimcenin ad Obegini Onciil olarak

kaydet. Bu kurallar 11 kere dogru ¢alismas ve hi¢ yanhs sonuc vermemaistir.

Sirasiyla uygulanan bu kurallar digina ¢ikan durumlar icin daha sonra iki
ek kural daha eklenmigstir. Bu ¢caligma The Wall Street Dergisi'nden elde edilen
derlem iizerinde 200 adil i¢in uygulandi ve % 92 kesinlik (precision), % 64 anma

(recall) oraninda bir bagar elde etti.

3.2.7 MARS

[Mitkov, 2002] tarafindan geligtirilen MARS (Mitkov’s Anaphora Resolution
System) isimli sistem tam otomatik ¢aligabilme ® yetenegine sahiptir. Yani hig-
bir igsaret koyulmamig serbest metinler sistem tarafindan analiz edilir. Ve icerdigi
artgonderimsel iligkiler otomatik olarak belirlenir ve belli bir bagar1 oraniyla ¢o-

ziiliir. MARSO02 kodlu ilk versiyonda toplam beg agamada iglemler tamamlanir.

5Bu sistemin ilk versiyonu yari-otomatik olarak calisiyordu. Daha sonraki denemelerde tam
otomatik bir sistem kuruldu. Ancak dogal olarak tam otomatik sistem yari-otomatik sisteme
gore daha az bagarili olmustur.
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Birinci asamada degerlendirilecek islenmemis metin sozdizimsel olarak ayrigti-
rilir. Bu asamada ayrigtirilmig her bir parcanin bicimbilimsel, sézdizimsel, dil-
bilgisel analizi yapilir. Ad Obekleri bu siirecte belirlenmis olur. Ikinci agamada
artgonderimsel adillar, génderimsel olmayan 6geler makine 6grenmesi algorit-
malar aracihgi ile ayiklanir. Uciincii asamada her bir adil icin, adilin bulundugu
tiimce ile iki tiimce Oncesine kadar olan metin parcasindaki olasi adaylar belir-
lenir. Bu asamada mevcut adaylar belli kisitlar cercevesinde yargirlar. Yarista
sozdizimsel kisitlar uygulanir. Oncelikle her bir aday onciil adil ile say1, kisi
ve cinsiyet uyumu i¢inde olmalidir. Dérdiincii asamada RAP algoritmasinda
oldugu gibi her bir aday onciiliin puani hesaplanir. Bunun i¢in etkenlere bagh
olarak adaylar degerlendirilir ve puanlanir. Beginci agsamada ise en yiiksek puana
sahip aday adilin 6nciilii olur. MARS1n en son versiyonunda bazi giincellemeler
yapilmistir. MARSO06 olarak nitelendirilen yeni versiyonda daha kat1 ve kesin
uyum yontemleri uygulanir. MARS sistemin en 6nemli 6zelligi diinyadaki en iyi
sistem olmasi ve bu sistemin metin 6zetleme (text summarization), bilgi ¢ika-
rim (information extraction) ve metin siniflandirilmasinda (text categorisation)

kullanilmasidir.

MARS bilgisayar kullanim klavuzlarindan olugan 8 farkli dokiiman {izerinde
calistirilmistir. Bu derlem 247.000 kelimeden ve 2263 adildan olusur. MARS’1n
tam otomatik versiyonundaki deneyler sonunda ortaya ¢ikan basar: oram %61.55
olarak ol¢iilmiigtiir. Bu oran dogru ¢oziimlenmis adil sayisinin sistemde bulunan
adil sayisina orandir. Ote yandan yar1 otomatik versiyonundaki sonuclar %85-
90 arasinda cikmistir. Bu yontemin Bulgarca dili adaptasyonu % 72.6, Japonca

dili adaptasyonu % 75.8 basar: elde etmistir.
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3.3 Ogrenme Tabanli Artgénderim C6ziimleme

Calismalar:

Makine O0grenmesi yapaz zeka alaninmin en 6nemli alt alanlarindan biridir. Bu
disiplin i¢inde iiretilen teoriler diger disiplinlerdeki hemen hemen tiim alanlara,
ozellikle de yapay zeka alt alanlarina uygulanabilmektedir. Bu anlamda bilgi
tabanh yontemlere bir alternatif olusturur. Ogrenme tabanli algoritmalar daha
onceki deneyim durumlarindan bir model olusturur. Olusturulan modeller, da-
yandig veriyi iyi bir gekilde ifade etmeye calisir ve bu verinin icindeki 6zellikle
gizli olan kurallar1 ¢ikarmaya caligir. Kisacasi, veri madenciliginin bir pargasi
olan makine 6grenme algoritmalar1 insanin bulamayacagi kurallar1 ¢ikarmak
icin kullanilir. En 6nemlisi ele aldig1 veriyi analiz ederek gelecekte olugacak
durumlara tahminde bulunmasidir. Bu giicii sebebiyle 0grenme algoritmalari
bilgisayarh dilbilim caligmalarinin hemen hemen tiim alt baghklar: icin uygu-
lanmaktadir. Bu alt gorevlerden biri olan Artgonderim Coziimlemesi icin de

uygulanmaktadir. Bu uygulamalarin ne tiir siire¢lerden gectigine bakalim.

3.3.1 Artgénderim I¢in Ogrenme Siirecleri

Ogrenme algoritmalar1 bir veritabanindaki veriye dayanarak bir model ortaya
¢ikarir. Bu veritabani birgok 6zellik ve tek bir hedef 6zellik (ya da sonug) igeriyor
ise bu 6grenme yontemine kontrollii (supervised), eger sonug alani igermiyorsa
kontrolsiiz (unsupervised) 6grenme denir. Kontrollii 6grenmede amag, bagimsiz
ozelliklerin hedef 6zellik ile olan iligkisini bulmak. Buradaki Hedef ya da sonuc
diger ozellik 6gelerinden hangilerine daha cok baghysa o 6zellik 6n plana cikar.
Bu 6zellikler birbirinden ne kadar bagimsiz olurlarsa ve hedef sinifa ne kadar

bagimh olurlarsa model o kadar basarih olur.
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Peki Artgonderim ¢aligmalari bu siirece nasil baglanacak ? Soylemdeki her-
bir artgénderimsel adil ya da 6ge kendisinden 6nce gelen tiim séylem varlikla-
riyla eslegir. Bu eglesmelerin her biri bir kayida denk diiger. Bu kayitlarin hedef
sinifi, sézkonusu artgonderim ile eglesdigi varhgin ya da gonderimsel ifadenin
gonderimsel bir iligki i¢inde olup olmadigina bakilarak belirlenir. Eger iki 6ge
arasinda gonderimsel bir iligki var ise hedef sinif (sonug) EVET olarak imlenir,
aksi durumda ise HAYIR olarak imlenir. Bu duruma basit bir 6érnekle aciklik

getirelim. Diyelim ki

el...e2..al(—> el )...e3...ed...eb..a2(—>e4) (3.5)

soylem 3.5” deki gibi bir sdylem {iizerinde c¢aligiyoruz. Bu séylemde el,e2.e3,e4
ve e) Ogelerinin gonderimsel ifade ve pl ve p2 6gelerinin ise adil oldugunu kabul
edelim. Adil al’in el’e ve adil a2’nin e4’e génderimde bulundugunu varsayalim.

Bu durumda olusturulacak veri kayit listesi Tablo 3.3’deki gibi olacaktir.

Tablo 3.3: Ogrenme Veritabani

Adil | Gonderimsel Ifade | Sonug
al el EVET
al e2 HAYTR
a2 el HAYTR
a2 e2 HAYIR
a2 e3 HAYIR
a2 ed EVET
a2 eb HAYIR

Bu tablodan da goriildiigii gibi herbir adil ile ondan 6nce gelen her bir gonde-
rimsel ifade eslegiyor. Bu eglesmeler iki sekilde yapilmaktadir. Birincisi olumsuz
eslesme, ikincisi ise olumlu esglesme. Bu tablo makine 6grenme algoritmasi icin

bir egitim kiimesini temsil eder. Ancak bu agsamada belirtilmesi gereken bir
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nokta sudur: a ve e ile ifade ettigimiz adil ve gonderimsel ifadeler yerine bu
Ogelerin ya da varliklarin 6zellikleri koyulmalidir. Yani adila ait o6zellikleri ve
aday onciile ait 6zellikler bu satirlarda bulunmalidir. Ayrica adil ile aday onciil
arasindaki yakinlik, uyum gibi iligkisel bilgiler de bu o6zelliklere eklenmelidir.
Boylelikle ortaya ¢ikan model, ¢éziimii belli olmayan bir sdylem iizerine uygula-
nir ve bir ¢oziim sunar. Makine 6grenmesi teknigini Tiirkce artgénderim ¢oziim-
lemesi icin uygulayan heniiz yoktur. Bu nedenle bir sonraki boliimde 6grenme

yaklagimi iceren bu teknigi diger diller i¢in kullanan caligmalara bakacagiz.

3.3.2 Diger Dillerdeki Ogrenme Tabanli Caligmalar

|Aone ve Bennet, 1995.] Japonca metinlerde gegen farkh tiirdeki artgénderim-
ler i¢in makine 6grenme tabanl bir sistem gelistirdiler. Bu ¢aligma artgénderim
problemine makine 6grenmesi yaklagimini sunan ilk calismadir. Bu ¢aligmadan
sonra bircok makale bu calismaya atifta bulunmustur. Ogrenme algoritmasi icin
gereken 6zellik vektorii i¢in toplam 66 6zellik kullanmiglardir. Bu 6zellikler s6z-
liiksel bilgiler, sozdizim bilgileri, anlamsal bilgiler ve adil ile 6nciil arasindaki
mesafe bilgisinden olugur. Caligmada iki olumlu 6rnek yaratma metodu kullanil-
mugtir: Gegisli ve gecigsiz. Gegigli olumlu ornekler, herbir artgénderim ile dahil
oldugu artgénderimsel zincir lizerindeki onlardan 6nce gelen tiim ad 6bekleriyle
olugturulan 6rneklerden olusur. Gegissiz 6rnekler ise, herbir artgonderim ile da-
hil olduklar: artgonderimsel zincir iizerindeki onlardan 6nce gelen ilk (en yakin)
ad obekleriyle olugturulan 6rneklerden olugur. Olumsuz érnekler ise benzer bir
sekilde her bir artgénderimsel ifade ile ondan Once gelen ve artgénderimsel zin-
cir lizerinde olmayan gonderimsel ifade eglesmelerinden yaratilir. Bu sekildeki
eglegsmeler egitim ve saglama kiimesini olugturur. Bu deney [Quinlan, 1993.] -

C4.5 karar agaci algoritmasini kullanmig ve caligmanin sonunda &grenme ta-
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banl sistemin bilgi tabanli sisteme oranla daha bagarili oldugu vurgulanmigtir.
Bu calismadaki model 1971 adil kapasiteli egitim kiimesi ile egitilmig 1359 adil
kapasiteli saglama kiimesi ile stnanmigtir. Bu test sonucunda alinan en iyi anma
sonucu (recall) % 70.20, kesinlik sonucu (precision) % 88.55 ve f-ol¢iitii ise %

77.27 olarak ol¢giilmiigtiir.

C4.5 karar agacini kullanan bir bagka ¢aligma [McCarthy ve Lehnert, 1995.]
tarafindan uygulanmigtir. Ad 6bekleri arasindaki génderimsel iligkiler (corefe-
rence resolution) gibi tiim iligkileri kapsayan bir sistem kurulmustur. Kullan-
diklart 1230 6rnek durumun % 26’s1 olumlu ve %74’ olumsuzdur. RESOLVE
ismini verdikleri sistem MUC-5 isimli Ingilizce metinlerden olusan bir derlem
iizerinde denenmis ve bagarili sonug alinmigtir. Bu ¢aligmada da yine 6grenme
tabanh yontemlerin bilgi tabanli yontemlere gore daha basarili oldugu vurgu-
lanmigtir. Caligmada kullaninan aga¢ budamasiz oldugunda anma, kesinlik ve
f-ol¢iiti sirasiyla % 85.4, % 87.6 ve % 86.5 ¢ikmigtir. Budamal bir aga¢ kulla-

nildiginda ise sirasiyla %80.1, % 92.4 ve % 85.8 sonucu elde edilmigtir.

[Soon vd., 2001.] yine karar agac1 6grenme algoritmasi kullanarak az bilgili
7 bir yaklagim sunmustur. Toplam 12 adet 6zellik kullanilmigtir. Sistem bir soz-
liiksel 6zellik (egsesli), sekiz dilbilgisel 6zelliksel (cinsiyet, sayi, ek, ad 6begi tiirii
vb.), iki anlamsal 6zellik ve bir pozisyon 6zelligi (ad 6bekleri ve adillar arasindaki
uzaklik bilgisi) igerir. Bu ¢aligmada olumlu érnekler ile olumsuz 6rnekler arasin-
daki denegesizligi ® gidermek icin olumsuz érneklerin sadece bazilar alimmistir.

Olumsuz 6rnekler su sekilde olusturulmustur: Her bir adil ya da génderimsel ad

Az bilgili yaklagimlar bilgiye baghligi azaltmak ve bdylelikle daha pratik, daha hizli, daha
az bagimli bir sistem olusturmak isterler. Ozellikle gercek uygulamalarda az bilgiyle calismak
¢ok Snemlidir

80lumlu érnekler olumsuz érnekler gére daha az oldugundan bu oran bazi uygulamalarda
ylizde 10 seviyesinin altina diiger. Bu seviye makine 6grenmesi algoritmalar: icin oldukga
zararlidir. Clinkii 6grenme algoritmalar: her iki simif degeri -yani evet ve hayir ya da 1 ve
0- icin miimkiin oldugunca dengeli bir veritabani olmasini ister. Bu dengesizlik ve bunun
giderilmesi 6grenme tabanl artgénderim ¢éziimlemelerinin en ciddi problemlerindendir.
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Obegi ile onun en yakin Onciilii arasinda kalan ve gonderimsel bir iligki i¢inde
olmayan ad 6bekleri ya da gonderimsel ifadeler ile olusan kiime olumsuz kiime
olarak belirlenir. Olugturulan sistem, gonderimsel iligkileri 6nceden belirlenmig
iki veri kiimesi (MUC-6, MUC-7) iizerinde denenmig ve bagaril bir sonug elde
etmigtir. 13.000 kapasiteli bir derlem iizerinde gerceklestirilen deneylerden ¢ikan
sonuglar % 52 /anma, % 68 /kesinlik ve % 58.9 /f-6l¢iitii seklindedir.

3.4 Tiirkce icin Bilgisayarli Artgonderim C6ziim-

leme Calismalari

Tiirkce’ye yonelik dilbilimsel ¢caligmalarin bolluguna karsin bilgisayarh dilbilim-
sel caligmalar1 ¢ok fazla degildir. Artgénderim ¢oziimlemesi i¢in de bu durum
gecerlidir. Tiirkce icin yapilan ilk bilgisayarli ¢aligmalardan biri

[Tin ve Akman, 1994] tarafindan yapilmigtir. Durum Anlambilimini (Situ-
ation Semantic) temel alan bir cerceve sunulmugtur. Bilgisayarli bir gerceve
icinde ¢6ziim sunan bu yapt BABY-SIT olarak adlandirilmigtir. Bu durum te-
orisine gore bir soylem yapisini bireyler, onlarin 6zellikleri, birbirleri arasindaki
iligkileri ve durumlart belirler. Ancak bu teorik cercevede sunulan bilgisayarh
model deneysel bir sonu¢ sunmamistir. Dolayisiyla bir bagar1 orami belirtilme-

migtir.

[Turhan-Yo6ndem ve Sehitoglu, 1997] tiimce i¢i bog artgénderimler i¢in
Obek-yap1 dilbigisi cercevesinde bir calisma sundular. Bu calismada bog art-
gonderimlerin ¢ozlimiiniin tiimce bilegenlerinin sirasina baglh oldugunu belirtil-
migtir. HPSG (Head-Driven Phrase Structure Grammar) dilbilgisi tabanlh bir
ayrigtiricr kullanilmigtir. Caligmada vurgulanan bir bagka nokta ise ¢oziimleme-

nin anlambilimsel baglantilara bagh oldugudur. Konusucular ve dinleyicilerin
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artgénderimlerin ¢oziimii i¢in anlambilimsel baglantilar1 kullandiklar: belirtil-

mistir.

[Yiiksel ve Bozgahin, 2002] 6nerdikleri sistemde baglama teorisi ve mer-
kezleme teorisi i¢in baz1 kurallar kullanarak yerel ve yerel olmayan gonderimleri
modellemiglerdir. Yerel gonderimler baglama kuraminin temel kurallarina gore
yapilandirilmigtir. Yerel olmayanlar tiimce digi bir génderim cercevesinde ele
alinmigtir. Calismanin icerdigi bir diger konu ise Tiirkce’nin adil diigiirme yapisi
ile ilgildir. Bu baghk altinda adillarin nasil diistiigii ya da nasil bog artgénde-
rime doniistiigii tartigilmigtir. Bu bilgisayarli yaklagim deneyi makine gevirisi

sisteminde test edilmistir ve bagar1 oran1 %70 olarak kaydedilmigtir.

[Tiifekci ve Kilicaslan, 2005] Hobbs Algoritmasini Tiirkce metinler iize-
rinde uygulamigtir. Bu uygulamada kendi olugturudugu derlem {izerinde deney-
lerini gergeklegtirmigtir. Kullanilan model tiimcelerin ayrigtirma agaclar: tizerin-
den bir analiz yapar. Dolayisiyla her bir tiimcenin ayrigtirma agaci da derleme

girilmigtir. Bu ¢alisgmada elde edilen bagar1 oram % 84 olarak belirtilmistir.

[Kiigiik, 2005] ve [Kiigiik ve Turhan, 2007] az bilgili adil ¢6ziimleme
modeli sunmugtur. Sistem sinirli dilbilimsel ve anlamsal bilgi kullandig1 icin az
bilgili bir model olarak ifade edilmigtir. Kural tabanlu bu ¢alhigmada ise % 85.3

anma ve % 88 kesinlik sonuglarina ulagilmigtir.
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Bolum 4

TURKCE ICIN ARTGONDERIM
COZUM DENEMELERI

Bu boliimde Tiirkge i¢in artgénderim ¢oziimiiniin nasil uygulandigr anlatilacak-
tir. Bir ¢ok farklh algoritma sinanarak, ortaya cikan sonuclar {izerinden bir tar-
tigma olugturulacaktir. Asil amacimiz farkh yaklagimlar: Tiirkce metinler {ize-
rinde ne gibi tepkiler verdigini incelemektir. Bu deneyler daha sonraki deneylerin

icin yol gosterici olduguna inanmaktayiz.

Diger diller icin, zellikle Ingilizce icin son yirmi yilda bircok hesaplamali
model ve yaklagim sunulmugtur. Oldukca fazla sayida olan bu ¢aligmalarin 6n
plana cikanlari 6nceki boliimlerde tartisildi. Bu asamadaki amac bu yaklagim-
lardan bazilarini ele alarak Tiirkge i¢in uygulanabilirligini, nasil uygulanaca-
g1 ve sonuclarini tartigmaktir. Tartigmadaki en 6nemli vurgu Bilgi Tabanl
(Knowledge-Based) yaklagimlarla Ogrenme Tabanli yaklasimlarim karsilastiril-
masidir. Tki ayr1 yaklasimin Tiirkce derlem iizerindeki etkisi sonuclari ekseninde

degerlendirilecektir.
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4.1 Derlem

Bu calisma kapsamindaki en 6nemli unsurlardan biri, {izerinde deneylerimizi
gerceklestirecegimiz Tiirkce derlemdir. Tiirkce icin bir ka¢ derlem calismas: ya-
pilmigtir. Ancak bu derlemlerden arastirmacilara acik olanlar eksik bilgiler icer-
mektedir. Ozellikle sdylem analizleri icin cok uygun degildir. Ciinkii derlemin
icerdigi sOylemler sirali ve tutarh tiimcelerden olugmamaktadir. Tiimce diize-
yindeki ¢aligmalar icin uygun olmasina kargin, sdylem diizeyi i¢in ¢cok uygun-
degillerdir. Bir bagka olumsuzluk ise artgénderimsel iligkilerin bu derlemlerde
belirtilmemis olmasidir. Bu calismada ihtiya¢ duyulan ve iizerinde deneyler ya-
pilacak olan derlemin artgénderimsel iligkilerinin belli olmasi gerekir. Bu neden-
den dolay1 20 farkli cocuk hikayesinden olusan bir 6rnek derlem olugturulmustur.
Bu derlemin toplam 10165 kelimeden olusur ve igindeki adil sayisi ise 1114tiir.

Bu adillar tiplerine ve derlemdeki oranlarina gore su sekilde siralanir;
1. %82.3 kigisel adil (personal pronoun)
2. %6.6 yerel adil (locative pronoun)
3. %10.7 doniiglii adil (reflexive pronoun )
4. %0.4 kargihikh adil (reciprocal pronoun).

Derlem ozellik-deger geklinde bir veritabani tablosu olarak kaydedilmigtir.

Bu derlemin 6zelliklerini su sekilde siralayalim.

e Durum Eki: Adilin ya da aday 6nciiliin dilbilgisel durum eki; Yalin hali,

Belirtme Hali, Yonelme Hali, Ayrilma Hali, Ilgi Hali, Bulunma Hali

e Dilbilgisel i§lev: Bir 6genin Ozne ya da Konu olma durumu
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Acikhik : Bir adilin agik ya da bog olup olmadigi

Adil Tipi: Olasi adil tipleri kigisel, yerel, doniislii ve kargilikli.

e Anlamsal Tip: Bir 6genin olasi anlamsal tipleri insan, hayvan, bitki,

yer, cansiz varlik ve soyut varlik olabilir.

Kisi Say1: Kisi say1 bilgisi bir 6genin tekil-cogul olma durumu ile 1., 2.

ve 3. kisi olma durumu.

Pozisyon: Ogenin hangi sdylemde, hangi tiimcede ve hangi sirada ol-

dugu

Onciil Pozisyonu Bir adilin isaret ettigi onciiliin pozisyonu

e Gonderimsel Ifade: Bir sOylem varhiginin gonderimsel ifade olup ol-

madigl

Yapilan tiim artgénderim ¢aligmalarinda kullanilan 6zellik sayis
(|[McCarthy ve Lehnert, 1995.]) 8'den (|Aone ve Bennet, 1995.] )66’a kadar de-
gigebilmektedir. Sistemimiz yari otomatik oldugu icin bu o6zelliklerin bir kismi
elle bir kismu yardimci kiitiiphaneler ile otomatik olarak gerceklestirilmigtir.
Ozelliklerin elle girilmesi icin java ile yazilms bir arayiiz tasarladik. Sekil 4.1’de
de goriilen arayiiz ile derleme yeni soylemler girebiliyoruz ve onlar1 giincelle-
yebiliyoruz. Kullanilan bu arayiiz aym1 zamanda web tabanl bir versiyona da
sahiptir. Bu web arayiizii ile birgok kigi ayn1 anda sisteme baglanip sdylem dahil

edebiliyor.

Derlemdeki bu 6zelliklerin bazilar: yardimci kiitiiphaneler kullanilarak oto-

matik girilmigtir. Bu agidan olusturulan sisteme yari-otomatik artgénderim ¢o-
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(=1 Bl

B
Word 1D Case 1sShj isRE numPer Overt refer wType

Annem | 108:0:0 nom - a3sg - (| noun - |h

bana 108:0:1 dat - O alsg - O noun - |hi

bu 108:0:2 empty - | | empty - | empty - le
dykiyii 10803 acc - (| a3sg - (| noun - |ab

stk sik 10804 empty - O O empty - O empiy - |ef

anlatird. 108:0:5 empty - O | empty - O empty - e

Sekil 4.1: Derlem Girme ve Giincelleme Arayiizii

ziimleme sistemi denebilir. Bu yardime kiitiiphanelerden biri bigimbilimsel ana-

liz yapan Zemberek Kiitiiphanesidir !

Girilen soylemlerin genisligi icerdigi adillarin génderimde bulundugu 6nciil-
leri kapsayacak gekilde belirlenmigtir. Yani gereksiz tiimceler séylemden ¢ikari-
limigtir. Bu nedenden adillarin orani ¢okmus gibi durmaktadir. Her bir adilin
onciilii mutlaka soylem icerisinde bulunmaktadir. Derlemdeki en biiyiik séylem

26 tiimceden olusgur.

4.2 Goénderimsel Ifadelerin Tespiti

En 6nemli asamalardan biri séylemdeki 6gelerin birer séylem varligi olup olma-
digina karar vermektir. Eger bir 6ge sOylemde gonderimsel varlik olamiyorsa,
daha sonraki tiimcelerden ona bir gonderimde bulunulamaz. Bu anlamda, bir
soylem 6gesi sOylem varligi olamiyorsa bir adilin olas: 6nciilii de olamaz ve onciil
aday listesinden ¢ikarihr. [Turan, 1996] bu olgu i¢in agagidaki kurallar tanimla-
migtir. Bu kurallarin bazilar1 ¢calismada olusturulan derlemin isaretlenmesi icin

kullamilmigtir. Kullanilan kurallar su sekilde siralanabilir.

!Zemberek bicimbilimsel analiz yapmak icin kullamlan acik kaynak bir yardimer Java
APTsidir. Kelimelerin kokiinii bulma, eklerini belirleme gibi sozliik diizeyi iglemleri yapa-
bilmektedir.
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1. Belirtisiz yiiklemsel nominaller (indefinite predicative nominal ) séylem

varlig1 olusturamazlar.

Her gey sonsuz bir yaris.

Ben sevmem yariglari/*onlar (4.1)

Yukaridaki sdylemde birinci timcedeki yarig (indefinite predicative nomi-
nal) belirtisiz yiiklemsel oldugundan onlari adih ile génderimsel bir iligki

icinde olamaz.

2. Bir igaret ile kullanilan ad bir sdylem varligi olugturur.

Su elbise ¢ok giizel goriiniiyor. Onu denemek istiyorum. (4.2)

Yukaridaki séylemde elbise bir isimdir ve gu igareti ile kullanilmigtir. Bu
kullanim bir séylem varligi olusturdugundan elbise soylem varligina Onu

adili ile ulagilabilir.

3. (Accusative case) Belirtme durum eki genel anlamda kullanilan isimleri

soylem varligi yapabilir.

Ben hayvanlari severim. (4.3)

Onlarin ac1 ¢gekmelerini istemem.

Bu séylem orneginde, hayvanlar bir soylem varhgidir. Ciinkii belirtme du-

rum eki ile kullanilmigtir. Dolayisi ile bir adil ile ulasilabilirler.
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4. Belirtme takist i¢cindeki generic kullanilan isimler sdylem varligi olugturu-

lar. Fakat belirtme eki yoksa bir séylem varligi olugturamazlar.

Ben eti severim.

Onu her zaman yerim.

Yukaridaki soylemde et adi belirtme durum eki ile kullanilmigtir. Dolayisi
ile ulasilabilir. Ancak agsagidaki sdylemde et adi hicbir durum eki takisi
almamigtir. Sonug¢ olarak bir soylem varligi olusturamaz ve bir sonraki

tiimceden yapilacak adilsal gonderme hatali olur.

Kasap iyi et satar.

Ben hep eti *ondan alirim.

4.3 Bilgi Tabanh C6ziim Onerileri

Bu boliimde artgonderim ¢6ziimii icin uygulanacak bilgi tabanh yontemlerden
bahsedilecektir. Bu yontemler dilbilim ¢aligmalarindan olusturulan teoriler iize-
rine kurulur ve baz1 kurallardan olusur. Bu yontemlerden bazilar1 daha once
tartisildi. Bu boliimde bu yaklagimlardan ikisi ele alinarak Tiirkce derlem icin

baz1 denemeler yapilacak ve sonuglari tartigilacaktir.
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4.3.1 Merkezleme Tabanli C6ziim Onerisi

Merkezleme Tabanl yaklagimlardaki siire¢ daha 6nceki boliimlerde bahsedilmis-
tir. Bu calismada uygulanan Merkezleme Teorisine dayanan yontem ayrintili bir
sekilde ele alinacaktir. Sistemin bir akigi Jekil 4.2’de gosterilmisgtir. Bu sekilde
sistem dokuz agsama ile ifade edilse de her agsama kendi icersinde bagka asamalar

igerebilmektedir.

(1) nolu 6ge, islenmis metin (Annnotated Text), daha Onceki siirelerden
(sozdizimsel, anlambilimsel, bigimbilimsel analizlerden) gegtiginden, bu analiz-
lere iligkin igaretleri ve bilgileri igermektedir. (2) nolu asamada gonderimsel
ifadeler, (3) nolu agamada adilsal 6geler belirlenir. (4) nolu agama her bir adil
icin bir iterasyon baglangicini ifade eder. Sistem her seferinde bu noktaya geri
doner. (5) nolu agama ise adildan 6nce gelen tiim Onciillerin listesini igerir.
Merkezleme Kurami geregince her bir adil hep bir énceki tiimcedeki 6nciillerle
baglanti olugturur. Dolayisi ile bu agamada bir 6nceki tiimcede yer alan 6nciiller

listelenir.

Aday Onciillerin Ayiklanmasi

(6) nolu agama ayiklama agamasidir. Her bir génderge ya da adil i¢in onu 6n-
celeyen bir aday onciil listesi olusturduktan sonra bu listenin ayiklanmasi ve
gereksiz Onciillerin listeden cikarilmasi gerekir. Bunun icin 6nce gereksiz on-
ciillerin belirlenmesi gerekiyor. Uygulanan yontemler sozdizimsel ve anlamsal
olabilir. S6zdizimsel ayiklamada adilin say1 kisi bilgisiyle ona aday olacak 6ncii-
liin say1 kisi bilgisinin ayn1 ya da tutarh olmasi gerekiyor. Ingilizce icin gecerli
olan cinsiyet (gender) uyumu Tiirkce icin gecerli degildir. Ote yandan adil, ana
tiimcenin ya da yan tlimcenin 6znesi pozisyonunda ise o tiimcenin yiiklemiyle

kigi-say1 uyumu icinde olmalidir. Bu kosullara uymayan aday onciiller listeden
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/(l)islenmisMetinIer/

(2) Gonderimsel ifadelerin Tespiti (3) Artgonderimsel ifadelerin Tespiti
-Aday Oncller- -Tum Adillar-

h
Y

(5) Adildan dnce Gelen ( ) .
Adaylann Belirlenmesi (4)Her Bir Adilicin >

(6) Ayiklama:
Aday ile Adilin
Say Kisi Uyumu Suzgecinden
Gegmesi

|

(7) Siralama Fonksiyonu:
Kalan Gncillerin
Hiyerarsiye Gore Siralanmasi

A

(8) Gncil Segimi:
En iyi Senaryoya Gére
Adillarin dnciillerinin Segilmesi

(9) Kayit:
Bu Secgimin Sisteme Kaydedilmesi

Sekil 4.2: Merkezleme Yaklagiminin Akis Diagrami
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¢ikarilir. Benzer bir gekilde anlamsal kisitlamalar ya da ayiklamalar da yapi-
labilmektedir. Ornegin "bir ev bagiramaz", "bir kopek kitap okuyamaz" gibi
anlamsal kisitlar uygulanabilir. Ama edebiyatta bir evin bagirmasi ya da bir
cocuk hikayesinde bir képegin kitap okumasi olagan bir durum olabilir. Dolay1-

siyla, calisma alanina gore bir anlamsal kurallar olugturulmahdir.

Bu calisma i¢in uygulanacak ayiklama yontemi sadece sayi-kisi uyumu ola-
caktir. Clnkii diger ayiklama teknikleri bilgiye cok fazla ihtiyac duyarlar. Az
bilgili bir yaklagim icin sadece sézdizimsel bilgi ile bu ayiklamanin iyi sonuclar

verdigi gozlemlenmigtir.

Siralama

Bir sonraki agama (7) numarali siralama agamasidir. Merkezleme Teorisi yaklagi-
mindaki en 6nemli agama gonderimsel ifadelerin ya da aday onciillerin nasil sira-
lanacagi agamasidir. Daha 6nce yapilan ¢aligmada, ([Yildinm ve Kihgaslan, 2005])

bu siralama hiyerargisini agagidaki sekilde tanimlamigtir.

Agent > Time > Duration > Location >
Instrument > Manner > Bene factive >

Theme(or Patient) > Source — Goal (4.6)

Konu iligkili (Thematic relation) bu siralamanin bilgiye bagimhlig: fazla ol-
dugundan ve ayni zamanda bu tez ¢aligmasinda az bilgili bir yaklagim denendi-
ginden bagka bir siralama onerilmesi gerekmigtir. Bu siralamayi, tespit edilmesi
basit olan ad 6beklerinin isim halleri (case) tizerinden yapilmasi uygun bulun-
mustur. 4.1 nolu boliimde bahsedilen derlem iizerinden elde edilen istatistiksel

sonuc Tablo 4.1’de gosterilmistir. Bu tablo génderimde bulunulan séylem varlik-
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larinin almig oldugu isim hallerinin sikhigini (case frequency) ifade etmektedir.
Bu istatistiksel tablo isim hallerinin séylem varliklarimin belirginlikleri {izerin-
deki etkisini gosterir. Daha ¢ok hangi isim haline sahip soylem varliklar1 sonra-
dan adilsallagtirilarak ifade edilmistir? Bu sorunun tek bir cevabinin olmadigim

bu tablo acikhyor.

Tablo 4.1: Onciillerdeki Isim Hallerinin Olugma Siklig

Onciillerin Durum Eki | Siklig1
Yalin Hal (NOM) 0.69
Belirtme Hali 0.12
Yonelme Hali 0.06
Ayrilma Hali 0.02
Bulunma Hali 0.01
Ilgi Hali 0.10

En ¢ok vurgu alan isim hali Yalin Haldir (Nominal). Bu durum bekle-
nilen bir sonuctur. Ciinkii Yalin Hal tiimcenin 6znesinin sahip oldugu haldir.
Diger isim halleri ise nesne 6gelerinin sahip oldugu hallerdir. Dilbilgisel roliin
belirginlik iizerindeki etkisi daha énce ifade edilmisti. Ozne nesneden belirgin
oldugundan bu tablodan bir hiyerarsi ¢ikarmak ¢cok mantiksiz olmayacaktir. Bu

istatistiksel tabloyu temel alarak asagidaki siralama olugturulabilir.

Yalin Hal > Belirtme Hali > Ilgi Hali >

Yonelme Hali> Ayrilma Hali > Bulunma Hali (4.7)

Goriildiigii gibi olusturulan sistem az bilgili bir ¢ergeve icindedir. Sadece
ismin hallerine bakilmigstir. Bu anlamda Merkezleme Teorisi temelinde yapilan
caligma diger caligmalara gore en az bilgi kullanan sistemdir. Bu siralamada
yalin hale sahip sdylem varliklar1 daha belirgin ya da daha énemli oluyor. Sira-

lamada saga dogru gidildik¢ce énem degerleri azalmaktadir.
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(8) nolu agamada, (7) nolu siralamaya gore siralanan onciillerden ilki ele ali-
nan adilin secili 6nciilii haline gelir. Ancak bir tiimcede birden fazla adil varsa
hangi adil en belirgin Onciil ile eslesecektir 7 Bu sorunun ¢oziimii yine Merz-
kezleme algoritmasi yanitlamaktadir. Birden fazla adil oldugu durumdlarda bu
adillar yukaridaki siralamaya gore siralanir. Bu sira géz 6niine alinarak adaylar
eslestirilir. Yani ashinda burada en iyi birlesimleri se¢gmemiz gerekiyor. Simdi

ilerleyen béliimlerde bu ifadelere biraz daha aciklik getirelim.

En iyi Birlesimin Seg¢imi

Verili bir tiimcedeki tiim adillar icin bir 6nceki tiimcedeki tiim gonderimsel
ifadelerden olusan adil-aday ciftleri {izerinden birden fazla iligki senaryosu olus-
turulur. Bu birlesimlerden hangisinin segilecegi Merkezleme Teorisi yardimiyla
belirlenir. Bu senaryolarin veya birlesimlerin yol actig1 gecis dikkate alinir. Her
bir birlesimin gecisi 3.4 nolu siralamaya gore belirlenir. En iyi gegige sahip birle-
sim bu agsamanin ciktisi olur. Daha 6ncede belirtildigi gibi Merkezleme Teorisine
gore soylemler merkez var olan varliklarin yine merkezde kalmasi egiliminde-
dirler. Yani bir 6ge bir 6nceki tiimcede merkezde ise, bir sonraki tiimcede de
merkezde kalmasi tercih edilir. Bunun i¢in Merkezleme Teorisi Boliimiine baki-

labilir.

Son agamada, yani (9) nolu agsamada ise tiim karar verilen bu eglesmeler
sisteme kaydedilir. Ve bir sonraki tiimceye gecilir. Bu gecisten sonra tiim listeler

tekrar giincellenir.

Basit Bir Ornek

Basit bir 6rnek ile bu uygulamaya aciklik getirilebilir. Agagidaki {i¢ tiimceli

soylem ele alindiginda yontem su sekilde uygulanabilir.
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T :Ayse Ali’yi yolda gordii
T, : Ona elindeki kitaplar1 gosterdi

T3 :Ve onlart eve gotiirmesini rica etti (4.8)

Ty icin olugturulacak ileriye doniik liste, M;(T}), Ayse, Ali ve yol séylem

varliklarini icerir.

1. Ayse (Yalin Hal)
2. Ali (Belirtme Hali)

3. Yol (Bulunma Hali)

Bu s6ylem varliklarindan Yol 6gesinin gonderimsel ifade elemesinden gecemedigi

varsayilsin. Bu liste 4.7 nolu hiyerargiye gore siralandiginda

Ayge > Ali (4.9)

gibi bir siralama olusur.

T i¢in olugturulacak ileriye doniik liste, M;(T3) ise, @ (bosg artgénderim),
Ona ve Kitap soylem varliklarini icerir. Bu sdylem varhiklarinin elemeden ba-

sarili bir gekilde gectigi varsayilsin.

1. @ (bog artgénderim), Uciincii Tekil Kisi

2. Ona, Acik adil, Yonelme Hali (Dative)
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3. Kitap, Cogul, Belirtme Hali

Bu liste siralandiginda ise

© > Ona >Kitaplari (4.10)

gibi bir siralama olusur. Bu listedeki adillarin her biri i¢in aday 6nciil belirlen-

mesi gerekiyor. Her iki adil i¢in {Ayse, Ali} listesi olas1 onciil listesidir.

Onciil Listesi( @ ): ( Ali, Ayse)

Onciil Listesi (Ona) :(Ali, Ayse) (4.11)

Bu asamada 4.2 nolu tabloda gosterildigi gibi iki se¢genekli senaryo olusur.

Tablo 4.2: Senaryolar

@ | Ona
Senaryo 1 | Ali | Ayse
Senaryo 2 | Ayse | Ali

Bu asamada hangi senaryonun Merkezleme Kurami acisindan en iyi gecisi
verdigine bakilmalidir. Birinci senaryo secildiginde 3.1 nolu tabloda belirtilen
geciglerden DEVAM gecisi secilmis olacaktir. Eger ikinci senaryo segilirse bu du-
rumda gecisin ismi YUMUSAK-GECIS olacaktir. DEVAM gecisi YUMUSAK-
GECIS’e tercih edildiginden bu asamada birinci senaryo tercih edilecektir. Sonuc
olarak @ bosg artgonderimi Ayse’ye, ona acik adili Ali’ye gonderimde buluna-

caktir.
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T3 i¢in bu algoritma tekrar ¢aligtirildinda bu tiimcedeki onlar: artgonderimi
Ali ve Ayse Ogeleriyle say1/kisi uyumu sebebiyle eslesemez. Ardindan bir tek

kitaplar soylem varligi kalir ve bu 6ge onlar adilinin 6nciilii olarak secilir.

Merkezleme Yaklasimin Sonuglari

Yukarida tanimlanan algortimay: tiim agamalariyla Java diliyle yazilmig ve der-
lem boliimiinde bahsedilen 10.000 kapasiteli derlem {iizerinde denenmistir. Uy-
gulama sonucunda derlemdeki 1114 adilin 792’si dogru bir gekilde ¢éziimlendi.

[Mitkov, 2002]'un tanmimladigi 4.12 nolu formuli kullanirsak

Dogru Coziilmiig Adil Sayisi (4.12)

Bagar1 Orani— Toplam Adil Sayis

Bagar1 Orani= %: 711 (4.13)

gibi bir bagar1 oram elde edilir. Bilgisayarhh Artgonderim icin yapilan ca-
hismalarin sayis1 ¢ok az oldugundan ve ortak bir derlem olmadigindan ortaya
¢ikan sonuglarin dogru bir sekilde kargilagtirilmasinin imkani yoktur. Ama yine
de Tiirkce icin yapilan diger bilgisayarl calismalarla basit anlamda bir kargilag-
tirma yapilabilir. Bununla ilgili son ¢aligmalardan iki tanesi ile bir kargilagtirma
vapilabilir. [Tiifekci ve Kiligaslan, 2007] Hobbs’un algoritmasini kullanarak %84
gibi bir basar1 yakaladigini belirmistir. Ote yandan [Kiiciik ve Turhan, 2007] az
bilgili sistemleri {izerinde iki farkli deney yapmigtir. Ve bu deneylerin sonucunda

%85.3 ve %73.7 gibi iki farkli sonug elde etmiglerdir. Bu sonuglara bakmaktaki
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temel amag sayisal bir karsilagtirma degildir. Tiirkge i¢in genel resmi gérmek
icindir. Zaten bu tez caligmasinin sonunda tiim diller icin yapilan caligmalarin

sonuclarina bakilacaktir.

Merkezleme Algoritmasi gercevesinde yapilan bir diger degisiklik ise 4.7 nolu
formiildeki degisikliktir. Cok iyi bilinen bir gercek vardir ki adils1 6geler soylem
icinde diger soylem varliklarina gére daha belirgindir. Bu nedenden 4.7 nolu
siralamay1 sadece bu bilgiyi ekleyerek 4.14 nolu formiil halinde yeniden ifade

edildi ve uygulanda.

Yalin| adil|] > Belirtme[-+adil| > Tlgi[+adil] >
Yonelme|+adil] > Cikma [-+adil] > Bulunmal+adil|] >
Belirtme|-adil] > Ilgi[-adil] >Y®&nelme|-adil] >

Cikmal-adil] > Yonelme[-adil] (4.14)

Bunun ardindan basgari oraninda yiizde 1 oraninda kiiciik bir artig1 oldu. Bu
sonuctan sonra adilsi sdylem varliklarinin ¢ok az da olsa daha belirgin oldugu
Tiirkce icinde sozkonusu oldugu séylenebilir. Bu bilgi daha sonra yapilacak ca-

lismalar agisindan 6nemlidir.

4.3.2 Belirginlik Tabanli C6ziim Onerisi

Artgdnderim ¢aligmalarimin en 6nemli yaklagimlaridan biri [Lappin ve Leass, 1994]
tarafindan Snerilmis RAP algoritmasidir. Bu yaklagima benzer bir sistem ise
[Mitkov, 2002]’un sundugu MARS sistemidir. Bu yéntemler sadece Ingilizce icin

degil Lehce, Arapca, ve Norvecee icin de bagarili bir sekilde uygulanmigtir. In-
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gilizce digindaki diger diller i¢in, bu yontemler basit bir degisiklik ile uygula-
nabilmigtir. Tiirkce icin de basit bir degigiklikle bu yontem bu tez kapsaminda
uygulanmigtir. Bu yontem belirginlik temmellidir ve sdzdizimsel bilgi kullanmasi
acisindan az bilgili sistemdir. Yontem aday onciillere, 6zelliklerine bakarak belli

puanlar verir. En ¢cok puam alan 6nciil asil 6nciil olarak secilir.

Dolayisiyla bu noktadaki en temel soru puanlamanin nasil belirlenecegidir.
Ornegin Ingilizce icin diisiiniildiigiinde dilbilgisel islev 6zelligi, en Gnemli 6zel-
liktir ve bu yiizden en ¢ok puani bu 6zellik alir. Ancak her dilde bu bdoyle
olmayabilir. Ornek olarak [Holen, 2007] Norvegge icin yaptigi calismada 6zne
pozisyonunun belirginlik i¢in 6énemli olmadigini vurgulamigtir. Tiirkce icin ba-
kildiginda bu 6zelligin 6nemli oldugu séylenebilir. Dolayisiyla bu tez icin olus-
turulan sistemde Ozne dilbilgisel gérevine sahip 6geler nesne konumunda olan
Ogelere gore daha ¢ok puan alacaklardir. Sayi, kisi ve cinsiyet ise diger s6zdizim-
sel Ozelliklerdir. S6z konusu adil ile o adilla say1 ve kigi uyumu gosteren onciiller
diger onciillere gore daha cok puan ahr. Ote yandan Ingilizce icin kullanilan
cinsiyet kodlamasi Tiirkge’de olmadigindan bu bilgi kullanilmayacaktir. Tiim

bu belirginlik etkenleri agagidaki sekilde siralanabilir:

e Ozne Etkeni: Bu etken daha once de bahsedildigi gibi en 6nemli un-
surlardan biridir ve Tiirkce i¢in bu durum gecerlidir. Merkezleme Teorisi
tabanh yaklagimda da goriildiigii gibi, 6zne pozisyonunda bulunan mer-
kezin degismeme egilimi vardir. Ozne pozisyonundaki geler ¢cogu zaman

bosartgonderim halinde siirekli kendilerini var ederler.

Ali sabah okula gitmek i¢in evden ayrildi.
Tk olarak kalabalik bir yoldan karsiya gecti.

Okula vardiginda arkadaglarimin onu bekledigini gordii... (4.15)
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Yukaridaki séylemde goriildiigii gibi 6zne pozisyonundaki sdylem varligi
Ali, 6zne pozisyonundaki bosartgonderimlerle siirekli tekrarlanir. Bazen
uzun hikayelerde bu durum ¢ok daha uzun olur ve artgénderim ¢oziimii de
o derece basit olabilir. Bu anlamda 6zne pozisyonundaki 6gelerin bosart-
gonderimlerle siirekli tekrarlanmasi ya da gonderimsel iligki icinde olmalar:

Tiirkge icin oldukca sik goriilen bir durumdur.

Tiirkce metinlerde 6zne degisikligi bagka bir séylem olugturmak icin kul-
lanilir. Her zaman bu kural gecerli olmasa da ¢ogunlukla yeni bir s6ylemin

siirlarinin isareti oldugu séylenebilir.

Nesne Etkeni: Eger 6nciil dolaysiz nesne pozisyonunda ise belli bir puan

alabilir. Ancak Ozne Etkenine oranla daha az puanlanir.

Kisi/Say1 Uyumu: Bu 6zellik en 6nemli 6zelliklerden biridir. Ciinkii
bu uyum i¢inde olmayanlar genellikle gonderimsel bir iligki icinde bulun-
mazlar. Genellikle demek zorundayiz ¢iinkii bunun kuraldigi durumlar: da
vardir. Ornek olarak aile, takim, gurup gibi cogul eki almayan sozciikler
biz, siz, onlar ¢ogul artgénderimlerle ifade edilebilirler. Ya da iki sGylem
varhig1 sisteme dahil olmugsa bunlar daha sonra cogul bir artgonderimle

ifade edilebilirler.

Ali ve Ayse sabah erken kalkarlar.

Ciinkii onlar giinlerini daha iyi gegirmek isterler. (4.16)

Bu ornek goriildigi gibi Ali ve Ayse sdylem varliklar iki ayr ve tekil
ifadelerdir. Ardindan ikisine ortak bir cogul artgéonderim olan onlar gon-

derimde bulunur.
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e Adils1 Vurgusu: Eger onciiliin kelime tipi adil ise bu 6nciil adil olmayan-

lara gore daha ¢ok vurgu alir. Bu durum bircok calismada vurgulanmigtar.

Ali gazete okumayi sever.
@1 Sabah erkenden g azete almak icin kalkar.

©9 Kahvaltida gazete okumak onun i¢in zevktir. (4.17)

Uciincii tiimcedeki @, bosartgénderimi icin bir dnceki tiimcede yine bir
(@1) bosartgonderim ile gazete aday onciildiir. (@) bogartgénderimi hem

0zne hem de adils1 oldugundan gazeteye gore daha belirgindir.

e Tk Ad Obegi Vurgusu: Eger bir 6ge soyleme ilk ad 6begi olarak girmis
ise sonraki her tekrarlamiginda ilk ad 6begi vurgusu alir ve puanlanir.
Ornek olarak 4.17 nolu s6ylemde Ali séylem varligi sonra tekrarlanirsa ya
da bir artgonderimle gonderimsel iligki icinde olursa o artgénderim ilk ad
6begi vurgusu alir. Bu etken [Mitkov, 2002], [Lappin ve Leass, 1994| ve
|[Holen, 2007] tarafindan kullanilmig ve 6nerilmistir. Soylemin davrangina
iliskin bir ipucundan haraket ile bu ilk Ad Obegi etkisi vurgulanmustir.
Séylemler ilk ad 6begini siirekli vurgulamak isterler. Bu 6zellikten dolay1

bu ad obekleri siirekli adilsallagtirilirlar.

e Bahsedilme Sayisi: Bir 6ge soylem icinde ne kadar tekrarlanirsa o 6ge-
nin belirginligi o kadar artar. Bu o&zellik bircok calisma tarafindan da
kullamlmigtir. Bir onceki Ik Ad Obegi etkeni gibi bu etken de benzer
bir s6ylem 6zelliginden gelmektedir. Siirekli tekrarlanan 6geler daha fazla

vurgu alirlar.

e Uzaklik: Bu etken sézkonusu adil ile s6z konusu aday onciil arasindaki

uzakhgin tiimce bazindaki kargiligidir. Uzaklik arttikca Ogeler arasinda
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gonderimsel iligki olma olasilig1 azalir. Bu ¢alismadaki derlem analiz edil-
diginde bu 6zelligin cok 6nemli oldugu tesbit edildi. Cilinkii adillarin 6n-
ciilleri daha ¢ok bir 6nceki ve iki onceki tiimce igerisinde yer almigtir.

Dolayist ile uzakligin bu calisma i¢in 6nemli oldugu agiktir.

Tiim bu etkenler belli bir agirhik ile agirliklandirildi. Bu asamada deneme

yanilma yontemiyle bir¢ok deger tahmini olarak atandi.

Tablo 4.3: Etkenler ve Agirliklar

Etken Agirhg:
Ozne Vurgusu 100
Kisi Say1 Uyumu 150
Adil Olma Vurgusu 20
Dolaysiz Nesne Vurgusu 30
Ik Ad Obegi Olma Vurgusu 20
Bahsedilme Sayis1 Vurgusu | 2 kere icin 10 daha fazlasi i¢in 20

Yapilan bu denemelerde en iyi agirliklandirma degerleri tablo 4.3.2°deki gibi
olmugtur. Soylemdeki herbir adil ondan 6nce gelen herbir onciil ile eglegir ve
yukaridaki agirliklar tiim bu 6nciillere uygulanir. Uygulama sonunda agirhiklar
toplanir ve adila aday her bir 6nciil i¢in bir puan olusur. En iyi agirliga sahip
onciil bagaril aday olarak belirlenir ve s6z konusu adilin génderimde bulundugu

onciil olur.

Basit Bir Ornek

Bu algoritmay1 basit bir érnekle aciklayalim. Kabul edelimki asagidaki gibi iki

tiimcelik basit bir sdylem ile ¢aligiyoruz.

Ali cantasindaki kalemleri ariyordu.
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© Ama kalemleri bir tiirlii bulamiyordu. (4.18)

Ikinci tiimeedeki @ bog artgénderimi icin olas: 6nciiller kiimesi { Ali, canta-
sidaki , kalemleri} gibidir. Tiim bu aday onciiller yukaridaki tablo kullanilarak

agirliklandirilir. Agirliklandirma sonuclar: 4.3.2 nolu tablodaki gibidir.

Tablo 4.4: Aday Onciillerin Agirhiklandirilmalar

Etken Agirligr | Ali | Cantasindaki | Kalemleri
Ozne Vurgusu 100 100 0 0
Kisi Say1 Uyumu 150 150 150 0
Adil Olma Vurgusu 50 0 0 0
Dolaysiz Nesne Vurgusu 30 0 30 30
Ik Ad Obegi Olma Vurgusu 20 20 0 0
Bahsedilme Sayis1 Vurgusu 10 / 20 0 0 0
Toplam 270 180 30

Ali 6nciilii 270 puanla en ¢ok oy alarak ikinci tiimcedeki @ bog artgénde-
rimin onciilii olarak kabiil edilir. Bu ornek iki tiimceden olustugu igin bircok
farkli durumu icinde barindiramiyor. Ornek olarak bashedilme sayisi ozelligini

ornekleyemedik.

Bu algoritmay derlem iizerinde uyguladigimizda, 1114 adilin 598’i dogru bir
sekilde ¢oziimlendi. [Mitkov, 2002| artgonderim sisteminin bagari oranim 4.12

nolu formiildeki gibi tanimlamigtir.

598

Bu formiile gore bizim modelin bagar: orani 3375

= 0.53’e esittir. Bu orana ba-
kildiginda ve de diger artgénderim ¢aligmalariyla karsilagtirildiginda normal bir
¢Oziim yonteminden daha diigiik performansa sahip oldugu séylenebilir. Bu yak-
lagim Merkezleme Teorisine gore daha fazla bilgiye ihtiya¢ duyar ve bu bakimdan
yontem bilgiye fazla bagimhdir. Yéntemde kullanilan 6zelliklerin sisteme ne ka-

dar katkisi oldugu her zaman tartigma konusudur. Secilen 6zelliklerin bir cogu

gereksiz ve yararsiz olabilir. Bu bakimdan sistemin bu gereksiz 6zellikleri ¢6ziim-
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leme oncesi (pre-processing) siireglerde bosu boguna aramamasi igin bir eleme
islemine tabi tutulabilir. Bu noktadaki sorulacak soru su: Caligma alani i¢inde
bu ozelliklerin yarari nasil sayisallagtirilabilir ? Ya da sayisallagtirilabilir mi ?
Bunun icin [Mitkov, 2002] (Relative Importance) Bagil Onem isimli bir formiil

onermistir. Bagil Onem K etkeni icin 4.19 nolu formiildeki gibi hesaplanir.

Rl = SRg;RK (4.19)

Bu formiildeki SR kisaltmas tiim sistemin bagar1 oranmdir. Ote yandan SRy
kisaltmasi ise K etkeni olmadiginda sistemin gostermis oldugu basgari oranini
ifade eder. Goriildiigii gibi Rl formiilii K etkeni olmadigi durumda sistemin
bundan nasil etkilenecegini bagil bir gekilde hesap eder. Bu formiil buradaki

etkenler icin uygulandiginda 4.5 nolu tablodaki sonuclar elde edilir.

Tablo 4.5: Bagil Onem Tablosu

Etken RI

Say1 / Kisi 0.07
Adils1 Vurgusu 0.01
Ozne Vurgusu 0.28
Nesne Vurgusu 0.01
Ik Ad Obegi Vurgusu | 0.01
Tekrar Vurgusu 0.01

Goriildiigii gibi sayi/kisi uyumu etkeni ile 6zne vurgusu Tiirkge’de 6nemli
bir yere sahip. Bu etkenleri sistemden c¢ikardigimizda neredeyse artgénderim
coziimlemesi imkansiz hale gelecektir. Bu Bagil Onem ol¢iitiine benzer bagka
Olclim yontemleri de mevcuttur. Calismanin sonu¢ kisminda tiim bu 6l¢iim so-

nuglarii karsgilasgtiracagiz.
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Bir bagka 6l¢iim teknigi yine |Mitkov, 2002| tarafindan &énerilen Karar Gii-
ciidiir (Decision Power). Bir etkenin karar giicii hesab (K), onu saglayan 6nciil
adaylarin asil onciil olarak secilip secilmemesine bakilarak yapilir. O etkenin
asil onciil olmasindaki roliine bakilmaksizin yapilan bu degerlendirmede sadece
o aday oOnciillerin asil aday olup olmadiklarina bakilir. K etkeninin Karar giicii,
bu etkenin destekledigi ve dogru sekilde asil 6nciil olmug durumlarin sayisinin
(Sk) K etkeni tarafindan desteklenmis tiim Onciillerin sayisina (Ag) oranina

esittir.

DPy ==K (4.20)

Sistemdeki etkenlerin Karar Giiciine bakildiginda 4.6 nolu tablodaki gibi bir

sonug elde edilir.

Tablo 4.6: Karar Giicii Tablosu

Etken DP
Say1 / Kisi 0.107
Adils1 Vurgusu 0.09
Ozne Vurgusu 0.16
Nesne Vurgusu 0.03
Ik Ad Obegi Vurgusu | 0.17
Tekrar Vurgusu 0.06

Yukaridaki tabloda en 6nemli ii¢ etken; say1/kisi uyumu, 6zne vurgusu
ve ilk ad 6begi vurgusu. Bu 6zellikler diger algoritmalar icinde énemli oldu-

gunu izleyen boéliimlerde gorecegiz.
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4.4 Ogrenme Tabanh Céziimler

Bu béliimde Tiirkge icin 6grenme tabanh bir ¢6ziim tartisilacaktir. Artgénderim
sorununu makine 6grenmesi teknikleriyle nasil ¢oziilecegi boliim 3.3.1'te kisaca

bahsedilmigtir. Tiirkce icin benzer bir ydntem uygulanacaktir.

4.4.1 Esglesme

Makine 6grenmesindeki en 6nemli unsur kullanilan verinin niteligidir. Artgénde-
rim ¢oziimlemesi icin olugturulacak olan ciftlerin secimi bu anlamda 6nemlidir.
Tablo 3.3 basit anlamda bu ¢iftlerin nasil olugturuldugunu gostermektedir. Her
bir gonderge ile o gondergenin onciilii olabilecek, ondan 6nce gelen tiim gonde-
rimsel ifadeler bir ¢ift-eslesme kiimesi olugturur. Bu eslesme kiimesindeki 6ge-
ler olumlu(EVET) ve olumsuz(HAYTR) olarak isaretlenir. Ve boylelikle makine
ogrenme algoritmasi eglesmenin kurallarimi ¢gikarmaya caligir. Bizim veritabani-
mizdaki en genig soylem 26 ciimleden olugur. Fakat sdylem listemizdeki adillar
en ¢ok 10 tiimce Oncesine gonderimde buludugundan sadece s6z konusu adil ile

ondan 6nceki 10 tiimce arasindaki 6gelerle bir eglesme olusturulmaktadir.

Bu asamadaki en biiyiik sorun olumsuz 6rnek sayisinin olumlu 6rnek sayisin-
dan oldukga fazla olmasidir. Ciinkii hedef siniftaki bu degerler birbirlerine sayica
ne kadar yakin olursa, makine 6grenme algoritmalar1 o kadar bagarili olur. Bu
anlamda olumsuz 6rneklerin bir gekilde azaltilmasi ve olumlu 6rneklerle den-
gelenmesi gerekmektedir. Bunun igin cesitli eleme yontemleri kullanilabilir. Bu
caligmada kigi ve say1 uyumu siizgeci kullanilarak bir eleme gercgeklestirildi. Bu
aylklama agamasindan hemen sonra makine 6grenme algoritmalar1 uygulanabi-

lir. Bu deneyde kullanilan algoritmalar bi sonraki boliimde anlatilacaktir.
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4.4.2 Kullanilan Veri Madenciligi Teknikleri

Makine 6grenmesi ile bu ¢alismada yapilan tiim deneyler Weka Yazilimi 2 ile
gerceklestirilmigtir. Bu deneyde degerlendirme yontemi icin 10’lu capraz gecer-
leme (10-fold cross validation) yontemi kullanilarak 5 farkli makine 6grenme
algoritmasi derlem iizerinde sinandi. Bu algoritmalar sunlardir: Naive Bayes
Algoritmasi, Ornek tabanl yontem ya da bellek tabanh yontem (K-en yakin
komgu yontemi), Karar Agaclari, Destek Vektor Sistemleri ve Yapay Sinir Ag-

lari(Algilayicilar).

Naive Bayes Algoritmasi

Her 6zellik birbirinden bagimsizdir kabiiliine dayanan bir yontemdir. (xy, ..., z,,)
ozelliklerine sahip bir X 6rnegi verildiginde bu algoritma, bu 6rnek igin P(X |

C) olasihgini en yiiksek yapan C sinifini secer.

P(X|C) = P(ay, ..., 2,|C) (4.21)

Bu algoritma hesaplama maliyetini azaltiyor. Ciinkii sadece simif dagilim-
larina bakiyor. Gergek uygulamalarda ozelliklerin birbirlerine bagli olmasi bu

algoritmanin bir eksigi olarak goriilmektedir.

2Weka (Waikato Environment for Knowledge Analysis) Java programlama dili ile yazilmig
en yaygin veri madenciligi aracidir. Waikato Universitesi tarafindan olugturulan WEKA agik
kaynak bir yazilimdir ve GPL (GNU General Public License) lisansina sahiptir.
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K-En Yakin Komsu Simiflandiricis:

Bu algoritma ornekleme tabanli yontemlerden biridir. Bu tip bir algoritmanin
en belirgin 6zelligi kullandig1 veriden bir model olugturmamasi ve bu veriyi sak-
lamasidir. Her bir yeni 6rnek saklanan verideki orneklerle kiyaslanir. Ve yeni
ornege benzeyen k adet eski orneklerin siniflarina bakilarak bir karara varilir.
Bu nedenle algoritmanin 6grenme siirecinden bahsedilemez. Karar verme siireci
ise diger algoritmalara gore daha uzundur. Temel yaklagimda siniflandirilacak
ornege en yakin k adet 6rnek bulunur. Bu k adet 6rnekteki baskin sinif o 6rne-
gin sinifi olarak atanir. Biitiin érnekler n-boyutlu bir uzayda bir noktaya karg
diisiiriiliir. Ornek olarak 4.3 nolu sekilde ortadaki daire yeni bir érnegi temsil
eder. Bu ornek ya kare ya da ii¢gen olarak siniflandirilacaktir. Peki bu dairenin
aslinda kare mi yoksa {icgen mi oldugu nasil tespit edilecek ? Eger knn algo-
ritmasinda k degeri 3 secilirse gekilde de goriildiigii gibi igteki cember icinde
kalan orneklere bakilir. Ciinkii i¢teki gember 3 eski 6rnegi cevreliyor. Bu 6rnek-
lerden ikisi iicgen biri kare oldugundan knn algoritmasinin karar iiggen olur.
Eger k degeri 5 secilirse 5 eski 6rnegi gevreleyen digtaki cembere bakilir. Bu
¢ember i¢inde kalan 6rneklerin ii¢ tanesi kare iki tanesi tiggen oldugundan knn

algoritmasinin karar1 baskin sinif olan kare olur.

A A
[ A

Sekil 4.3: K-en yakin komgu algoritmasi

Nesneler arasindali uzaklik belli bir uzaklik formuliine (Euclidean, Manhat-
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tan, ... ) gore hesaplanir. Ornek olarak X (1, ...,2,) ve Y (yi, ..., yn) iki noktay

ele alalim. Bu iki nokta arasindaki uzaklik 4.22 nolu formiil ile hesaplanir.

D=\/(x1 = y)? + o+ (20 — ya)? (4.22)

Daha 6ncede bahsesildigi gibi makine 6grenmesi deneylerinin 6grenme aga-
malarinda WEKA yardimeci kiitiiphanesini kullandi. Knn algoritmasi icin WEKAdaki

IBk isimli algoritma kullanilmigtir.

Karar Agacglari

Karar agaci algoritmalar: veriden bir aga¢ modeli ortaya c¢ikar. Bu aga¢ modeli
veriyi dogru bir gekilde ifade etmeye caligir. Karar agaglarinin en 6nemli 6zelligi
kurallarinin insanlar tarafindan rahathkla okunabilmesi ve yorumlanabilmesi-
dir. Peki bu agactaki diigiimler, dallar ve yapraklar ne anlama gelir 7 Karar
Agaclarinda diigiimler 6zelliklere iligkin sorular ifade eder. 4.4 nolu sekilde
goriildiigii dallar ise o ozelligin degerlerine karsihik gelir. Bir anlamda diigiim
ozellige iligkin soru ve dal ise bu sorunun cevabidir. Soru-cevap seklinde agac
iizerinde gezindikten sonra bir yapraga ulasilir. Bu yaprak ise modelin kararidir.

Ya da hangi simifin secildigini ifade eder.

Sekildeki agac bir maddenin iyi olup olmadigina karar veren bir karar agaci
olarak diigiiniilebilir. Bu agac eger sekil maviyse bagka bir soru sormadan olumlu
cevap veriyor. Eger sekil mavi degilse bu durumda bagka bir soru sorma ihti-
yact duyuyor. Eger maddenin boyu biiyiik ise olumlu, kii¢iik ise olumsuz karar

iiretiyor.

Karar agaci algoritmalarinda en 6nemli ilerleme [Quinlan, 1993.] tarafindan
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Sekil 4.4: Karar Agaci

kaydedilmigtir. Entropi formiilii sayesinde agac olusturulurken ozellikler 6nem
sirasina gore dizilir. En 6nemli yada bilgi kazanci (information-gain) en yiik-
sek olan ozellik ilk diigiime yerlestirilir. Boylelikle aga¢ hem daha kii¢iik hem
de daha bagarili bir model olusturur. Tlk olarak ayrik ézellikler icin gelistirilen
ID3 isimli bu algoritma ardindan siirekli (reel) ozellikler iginde uygulanabil-
mig ve C4.5 ismini almigtir. WEKA yazilimi igersinde bu algoritmaya J4.8 ismi
verilmigtir. Bu ¢aligmada karar agaci igin ayrica toplu 6grenme (boosting) kul-
lanilmigtir. Bu yontemde tek bir model olusturmak yerine cesitli ayar degisikligi
ve yontem yardimiyla birden fazla agac modeli olugturulur. Ve ardindan yeni
bir érnek sisteme geldiginde, bu 6rnek tek bir siniflandiric1 yerine birden fazla
sinfilandirict tarafindan igleme tabi tutulur. Modellerden gelen baskin sinif yeni
ornegin sinifi olur. Buradaki amag toplu 6grenmedeki bagari oranini artirmaktir.

Ancak bu yapinin her zaman icin basarili oldugu s6z konusu degildir.

Destek Vektor Makineleri

Destek Vektor Makineleri (Support Vector Machines) veriyi dogrusal olarak

ayirarak bir karar vermeye calisir. Bir cok hiper diizlem kullanarak olumlu ve
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olumsuz 6rnekleri birbirlerinden ayirmaya calisir. Olumlu, olumsuz 6rnekleri

birbirinden en iyi ayiran hiper diizlem sonraki kararlar icin kullanilir.

B1
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o o]
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C TRt T N o
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Sekil 4.5: Destek Vektor Makineleri - KDM

Ornek olarak 4.5 nolu sekilde By ve B, isimli iki dogru, smiflar1 birbirinden
aywrmaya galigiyor. En uygun hiper-diizlem algoritmasi [Vapnik ve Lerner, 1963|
tarafindak onerilmis olan dogrusal siniflandiricidir. Ote yandan KDM sadece
dogrusal degil dogrusal olmayan bir sinfilandirma da uygulayabilmektedir.
|Boser vd., 1992| tarafindan sunulan bu y6ntem dogrusal olmayan bir ¢ekirdek

fonksiyonu K(x;,y;) icermektedir.

Bu tez caligmasinda dogrusal ve radyal temelli ¢ekirdek fonksiyonu kulla-
nildi. Bu algoritmalar WEKA yazilimda LIBSVM kiitiiphanesiyle gelen C-SVC

olarak yeralirlar.

Algilayicilar (Voted Perceptron)

Algilayicilar (Voted Perceptron) bir yapay sinir ag1 uygulamasidir. Bu yéntem
orjinal yontemin agirhiklandirma siirecinde bir degisiklik yapar. Orjinal yontem
w.x + b > 0 formiiliinii kullanir. Bu formiilde w agirhiklandirma vektorii ve

x ise giris vektoriidiir ya da bir bagka ifade ile 6zellik vektoriidiir. b ise sabit
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Sekil 4.6: Yapay Sinir Aglari

bir katsayidir. Bu formiil dogru olursa ¢ikt1 1, yanhs ise ¢ikti 0 olur. Orjinal
algilayict egitim siirecinde, bir siniflandirma egitimi i¢in, 6zellik vektorii pes
pese isleme sokulur. Eger belli bir esik degerinin iizerinde bir hata olusursa,
agirliklar giincellenir. Yapay Sinir Aglar1 4.6 nolu sekilde goriildiigii gibi birden

cok algilayicilari i¢ ice kullanir.

Ancak orjinal algoritma eger veri dogrusal bir gekilde ayrilmaya uygunsa
bagarili bir sonuca ulagir. Eger verinin dogrusal olmayan bir karakteri var ise,
diger bir algilayici olan voted perceptron kullanilabilir. Bu algoritma orjinal
siirecte olusan tiim agirliklandirmalar: kullanarak tahminde bulunmaya caligir.
Bunu herbir agirliklandirma vektoriiniin kag egitim 6rnegini dogru bir sekilde

siniflandirdigini bellekte tutarak basarabilir.

4.4.3 Sonuclar

Ele alinan bu beg algoritma, énceki béliimlerde bahsedildigi gibi derlem iizerine
uygulanmigtir. Her bir algoritmanin farkh ifade giiciine sahip iki farkh siniflandi-
ricist kullanildi. Bu deneyde kullanilan parametreler 4.7 nolu tablodaki gibidir.

Bu tablodaki ayar isimleri WEKA programinda kullanildigr gibi verilmigtir.

Bu beg algoritmanin iki farkh siniflandiricisin uygulanmasi sonucu ortaya

cikan sonuclar 4.8 nolu tablodaki gibidir.

Simdi bu tablolarda kullanilan performance 6l¢iim teknik ifadelerden kisaca
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Tablo 4.7: Algoritma ve Parametreleri

Algoritma

Parametreler

IBk

No Distance Weighting
Use Euclidean Distance

Naive Bayes

No Supervised Discretization

J48

Counfidence Factor: 0.25

No Reduced Error Prunning

Use Subtree Raising On Pruning

No Laplace-based Smoothing
Do not Force Binary Split on Nominal Attributes

Voted Perceptron

Maximum Number of Alternation:10000

formiiliiyle, kesinlik (precision)
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C-SVC Cost: 1.0
Gamma: 1/mazx;ndex
No Normalization
Tablo 4.8: Sitmiflandiricilarin Sonuclar
No | Siniflandirica Parametre Degisikligi Simiflandirma Sonucglar:
Dogruluk | Precision | Recall | F-Olgiitii | Kappa
Baseline / Dayanak-1 | Cogunluk tabanl 67.3 - - - 0
Baseline / Dayanak-2 | Sinif Dagilim tabanl 55.2 31.5 31.5 31.5 0
Baseline / Dayanak-3 | En Yakin Aday - - 46.7 - -
1 IBk k=1 0.75 0.60 0.76 0.67 0.4792
2 C-SVC Dogrusal Cekirdek 0.77 0.66 0.62 0.64 0.4736
3 Naive Bayes Normal Dagilim 0.78 0.65 0.71 0.68 0.5202
4 J48 boosted ve budamasiz 0.77 0.64 0.70 0.67 0.4968
5 Voted Perceptron is=1 0.79 0.71 0.65 0.68 0.5155
6 Naive Bayes kernel estimator 0.80 0.69 0.71 0.70 0.5402
7 1Bk k=11 0.80 0.67 0.76 0.72 0.5534
8 J48 Budamali 0.81 0.71 0.71 0.71 0.5712
9 Voted Perceptron Ust=2 0.81 0.72 0.70 0.71 0.5739
1 C-SVC Radyal Tabanli Cekirdek | 0.82 0.73 0.74 0.74 0.6017
bahsedilebilir. Tablodaki Dogruluk oran (Accuracy)
(TP +TN) (423
('P+TN + FN + FP) '




TP

—_— 4.24
(TP + FP) (4:24)

formiiliiyle, anma (recall)

TP
_ 4.25
(I'P+ FN) (4.25)
formiiliiyle ve F-Olciitii

(2 * kesinlik x anma) (4.26)

kesinlik + anma

formiiliiyle hesaplanir. Bu formiillerde gecen TP, TN, FP, ve FN ifadeleri

4.9 nolu tabloya gore aciklanabilir.

Tablo 4.9: Karigikhik Matrisi

Tahmin
Pozitif | Negatif
Gergek | pozitif TP FN
Negatif | FP TN

Calisma alaninda varolan bir 6geye var dendiginde ya da gercekte dogru
olan bir geyi tasarlanan sistem de dogru olarak tahmin etmis ise bu durum
TP (True Pozitif) olarak ifade edilir. Ger¢ekte dogru olan bir sey yanhs olarak
tahmin edilirse bu FN (False Negative) olarak ifade edilir. Gergekte yanlig olan

bir geyin dogru oldugu soylenirse, bu durum FP (False Pozitive) olarak ifade
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edilir. Son olarak gergekte yanlig olan bir duruma sistem yanlhsg derse, bu durum

TN (True Negative) olarak isimlendirilir.

Simdi bu performans degerlendirme 6lc¢iimlerinin artgénderim c¢oziimlemesi

icin ne ifade ettigine bakilacak.

Dogruluk (Accuracy),

Sistem tarafindan dogru tahmin edilmis tiim durumlar

Sistemdeki tiim durumlar (4.27)
formiiliiyle, kesinlik (Precision)
Sistfam tarafindan dogru §ek'ildfe ¢Oziilmiis art.génd(?rirr'l 'ili§.kileri (4.28)
Sistem tarafindan ifade dilmis toplam artgénderim iligkiler
formiiliiyle ve anma (Recall) ise
Sistem tarafindan dogru sekilde ¢oziilmiis artgonderim iligkileri (4.29)

Derlemde bulunan toplan artgénderimsel iligkiler

formiiliiyle hesaplanir edilebilir.

4.8 nolu tablodaki degerlere bakildiginda, tiim sonuclar belli bir aralikta ve
birbirine yakindir. Cok net bir sekilde belli algoritmalarin digerlerine goére daha
bagarili oldugu séylenemez. Ancak yine de siniflandiriclari, genel performanslari
acisindan degerlendirildiginde olumlu bir sonug oldugu soylenebilir. En azindan
bu alanda yapilmig diger ¢aligmalarla kiyaslandiginda bu daha net sdylenebilir.
Bunun s6ylenmesindeki en 6nemli dayanak ise, tabloda da gosterilen ilk {i¢ daya-
nak algoritmalaridir. Dayanak (baseline) algoritmalar elde edilen sonug igin bir
temel olugturur. Bu algoritmalar ile 6nerilen algoritma kiyaslanir ve ortaya bir
bagar1 oranmi1 ¢ikar. Bu calismadaki deneyde ii¢ dayanak algoritmasi kullanildi:

Cogunluk tabanli, Sinif dagilim tabali ve en yakin aday. Birinci dayanak algorit-
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masi, ¢cogunluk tabanl algoritma, tiim yeni 6érneklere egitim kiimesinde baskin
olan smifi atar. Bu tez calismas: alaninda baskin simif degeri hayir etiketlidir.
Yani iki 6ge arasinda bir iliski var m1 sorusunun cevabi hep hayirdir. Tkinci
dayanak algoritmasi Sinif Dagilimi iizerine kuruludur. Test kiimesindeki sinif-
landirilacak yeni 6rneklere yapilacak rastgele simif etiketlerinin dagilimi egitim
kiimesindeki dagilimla aym tutulur. Uciincii dayanak algoritmasi séz konusu
adildan Onceki en yakin aday1 onciil olarak kabul eder. Buradaki yontem ba-
sit bir ilkeyi temel alir. Artgdnderimler onlardan 6nce gelen ve en yakin 6geye
gonderimde bulunmaya egilimlidirler. Yapilan calismalarin bu dayanak algo-
ritmalarindan ne kadar basarih oldugu 6nemlidir. Bunlardan birine yakin bir
sonu¢ veren sistemin bir yatariciligi yoktur. Ciinkii basit bir bilgi ile kurulmus

dayanak algoritmalariyla ayni sonucu vermesi istenilen bir durum degildir.

Bu noktada rahatlikla belirtilmesi gereken bir nokta sudur: Bu calismada
sununal modeller ve kullanilan makine 6grenme algoritmalari, bu dayanak al-
goritmalardan c¢ok daha iyi bir performans gostermistir. Bu performans: daha

iyi ifade etmek icin makine 6grenmesi modeliyle dayanak algoritmasi arasindaki

farka bakilabilir.

Ele alinan ve uygulanan diger bir yéntem Kappa istatistigidir. Tablo
4.8’de sunulan sonuclarda bu istatistiksel bilgi mevcuttur. Kappa istatistigi,
siniflandiricilarin performansini bir temel cercevesinde 6lgmek igin kullanilan

alternatif bir yontemdir. Olciim formiilii

K= (Jio__gc) (4.30)

seklinde ifade edilir. Buradaki F, ifadesi sinifflandiricinin dogruluk orani, P,
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ifadesi kararin rastgele verilmesiyle ortaya cikan bagari oranidir. Bu formiil-
den de anlagildigr gibi bu istatistiksel ol¢iim degeri -1 ile 1 arasinda yer alir.
-1 tiimiiyle kotii bir sistemi, +1 ise tamamen bagarili bir sistemi ifade eder.
[Landis ve Koch, 1977]’e gore Kappa degerinin 0.4’ten biiyiik olmasi o sitemin
sansin Otesinde makul bir bagar1 gosterdigini anlamina gelir. 4.8 nolu tablodaki
Kappa sonuglar1 ¢aligmada denenen yaklagimlarin rastgele simflandiricilardan

cok daha iyi oldugunu ifade ediyor.

Her ne kadar 6grenme algoritmalarinin sonuglari rastgele siniflandiricilarin-
dan basar1 olsa da, problemin ¢oziimiine iligkin degerlendirmede tam anlamiyla
bagarili sayilmaz. [Ho vd., 2006] bunun sebebine iligkin ii¢ olas1 etkenden bah-

seder:

1. Algoritmadan kaynakl eksiklik
2. Verideki ickin zorluklar

3. Metod ile problemin uyusmamasi

Simdi bu ii¢ baghkli gercevede problem tartigilacak. Tablo 4.8’de sunulan
sonuclara bakildiginda belli bir algoritmanin daha basarih oldugu séylenemez.
Ayni algoritma degisik parametrelerle degisik sonuclar iiretebiliyor. Tlk beg sira-
lamada dogrusal ¢ekirdekli C-SVC neredeyse en kotii bagariya sahip olmasina
kargin, ikinci beglide radyal gekirdekli C-SVC en iyi bagariya sahiptir. Sonug
olarak artgdnderim problemi icin basarili olabilecek evrensel bir algoritmadan
bahsedilmesi miimkiin degil. Bu degerlendirme kural tabanl yontemler i¢inde

soylenebilir.

Bir diger zorluk ise verideki ya da derlemdeki zorluklardir. Artgdnderim
problemi icin baktigimizda bu durumu asagidaki soylemle 6rneklemek miim-

kiindiir.
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Ayse Hasan’a yardim etti. Ciinkii Onun yardima ihtiyaci vardi.  (4.31)

Yukaridaki 6rnekte Onun ifadesi Ayse’ye mi yoksa Hasan &nciiliine mi gonde-
rimde bulunacak ? Merkezleme kuraminin yaklagim ele alindiginda Ozne nes-
neye tercih edilecektir. Dolayisi ile Ayse onciilii secilecektir. Ancak normal bir
okumada Hasan oOnciilii daha dogru goziikmektedir. Bu cikarima ulagmak icin
belki de anlambilimsel yéntemler kullanilmas: gerekiyor. Iste Artgénderim prob-
lemine dair buna benzer bir¢ok 6rnek vardir. Bu tip 6rnekler muglaklik (ambi-
guity) olarak niteleniyor Tiim bu &érnekler burada siralanmayacak. Ote yandan
Tiirkce icin cinsiyet kodu bir dezavantaj olsturmaktadir. Yukaridaki 6rnek In-
gilizce i¢cin muglaklik yaratmazdi. Clinkii Ayse ve Hasan farkli sekilde cinsiyet
kodlamali adillarla ifade edileceklerdi. Ornegin his ya da her adili kullanihrd:

ve bir muglakliktan bahsedilmezdi.

Artgonderim problemindeki bir diger énemli husus adillar icin elemeler so-
nunda kalan onciil sayisidir. Eger eleme sonucu sadece bir aday kalmigsa bu
problemin ¢6ziimii kolaydir. Dolayisiyla veritabaninda ya da derlemde kag adi-
lin elemeler sonunda tek bir adaymin kaldigi ¢ok énemlidir. Bu oran yiiksekse
s6z konusu verinin karmagiklig1 oldukca diigiiktiir. Bu tez calismasindaki der-

lemde bu oran % 3.1°dir ve bu anlamda ¢alisilan derlem karmagiktir.

Siiflandiricilarin performansini etkilyecek bir diger 6ge ise verinin daginik-
lig1 veya yetersizligidir (sparsity). Veri eger yeterli miktarda drnege sahip degilse,
siniflandiricilar genel bir kural olugturma yeteneklerini kaybederler. Yani bir ge-
nelleme yapmak icin belli sayida 6rnege ihtiyac duyarlar. Bu hassasiyeti 6l¢mek
icin yapilan deneyde, veri 1100 6rnek kalincaya kadar degistirildiginde f-6l¢iitii

%60 degerinden %73’e ¢ikiyor. Ve bundan sonra bir doyum yakaliyor ve doyum
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noktasinda sabit kaliyor.

Bir diger etken ise problem ile bu probleme uygulanan metod arasindaki
uyusmazliktir. Bu tez ¢aligmasina yonelik olarak 4.8 nolu tabloda gosterilen C-
SVC, Voted Perceptron ve Naive Bayes siniflandiricilar: ele alinabilir. Bu algo-
ritmalar i¢in uygulanan parametrelerdeki dogrusal ve dogrusal olmayan secimler
iizerinden bir yorum yapilabilir. C-SVC ile alinan en kétii sonug bu yontem igin

uygulanan dogrusal formiildiir. Bu formiil agagidaki 4.32 nolu formiildiir.

f(z) = (w'z) +b (4.32)

En iyi sonug ise radyal tabanh kullanilan asagidaki 4.33 nolu formiildiir.

(Ilz—=)?

5 (4.33)

k(x,z) = exp

Weka yazilimindaki Voted Perceptron icin kullanilan agsagidaki 4.34 nolu

formiildeki

k(z,2') = (z.a' 4 1) (4.34)

d degeri 1 secildiginde dogrusal bir ¢ekirdek, daha biiyiik secildiginde dog-
rusal olmayan bir ¢ekirdek kullanmig oluruz. Bu algoritmada yine dogrusal ol-
mayan cekirdek kullanildiginda bagar: orani artmistir. Benzer bir 6zelligi Naive

Bayes icin soyleyebiliriz. Bu algoritma normal dagihm ile uygulandiginda dog-
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rusal bir siiflandiric1 ve gekirdek yogunluk tahmini (kernel density estimator)
kullamildiginda dogrusal olmayan bir siniflandirici sinifina dahil olur. Bu 6rnekte
de diger orneklerde oldugu gibi dogrusal olmayan ayarlar ¢ercevesinde artgén-
derim sistemi biraz daha bagarili olmustur. Yukaridaki gézlemler veritabaninin
yva da derlemdeki gonderimsel iligkilerin dogrusal bir gekilde degilde dogrusal
olmayan bir bicimde olugtugu sonucunu verir. Ve bu nedenle dogrusal olmayan

yontemlerin daha iyi sonuc¢ vermesi olagandir.

Agir1 Uyum (Overfitting) ve Yetersiz Uyum (Underfitting)

Makine Ogrenmesi ve istatistik alanindaki en énemli sorulardan biri Agirt Uyum
ve Yetersiz Uyum ikiligidir. Uretilen modelin kendisini olusturan veriye asir1 bir
sekilde bagimli olmasi ve genellikten uzaklagmasi1 Agir1 Uyuma yol acar. Veri
icinde bircok istisna barindirir ve ayni gekilde cesitli giiriiltiiler icerebilir. Yani
ele alinan veri bircok tutarsizhigin birlikte getirir. Icinde hatali veriler barindirir.
Verinin biitiiniine ulagmaya ve onu modellemeye calismak yeni olusacak verileri
anlamay1 zorlagtirir. Bu olguya veri madenciligi alaninda Ingilizce’de overfit-
ting denir. Tiik¢e i¢in yaygin bir kargiligi olmasa da bu kavram agir1 uyum
olarak cevrilebilir. 4.7 nolu gekildeki egriler 6grenme siirecindeki hata egrileridir.
Ustteki egri saglama ya da test kiimesinin hata durumunu ifade ederken, alttaki
egri egitim kiimesine iligkindir. Bu grafikteki egitim kiimesinde hatanin belli bir
etkene gore azaldigr goriiliir. Bu etkenin ne oldugu bu tartisma acisindan simdi-
lik 6nemli degildir. Sadece yaratilan modelin egitim kiimesi iizerindeki hatasinin
belli bir etken sebebiyle azaldigini diisiiniilsiin. Bu azalmaya saglama/test kii-
mesi de belli bir noktaya kadar eglik eder ve bu noktadan itibaren saglama
kiimesindeki azalma durur ve artmaya baglar. Iste bu durma ve artma noktasi-

nin sonrast ¢aligmanin Asirt Uyum (overfitting) oldugu bolgeyi ifade eder.
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Sekil 4.7: Asirt Uyma

Bu etkenlere 6rnek vermek icin Karar Agaclarinin budama igleminden bahsedi-
lebilir. Karar Agaci ne kadar az budanirsa egitim kiimesi iizerindeki bagarisi o
kadar artar. Saglama kiimesinde belli bir noktaya kadar budama yapilmas iyi
sonuc¢ verir. Yani agac budama onun veriye agirit bagimli olmasini engeller ve

saglama kiimesi i¢in daha iyi sonug verir.

Calismada kullanilan veri dokuz degisken icerdiginden dogrusal yontemleri
kullanan siniflandicilar icin uygun degildir. Dogrusal yéntemler uygulandiginda

veri ile yaratilan model arasinda biiyiik bir sapma / kutup (bias) olusur.

K-en yakin komsu simmiflandiricisi ile Karar Agaci algoritmasi ele alindiginda,
dikkat edilmesi gereken noktalardan biri de bu bu agir1 uyum sorunudur. Ciinkii
bu iki algortimanin veriyi ifade etme giicii (expressive power) yiiksektir. Ciinkii
eger veri de herhangi bir muglaklik yok ise verinin miktarina bakmaksizin egitim
verisini %100’e varan bir kesinlikle ifade edebilirler. Bu durumda giiriiltiilii ve
hatali veriler icerdiginden agir1 uymaya (overfitting) yatkindirlar. KNN algorit-

masimi K degerinin 1 yapilmasi, Karar Agaci algoritmasinin boosting 6zelliginin
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kullanimi ve budama yapilmamasi bu algoritmalarin ifade giiclerini (expressive
power) artirir. Bu da giiriiltiilii ve hatali bilgilerin yarattig agir1 uyma sorununu
ortaya cikarir. Bu nedenle 4.8 nolu tabloda bu iki algoritmalarin bu ayarlari i¢in
olugan sonug¢ digerlerine oranla daha diisiik ¢itkmigtir. Hatta bu sonuclar dog-
rusal sinflandircilarin performansi kadar diigiiktiir. Bu agir1 uyumun ¢oziimii
icin agacinin budanmasi ve K degerinin artirilmasi gerekiyor. Biraz 6nce bah-
sedildigi gibi ve 4.7 nolu sekilde gosterildigi gibi hata oranini azaltmak uygun
bir nokta belirlemek gerekiyor. Agac i¢in bu budama orani genelde %25 olarak
kabul edilir. K degeri 11 yapildiginda bu algoritma daha bagarili sonug vermek-
tedir. Ve bu sonug ilging bir gekilde dogrusal olmayan yontemlerin sonuclarina
yaklagmaktadir. Karmagiklik ile agir1 sadelik performans anlaminda birbirleriyle
ayni kusurlara sahip. Karmagikligin agir1 uyuma yol actigi, sadeligin ise yetersiz

uyum yarattigini bu deneylerde gézlemledik.

Ozelliklerin Katkilar:

Kullanilan 6zelliklerin artgénderim i¢in ne kadar katk: sagladigi en 6nemli nok-
talardan biridir. Dolayisiyla her bir ¢zelligin katkisini kullanilan teknik acisin-
dan degerlendirmek gerekiyor. Bu degerlendirmeyi bilgi tabanli yaklagimlar icin
yapimigti. Simdi 6grenme tabanh yaklasimlar acisindan ne gibi bir sonug elde
edilecek 7 Makine 6grenme algoritmalar1 kullanildiginda bu degerlendirme 10’1u
capraz saglama degerlendirmesi i¢inde bircok simiflandirici kullanilarak yapila-

bilir. 4.10 nolu tabloda herbir 6zelligin katkisinin ortalamasi bulunur.

Bir diger 6zellik giicii 6lgme yontemi bilgi kazanci (information gain) for-
miiliidiir. Bu formiil Karar Agaci olugturma gibi simiflandiricilarin icerdigi for-
miildiir. Ozelliklerin giicleri hedef sinifla olan baglarmdan ortaya cikar. Hedefin

belirlenmesinde etkili olan 6zellikler daha fazla kazanca sahip olurlar. Bu formdiil
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Tablo 4.10: Ozelliklerin Katki Degeri Ortalamalar1 / 10'lu Capraz Saglama,

Ozellik Ortalama Katkisi
Adilin Durum Eki 85
Adilin  Dilbilgisel 82
Gorevi

Adilin Agiklig 62
Adilin Sozdizim 93
Tipi

Gonderimsel Ifade- 77
lerin Durum Eki

Goderimsel Ifadele- 94
rin  Anlambilimsel

Tipi

Gonderimsel  Ifa- 81
delerin  Dilbilgisel

Roli

Uzaklik 100
Kigi-Say1 Uyumu 0°

ile olugturulan 4.11 nolu tablo biiyiikten kiigiige siralanmigtir.

Tablo 4.11: Ozelliklerin Bilgi Kazanci

Ozellik Bilgi Kazanc1 / bits
Uzaklhik 0.1844
Gonderimsel Ifadenin Anlambilimsel Tipi 0.1040
Gonderimsel Ifadenin Dilbilgisel Rolii 0.0918
Gonderimsel Ifadenin Durum Eki 0.0767

Adilin Durum Eki 0.0191

Adilin Dilbilgisel Rolii 0.0173

Adilin S6zdizimsel Tipi 0.013

Adilin Ac¢ikhgr (overtness) 0.0001
Kigi-Say1 Uyumu 0

Bu iki tablodan cikarilacak iki net sonuc var. Bunlardan biri adil ile aday
onciiller arasindaki uzaklik 6nemli bir unsurdur. Bu sonug diger diller i¢inde ge-
cerlidir. Girig kisminda bahsedilen yaklagimlarin ¢cogunda uzakligin gonderimsel

iligki tizerindeki etkisinden bahsedilir. Bir ikinci sonug ise say1/kigi uyumunun
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giiciiniin 0 (sifir) gikmasidir. Bu durum esasinda bu 6zelligin 6nemsiz oldugu
anlamina gelmez. Ciinkii eleme siirecinde say1/kisi uyumu gostermeyen adaylar
sistemden elenir ve s6z konusu adil i¢in olusan adaylarin hepsi zaten adil icin
say1/kigi uyumunu saglar. Bu bakimdan say1/kigi uyumu 6zelligi bu agamada bir
ise yaramiyormus gibi goriinse de asil gérevi bir énceki eleme agamasindadir ve
diger ozelliklere gore cok onemlidir. Bu anlamda en énemli 6zelliktir diyebiliriz.
Diger o6zelliklerin katkisi da 6nemsiz degildir. Anlambilimsel durum her zaman
gonderimsel iligkilerde etkisi vurgulanmig bir etkendir. Benzer bir gekilde Dil-
bigisel Gorevde tipki Merkezleme kuraminda oldugu gibi ¢ok 6nemli bir igleve

sahiptir.

Artgonderim Coziimii Agisindan Performans Degerleri

Artgonderim Coziimlemesi i¢cin makine 0grenmesi yaklagimlar: kullanildiginda
soylemdeki adillar ve onciiller ikili bir kayit halinde ifade edilir ve ardindan her
bir kaydin dogru veya yanlig oldugu kaydedilir. Bu gekilde yapilmasinin temel
sebebi 6grenme algoritmalarinin kayitlar iizerinden ikili simiflandirma yapabilme
giiclidiir. Her kaydin bir hedef simifi vardir bu sinif ikili veya c¢oklu olabilir. Bu
yontem kullanildiginda makine 6grenme algoritmasi yeni gelen derlemi yine bu
kayitlar sekilde ifade eder ve dogru yanhs sekinde simflandirma yapar. Iste bu

agamada tekrar iki kayitlardan eski derleme geri donmek gerekiyor.

Bu noktadaki iki temel problem var:

1. Adilin eglestigi onciiller ile olugturdugu tiim kayitlar: algoritmanin yanlig
olarak etiketlemesi. Bu durumda s6z konusu adil i¢in algoritma bir 6nciil

onermemis oluyor.

2. Adilin eslestigi onciillerden birden fazlas: icin dogru isaretin verilmesi. Bu
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durumda algoritma adil i¢in birden fazla 6nciil 6nermis oluyor. Ve bu

durumda yine bir muglakhk (ambiguity) olugmaktadir.

Iste bu muglaklig1 ¢cézmek icin model asagidaki sekilde giincellendi ve sonuc-

lar bu agidan degerlendirildi.

1. Eger hicbir aday oOnerilmemigse tiim aday onciillerin en yakini o adilin

onciili olarak atanir.

2. Eger birden fazla aday onerilmigse o adaylarin adila en yakin olan 6nciil

olur.

Algoritma bu sekilde giincellediginde 4.12 nolu tablo olustu.

Tablo 4.12: Artgonderim Basar1 Orani

Model Ayarlari Basgari1 Orani
Voted Perceptron - Ust=1 0.52
C-SVC - Dogrusal Cekirdek 0.54
Naive Bayes- Normal Dagilim 0.61
J48 - Budamah 0.62
Voted Perceptron - Ust= 2 0.63
Naive Bayes - Cekirdek Tahim 0.63
IBk - k=11 0.66
J48 - Boosted ve Budamali 0.69
C-SVC - Radyal Tabanh Cekirdek 0.70
IBk - k=1 0.75

Bu tabloki sonug su sekilde 6zetlenebilir: Bir modelin ifade giicii (expressive
power) ne kadar yiiksekse, artgénderim ¢oziimlemesinde o kadar bagarihdir.
Tabloda goze carpan bir diger unsur kotii sonuca sahip alan dogrusal modeller-

dir:

1. Voted Perceptron - iis= 1
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2. Dogrusal ¢ekirdekli C-SVC

3. Normal Dagilimli Naive Bayes

Bunula beraber ifade giicii yiiksek ayaralara sahip olan modeller sunlardir:

1. J48 - Budamah

2. KNN - k=1

Yukaridaki modeller daha bagarili olmugtur. Bu gozlem siniflandiricilarin
performansina tezat olugturur. Ciinkii ifade giicii cok arttikca sistem agir1 uyum-
dan zarar gormekteydi ve bagari orani belli bir noktadan sonra diismekteydi.

Bu farkli duruma su sekilde aciklik getirmeye calisalim.

Kullanilan Tiirkce derlemde aday onciiller adildan uzaklastikca gercek onciil
olma olasiliklarini kaybediyorlar. Adilin 6nciilii genelde ona en yakin onciillerde
yeralir. Bu cercevede, muglaklik oldugunda ve adaylardan en yakini secildiginde

ifade giicii yiiksek olan modellerin agir1 uyum riski azalmig olur.

Kritik Bagar1 Orani (Critical Success Rate)

Mitkov artgonderim icin dikkat edilmesi gereken bir performans ol¢iim yakla-
sim1 Onermigtir. Bu yaklagima gore eger bir adil i¢in eleme igleminden sonra
tek bir aday kalmissa ¢oziim ¢ok kolaydir. Dolayisiyla bu tip durumlarin ¢o-
ziimii 6nerilen sistemden ¢ok durumun kendisinden kaynakli ¢6ziilmesi basit bir
ornektir. Yani sézkonusu derlem basit bir derlemdir. Bu tip érnekleri bagari he-
sabina katmaksizin, yani bu tip adillar disinda kalan adillar iizerinden bir bagar1
oranindan bahsetmek gerekir. Coziimii kolay olmayan adillar icin yapilan hesap

sonunda olugan performans oranina kritik bagari orani adi verilmigtir. Bu
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tez kapsaminda sistemde elde edilen sonuclar s6z konusu kritik basar1 oranina
oldukca yakindir. Ciinkii sistemde eleme igleminden sonra tek bir aday onciilii
kalan adillarin tiim adillara oram %3 gibi ihmal edilebilir kiigiikliiktedir. Bu
anlamda her iki yaklagimda (bilgi tabanh ve makine 6grenme tabanl) sunu-
lan bagar1 oranlar: kritik bagar1 oram olarak diigiiniilebilir. Bu oran giiniimiizde

yapilan tiim Bilgisayarli Artgonderim ¢aligmalari i¢in kabiil edilmig bir orandir.
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Bolum 5

DENEY SONUCLARININ
DEGERLENDIRILMESI

Bu caligma kapsaminda gerek o6grenme tabanli yontemler gerek bilgi tabanh
yontemler Tiirkce metinlere uygulandi. Degerlendirmeye makine 6grenme algo-
ritmalarinin sonuclariyla baglanabilir. Bu algoritmalardaki siire¢ {i¢ asamadan
olugur. Birincisi her bir sdylemdeki adillar ve onlarin olas1 aday &nciilleri belir-
lendi. Her bir eglesme veri tabam kayitlar gibi ifade edilip, evet /hayir olmak
iizere ikili ssmflandirildi. Béylece iizerinde 6grenme algoritmalari kolaylikla uy-
gulanabilir duruma geldi. Bir diger asama 0grenme algoritmasinin bu veriden
bir model olugturmasi oldu. Bu modeller, o modeli olusumu i¢in kullanilmayan
bagka sOylemlerden olusan veriler iizerinde denendi. Aslinda 6grenme algorit-
malar eglesmelere evet/hayir diyerek gonderimsel iligkileri belirlemye ¢aligir.
Ancak Makine Ogrenme Algoritmalar: herbir adilin sadece bir tane 6nciil adaya
sahip olmasi gerekliligi bilgisinden yoksundur. Bu nedenle sistemin bir iiciincii
agamaya ihtiyaci vardi. Bu agsamada eger birden fazla aday onciil varsa ya da

hic aday yoksa en yakin adayin segilmesi iglemi yiiriitiildii.
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Simiflandirma agsamasinda degerlendirme sistemi i¢in f-6l¢iitii kullandiginda
elde edilen sonucglar %64 ve %74 arasinda ¢ikt1. Bu degerlerin yeterli oldugunu
Kappa istatistigi aracihigi ile ifade edilebildi. Ciinkii bu istatistik 6ne siiriilen
modelin rastgele bir modelden ne kadar bagarili oldugunu belirler. Bu bakim-
dan sayisal acidan da olusan modellerin belli bir bagariy1 yakalayabildigini go-
riirebilmekteyiz. Bu istatistige gore Kappa degeri 0.4’ten biiyiik ¢ikarsa dnerilen
modelin basarili oldugu séylenebilmektedir. Onerilen algoritmalarim cogu bu de-

gerin {istiinde sonug vermigtir.

Dogrusal olmayan ayarlara sahip 6grenme algoritmalarinin, digerlerine oranla
daha bagarili oldugu goriilmiistiir. Bunun sebebi de derlemde olusan kayitlarin
dogrusal bir yontemle siniflandirilamamasidir. Ayni zamanda dogrusal olmayan
siniflandiricilar ise belli bir seviyeden sonra agir1 uyumdan olumsuz etkilendik-

lerinden basar1 oranlar1 diismektedir.

Makine Ogrenmesi sonrasi artgénderim ¢oziimii sirasinda ise su sonuclar elde
edildi. Bir modelin ifade giicii artar ise, bagar1 orani artar. Herhangi bir agir
uyuma yol agmaz. Bunun asil sebebi birden fazla aday secildiginde en yakindaki
adayin segilmesidir. Derlemdeki adil/énciil uzakliginin oldukga kiigiik olmasi

sebebiyle bu agir1 uyum (overfitting) etkisi yok oldu.

Bir diger gozlem ise artgénderim ¢oziimiinde uzakhigin ve kisi/say1 uyumu-
nun ¢oziimde ¢ok etkili oldugudur. Bu 6nceki boliimlerde verilen tablolardan
da goriilebilir. Bu 6zellik diger bilgi tabanlh yaklagimlar icin de giiclii bir 6zellik

olarak ¢n plana cikar.

Bilgi tabanli ya da kural tabanh yaklagimlardan RAP temelli yaklagim Tiirkce
alana uyguladiginda elde edilen en iyi sonu¢ % 53 ¢ikt1. Bu sonug icin algoritma-
daki parametreler siirekli degistirildi. Ve sonucta 1114 adildan 598’i dogru bir

sekilde ¢oziimlendi. Diger yaklagimlarla karsilagtirildiginda bu basari oraninin

93



daha diigiik oldugu soylenebilir.

Bilgi tabanh yaklagimlardan Merkezleme Teorisini ele alan yaklagim Tiirkce
alanina uyguladiginda RAP temelli algoritmaya gore daha iyi bir sonug alindi.
Bu yaklagimda 1114 adildan 792’si bagarili bir sekilde ¢oziimlenmis oldu. Bu-
radaki % 0.71 (792 /1114) bagar1 oram1 RAP algoritmasina gore daha iyi bir
sonu¢tur. Bununla birlikte makine 6grenme algoritmalarina gore ise yeterli bir
seviyede oldugu soylenebilir. Bu agsamada bilgi tabanli ve makine 6grenme ta-
banlh yaklagimlarin sonuclarini tek bir tabloda ifade ederek degerlendirilebilir.
5.1 nolu tabloda hem makine 6grenme algoritmalarinin hem bilgi tabanh algo-
ritmalarin sonuclar listelenmistir. Belirginlik temelli yaklagimin Tiirkce derlem
tizerindeki basari orani Algilayici (Voted Perceptron) siniflandiricist ile nere-
deyse aynidir. Bu simiflandiric1 diger makine 6grenmesi algoritmalariyla kargi-
lagtirildiginda en kétii sonuca sahip olan algoritmadir. Daha once de deginildigi
gibi bu algoritma ifade giiciiniin zayif olmasi sebebiyle derlemdeki durumlari
tam olarak ifade edememektedir. Ust degerinin 1 olmasi bu algoritmanin dog-
rusal bir smiflandirici gibi davranmasina yol acmaktadir. Bu nedenle derlem

iizerindeki bagar1 orani diigiiktiir.

Bu noktada cevabi aranan soru sudur:

Peki Belirginlik Temellr Yaklasim neden makine ogrenmesi algo-
ritmalarindan daha kéti bir sonug verdi ¢ Ve bu algoritmalardan s
derecest 1 olan, yani dogrusal bir ogrenme algoritmasy gibi davranan
algilayicr (Voted Perceptron) ile neredeyse ayni sonucu vermesinin

nedeni nedir ?

Makine Ogrenme algoritmalarinin en énemli 6zelligi veritabanindaki gizli

desenleri, kurallari, formiilleri bulup ¢ikarabilmesidir. Dolayisi ile artgonderim

94



Tablo 5.1: Artgdnderim Bagar1 Oram

Makine Ogrenme Temelli Yaklagimlar

Model Ayarlari Bagari Orani
Voted Perceptron - Ust=1 0.52
C-SVC - Dogrusal Cekirdek 0.54
Naive Bayes- Normal Dagilim 0.61
J48 - Budamal 0.62
Voted Perceptron - Ust= 2 0.63
Naive Bayes - Cekirdek Tahim 0.63
IBk - k=11 0.66
J48 - Boosted ve Budamali 0.69
C-SVC - Radyal Tabanh Cekirdek 0.70
IBk - k=1 0.75

Bilgi Tabanli Yaklagimlar ‘

Belirginlik Temelli Yaklagim (RAP) 0.53
Merkezleme Temelli Yaklagim 0.71
Merkezleme Temelli (Adilst Vurgusu) 0.72

problemine uygulanacak 6grenme algortimalar: séylemdeki gonderimsel iligkile-
rin hangi kurallara gore olugtugunu bulabilme kapasitesine sahiptir. Simdi bu
agamada belirginlik tabanli yaklagim icerdigi yontemden dolay1 dogrusal bir mo-
dele sahiptir. Yani girdi olarak aldig: 6zellik listesini belli agirlik degerlerine gore
carparak bir sonug iiretmeye caligir. Daha 6nceki boliimlerde ifade edildigi gibi
algoritma gozden gecirildiginde bu yontemin bu manada basit ve dogrusal bir
yapist vardir ve sadece derlemdeki dogrusal bilgileri bulabilir. Makine Ogrenme
algoritmalar da, eger derlemde mevcut ise bu basit ve dogrusal kurallar: rahat-
likla bulur. Ancak 6grenme algoritmalar: belirginlik temelli yaklagimin aksine
dogrusal olmayan kurallarida bulabilir. Eger derlem dogrusal yontemle siniflan-
dirlamiyorsa, dogrusal olmayan makine 6grenme yontemleri bu kurallar: bulup
¢ikarma yetenegine sahiptir. Yani belirginlik temelli yaklagimindaki algoritma

makine 6grenme algoritmalar: tarafindan zaten 6grenileblir ve hatta belirginlik
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tabaninin ulagsamayacagl desenleri de derlemden bulup cikarabilir. Belirginlik
tabanh yaklagim tam da Dogrusal Voted Perceptron (iis=1) gibi ¢ahgir. 4.3.2
nolu béliimde tanimlanan Belirginlik Temelli algoritma birinci dereceden bir al-
gilayic gibi ifade edilebilir. Ornegin 4.3.2 nolu tablodaki agirliklar kullanarak
yaratilan model 5.1 nolu gekildeki gibi ifade edilebilir.

fzne Wurgusu
Kigi Sayl
Adilsi Wurgusu

Dolaysiz Nesne

ilk Ad OGbedi

Tekrarlanma

Sekil 5.1: Belirginlik Temelli Yaklagim Gosterimi

Bundan dolay1 uyguladigimiz belirginlik temelli yaklagim 6grenme algorit-
malar1 tarafindan rahatlikla 6grenilebilir. Veri dogrusal siniflandiricilarla ifade
edilemez ise belirginlik tabanh yéntem dogrusal oldugundan veriyi dogru ifade
edemez. Sonug olarak belirginlik tabanli yaklagimin dogrusal olmayan derlem-
deki gizli desenlere ulagsma yetenegi yoktur. Bu yaklasimda kullanilan agirlik-
landirmadaki formiil, Dogrusal Voted Perceptron ile birebir aynidir. Algilayici
( Voted Perceptron) derlemdeki bilgileri kullanarak en iyi agirlik degerlerini
kendi bulurken, belirginlik tabanli yaklasimda bu agirhiklandirmalar elle veri-
lir. Baz1 denemelerle en iyi sonucu gozlemleyene kadar agirliklar: degistirmek
durumunda kalabilir. Iste bu yapisal benzerlik sebebiyle dogrusal algilayici
(Voted Perceptron) ile belirginlik tabanh yontemin sonuglari birbirine oldukga
yakindir. Ama yine de dogrusal olarak siniflandirilamayan bir veri iizerinde elde

edilen sonu¢ cok bagarili degildir.

Ote yandan Merkezleme yaklagiminin sonucu hem belirginlik tabanli yakla-
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sima gore hem de bircok 6grenme algoritmasina gére daha iyi sonu¢ vermigtir.
Bunun en 6nemli sebebi Tiirkce’nin Merkezleme Teorisine uygun bir séylem ya-
pist olusturdugudur. Bu yaklagimda kullanilan siralama algoritmasi dilbilgisel
roller {izerinden yapilmistir. Bu roller konu ve odak olusturmada ¢ok belirleyici
oldugundan Tiirkce derlem iizerinde bagarili olmustur. Tiirkce soylem davra-
nigindaki merkezin siirekli sabit kalma egilimi merkezleme teorisinin bagarisini
artirmigtir. Aslinda bu durum sadece Tiirkce’ye 6zgii degildir. Diger dillerde
de bu durum gegerli olabilir. Bu gimdilik bu ¢aligmanin kapsami digindadir.
Tiirkge'nin bu merkezleme kurallarina yatkin bir davranig sergiledigi goriilmiis-
tiir. Bu durum belki sadece hikayelerden olusturulan derlem sebebiyle olugmusg
olabilir. Merkezdeki soylem varligi sisteme girdikten sonra uzun siire merkezi
isgal etmesi bu teorinin daha basgarili olmasini saglamistir. Zaten 4.6 nolu Ka-
rar Giicii tablosuna bakildiginda ilk ad 6begi vurgusu etkeninin ¢ok 6nemli
bir giice sahip oldugunu gériiliir. Ciinkii sisteme ilk dahil olan soylem varligi
en azindan Tiirkce hikaye yapisinda merkezde kalma egilimidedir. Bu nedenle
Merkezleme Algoritmasi bizim calisma alanimizda yiiksek bir bagar1 kaydet-
mistir. Ornegin asagidaki Dostoyevski'nin Yeraltidan Notlar eserinden alinnug

agagidaki metnine bakilabilir.

Bagvma tiksintiyle oteye cevirdim. Artik konusmam, sogukkanl
felsefe yapmak seklinden c¢ikmasti. Yavas yavas neler séyledigimin
farkinda oluyor, heyecanlaniyordum. Késemde tek basima otura otura
icimde dogan fikirleri dékmek icin sabirsizlamyordum. I¢imde bir

alevin parladiging hissettim. Onimde bir gaye belirmisti...

Bu metindeki birinei tekil sahis (ben) bog artgénderim olarak tiim metinde
tekrarlanmaktadir. Bazen soylemin merkezi degigse de ilk ad 6begi olarak sis-

teme giren @ (ben) bog artgénderimi metin boyunca siirekli kendini merkezde
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bog artgonderim olarak tekrarlar. Bu da merkezleme terosinin DEVAM geciginin
siirekli tercih edilmesi manasina gelir. Tiirkce hikaye metinlerindeki bu 6zellik

Merkezleme Teorisi ile yapilan deneyin bagarili ¢gitkmasini saglamigtir.

Tim bu denemeler gercevesinde Tiirkge derlemde hangi 6zelliklerin gonde-
rimsel iligkiler {izerinde etkili oldugu bir¢ok metrik sistem {izerinden tartisila-
bilir. 4.5 nolu Bagil Onem tablosunda en 6nemli etkenler say1/kisi uyumu ve
6zne vurgusu olmugtur. Kullanilan diger 6zellikler belli bir seviyenin altinda
kalmigtir. Bununla birlikte 4.6 nolu Karar Giicii tablosunda say1/kigi ve 6zne
vurgusu diginda en onemli 6zellik Ik Ad Obegi olmustur. Bunu sebebi kul-
lanmilan Tiirkce Gykiilerin karakteristiginden kaynaklanabilir. Yukarida bahsedil-
digi gibi sisteme dahil olan soylem varlg: siirekli tekrarlanarak sdylem boyunca
odag1 ve konuyu isgal edebiliyor. Makine Ogrenme deneylerinde firetilen 4.10
nolu tabloda en dnemli etken olarak uzaklik bilgisi 6ne cikmaktadir. Uzak-
ik bilgisi Belirginlik tabanli yontemde 6zellik olarak kullamlmadigindan karar
glicti ve bagil 6nem gibi tablolarda karsimiza ¢ikmadi. Ancak orada kullanilan
algoritmada yine onemli bir etkendir. Veri Madenciligi alaninda siklikla kulla-
nilan bir diger 6zellik giicii 6lgme yontemi bilgi kazanci yontemidir. Daha once
4.11 nolu tabloda verilen sonuclarda ise dort 6zellik 6n plana ¢ikmigtir: Uzaklik,

anlambilimsel bilgi, dilbilgisel rol ve durum eki bilgisidir.

Bu sonuclara bakildiginda tiim yontemler icin ortak 6éneme sahip 6zellikler
uzaklik, say1 kigi uyumu ve dilbilgisel rol olarak siralanabilir. Bu bakimdan
olugturulacak bir sistem sadece bu bilgiler {izerine kurulabilir. Bu bilgiler az
bilgili bir sistemi ifade etmektedir. Bu ¢aligmadaki derlem iizerinde az bilgili bir

artgonderim ¢oziimlemesi bagarili bir sekilde uygulanabilir.

Bu agamda uygulanan tiim metodlar genel bir tabloda belli agilardan de-

gerlendirilebilir. 5.2 nolu tabloda bilgi tabanli ve makine 6grenme tabanl algo-
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ritmalarinin bazi 6zellikleri listelenmigtir: algoritmalarinin 6grenme hizi, karar

verme hizi, bilgi gereksinimi ve bagar1 orani.

Tablo 5.2: Tiim Yaklagimlarin Genel Goriiniimii

Yontem Ogrenme | Karar Hiz:1 | Bilgi Ge- | Bagar1 Oram
Hiza reksinimi

Bilgi Tabanh Yaklagimlar

Belirginlik Yok Gok Hizli | Normal 0.53
Tabanl Yontem

Merkezleme Yok Hizh Az 0.71
Yaklagimi

Ogrenme Tabanh Yaklagimlar

IBk (k=11) Yok Gok Yavag | Normal 0.66
J48 - Budamal Normal Hizh Normal 0.69
IBk (k=1) Yok Cok Yavag | Normal 0.75

Yukaridaki tablonun da gosterdigi gibi bilgi tabanh yaklagimlarin herhangi
bir 6grenme siireci mevcut degildir. Ciinkii bilgi tabanl yontemler dilbilimsel
teorilerden olusturulmustur. Istatistiksel bir yontem icermezler. En énemli bilgi
tabanli yontemlerden biri olan belirginlik tabanli yontemin karar verme hizi
yliksektir. Ciinkii icerdigi formiil dogrusal bir toplamadan olugur. Dogrusal bir
algoritmaya sahip oldugundan, daha énce de belirttigimiz gibi dogrusal olmayan
derlemimiz {izerindeki bagari oran1 da diigiiktiir. Bilgi gereksinimi ise normal

diizeydedir.

Bir diger yontem olan Merkezleme Teorisinin karar verme hiz yiiksektir
ancak belirginlik tabanli yonteme gore biraz yavagtir. Clinkii merkezleme te-
orisi basit bir toplama yapmaz. Bir cok siralama ve senaryo secim siireci igerir.
Bu yéniiyle belirginlik temelli yaklasima gore daha karmagiktir. Ote yandan
Merkezleme teorisinin ihtiyac duydugu bilgi sadece isim halleridir. Bu anlamda

bilgiye en az ihtiya¢ duyan yontem bu yontemdir. Diger tiim yontemler bicim-
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bilimsel, dilbilgisel, anlambilimsel gibi farkh farkli bilgiye ihtiyac duyarlar. Bu-
nunla birlikte merkezmleme teorisinin basari oran belirginlik tabanl yonteme
gore daha yiiksektir. Ciinkii daha once belirtildigi gibi Tiirkce hikayelerindeki

yapisal durum Merkezleme Teorisini desteklemektedir.

Makine 6grenmesi algoritmalarindan IBk (k-en yakin komsu) algoritmasinin
ilk versiyonunda k degeri 11 olarak kullanilmigtir. Bu algoritmanin 6grenme sii-
reci yoktur. Cilinkii yontem yeni bir durum geldiginde veri tabanini tarar. Bu
bakimdam karar verme hizi olduk¢a yavagtir. K degeri 1 oldugunda ise karar
verme hiz1 biraz daha yiikselebilir ama yine de K-en yakin komsu algoritmala-
rinin genel bir 6zelligi olan karar vermedeki yavaghgi sabittir. J48 Karar Agaci
ise bir 6grenme siirecine ihtiya¢ duyar. Ancak Karar Agaclarinin karar verme
hiz1 k-en yakin komgu algoritmasina gore daha hizhdir. Karar Agacinin bagari

orani IBk (k=1)’den yiiksek, ancak IBk(k=11)"den diigiiktiir.

IBk(k=1) algoritmas: tablodaki en bagarili yontemdir. Ancak tasarlanacak
bir sisteme uygun olup olmadigi olugturulacak sistemin gereksinimine gore de-
gisir. Ciinkii bu algoritmanin karar verme hizi cok diisiiktiir. Ote yandan Karar
Agacinin bagarisi ona gore diisiik olsa da karar verme hizi daha yiiksektir. Hizl
karar verilmesi gereken sistemler icin karar agaci yapisi tercih edilebilir. Eger
olugturulacak sistemin bilgi gereksinimi ¢ok kisithysa bu durumda tercih edil-
mesi gereken yontem merkezleme yontemidir. Clinkii merkezleme yontemi hem
bagar:1 hem az bilgili olma acgisindan avantajhi durumdadir. Bu yontem 6grenme
siireci igermez, karar hizi yiiksek, bilgi gereksinimi en az ve bagari orani yiik-

sektir.

Tiim bu tez kapsaminda sunulan yaklagimlarin sonuclari, bu alanda yapilmig
diger caligmalarla kargilagtirilabilir. Ancak saglikli bir kargilagtirmanin éniinde

bazi problemler vardir. Bu problemler gu sekilde siralanabilir:
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. Karsilagtirilan iki sistem farkl diller icin yazilmis olabilir. Ingilizce icin
yapilan bir ¢aligmay1 Japonca icin yapilmis bagka bir ¢alismayla birebir

kargilagtirmak anlamsiz olabilir.

2. Kargilagtirilan iki sistem aymni dil i¢in olugturulmus olsa bile farkli der-

lemler kullaniyor olabilir. Her derlemin kendine gore bir karmagikligi ol-
dugundan ortaya ¢ikan bagari oranlarinin birbiriyle kargilagtirilmasi yine

anlamsiz olacaktar.

. Kullanilan derlemin biiytikliigii de karsilagtirmay1 etkileyecek bir durum-
dur. Literatiirdeki kimi caligmalar 300 adil icerirken kimi caligmalar 5000
adil icerebiliyor. Bu anlamda derlemin biiyiikliigii de yaratilan sistemin
giivenilirligini belirler. Bu da g6z oniinde bulundurulmasi gereken basgka

bir kriterdir.

. Artgdnderim ¢6ziimleme problemindeki kapsam bir diger kriterdir. Ciinkii
baz1 caligmalar sadece adillar iizerinde ¢aligirken bazi sistemler tiim gon-
derimsel iligkiler fizerinde calisabilmektedir. Ornek olarak bu tez kapsa-
minda sadece acik adillar, doniislii adillar, bog artgénderimler, karsilikl
artgonderimler incelendi. Sozliiksel ad 6begi artgonderimleri kapsam di-

sinda birakildi.

. Artgonderim Coziimleme Sistemlerindeki bir diger 6nemli unsur sistemin
otomatik olup olmadigidir. Ciinkii gercek ve giincel uygulamalar tam oto-
matik bir alanda caligmak isterler. Artgonderim caligmalarinda derlemi
elle isaretlemek siklikla bagvurulan bir yontem. Ancak gercek sistemlerde
elle igsaret vermek gibi bir sey s6z konusu olmadigindan bu durum bir deza-
vantaj yaratmaktadir. Ancak makine 6grenmesi ¢alismalarinda derlemin
gonderimsel iligkileri elle belirlenmek zorunda. Ciinkii bir 6grenme siireci

mevcuttur. Dolayisiyla olusturulan sistemlerin ne kadar otomatik oldugu

101



onemlidir. Kargilagtirma yapilirken bu etkeni de géz 6niinde bulundurmak

gerekiyor.

6. Az bilgili Artgénderim Coziimleme Sistemleri son zamanlarda siklikla ter-
cih edilmektedir. Az bilgili / ¢ok bilgili ikililigi her zaman goz 6niinde bu-
lundurulacaktir. Gelecekte bilgi ¢cok kolay erigilebilirse bu durumda cok
bilgili sistemlere bir y6nelim olabilir. Giinlimiizde bu erigim kolay olma-
digindan ve uygulanabilir gercek sistemler olusturulmaya cahgildigindan
bu sistemlerin bilgiye bagimliliginin en aza indirilmesi ve daha hizh c¢a-
higtirilmas1 hedeflenmektedir. Sonug olarak sistemler kargilagtirilirken az

bilgililik etkeni de gbz oniilinde bulundurulmalidir.

Simdi bu tezde bahsedilen diger artgdonderim caligmalarinin sonuglari Tablo

5.3’de gosterilmigtir.

Tablo 5.3’de de goriildiigii gibi artgonderim problemi icin bircok dile yo-
nelik cok sayida calisma yapilmistir. Bu tablo yapilan caligmalarin bir kismini
temsil etmektedir. Ancak bunlar literatiirdeki en 6nemli ¢caligmalar arasindan
secilmigtir. Calismalarin basar1 oranlar ve f-6l¢iitleri %60 ile %90 arasinda de-
gismektedir. Bu sonuclar miikemmel bir sistem icin yeterli degildir. Dolayisiyla
artgénderim c¢oziimlemesi icin daha ¢ok calisma yapilmasi gerekmektedir. Her
ne kadar yukarida siralanan sebeblerden dolay1 birebir kargilagtirma anlamsiz
olsa da ¢aligma sonuclarinin diger calisma sonuclarina yakin olmasi sebebiyle
bu calismada tasarlanan artgénderim sistemlerinin bu anlamda yeterli oldugu
sOylenebilir. Ama yine de Tiirkce i¢in daha bircok calisma ve deney yapilmasi
gerekiyor. Bu ¢aligma ve yukarida siralanan ¢aligmalar bize gelecek igin bir ta-

kim ipuglarn vermektedir. Bu manada degerlendirme yapmak faydali olacaktir.
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Tablo 5.3: Artgonderim (ahgmalarin Bagar: Oranlar:

Calisma Dil ‘ Yontem ‘ Sonug
|[Kennedy ve Boguraev, 1996] | Ingilizce Bilgi % 75
Tabanli
[Baldwin, 1997] Ingilizce Bilgi %92 kesinlik ve %64
Tabanlh anma
[Mitkov, 2002] Ingilizce Bilgi Ta- | % 85-90
banli Yari
Otomatik
[Mitkov, 2002] Ingilizce Bilgi Ta- | % 61.55
banli Tam
Otomatik
[Mitkov, 2002] Japonca Bilgi Ta- | % 75.8
Adaptas- banli Yar:
yon Otomatik
[Mitkov, 2002] Bulgarca | Bilgi Ta- | % 72.6
Adaptas- banli Yar
yon Otomatik
[Aone ve Bennet, 1995 Japonca Ogrenme | %70.20/%88.55/%77.27
Tabanh (anma /kesinlik /-
oleiitii)
[McCarthy ve Lehnert, 1995.] | Ingilizce Ogrenme | %85.4/%87.6/%86.5
Tabanh (anma /kesinlik /{-
oleiitii)
[Soon vd., 2001.] Ingilizce Ogrenme | %52/%68/%60
Tabanh (anma /kesinlik /{-
oleiitii)
[Yiiksel ve Bozgahin, 2002] Tiirkge Bilgi % 70
Tabanlh
[Tiifekci ve Kiligaslan, 2005] | Tiirkge Bilgi % 84
Tabanli
[Kiigiik, 2005] Tiirkge Bilgi %85/ %88/ %87
Tabanh (anma /kesinlik /f-
olciitii)
Bizim Caligma Tiirkce Belirginlik | % 53
Tabanlh
Bizim Calisma Tiirkge Merkezleme| % 71
Yaklagimi1
Bizim Calisma Tiirkce J48 - Ka- | % 69
rar Agact
Bizim Calisma Tiirkge IBk (k=1) | % 75
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Bolum 6

SONUC

6.1 Amag

Bu tez calismas1 kapsaminda Tiirkce metinlerdeki artgéonderimsel iligkilerin bil-
gisayarh ¢oziimlenmesi aragtirilmigtir. Artgonderim ¢éziimlemesi bilgisayarh dil-
bilim arastirma alaninin 6nemli bir alt bagligi oldugundan bircok sistemin vaz-
gecilmez unsurudur. Tiirkce i¢in yiiriitiilen bilgisayarli dilbilim caligmalarinin
azligi ve bu alanlardaki ¢galigmalara duyulan ihitiyag sebebiyle Tiirkge i¢in art-
génderim ¢oziimlemesi bu tez kapsaminda aragtirilmigtir. Kapsam olarak adilsal
artgénderim, doniiglii artgénderim, bog artgéonderim ve karglilikli artgénderim
tipleri ele alinmigtir. Deneylerin diizgiin yapilmasi amaciyla yaklagik 10 000 ke-
lime kapasiteli ve 1114 adil iceren bir derlem olugturulmustur. Deney sonuclarini

degerlendirebilmek i¢in derlemdeki gonderimsel iligkiler elle isaretlenmigtir.
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6.2 Yontem

En 6nemli hususlardan biri bu ¢6ziim sistemini olugtururken hangi yaklagim-
larin kullanmilacagidir. Bu calisma kapsaminda bircok deney yapma olanag: bu-
lunmusg, gesitli yontemler artgénderim probleminin ¢6ziimii i¢in denenmigtir.
Her alandaki bilgisayarl sistemler icin iki yaklagim uygulanabilir: Kural tabanh
yaklagimlar, Ogrenme Tabanli yaklasimlar. Bu iki yaklasimdan birincisi olan
kural tabanh ya da bilgi tabanli yontem daha 6nce yapilmig olan teorik ¢alis-
malar1 ele alir ve buna gore bir sistem olugturur. Bu yaklagim bir diger ifade
ile tiimdengelim olarak bilinir. Ikinci yaklagim olan 6grenme tabanl yaklasin
ise tiimevarim olarak da ifade edilebilir. Ciinkii bir¢ok 6rnek durumdan &zel
kurallar bulunmaya calisiir. Makine Ogrenmesi olarak da bilinen bu yontemler
istatistiksel bilgileri kullanarak veriden bir model olugturmaya caligirlar ve bir

genelleme ararlar.

6.3 Sonucglar ve Bulgular

Bu tez kapsaminda bu iki yaklagimin nasil bir sonug verecegi arastirilmig ve bu
yaklagimla cesitli algoritmalar olugturulmustur. Bilgi tabanh yaklagimin énemli
bir yontemi olan belirginlik tabanli yontem derlem tizerinde denenmis ve %52
oraninda bir bagari elde edilmigtir. Bir diger bilgi tabanl yaklagim ise Mer-
kezleme Algoritmasidir. Bu algoritma daha once de belirtildigi gibi sdylemin
merkezinin davranigina iligkin gesitli kurallar icerir. Merkezdeki 6genin kendini
merkezde tutma egilimi prensibi iizerine kurulmusg bu yontem Tiirkce derlem
iizerinde sinandiginda ise %71 gibi bir sonuc elde edilmistir. Ote yandan adils:
ogelerin ¢ok daha belirgin olmasi ihtimaliyle bu algoritma giincellenmis ve %72

gibi bir bagar1 orani elde edilmistir. Bu noktada ise adils1 6gelerin belirginliginin
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diger 6gelere gore ¢ok daha fazla oldugu gozlemlenmigtir. Bilgi tabanh yakla-
simin bu iki 6nemli algoritmasindan merkezleme yonteminin belirginlik tabanl
yonteme gore daha basarili oldugu gozlemlenmistir. Bu deneyden Tiirk¢e metin-
lerin merkezleme teorisinin vurguladigi kurallara yatkin olmasi sonucu cikaril-
mig ve bu bulgu cesitli 6rneklerle giiclendirilmistir. Belirginlik tabanh yontemin
dogrusal bir toplama islemine dayanmasi ele alinan derlem {izerinde etkisiz kal-
masina yol acmigtir. Bu yontem makine 6grenmesi yontemlerinden iis derecesi
1 olan algilayici ile benzegtirilmis ve diger yontemlere gére daha basarisiz olma

sebebi dogrusallik iizerinden ifade edilmigtir.

Makine 6grenmesi algoritmalarindan sadece bes tanesi cesitli ayarlarla de-
nenmigtir: Karar Agaclari, K-en Yakin Komsu algoritmasi, Destek Vektér Maki-
neleri, Naive Bayes algoritmalar ve Algilayicilar (Voted Perceptron). Bu algorit-
malardan ilk ikisinin ifade giicii (expressive power) arttik¢a, belli bir noktadan
sonda agir1 uyum (overfitting) sorunu iirettigi gbzlemlenmigtir. Bununla birlikte
ifade giicii azaldikga yetersiz uyum (underfiting) sorunu yarattigr da gozlem-
lenmigtir. Diger ii¢ algoritma ise dogrusal ayarlarla kullanildiklarinda derlem
iizerinde bagarili olamamigtir. Bu ayarlar dogrusal olmayacak sekilde diizenlen-
diginde ise bagar1 oranlar yiiksek ¢ikmistir. Bu acidan tizerinde ¢aligilan Tiirkce
derlemin dogrusal siniflandiricilarla ifade edilemeyecegi ve sinmiflandirilamaya-
cag1 sonucu ¢ikarilmigtir. Dogrusal ayara sahip bir algilayicinin (Voted Percept-
ron) performansimin belirginlik tabanh yaklagimla ayni ¢ikmasimin yontemlerin
yapisal benzerliklerinden kaynaklandigr ve bu yapisal benzerligin Tiirkce art-

génderim problemi i¢in yeterli bir ¢6ziim yéntemi olusturamadigl gosterilmistir.

Makine 6grenmesindeki elde edilen basarilar genelde anma, kesinlik ve f-
olciitii (recall, precision, f-measure) metrikleriyle degerlendirilir. Ancak makine

ogrenmesi modelinin iirettigi sonuclarin artgénderim ¢oziimlemesi icin bir asa-
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madan daha gecirilmesi gerekmigtir. Clinkii makine 6grenme algoritmalari soy-
leme veya artgonderime 6zel olan kurallari bilemeyeceginden bazi diizenleme-
ler yapilmistir. Ogrenme sonrasi (post-processing) siire¢ olarak tanimlanan bu
agsamada Ogrenme icin kullamilan anma, kesinlik, f-6l¢iitii metriklerinden ba-
sar1 oranl metrigine gecilmistir. Bu gecis sirasinda "ifade giiciiniin ¢ok olmasi
agirt uyuma (overfitting) yol agar" bicimdeki olumsuz etkinin yok oldugu goz-
lemlenmigtir. Muglaklik durumunda bagvurulan en yakin adayin oncil olarak

se¢ilmesi, bu olumsuz etkiyi azaltmigtir.

Ogrenme sonrasi asamada elde edilen sonuclara bakildiginda en iyi sonucun
K-en yakin komgu algoritmasinin k=1 ayarn ile tiretildigi gozlemlenmistir. Bu
algoritma %75 basar1 oram1 kaydederken, bu algoritmaya en yakin algoritma
ise %71 bagar1 oraniyla Merkezleme Algoritmast olmugtur. Diger algoritmalar-
dan Karar Agac1 %69 bagari orani saglamig ve K-en yakin komsu algoritmasi
k=11 ayar1 ile %66 basar1 oranina sahip olmustur. Birinci dereceden dogrusal
ayara sahip Algilayic1 (Voted Perceptron) ile yine dogrusal bir algoritmaya sa-
hip belirginlik tabanli yéntemin benzer ve diigiik bir bagari oranina sahip oldugu
gozlemlenmigtir. Ciinkii bu iki yontem yapisal olarak da birbirlerine benzemek-

tedirler. Bu algoritmalar ile en ¢ok %52 gibi bir sonug elde edilmigtir.

Artonderim Coziimlemesinde kullanilan 6zelliklerin hangilerinin génderimsel
iligkilerde etkin oldugu gesitli 6lgiim yontemleriyle stnanmigtir. Bu sayisal 6l¢iim
tekniklerine dayanarak sayi/kigi uyumunun, dilbilgisel rollerin ve adil ile 6nciil
arasindaki uzakligin etkili 6zellikler oldugu gosterilmigtir. Bunlarin yaninda ilk
ad 0begi vurgusunun Tiirkce sdylemde énemli oldugu saptanmistir ve bu énem

merkezleme algoritmasinin basarisini da etkiledigi kaydedilmigtir.

Istatistiksel ve Ggrenme tabanli yaklagimlarin 6nemi bilimin her alaninda

kendisini hissettirmigtir. Dolayisiyla, Artgéonderim Sistemlerinde de bu yakla-
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simlar 6nemli bir konum edinmigtir. Ancak yine de bilgi tabanh yaklagimlar
halen daha bilgisayarh dilbilim alanininda cok biiyiik 6neme sahiptirler. Istatis-
tiksel yontemler dildeki 6rnek soylemlere bakarak belli desenleri veya kurallar:
yakalamaya cahsirlar. Ote yandan bilgi tabanli yontemler ise bu desenleri ya
da kurallar istatistiksel yontemlere dayanarak degil de teorik bilgiler 1giginda
ortaya ¢ikarmaya cahigirlar. Bu iki yaklagim daha once de belirttigimiz gibi tii-
mevarim ve tiimdengelim ikililiginde yer alan alternatiflerdir. Bu iki yaklagimi
Tiirkce Artgonderim ¢6ziimii icin birbirlerini destekler ve benzer tepkiler ve-
rirler. Bir yaklagimin diger yaklagima gore belirli bir iistiinliigiiniin olmadig:
goriilmiigtiir. Makine 6grenmesi algoritmalarindan en basgarili olan1 k-en yakin
komgu algoritmast olmugken, bilgi tabanli yéntemden Merkezleme Algoritmasi
en bagarili yontem olmustur. Bu iki farkli yaklagimin sonuclari itibariyle bi-
ribirine yakin olmasi yukarida 6zetlenen durumu destekler niteliktedir. Belki
de makine 6grenme algoritmalar1 bilgi tabanl algoritmalarin kurallarini kendi

yontemleriyle derlemden cikarabilmislerdir.
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