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OZET

Siire¢, bir iiriin ya da hizmet iiretimi saglayan isletmelerde, istenen ozelliklerde iiriin
dretmek icin gerekli makine, isgiicii, donanim ve malzeme gibi belirli girdileri iceren ve
sonucunda bir ¢iktiya doniistiiren, tanimlanabilir, dl¢iilebilir ve birbirine bagli deger yaratan
faaliyetler dizisi olarak tanimlanabilir. Siire¢ Yeterliligi ise, en temel anlamda siirecten elde
edilen iiriinlerin istenen sinirlar i¢inde kalabilme yeteneginin bir dl¢iisiidiir. Siire¢ yeterlilik
arastirmasinda kullanilan siire¢ yeterlilik indekslerinin tahmin edilmesi i¢in bazi
varsayimlarin saglanmasi gerekir. Bu varsayimlardan en 6nemlisi siirecin normal dagilima
uygun olmasidir. Klasik yeterlilik indekslerinin hesaplamasi varsayim bozulmalarindan
olumsuz etkilendiginden, hatali tahminler elde edilir. Normallik varsayiminin saglanmadig1
durumlar i¢in siire¢ yeterlilik indekslerinin hesaplanmasinda sinirli sayida gesitli yontemler
mevcuttur. Bu calismada, cok degiskenli ve normal dagilim varsayimini saglamayan
siireclerin yeterlilik analizinde kullanilmak iizere KMH yontemi olarak adlandirilan yeni
bir yaklagim Onerilmistir. Bu amacla her biri iiretim siirecini temsil eden carpik dagilim
ozelliklerine sahip 4 farkli senaryo verisi t-Copula yontemi kullanilarak iiretilmigtir.
Calismada, kurgulanan senaryolar lizerinden normallik varsayimini saglamayan siireclerin
yeterlilik arastirmasinda kullanilan bazi yeterlilik indekslerinin uygulamalarina yer verilmis
ve bu indekslere alternatif olarak onerilen KM H yontemine dayali yeni bir yeterlilik indeksi
tasarlannmgtir.  Onerilen KMH siire¢ yeterlilik indeksi ile literatiirde kullanilan bazi
yaklagimlarin kitle uygun iiriin oran1 p’yi tahmin etmedeki hata yiizdeleri elde edilmis,
boylece onerilen yaklagimin siire¢ yeterliligine karar vermedeki basarisi irdelenmistir.
Bulgular, c¢alismada Onerilen indeksin, yine c¢alismada yer verilen diger yeterlilik
indekslerine gore uygun iiriin oran1 p’yi daha az hata ile tahmin ettigini ortaya koymustur.
Calismada onerilen yaklasimin 6zellikle 6rneklem hacminin kiigiik oldugu durumlarda daha
iyi sonuglar verdigi, 6rneklem hacmi biiyiidiik¢e yaklagimdan elde edilen hata yiizdelerinin
diger yaklasimlara yakin oldugu goriilmiistiir.

Bilim Kodu : 20508
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Tahmin Yoéntemi, Metropolis Hastings Orneklemesi
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ABSTRACT

A process can be defined as a series of activities which create definable, measurable and
interconnected values that contain specific inputs such as machinery, labor, equipment and
materials required to produce a product. Process capability, in the most basic sense, is a
measure of the capability of the products obtained as an output of the process to remain
within the desired limits. In order to estimate the process capability indices used in process
capability research, some assumptions must be satisfied. The most important assumption is
that the process must have a normal distribution. Since the calculation of classical indices is
adversely affected by disturbance in assumptions, incorrect estimations are made. There are
a variety of methods for calculating process capability indices for cases when the assumtion
of normality is not satisfied. In this study, a new approach called KMH method has been
proposed to be used in the capability analysis of processes that do not satisfy the
assumption of multivariate normal distribution. For this purpose, four different data set
which are skewed distribution characteristics are simulated by using t-Copula method
regarding to different scenarios representing the production process. In the study,
implementation of some available capability indices used in the capability analysis of the
nonnormal processes over the conceived scenarios, and then as an alternative to these
indices, a new capability index based on the proposed KMH method was defined. The
proposed process capability index KMH and some of the existing approaches have been
used and obtained error rates in the estimation of population conforming product ratio p
have been obtained to examine the performance of proposed method. Findings show that
the suggested index estimates the conforming product ratio p with smaller error percentages
than the considered available capability indices. It is observed that while the proposed
approach gives better results when the sample size is small, the error percentages are close
to those of considered approaches as the sample size increases.
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SIMGELER VE KISALTMALAR

Bu caligmada kullanilan simgeler ve kisaltmalar, agiklamalar1 ile birlikte asagida
sunulmustur.

Kisaltmalar Aciklamalar

AGS Alt giiven sinir1

AMISE Asimptotik biitiinlesik hata kareler ortalamasi

CP1 Yeterlilik potansiyel indeksi

ISE Biitiinlesik hata kareler

ISK Istatistiksel siire¢ kontrolii

KMH Kernel yogunluk tahminine dayali Metropolis Hastings
orneklemesi

LCL Alt kontrol sinir1

LPL Pearson ailesinin 99,865 yiizdeligi

LSL Alt spesifikasyon sinir1

MDY Maksimum diizlestirme yontemi

MISE Biitiinlesik hata kareler ortalamasi

oks Ornekleme kiimelerinin sayisi

PCR Siire¢ yeterlilik orani

RBG Referans bant genigligi

UMP Diizgiin en giiclii test

UMVUE Diizgiin en kii¢iik varyansli yansiz tahmin edici

UPL Pearson ailesinin 0,135 yiizdeligi

USL Ust spesifikasyon siniri



1. GIRIS

Herhangi bir iirlin veya hizmet ¢iktisinin igletmelerin ilgili birimlerince, miisteri istekleri
dogrultusunda ya da miihendis goriislerine gore belirlenen bazi 6zellikleri saglayabilmesi
icin kullanilan ve iiriinlerin kalitesini belirleyen makine, alet, ekipman, yontem, malzeme
ve isgiicli gibi faktorlerin olusturdugu nedenler sisteminin tiimiine siire¢ adi verilir. Siire¢
yeterliligi ise en temel anlamda siirecten elde edilen iiriinlerin istenen sinirlar icinde
kalabilme kabiliyetinin bir Olgiisii olarak nitelendirilebilir. ~ Siire¢ yeterliligi, siirecin
degismezligi ya da istikrarlilig1 ile ilgilendigi icin siirecteki sozii gecen degiskenlik, ¢iktinin

istikrarliliginin bir 6l¢iisiidiir (Isigicok, 2012: 257).

Siire¢ yeterliligi, Sullivan (1984, 1985) tarafindan kalite giivence sisteminin degisen bir
felsefesi olarak tanimlandiktan sonra, bir¢ok aragtirmacinin dikkatini ¢eken bir konu haline
gelmigtir.  Bu konunun en biiyiik destekleyici sloganlari, “ilk seferde dogru iiretim” ve
"kaliteli iiriin tiretmek" seklinde ifade edilebilir. Siirecin hedeflenen 6zellikleri saglamada
yeterli olmadig1 durumlarda kaynaklar, genellikle uygun olmayan (non-conforming) iiriin
tiretmede kullanilmis olacak, uygun olmayan iiriinlerin tanimlanmasi (denetim ya da
miisteri memnuniyetsizligi gibi), degistirilmesi ya da onarilmasi sonucunda bazi maliyetler
olusacaktir. Bu maliyetlerin bazilart somut maliyetler oldugu gibi (degistirme maliyetleri ya
da onarim maliyetleri gibi), bazilar1 da dlciilmesi daha zor olan (miisteri memnuniyetsizligi

sonucu olusan is kaybr maliyeti gibi) soyut maliyetlerden olusmaktadir (Spiring, 2010).

Siire¢ yeterliligi, ilk baslarda, siire¢ degiskenligi ya da siire¢ yayilimi ile es anlamli olarak
kullanilmaktaydi. Daha sonra Dr. Genichi Taguchi tarafindan gelistirilen bu diisiince, hedef
degere olan yakinlik olarak algilanmaya baslamistir. Taguchi’nin kayip fonksiyonu, hedef
deger etrafindaki kiiciik degiskenligi vurgulamaktadir. Taguchi’ye gore en iyi siirec, tiim
iirtinlerin hedeflenen degerde iiretilmis olmasidir. Uriin kalitesini degerlendirirken, kayip
fonksiyon iizerinde hem siire¢ yayilimina hem de hedef degere olan yakinliga dikkat etmek
gerekir. Bir siirecte iiretilen tiim iirlinler, spesifikasyon sinirlar1 icinde olup, istenen yayilim
biiyiikliigline sahip ancak hedef deger iizerinde merkezlenmemis de olabilir. Bu durumda
"en iyi siire¢" tanimi, tiim Uriinlerin hedef degerlerde iiretilmesi seklinde yapilabilir. Ancak

tim triinlerin hedef degerlerde iiretilmesinin pratikte zor olmasi nedeniyle, hedef deger



etrafinda kiiciik bir degiskenlik gosteren siirecler icin de "iyi bir siire¢" tanimlamasini

kullanmak miimkiindiir.

Siire¢ yeterliligi, en yaygin bi¢cimde siire¢ de8iskenlifinin ciktis1 olan bir aralik olarak
tamimlanir. Bu aralik, gercek siire¢ yayilimi olarak da adlandirilir. Siire¢ yeterliligi ile ilgili
caligmalar, siirecin yeterli olup olmadigina karar vermek amaci ile yapilir. Bu amagcla ilgili
siirecten veri toplanir. Verinin elde edildigi siirecin istatistiksel olarak kontrol altinda ya da

duragan olmasi gerekir.

Deleryd’e (1999) gore siire¢ yeterliligi ile ilgili yapilan ¢aligmalarda dort temel adim

bulunmaktadir. Bunlar Sekil 1.1°de goriildiigii gibidir:

4. Diizeltme 1. Onemli kalite
(iyiletirme ) | > earakteristilderinin
gabalarinin belirlenmesi ve
baglatilmasi calizmanin

planlanmast

R

3. SBiireg yeterliliginin Istatistiksel
degerlendirilmesi kontrollerin yapilmas

<Il ve veri toplanmasi

[ )

Sekil 1.1. Siire¢ yeterliligine karar vermek icin kullanilan dort temel adim

Sekil 1.1°de goriilen 4 adim kisaca asagidaki gibi agiklanabilir:

Yeterlilik caligmalarina baglamadan 6nce dikkatli bir sekilde planlama yapilmalidir.

Ik olarak, stirecte Olgiilmesi gereken kalite karakteristikleri belirlenmeli, daha sonra bu
Olciimlerin ne sekilde ve hangi Ol¢ii aletleri kullanilarak gergeklestirilecegine karar
verilmelidir. Ikinci olarak, bir siirecin yeterli olup olmadigina karar vermeden 6nce, siirecin

istatistiksel ac¢idan kontrol altinda olmas1 ya da duragan olmasi gerekir. Aksi halde, ileriki



donemler i¢in siirecin yeterliliginin ge¢misteki degeri ile aym tutarliligi gosterdigini
soylemek ve gelecekteki degerlerin de aynmi olacagimi beklemek mantikli degildir. Bu
nedenle, duragan olmayan bir siirecin yeterlilik ¢calismasi o andaki siire¢ yeterliligini ifade
ettigi i¢in, siirecin gelecekteki yeterliligi ile ilgili bir yargiya varilamaz. Bu durumda,
stirecin kontrol altinda olup olmadigina karar vermek amaciyla kalite kontrol grafiklerinin
kullanilmasi iyi bir yontemdir. Daha sonraki asamada, siirecin yeterliligi degerlendirilir.
Duragan bir siirecin yeterliligini belirlemede kullanilan en basit yOntem, kontrol
grafiklerinden elde edilen bireysel degerlerin histogramini ¢izmektir. Siire¢ yeterliliginin
gorsel olarak elde etmenin bir bagka yolu, kutu grafigidir. Siirec yeterliliginin sayisal olarak
elde edilmesi icin de yeterlilik indeksleri gelistirilmistir. Son olarak, daha iyi bir siire¢ elde

etmek amaci ile siire¢ iyilestirme imkanlar1 tanimlanir (Deleryd, 1999).

Siire¢ yeterliligine karar vermek amaciyla kullanilan yontemlerden biri siire¢ yeterlilik
indeksleridir ve siire¢ yeterliligini 6lgmede kullanilan c¢ok sayida yeterlilik indeksi

mevcuttur.

Yeterlilik indeksleri, iiretim siirecinin istenen ozellikleri saglamadaki basarisin1 6lgmede
kullanilan bir 6l¢tim olarak karsimiza ¢ikar. Siire¢ yeterlilik indeksleri, izin verilen siireg
yayillimi ve gercek siire¢ yayilimi ile ilgili elde edilen bir oran degeridir ve en temel

anlamda asagidaki sekilde ifade edilir:

- izin verilen siire¢ yayilimi
Yeterlilik oran1 = ¢ yay

gercek siire¢ yayilimi

bu oran Olcekten bagimsiz oldugu icin farkli kalite degiskenlerine sahip siiregleri
kargilastirmada kullanilabilen bir 6lciimdiir. Bu Ol¢iim degeri ile aynm1 zamanda siirecteki
kalite degiskenlerine ve iiretilen iirtine bakilmaksizin, yeterlilik degerlendirilmesinde

cikarimlar yapilabilir (Spiring, 2010).

Siire¢ yeterliliginin tahmini icin kullanilan ve siire¢ yeterlilik indeksleri (prosess capability
indices) olarak bilinen standart teknikler genellikle parametrik varsayimlara dayanir. Bu
varsayimlardan 6zellikle normallik varsayim, siire¢ yeterlilik indekslerinin hesaplanmasi
ve yorumlanmasinda biiyiik bir oneme sahiptir. Polansky, Chou ve Mason (1998), Kotz ve

Johnson (1993: 139) ve Sommerville ve Montgomery (1996), bu varsayimda meydana



gelen kiiciik bozulmalar sonucu siire¢ yeterlilik degerlendirmesinin nasil yamltici
olabilecegini gostermislerdir. Dolayisiyla, siirec kalitesini degerlendirmede kullanilan siire¢
yeterlilik indeksleri tartismali hale gelmistir.  Bu tartismalar sonucunda bazi kalite
uygulayicilar1 bu gibi teknikleri saf dis1 birakmuglardir.  Ancak, bir iiretim siirecinin
yeterliliginin belirlenmesi endiistriler icin yararli sonuglar saglar. Bu nedenle, gecerli ve

kullanigh yontemler gelistirilmesi biiyiik 6nem tagimaktadir.

Bir¢ok yazar, siire¢ yeterlilik analizinin uygulanmasindaki olasilikla ilgili zorluklar1 ortadan
kaldirmak icin esnek parametrik model (flexible parametric model) kullanmay1 6nermistir.
Clement (1989), Pearson dagiliminit uygulamistir. Johnson dagilimi Farnum (1996) ve
Chou, Polansky ve Mason (1998) tarafindan 6nerilmis ve Burr dagilimi Castagliola (1996)
tarafindan kullanilmisti. ~ Ancak, bu yontemlerin her birinde yeterlilik tahminlerinin
giivenilirligi sadece verinin varsayillan parametrik dagilimlara yaklastigt durumda
miimkiindiir. Dagilim probleminin iistesinden gelebilmek i¢in heniiz az sayida parametrik
olmayan yontem calisilmistir. Ayrica, yapilmig olan ¢alismalarin ¢ogu, tek degiskenli kalite
karakteristikleri icindir. Cok degiskenli durumlar i¢in standart indekslerin genislemeleri,
Chan, Cheng ve Spiring (1988), Chen (1994), Kocherlakota ve Kocherlakota (1991) ve
Pearn, Kotz ve Johnson (1992) tarafindan calisilmistir.  Genellikle bu indeksler c¢ok
degiskenli normal dagilim varsayimina dayanir. Bu varsayim, bazi sorunlara neden olur.
Bunlardan ilki, bu indekslerin ¢cok degiskenli normallik varsayimina ¢ok duyarli olmasi,
ikincisi, eldeki veri kiimesinin c¢ok degiskenli normal dagilima uygunlugunun
belirlenmesinin zor olmasi, son olarak, veri seti ¢ok degiskenli normal dagilima uymuyorsa
siirec yeterliliginin belirlenmesinde alternatif bir yontemin bulunmamasidir. Onerilen siire¢
yeterlilik tahmin edicisinin normallik varsayimina duyarsiz olmasi ve bir alternatif

saglamasi gerekir (Polansky, 2001).

Gunter (1989), ortalama ve standart sapmalar1 ayn1 olan bilinen ii¢ farkli dagilima sahip
sireclerden elde edilen kusurlu parca sayilarini karsilagtirmistir.  Bu dagilimlar 4,5
serbestlik derecesine sahip ki-kare, 8 serbestlik derecesine sahip ve uniform dagilimi
gostermelerine ragmen, her birinin normal dagildigi varsayilarak hesaplanan C, ve Cp
indekslerinin ayni oldugu goriilmiistiir. Ancak +30 sinirlart disina diisen kusurlu parca
sayilarinin 6nemli derecede farkli oldugu goézlenmistir. Elde edilen kusurlu oranlari,

Ki-kare dagilim: i¢in milyonda 14.000 (ppm); t dagilimi i¢in milyonda 4.000 ve uniform



dagilimi i¢in milyonda O iken; bu oran normal dagilim i¢in 2.700°diir. Bu nedenle Gunter
(1989), siire¢ dagilimi normal dagilimdan saptig1 durumlarda, siire¢ yeterlilik indekslerinin

giivenilir olmadig1 sonucuna varmistir (Pan ve Wu, 1997).

Pan ve Wu (1997), siire¢ dagilimi normal dagilima uygun olmadig1 durumlar i¢in siire¢
yeterlilik indeksleri ile ilgili olarak ¢alismiglardir. S Plus bilgisayar programini kullanarak
normallik varsayimini saglamayan siiregler icin yeterlilik indeksleri elde ederek bu amagla

kullanilan bir islemler dizisi gelistirmiglerdir. Bu islemler dizisi Sekil 1.2°de goriilmektedir.



[ BASLA ]

( lgili veri girisi ]

}

Temel istatistiklerin
hesaplanmasi

Uyum iyiligi testleri Hayir

Evet

Dagilimin yiizde
degerleri hesaplanir.

kullanilarak dagilimin belli bir
dagilima uygunlugu test edilir.

Veri Pearson ailesinden
olasilik dagilimlart
ile modellenebilir mi?

Evet

Hayir

Pearson standart yiizde
tablosuna bakilarak
yiizdeler hesaplanabilir.

Chebyshev esitsizligi
kullanilarak
UPL = Xog, Ortanca = X5,
LPL = X, alinir.

Temel istatistikler ve
ilgili grafikler cizilir.

Siirec yeterlilik
indeksleri hesaplanir.

( DUR )

Sekil 1.2. Siire¢ yeterlilik indekslerini hesaplamak i¢in kullanilan akig semast

tizerinde calistirarak elde ettikleri sonuglar1 tartismiglardir. Her birinin karakteristiklerine

gore karar verilen dagilimlar dikkate alarak elde edilen siire¢ yeterlilik indekslerinin normal

dagilimda oldugu gibi, kusurlu oranlarinin %0,27 oldugu goriilmiistiir.



Son zamanlarda, kalite degiskenlerinin normal olmadig1 durumlarda kullanmak amaciyla
klasik siirec yeterlilik indekslerinde baz1 degisiklikler yapilmasi 6nerilmistir. Bu oneriler iki
temel yaklasimda ele alinabilir. Bunlardan ilki, normal olmayan veriyi normal dagilima
doniistirmek ve daha sonra klasik yontemleri kullanmaktir. Johnson (1949), momentler
yontemine dayanan ve Johnson doniisiim sistemi olarak adlandirilan bir normal olmayan
veri doniistim sistemi gelistirmistir. Box ve Cox (1964), normal olmayan veriyi normal
veriye doniigtiiren bir giic doniisiimler ailesi tanimlamistir. Somerville ve Montgomery
(1996), carpik dagilimlari, normal dagilima doniistiren bir karekdk doniisiimii
kullanmiglardir. Niaki ve Abbasi (2007), carpik kesikli cok degiskenli veriyi cok degiskenli
normal veriye doniistiiren bir kok yontemi onermislerdir. Hosseinifard, Abbasi, Ahmad ve
Abdollahian (2009), tek degiskenli normal olmayan siiregler igin siire¢ yeterlilik

indekslerinin tahmininde bir kok doniisiim yontemi kullanmislardir.

Bununla birlikte, doniisiim yontemlerinin kullaniminin da bazi dezavantajlar1 vardir. 1k
olarak, doniisiim yontemleri islem acisindan zaman almakta ve uygulayicilar hesaplanan
sonucglarin orijinal Olceklerin c¢evrilmesiyle ilgili sorunlardan dolayr bu yoOntemleri

kullanmakta tereddiit etmektedirler.

Normal olmayan siirecler icin kullanilan ikinci yaklasim, veriyi bir dagilima uydurmak ve
daha sonra normal olmayan yiizdelikleri kullanarak siire¢ yeterlilik indekslerini tahmin
etmektir. Bu yaklagimda, normal dagilimda kullanilan 66 terimi yerine {iist yiizdelik degeri
99,865 ve alt yiizdelik degeri 0,135 arasindaki aralik uzunlugu kullanilir. Bu yaklagimi
kullanan arastirmacilardan birisi olan Clements (1989), yaygin olarak endiistri sektoriinde
kullanilan Pearson ailesine ait herhangi bir dagilimin siire¢ yeterlilik tahminleri i¢cin normal
olmayan yiizdelikler yontemini 6nermistir. Pearn ve Kotz (1994), Cp,,, ve Cp indekslerini
normal olmayan dagilimlara uygulamak i¢in Clements yontemi kullanmistir. Clements
yontemi yaygin olarak kullanilmasina ragmen, Wu, Wang ve Liu (1998), bu yontemin
ozellikle carpik dagilimlar i¢in dogru Ol¢iimler vermedigini gostermiglerdir. Liu ve Chen
(2006), normal olmayan veriler icin siire¢ yeterlilik indeksi hesaplamada kullanilan
Clements yontemini degistirerek, Pearson egrisi yiizdeliklerini kullanmak yerine Burr XII
dagilimi kullanmay1 onermiglerdir. Burr XII olasilik yogunluk dagiliminin parametreleri
normal, gama, beta, weibull ve log-normal dagilimlarina uyarlanabilmektedir (Abbasi ve

Niaki, 2010).



Siire¢ yeterlilik analizinde, siire¢ yeterliligini 6l¢gmede etkili olan siire¢ degiskenlerinin
birden fazla olmasi da miimkiindiir. Fabrika problemlerinde, tek bir degiskenin yan sira,
birden fazla kalite degiskenine sahip problemler ile de karsilasilmaktadir. Ornegin, bir gelik
malzemenin kalitesi, kalinligina, dayanikliligina ve hareket kabiliyetine baglidir. Bu
durumda, cok degiskenli siireclerin yeterlilik analizi, cok degiskenli siire¢ yeterlilik
indekslerinin hesaplanmasi ile miimkiin olacaktir. Cok degiskenli durumlar i¢in siireg

yeterlilik indeksleri, siirecin normallik varsayimina gore farkliliklar gostermektedir.

Cok degiskenli siirecler i¢in literatiirde yer alan ¢alismalar dort grupta incelenmistir. Bu

gruplandirmaya gore, siire¢ yeterlilik indekslert,

1. Tolerans bolgesi ile siire¢ bolgesini birbiri ile oranlamaya dayali olarak;

2. Uygun olmayan iiriin elde etme olasiligina dayal olarak;

3. Temel bilegsenler analizi kullanilarak degiskenler arasi korelasyonu kaldirmaya yonelik
olarak;

4. Diger yaklagimlar kullanilarak

elde edilmistir (Shinde ve Khadse, 2009). Bahsi gecen calismalar normallik varsayimi

saglanmasi kogulu altinda ele alinmigtir.

Cok degiskenli iiretim siire¢leri icin normallik varsayiminin saglanmadigi durumlarda siireg¢
yeterlilik indekslerinin hesaplanmasi, spesifikasyon bolgesi ve degiskenler arasindaki iliski
durumu da goz Oniinde bulunduruldugunda, daha giic ve karmagsik olabilmektedir.
Dagilimin normal olmadig1 ¢ok degiskenli siirec yeterlilik analizinde, yeterlilik indekslerini
az hata ile tahmin edebilmek ancak calisilan verinin dagilim bilgisine uygun tahmin
yontemleri kullanmakla miimkiindiir. ~ Ancak, siire¢ dagilimi bilinen cok degiskenli
dagilimlara uygun olabilecegi gibi, bilinen herhangi bir dagilima uymayan bir siire¢ de

olabilir.

Polansky (2001), Normal dagilim gostermeyen cok degiskenli siirecler icin Kernel
tahminine dayal bir siireg yeterlilik tahmin yaklagimi (p (H,S)) dnermistir. Onerilen bu
yaklagimda p (H,S) Kernel tahmin edicisi, H bant genisligi matrisi ve S ise spesifikasyon

kiimesi olarak tanimlanmigtir. Kernel tahmin edicisinin performansini degerlendirmek



amactyla iki degiskenli sekiz farkli dagilim simiilasyonu iizerinden elde ettigi sonuclari
normal varsayim altinda parametrik normal tahmin edicisi ile elde edilen sonuglarla
karsilastirmistir. Calismasinda yeterlilik degerlendirmesi yapmak icin siire¢ disina diisen
iriin oran1 p’yi tahmin etmek amaciyla, simiile ettigi dagilimlar, iki degiskenli Normal
Dagilim (aralarinda iligki bulunmayan), iki degiskenli Normal Dagilim (aralarinda iligki
bulunan), basik bir dagilim, carpik bir dagilim, Bimodal, Trimodal I, Trimodal II ve
Quadrimodal olarak belirlenmistir. Calismasinin sonucunda, parametrik normal tahmin
edicisinin Normal dagilimlar i¢in daha iyi sonuglar verdigini, Kernel tahmin edicisinin
bityiik ¢apli 6rnekler igin (n > 200) kullanilmasinin daha dogru olacagim, kiiciikk ¢aph

ornekler acisindan Kernel tahmin edicisinin iyi sonug¢lar vermedigini ifade etmistir.

Polansky’nin (2001) calismasinda onerdigi Kernel tahmin edicisi p(H,S), n < 200 olan
kiiciik capli orneklemlere uygulandifinda p’yi iyi bir sekilde tahmin edemedigi ve
sonuglarin farkli dagilimlara sahip simiilasyon verileri tizerinden elde edildigi gbz Oniinde
bulunduruldugunda, dagilimdan cekilen tek bir Orneklem verisinin kitle parametresini
tahmin etmede zayif kalacag diisiiniilmektedir. Nitekim bu ¢alismada kullanilacak verilere
Polansky’nin (2001) yontemi uygulandiginda elde edilen sonuglar diisiincemizi dogrular
niteliktedir. Bu nedenle bu tez calismasinda, belirlenen senaryo verilerine Metropolis
Hastings orneklemesi uygulanarak, orneklem kiimeleri iizerinden Kernel tahminleri elde
edilmis ve boylece, dagilim bilgisinden uzaklagsmadan kiiciik capli 6érneklem kiimeleri ile
calisma imkani saglayan yeni bir yontem Onerilmistir. Bu yeni yontem KMH olarak

adlandirilmig olup, yonteme dayali siirec yeterlilik indeksi ise pxyy olarak ifade edilmistir.

Bu calismada, Normal dagilim varsayimi saglanmayan ¢ok degiskenli siireclerin yeterlilik
analizinde kullanilmak iizere t-Copula yontemi ile iiretilen carpik dagilim oOzelliklerine
sahip 4 farkli iiretim siireci senaryosu kurularak, iretilen senaryo verilerinin dagilimi
Kernel Yogunluk Tahmin yontemi ile tahmin edilerek, literatiirde calisilan yeterlilik
indekleri (ka, ﬁ) ve Polansky (2001)’nin c¢alismasinda onerdigi p(H,S) yaklasgimi ile
pxmy indeksinin siire¢ yeterliligine karar vermedeki basarisi degerlendirilmektedir. Bu
baglamda, senaryolarin her biri i¢in (n = 50,100,250,500,1000) capinda orneklemler
cektirilmis ve pgypy yaklasiminin 6rneklem biiyiikliigiine olan duyarlili§inin incelenmesi

amaclanmustir.
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Ayrica, uygun {riin oran1 p ’yi tahmin etmek amaciyla Onerilen pgypy yaklasiminin
n < 200 (n=50,100) kiiciik ¢aph orneklemlerden elde edilen sonuglari ile
n > 200 (n=250,500,1000) biiyikk capli Orneklemlerden elde edilen sonuglari

kargilagtirilacak ve pgag indeksinin performansi degerlendirilecektir.

Calismanin bu boliimiinde, siire¢ yeterlilik indeksleri ve calismanin amacina yonelik bir

cerceve cizilmeye calisilmis, calismada yapilacaklardan kisaca bahsedilmistir.

Calismanin ikinci boliimii, stire¢ yeterlilik indekslerinin genis bir literatiir bilgisini
icermektedir. Bu boliimde, hem tek degiskenli siire¢ yeterlilik indekslerinin, hem de ¢ok
degiskenli siire¢ yeterlilik indekslerinin normal ve normal olmayan durumlardaki literatiir

incelemesine yer verilmistir.

Calismanin iigiincii boliimiinde, tezde Onerilen pgypy yaklasimin dayandigi teorik bilgi ve
kullanilan yontemlerden bahsedilmistir. pxay yaklasiminin performansini degerlendirmek
icin kurgulanan senaryo verilerinin iiretim asamalar1 ve verilerinin dagilim 6zelliklerine yer

verilmistir.

Dordiincii bolimde, her bir senaryodan elde edilen sonuglar yorumlanmis, besinci

boliimiinde tahmin grafikleri ile sonug¢larin gorsel agidan verilmesi saglanmistir.

Calismanin son boliimiinde ise ¢aligma sonuclar1 6zetlenmis ve yeterlilik indekslerine iligkin

yapilacak gelecek ¢alismalar agisindan Onerilere vurgu yapilmistir.
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2. SUREC YETERLILIK INDEKSLERI

Siire¢ yeterlilik indekslerini inceleyebilmek icin Oncelikle siire¢ yeterlilik analizinde
kullanilan bazi kavramlari: tanimlamak gerekir. Bir iiriin ya da hizmetin oldugu her yerde
kalitenin belirleyicisi kalite degiskenliklerinin Olciilmesi, ©Ozelliklerinin incelenmesi ve
degiskenlik nedenleri ile hata kaynaklarinin belirlenmesi i¢in istatistiksel tekniklerden
yararlanilir (Isigicok, 2012: 69). Bu tekniklerin saglikli bir sekilde kullanilabilmesi icin
kalite degiskenleri iyi tamimlanmalidir. Kalite degiskenleri genellikle spesifikasyonlar ile
ilgilidir. Spesifikasyonlar, bir iiriiniin kalite degiskeninin nihai iiriinde oldugu kadar iiriin
bilesenlerinde ve alt gruplarinda da istenen Olgiilerde olmasi anlamina gelir.  Kalite
degiskeninin istenen degerine "hedef deger" denir ve T ile gosterilir. Bu hedef deger
genellikle hedefe yeteri kadar yakin olan bir aralik ile simirlandirilir. Bir kalite degiskeni
icin izin verilen en biiyiik deger "iist spesifikasyon sinirt"; izin verilen en kiiciik deger "alt
spesifikasyon siirt'"; bu siirlar arasi fark ise "folerans araligi" olarak adlandirilir. Bazi
kalite degiskenleri hedef deger icin sadece tek bir spesifikasyon sinirina sahip olabilir.
Spesifikasyon sinirlarini saglayan iiriin ya da iiriin bilesenleri icin "uygun"; spesifikasyon
sinirlarindan en az birini saglamayan {iriin ya da iiriin bilesenleri icin "uygun olmayan"

terimleri kullanilir (Montgomery, 2009: 8-9).

Spesifikasyon sinirlarindan farkli olarak kontrol sinirlari, siirecin dagiliminin kontrol
altinda olup olmadiginin belirlenmesi icin cizilen ve siire¢c ortalamasi ile siirec
degiskenligine bagl olarak degisiklik gosteren sinirlar olarak tanimlabilir. Kontrol sinirlar

"dogal tolerans siirlari" olarak da adlandirilir (Isigicok, 2012: 65).

Kontrol sinirlarina genellikle kontrol grafiklerinin ¢iziminde bagvurulur. Kontrol grafikleri
siireclerden elde edilen iiriinlerin gozlem sonuclarina iligkin olarak ortaya ¢ikan de8isimleri
gosteren ve siirecin kontrol altinda olup olmadigina karar vermede kullanilan gorsel
araglardir. Kontrol grafikleri, alt ve iist olmak iizere kontrol siirlarindan ve bir orta

(merkez) ¢izgiden olugsmaktadir.

Spesifikasyon sinirlarinda oldugu gibi, kontrol sinirlart i¢in de "alt kontrol sinirt" ve "list
kontrol sinir1” tanimlamasinin yapilmasi miimkiindiir. Ust ve alt kontrol sinirlar1, degiskenin

normal dagildig1 durumda siirecten alinan iiriinlere iligkin gézlem degerlerinden hesaplanan
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ve kontrol grafigindeki merkez ¢izgisine (genellikle +30) esit uzaklikta bulunan sinirlardir.
Merkez ¢izginin her iki yoniindeki 3 standart sapma arasinda kalan alan, egrinin altinda
kalan toplam alanin %99,73’{iniin gostermektedir. iist ve alt kontrol sinirlar1 arasindaki farka,

"dogal tolerans araligi" denilmektedir. (Isigicok, 2012: 65).

Spesifikasyon sinirlarina bagli olarak belirlenen "folerans araligr, miisteri isteklerine gore
miihendislik ¢aligmalar veya iireticiler tarafindan digsal olarak belirlenirken; dogal tolerans

araligi, Uretilen Uriinlerin degiskenligini ifade eder ve iiretim siirecinden elde edilir.

Siire¢ yeterlilik indeksleri, bir iiriin ya da hizmet siirecindeki kalite degiskenlerinin aldig:
degerleri, spesifikasyon simnirlart ile karsilastirmayr saglayan sayisal degerlerdir. Bu
degerler, cogunlukla "yeterlilik ya da performans indeksleri” ya da "oranlari” olarak
tanimlanir. Bir yeterlilik indeksi, miisterilerin sesi (spesifikasyon sinirlari) ile siirecin sesini
iliskilendirir. Ornegin, yeterlilik indeksinin bilyiik bir degeri, mevcut siiregteki iiretim
birimlerinin, miisteri gereksinimlerini karsilamada yeterli oldugunu gosterir. Yeterlilik
indeksleri, siire¢ hakkinda elde edilen karmagik bilgiyi tek bir sayiya indirgeyerek
ozetlediginden, kullanimlari yaygindir. Bu nedenle, siirecin ne kadar iyi calistigini
belirlemede kullanilir.  Duragan siirecler i¢in, bu indekslerin aym1 zamanda siirecin
gelecekteki beklenen performansimi 6lgmede de kullanilacag varsayilir. Tedarikgiler, farkli
degiskenler i¢in elde edilen yeterlilik indekslerini, iyilestirme faaliyetlerindeki onceliklerin
belirlenmesinde de kullanmaktadirlar. Ayni zamanda, siirecteki degisikliklerin etkileri,

siire¢c Oncesinde ve sonrasindaki yeterlilik indekslerinin karsilastirilmasi ile belirlenebilir.

Literatiirde bulunan ve uygulamada kullanilan ¢ok cesitli siirec yeterlilik indeksi mevcuttur.
Bu indeksler genellikle, kullanim amaglari, 6zellikleri ve hesaplama bi¢imleri bakimindan
farkliliklar gosterir. Buna ragmen, tasarimlarinda benzerlikler goriilebilir. Bir siirecten elde
edilen yeterlilik indeksleri temel olarak iki kusakta incelenebilir. Ik kusak yeterlilik
indeksleri olarak bilinen, C;, ve Cp indeksleri, klasik istatistiksel siire¢ kontrol felsefesine
dayanir. Bu felsefeye gore, istenilen tolerans araliginda tiim 6l¢iim sonuglarinin "uygun"
olmas1 amaglanmaktadir. Tolerans arali§1 disinda kalan ol¢tim degerleri, "uygun olmayan"

olarak kabul edilir.

Ikinci kusak yeterlilik indeksleri olarak bilinen, Cpm indeksi ise, kalite iyilestirme
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caligmalarina yeni bir yaklasim getirmistir (Taguchi yaklasimi). Bu yaklasimda, yalnizca
Olctimlerin "uygun" oldugunu bilmek yeterli degil, ayn1 zamanda "ne kadar uygun"

olduklar1 hakkinda da bilgi saglamasi 6nemlidir (Kurekova, 2001).

Bu kisimda oncelikle bazi tek de8iskenli yeterlilik indeksleri ele alinacak ve bunlarin dagilim

ozellikleri incelenecektir.
2.1. Tek Degiskenli Siirec Yeterlilik Indeksleri

Tek degiskenli siire¢ yeterlilik indeksleri Normal Dagilim gosteren ve Normal Dagilim

gostermeyen siirecler olarak iki sinifta incelenmistir.
2.1.1. Normal dagilima uyan siireclerde tek degiskenli siire¢ yeterlilik indeksleri

Normal Dagilima uyan siirecler icin literatiirde yer bulan siire¢ yeterlilik indeksleri "Klasik
Yeterlilik Indeksleri" olarak adlandirilmaktadir. ~ Bunun nedeni, yeterlilik indeksleri
hesaplanirken siire¢ dagiliminin Normallik kosulunu saglandig1 varsayimina dayali olmasi
ve ilk calisilan yeterlilik indekslerinin temelini olusturmalaridir.  Klasik yeterlilik

indekslerinden C),, Cp ve Cp,py takip eden alt kisimlarda detayli olarak tanimlanmaktadir.
Cp indeksi

Literatiirde calisilan ilk siire¢ yeterlilik indeksi Kane (1986) tarafindan tanmimlanan C,

indeksidir ve Es. 2.1°de goriildiigii sekilde elde edilir.

 USL—LSL

Cr 60

(2.1)
Es. 2.1°de verilen USL, (Upper Specification Limit) iist spesifikasyon sinirint; LSL, (Lower
Specification Limit) alt spesifikasyon sinirini; USL — LSL, tolerans araligin1 ve o ise kalite
degiskeninin standart sapmasini ifade eder. C, indeksi, iiretim siireci i¢in digsal olarak
belirlenen tolerans araliginin, siire¢ degiskenliine orami olarak digiiniilmiistir.  C,
indeksinin Ol¢iilmesi icin siire¢ dagiliminin Normal Dagilima uymasi, hesaplamada
kullanilacak siirec verisinin rastgele bir sekilde elde edilmesi, diger bir ifade ile gbzlemlerin

birbirinden bagimsiz olmas: ve siirecin kontrol altinda olmasi gerekmektedir. C,, indeksinin
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hesaplanmas1 sonucu elde edilen genellikle 1’den kiigiik degerler, siirecin dogal sinirlari ile
spesifikasyon smirlarinin ortiismedigi anlamina gelir.  Bu nedenle C, indeksinin biiyiik
degerler almasi daha ¢ok tercih edilen bir durumdur. Finley (1992), C, indeksi i¢in CPI
(Capability Potential ya da Capability Potential Index), diger bir ifade ile "Yeterlilik
Potansiyel Indeksi" tammlamasin1 kullanmigtir. Montgomery (2009) ise C,, indeksine, PCR

(Prosess Capability Ratio), diger bir ifade ile, "Siire¢ Yeterlilik Orani" adin1 vermistir.

Cp indeksi ve uygun olmama yiizdesi (non-conforming, %NC)

Iki yanli spesifikasyon sinirlarina sahip siirecler icin "uygun olmama" yiizdesi
1 — F (USL) + F (LSL) olarak hesaplanir. Burada F (.), siire¢ degiskeni olan X ’in dagilim
fonksiyonudur. Siire¢ kalite degiskeninin normal dagilim gostermesi durumunda & (.)
birikimli standart normal dagilim fonksiyonu kullanilarak normal dagilim gosteren bir siire¢

icin uygun olmama alanlari sekil 2.1°de gosterilmistir.

LS‘,: i i L i [}5[_

Sekil 2.1. Normal dagilim gosteren bir siire¢ icin uygun olmama alanlari

Siirecin normal dagilima uygunlugu varsayimi altinda % NC (% nonconforming), Sekil

2.1’den faydalanarak, Es. 2.2’de goriildiigii gibi elde edilir:

HNC = 1 — (%‘_“) 4 (LSLG_ “) 2.2)

Burada, u siire¢ ortalamasi ve o siire¢ standart sapmasidir. m = (USL+ LSL) /2 iist ve alt

spesifikasyon sinirlarinin orta noktasidir.
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Siire¢ kalite degiskeni tam olarak tolerans araliginda merkezlenmigse (m =), Es. 2.2

yeniden yazilarak 30 i¢in %NC asagidaki sekilde elde edilir:

L+ LSL L+ LSL
USL_(US+S) US+S>

LSL—(
2 P 2

o o

%NC =1—-®

2USL —-USL — LSL 2LSL—USL— LSL
=1-® + P
20 20

L — LSL LSL — L
:1_c1>(US S)+<I>(S US)
20 20

—1-®(3C,) +P(-3C,)
— 20 (-3C))

Boylece, Es. 2.1°de verilen C,, yardimiyla %NC degerine ulagmak miimkiindiir.

Sekil 2.2°de Normal dagilim gosteren bir siire¢ i¢in tolerans arali§1 goriilmektedir.

Tolerans Arahg:

LSL < 30 > < 3o USL

Y

Sekil 2.2. Normal dagilim gosteren bir siireg i¢in tolerans araligi

Ornegin Sekil 2.2’de Tolerans aralifinin 60 olarak benimsenmesi durumunda, C, = 1,00
olarak elde edileceginden birikimli standart normal dagilim tablosundan faydalanarak, %/NC
elde edilebilir. %NC =2& (—-3C,) =2P (—3) =2x0,00135 = 0,0027 olarak hesaplanir. O
halde, "%NC =milyonda 2700 parca (parts per million)" ile C, = 1,33 ise "%NC =milyonda
63 parca (ppm)" olarak ifade edilir. Ancak m # u ise C, siirecin yeterliligini dogru ifade
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etmez ve %NC i¢in saglikli bir 6l¢iim saglamaz. Bu nedenle, C), siire¢ ortalama degeri ile
hedef deger (T') ortiistiigiinde saglikli bir yeterlilik 6l¢iisii olarak kullamlabilir. %NC =
29 (—3C),) de yeterlilik igin sadece bir alt sinir saglar (Pearn ve Kotz, 2006).

Tek bir 6rneklem ile C, "nin tahmin edilmesi

Cp indeksinin hesaplanmasinda sadece ¢ parametresinin tahmin edilmesi gerekmektedir.
{x1,...,x,}, tek degigkenli ve 6rneklem capi n olan bir 6rneklem kiimesi ise, C), nin tahmin

edicisi Es. 2.3’te verildigi sekilde tahmin edilir.

. USL-LSL
¢, = ==

, = (2.3)

1/2
n
Burada, s = ( nT11 .Zl (xi — )E)2> duragan, diger bir ifade ile ortalama ve standart sapmast
1=
zaman i¢inde sabit kalan bir siirecten elde edilen ¢ “nin “ bilinen” tahmin edicisidir. Ancak s,
. : .. o n—1)s
0 'min yansiz bir tahmin edicisi olmadigindan sgiizeltiimis kullanilmalidir. % ~ Xn—1

ile Ki-dagilimina sahiptir. Ki-dagilimimin momentleri Es. 2.4’ten elde edilebilir.

uy =271 ((rk(Z/Jg)/Z) .

Burada, I"(z) Gamma fonksiyonunu, k serbestlik derecesini gostermek tizere Ki-dagilimimnin

birinci momenti Es. 2.4 kullanilarak su sekilde elde edilebilir.

B I'((n—1+1)/2)
i =2 G ) >

O halde, E (—V”C;‘S> — 12N+ D2) oGisi yazilabilir, Buradan,

I((n—1)/2)
E(s) = w/%%o yazilabilecegi aciktir. s’nin ¢ 'nin yansiz bir tahmin edicisi

olabilmesi i¢in, ¢4 = n%% gibi bir standart sapma diizeltme faktorii kullanilir.
Uygulamada siiregten elde edilen veri 60’tan az oldugu durumlarda kullanilan

Sdiizeltilmis = i olarak ifade edilir.

1/2

Es. 2.3’te verilen é‘p formiiliinii C,, cinsinden yazabilmek icin, esitlik (n—1)"/~ ve o ile

carpip boliinerek yeniden diizenlenirse Es. 2.6’ya ulagilabilir.



¢, =(n—1)"2 (USL6;LSL> {(n _Gl)sz}l/z e, [m;—i)sz] —1)2

Es. 2.6 yeniden yazilirsa,

=2, [ Ly (G) 0

elde edilir.
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(2.6)

2.7)

Es. 2.7°de, normallik varsayimi altinda, (n —1)s*/0? ~ x2 | (n— 1) serbestlik derecesi ile

Ki-kare dagilir (Chou ve Owen, 1989). Buradan hareketle Chou ve Owen (1989), ¢ p nin

olasilik yogunluk fonksiyonunu Es. 2.8’deki gibi ifade etmislerdir:

n—1
2[ (n_1)/ch} r —(n—1)(C,)?
T =""Fnm " ”‘p[ 2

, x>0

A

Cp’nin r. momenti

A

Cp ’nin r. momenti Ki-kare dagiliminin 6zellikleri kullanilarak,

n—r—1
r ( ) r/2

Ar 2 (I’l _ 1) r

E (CP) - n—1 [ 2 } CP
(7))

seklinde tanimlanir. Buna gore ilk iki moment asagidaki gibi elde edilir:

-2

2
()

[\

S

12
E( . } C

D)

2
)

2

\9}

(
(

E(

() jo-1]s
(n—l { }”

Buradan, E (C’pz) —E(

r
Cp) =

r

r
C)) =

r

\®)

A

p)z = Var (C‘p) oldugundan,

(2.8)

2.9

(2.10)

2.11)
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C? (2.12)

N n—1 n-—1
Var( p): 3 5

esitligine ulagilir.

[

E (Cp) de bilindigi gibi Gamma fonksiyonu ozelliginden I (k) = g t*=1e~!dr tim n degerleri
i¢in 1’den biiyiiktiir. n > 15 igin, bu katsay1 (4n — 7) / (4n — 4) degerine yaklagir. Bu nedenle
C'p , Cp’ nin yanh ve agir1 tahmin edicisidir. Basit bir 6rnek verilecek olursa, Es. 2.13’deki
gibi yan oraninin %1’den kiiciik olmasi i¢in n > 80 olmas1 gerekmektedir (Pearn ve Kotz,

2006:7-11).
E(Cy) —Cp| /Cp < 0,01 (2.13)

¢C » tahmin edicisinin istatistiksel 6zellikleri

Pearn, Lin ve Chen (1998), C,, i¢in Es. 2.14°deki gibi yansiz bir tahmin edici 6nermiglerdir.
Cp=bu_1Cp (2.14)

Burada b, diizeltme faktoriidiir ve su sekilde tanimlanir:

("5
bn_l:\/ . 5 (2.15)
()

Pearn ve digerleri (1998), siire¢ kalite degiskeninin normal dagilim gostermesi kosulu ile

yansiz C’p tahmin edicisinin C,’nin UMVUE (Uniformly Minimum Variance Unbiased)
tahmin edicisi oldugunu gostermislerdir. C’p asimptotik olarak etkin ve tutarhidir. Ayrica,

n? (G, —Cp) 5N (0,C2/2) dur.

Cp i¢in giiven araliklari

C, igin giiven araliklari, (1 — &) giiven diizeyinde dagilim 6zelliklerini kullanarak ¢ » tahmin

edicisine gore Es. 2.16 goriildigii gibi,
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2 2
Xn11-a/2 A %nq,a/zé 2.16)
n—1 P vn—1 P ’

C » tahmin edicisine gore ise Es. 2.17 verildigi bigiminde tanimlanur.

Zat 1ap . A\ ap .
1, 1-a/2 1, a/ZC 2.17)

Cp,
Vn—1b, ; U \n—1b, ,

Burada, x2 | 2 Ve X ” (n— 1) serbestlik derecesine sahip /2 ve 1 — /2 igin elde
edilen Ki-kare degerleridir. Boylece, %100 (1 — ¢t) C,, "nin alt giiven sinirt (C*’) agagidaki

gibi gosterilebilir:

(o) — %371, 1—a C, X}%fl,lfaé 2.18)
P/ n—1 b1  Vn—1 7* ’

Ki-kare dagiliminin yiizdelik noktalar1 genellikle formiiller yardimu ile yaklagik olarak elde
edilir. Yaygin olarak kullanilan ve bilinen yaklagimlardan olan Fisher’in yaklagimi Egs.

2.19’da; Wilson-Hilferty’in yaklagimi ise Es. 2.20°de verilmistir.

1 1/2 w
Xvl-a= <U — 5) + /2 (2.19)
32
2 o) 1/2
Xvl-a = v!/?2 [1 9 + 21—« (%) ] (2.20)

Burada zq, standart normal dagilimin en iist kantil degeridir. Bu yaklagimlar kullanarak C,

"nin %100 (1 — ) giiven araliklar1 Fisher’in yaklagimina gore Esg. 2.21 kullanilarak,

) e el )

Wilson-Hilferty’in yaklagimina gore de Es. 2.22 yardimiyla,

2.21)

3/2

) ) 1/2)32 ) ) 1/2
{1_9(;1—1)_%‘/2{9@—1)} } Cp’{1_9(n—1)+Z°‘/2{9(,1—1)1 } Cr

(2.22)
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biciminde hesaplanabilir (Pearn ve Kotz, 2006: 13).

Cp tahmini i¢in drneklem biiyiikliigiine karar verilmesi

Franklin (1999), C), yeterlilik indeksi i¢in Wilson-Hilferty yaklagimina dayanan ve yaklagik
orneklem biiyiikliiglinii hesaplamada kullanilan bir formiil gelistirmistir. Franklin (1999)

tarafindan onerilen formiil Es. 2.23’deki sekildedir.

n1+ g (2.23)

Es. 2.23’de C), ’ye iligkin istenen alt giiven simirina (CIL,) karar vermek icin gerekli 6rneklem
biiytikliigii hesaplanabilmektedir. Verilen bu formiil araciligi ile 6rneklem biiyiikliigii 10 gibi

kiiciik degerler i¢in bile dogru sonuglar elde edildigi gosterilmistir.

Es. 2.23’de goriildiigii gibi orneklem biiyiikliigii (C1L7 / ¢ p) oranina bagl ve bu oranin artan

bir fonksiyonudur.

Cp ’ye iligkin hipotez testleri

Siire¢ yeterlilik ¢aligmalarinda siirecin yeterliligine karar vermede kullamilan hipotezler

asagidaki gibi kurulabilir:

Hy: C, < C (siireg yeterli degil) (2.24)

Hy: C, > C (siireg yeterli) (2.25)

Burada C 6nceden belirlenmis bir yeterlilik 6lciitiidiir. Ornek olmasi acisindan, Pearn ve
digerleri (1998), yokluk hipotezine karar vermek amaci ile tek rneklem igin bir ¢* (x) testi
tanimlamiglardir. Hipotez testinde C,’nin tahmin edicisi olan ve Es. 2.14’te verilen C‘p

kullanilmustir. ¢* (x) test fonksiyonu;
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seklinde tanimlanmistir. C » > co olmas1 durumunda; Es. 2.24 deki yokluk hipotezini . tip
hata oran1 & (cp) = « ile reddetmekte; diger bir ifade ile, yeterli olmayan bir siireci yeterli bir
siire¢ olarak kabul edilme olasiligin1 gostermektedir. Hipotez testinin kritik degeri c( olarak
gosterilmistir. Pearn ve digerleri (1998), ¢* testinin o diizeyinde tiim yansiz testler arasinda
II. tip hatas1 minimum olan UMP (uniformly most powerful) test oldugunu gostermislerdir.
Kritik degeri cg olmak iizere I. tip hata, P {C’p > ¢o|Cp=C } = o olarak tanimlanabilir. Bu

tanim, Es. 2.7 ve Es. 2.14 kullanilarak, yeniden diizenlenirse Es. 2.26’daki gibi yazilabilir.

v 2N 12
P{%Mﬂ-ﬁ”@:(%) Zco|Cp:C}:O‘

(2.26)
(n—1)s? 5 c1?
P{<c— SPaaln=D 1] (=
Boylece,
C 2
b1 (n—1) [—} =X (2.27)
co ’
esitligi elde edilir. Buradan uygun c( degeri,
vn—1 b,_1C
co= Y22 On1t (2.28)
2
xn—l, 1-o

biciminde elde edilir.

Boylece, C » > co ise ¢* (x) = 1 dir ve yokluk hipotezi reddedilerek siirecin yeterli oldugu

yorumu yapilir (Pearn ve digerleri, 1998).

Cp 'nin giigsiiz yonii

Cp indeksinin baglica gii¢siiz yonii, siirecin gergek ortalamasim dikkate almadan, gergek

siire¢ yayllimina gore tanimlanan potansiyel yeterliligi dl¢mesidir. Bu nedenle C), siire¢
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ortalama degeri ile hedef deger Ortiismedigi siirece siirecin gercek performansini gostermez.
Bunun sonucu olarak, Cp indeksi gelistirilmigti. ~ C, ve C,; indeksleri birlikte
kullanildiginda siire¢ yayilimi ve siirecin konumu bakimindan uygun bir yeterlilik indeksi

elde edilmis olur.
Cpr indeksi

Cp indeksi, siirecin nerede merkezlendigini dikkate almaz ve siire¢ ortalama degeri ile hedef
deger ortiismedigi durumlarda siirecin gercek performansini gostermez. Siire¢ ortalamasinin
hedef degerden sapmasim hesaplamak i¢in C, ’ye benzer bi¢imde, siire¢ ortalamasim da

dikkate alan ve Es. 2.29’da verilen C; indeksi Onerilmistir.

. [USL—u pu—LSL
C., = 2.29
pk mln{ 30 ) 30 } ( )
min{a,b} = w tanimindan faydalanilarak, Cp; = d_|3”0_m| ile elde edilebilir.

USLA+LSL
2

Burada, d = USLT_LSL, spesifikasyon aralik uzunlugunun yarisi, m = ise lst ve alt

spesifikasyon sinirlar1 arasindaki orta noktadir. C, ve Cp,; indeksleri ile k arasindaki

dogrudan iligki asagidaki gibi ifade edilebilir:
Cpi =Cpx(1—k) (2.30)
5 (LSL+USL)|

Burada k = “17# olarak tanimlanmistir (Kotz ve Johnson,1993).

Kane (1986), T = %(LSL+ USL) oldugunu varsayarak, yukarida verilen k’y1 k = ”%T‘

olarak tanimlamistir.

U, spesifikasyon aralig1 diginda ise C, negatif bir deger alacak ve boylece kalite degiskeni

X bakimindan siirecin yeterliliginin diisiik oldugunu gosterecektir.

Cpk indeksi ve uygun olmama yiizdesi (%NC)

Siire¢ performansi, kalite standartlarin1 saglayan ¢iktilarin yiizdesi olarak tanimlanir. Kalite
degiskeninden Olciilen degerlerin spesifikasyon sinirlariyla kargilastirilmasina bagli olarak

iiriin, uygun (gecti) veya uygun olmayan (red) olmak iizere iki sekilde karakterize edilebilir.
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O halde iiretimdeki uygun ciktilarin orani olarak adlandirilan p, Es. 2.31°deki gibi

tanimlanir:
USL

p = / F(x)dx = F (USL) — F (LSL) (2.31)
LSL

Burada, F (x), X kalite degigkeninin dagilim fonksiyonu, USL spesifikasyon sinirlarinin iist
sinirini, LSL ise alt sinirint ifade eder. Siireg rastgele degiskeni X normal dagilmissa, %NC
uygun olmama yiizdesi (eski terminolojide kusurlu yiizdesi) ® (.) kiimiilatif standart normal

dagilim fonksiyonu kullanilarak asagidaki gibi elde edilebilir:

BNC =1—® (%;“) + & (“ _GLSL> (2.32)

Cpk “ya dayali olarak uygun olma giivencesi

Cpk indeksi, belli bir Cp; degeri ile normal dagilan bir siireg i¢in siire¢ ¢ikti sinirlarini (bounds
on the process yield) sagladigindan, c¢ikti indeksi (yield-based index) olarak da adlandirilir

ve asagidaki gibi elde edilebilir:
20 (3Cp) — 1 < p <@ (3Cx) (2.33)

Pearn ve Kotz (2006: 43), siire¢ cikti smirlart ile uygun olmama yiizdesi %NC’yi

iligkilendirebilmek i¢in C,; indeksini yeniden Es. 2.34°de goriildiigii gibi tammlamiglardir:

10 s <u<m
c._d=lw—m _1—|w-m)/d _1-|8] ] 3v (2.34)
"= 3(o/d) N |

I <u<

3’}/ ,m_,u_USL

Burada, m = (USL+ LSL)/2 spesifikasyon sinirlarinin orta noktasini, d = (USL — LSL)/2
spesifikasyon araliginin uzunlugunun yarisini ifade eder. 6 = (it —m)/d ve y= o /d ile elde

edilir.

Cpr > 0igin, Cp ve C), "nin bir fonksiyonu olarak uygun olmama yiizdesi %NC beklenen

degerinin agsagidaki esitlikler yardimiyla yazilmas1 miimkiindiir.
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m < u < USL igin, Es. 2.34 kullanilarak Cp = % = US3LG_ K olarak yazilabilir. Burada,

ISL—u  (USL—u)— (USL—LSL) USL—pu USL—LSL
30 30 T 30

= Cpk —2Cp

olarak elde edilir.

LSL < u <migin, Es. 2.34 kullanilarak Cor = # = “ECL;SL olarak yazilabilir. Ayn1 sekilde,

USL—u  (USL—LSL)—(u—LSL) USL—LSL (u—LSL)

=2C,—-C
30 30 30 30 PPk

olarak elde edilir.

Elde edilen bu esitlikler, Es. 2.32’de verilen uygun olmama orani kullanilarak diizenlenirse,

Es. 2.35 elde edilir (Kotz ve Johnson, 1993: 53).
9%NC = CI>(—3Cpk) +<I>[—3(2Cp—Cpk)] (2.35)

Cpr = ligin Es. 2.35°de verilmig olan uygun olmayan iiriin oraninin en ¢ok milyonda 2.700
birim ¢ikti olmasi beklenir. C,; = 1,33 ise bu oranin en ¢ok milyonda 66 olmasi beklenir.
Uygun olmayan iriin oraninin milyonda yaklagik 0,554’den daha az olmasi igin Cpy
degerinin 1,67 olmasi gerekir. Cp degerinin 2 olmasi ise uygun olmayan iirlin oraninin

milyarda 2 birim ¢ikt1 oldugunu ifade eder (Pearn ve Kotz, 2006: 45).

Tek bir 6rneklem ile Cp; 'nin tahmin edilmesi

Siireg istatistiksel olarak kontrol altinda iken, C’pk tahmin edicisi Es. 2.36’da oldugu gibi elde
edilebilir.

A d—|x—m X—m| | A

1/2

Burada, ¥ =Y} | 7F, 5= [ o (x —%)?/(n— 1)] olarak tanimlidir.
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A

Cpr ‘nin r. momenti

Normallik varsayimi altinda, Kotz ve Johnson (1993: 56-57), C’pk nin . momentini Es.

2.37°de verildigi gibi elde etmislerdir.
A 1 1 . P\ ,
£(er,) :§E(;) ,._0<_1>J(j)dr iE (jr—mp)

(e o ()

r =1 i¢in; C’pk ‘nin beklenen degerine Es. 2.38’deki gibi ulagilabilir.

£en) - { 5=y e e () e

r = 2 icin ikinci moment Es. 2.39°da oldugu gibi elde edilerek, Es. 2.40°da verilen varyans

(2.37)

degeri kolaylikla hesaplanabilir.

E(Ch) = (W_{?) E(G2) ¥ (1) (;) ( df/ﬁ)jE {ﬁ(’: m)}j (2.39)

var) =gt L (4) 22 [ 22 (20 (1)

[ (G0

(2.40)

n

Burada, merkezi olmama faktorii (non-centrality factor) A = n( —m)?/0? olarak ve

diizeltme faktorii b, ise Es. 2.41°deki gibi tanimlanir.
byt = (2/n=1)"?I[(n—1)/2)/T[(n—1)/2] (241)

Kotz ve Johnson (1993: 358), C'pk ‘nin Cp; igin yanh bir tahmin edici oldugunu
gostermiglerdir. 1 = m ise, bu yan degeri n < 10 iken pozitif ancak n 'nin biiyiik degerleri
icin negatif degerler alir. n degeri sonsuza gittikce yan degeri de sifira yaklasir. d/c =3
veya 4 degeri oldugunda n > 20 i¢in, d/o = 5 oldugunda n > 30 i¢in ve d/oc = 6
oldugunda n > 40 icin yan degerleri negatiftir. »’nin biiyiik degerleri i¢in 4 = m oldugunda,

gozlemlere dayanarak yan degerinin negatif olduguna sezgisel bir yorum getirilemez.
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Ayrica, yan degerini sifir yapan tam bir n degerine ulagilmasi heniiz miimkiin

gozitkmemektedir (Pearn ve Kotz, 2006).

A

Cpr ‘nin dagilim ozellikleri

Chou ve Owen (1989), Es. 2.42’de verilen C’pk ‘nin dagilimini elde etmeden once C’pu ve C'pl

‘nin dagilimin elde etmislerdir.

Burada, Cp, = (USL —%)/3s ve Cp = (¥ — LSL)/3s olarak ifade edilir. 3./nCp, ve
3v/n ¢ 1, normallik varsayimi altinda (n — 1) serbestlik derecesi ile merkezi olmayan t
dagilimina sahiptir ve merkezi olmama parametreleri \/n(USL— t)/o ve \/n(u — LSL)/ 0’
dir (Pearn ve Kotz, 2006: 48).

Cpu <y yada Y3L=T <y olarak yazilir ve diizenlenirse, VG- p)/o—VnUSL-W/0 ~ _3 /ny,

s/o
elde edilir. Bu ifadeyi daha sade bicimde, ZSJ/F—C‘E‘ ile yazmak miimkiindiir. Burada, Z, standart
normal dagilimini ifade etmekte, 9; ise, &) = _M = —3y/nCp, esitligini
gostermektedir.
Z+6;

degiskeni, T¢(0;) ile gosterilmistir. Burada, Ty(0;), f serbestlik derecesine sahip

s/o

merkezi olmayan t dagilimi gostermektedir ve 6; merkezi olmama parametresidir.
Boylece, Cp, <y esitsizligi ancak ve ancak T¢(8;) > —3+/ny oldugunda yazilabilir.

Benzer olarak, C’pl <y esitsizligini de, T¢(8,) < 3/ny oldugunda yazmak miimkiindiir.
Burada, 6, = w = 3/nCy esitligini gostermektedir.

¢ pu NUN dagilim fonksiyonu,
Fe (y) =P [Ty (81) > —3v/ny] (2.43)

¢ pu 0N olasilik yogunluk fonksiyonu,

8¢,, (V) =3Vngr,5,) (—3vny), —eo<y<e (2.44)
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A

Cp; “nin dagilim fonksiyonu,

Fe ,(y) =P[T (&) < 3v/ny| (2.45)

A

Cp; “nin olasilik yogunluk fonksiyonu,

8¢, (v) =3v/ngr,(5,) (3V/ny), —eo <y <eo (2.46)
seklinde tanimlidir.

Es. 2.42’ye denk olarak, T¢(01) < —3+/ny ve Ty(6,) > 3+/ny yazilabilir.

Boylece C pk mn dagilim fonksiyonu,

Fép

(¥) =1=P[Tf(8) < =3y, Tf (8) > 3v/ny] (2.47)

olarak elde edilmistir. (77 (8;), Ty (6,)) bir korelasyon katsayisi ile iki degiskenli merkezi
olmayan t dagilimina sahiptir. Chou ve Owen (1989), C pk nin dagilimini elde etmek igin iki
bagimli merkezi olmayan t degiskenin bilesik fonksiyonu i¢cin Owen (1965)’in formiiliinii
kullanmiglardir. C‘pk nin olasilik yogunluk fonksiyonu 8¢, (y) daha karmasik olarak Es.
2.48’de verilmektedir.

3\/732%:18%,1,5[ (%) y <0 igin,

8¢, V) =
n+1

-1
3y, " - |:Qn+l ( n_lfi,5i;0,R) — Q1 (t,630,R) |y > 0 igin,

(2.48)
Burada, t; = —t, = 3\/171)/ ve 51 = —3\/ﬁCpu, 62 = 3\/71Cpl,

R=+vn—1 (52—51)/(1‘2—1‘1)

ve g1, 5 (.) ise n— 1 serbestlik derecesine ve §; parametresine sahip merkezi olmayan t
)9
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dagilimini gosterir. Q¢ (¢,0; 0, R) fonksiyonu Es. 2.49’da verilmistir (Chou ve Owen, 1989).

0/ (t,8;0,R) :C(f)/OR {q) (%—6) xf_lq)(x)} dx (2.49)

Cpk i¢in giiven araliklar

Cpr ‘min giiven araligini tam olarak elde edebilmek, ¢ pk mn dagiliminin merkezi olmayan t

dagilimina sahip iki de8igkenin ortak dagilimini icermesi nedeniyle zordur.

Heavlin (1988), %100(1 — ) giiven araligimi yaklagik olarak Es. 2.50’de verildigi gibi

Onermistir.

A n—1 C% 6 . . n—1 c% 6
C — P 1 C )4 1
{”" Z0‘/2\/9;1(;1—3)+2(n—3)( o) ”"+Z“/2\/9n(n—3)+2(n—3)< i

(2.50)

Zhang, Stenback ve Wardrop, (1990), normal dagilim varsayimimna dayal olarak C pk TN
ornekleme dagilimmin varyansi ve ortalamasina iligkin tanimlamalar elde etmis ve

%100 (1 — o) giiven araligim Es. 2.51°deki bigimde formiile etmiglerdir.

n—1 1 A n—1 1 A
1— — | C | — = |C 2.51

Franklin ve Wasserman (1992) ise, n > 30 oldugunda, Bissell’in (1990) yonteminin %95 alt
kontrol limitini dogru bir sekilde elde etmedeki performansimi C pk nin birkag degeri igin

simiilasyon yaparak gostermistir. Bissell’in (1990) yontemi Es. 2.52°de verilmektedir.

A (2
N 1 (&
lcl — Cpk —Za — ( Pk)

¢ On  2(n—1)

pk

(2.52)

Burada, z, standart normal dagilimin iist & yiizdesini gostermektedir (Pearn ve Kotz, 2006:
51). Nagata ve Nagata (1994) Es. 2.52’de verilen formiile 1/30+/n ifadesini ekleyerek, iki
yanl1 giiven araliklarini hesaplamada simulasyon teknigi ile dogru sonuglar elde etmislerdir.
Nagata ve Nagata (1992) tarafindan C igin iki yanlh giiven araligi hesaplamada kullanilan

baska bir formiil Es. 2.53’de goriildiigii gibi verilmistir.
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. 1 Cra 1 Coy
Cpk_Za/2 %‘{‘m, Cok +Z2a/2 %—{- 20n—1) (2.53)

Es. 2.53’de verilen formiilden 1/(9n) ifadesi silindiginde, C,; 'nin yaklagik giiven aralig

Es. 2.54’e indirgenebilir.

Za A Za A
- I+ 254
( 2(n—1))c”"’ < i 2(n—1))c”"’ (259

Pearn ve Chen (1998), asimetrik tolerans smnirlarina sahip siiregler igin
T =[3(USL)—LSL] /4 olan A ve B gibi iki siireci ele almiglardir. A siirecinin ortalamasi
s = T, B siirecinin ortalamasi ug = LSL+ d /2; standart sapmalar1 64 = 65 = d /6 oldugu
bilinen bu iki siire¢ i¢in Eg. 2.29°da C,; = 1 oldugu goriilebilir. Her iki siire¢ i¢in uygun
olmama beklenen yiizdeleri %0,135 ise; A siirecinin iiretimi hedef degerde gergeklesirken;
B siirecinin iiretiminde hedef degerden uzaklagtigi dikkate alindiginda, Cp indeksi bu iki
stireci ayirmada basarili degildir. Bu problemi ¢6zmek amaci ile C;k olarak adlandirdiklari
bir indeks Onermigler ve bu indeksi diger genellestirilmis C,; indeksleri ile kargilagtirmigtir.
Es. 2.55’te Onerilen C;k indeksinin digerlerine gore daha iistiin oldugu goriilmiis ve
v dF—A*

k= T35 (2.55)

olarak tanimlanmistir.

Burada, A* = maks

* T * -T
d(/,t ) d(“ )}, D, =USL—-T; D, =T — LSL ve

D, ’ D,
d* = min{Dy;,D, } ile ifade edilir (Pearn ve Chen, 1998).

Cpk tahmini i¢in 6rneklem biiylikliigiine karar verilmesi

Cpr’min tahmin edicisinin 6rneklem dagiliminin C,’ye gore daha karmagik olmasi, ilgili
tahminlerin yapilmasini giiglestirmektedir. Cp’min tahmini i¢in Orneklem biiyiikliigiine
karar verilmesi ile ilgili olarak Kushler ve Hurley (1992), Bissell’in yaklagiminin (1990)
diger yaklasimlara gore hesaplama bakimindan daha kolay oldugunu ve daha dogru

sonuglar verdigini belirtmektedir.
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Franklin ve Wasserman (1992) n > 30 icin, Bissell’in yaklasiminin (1990) simulasyonla

Cpr’min alt %95 giiven limiti i¢in dogru sonuglar verdigini gostermistir.

Es. 2.52°de verilen Bissell’in yaklagiminin alt giiven simir1 n > 30 i¢in, 2n — 2 = 2n olarak

alinarak, C,}" degeri Es. 2.56’daki gibi elde edilmistir.

A 2
~ A Za 1 (Cpk)
Cop = Cp— Vet 3 (2.56)
Es. 2.56 kullanilarak 6rneklem biiyiiklugii,
A \2
1 (C) 1 1
2 P
Ga) g+ 5 A
k
n= . — (za)? "a —— (2.57)
(Eu—cig) (1-co /C)

olur. Burada n degeri, Cpx — Cit° , @, Cpi Ve Claf /Cpi degerlerine baglt olarak elde

pk
edilmektedir (Franklin, 1999).

C,;’va iliskin hipotez testleri

T

Cp 1le ilgili hipotezler asagidaki sekilde kurulur.
Hy : Cp < C (siireg yeterli degil) (2.58)
Hy : Cp > C (siireg yeterli) (2.59)

Hy hipotezi hakkinda karar vermek icin kullanilan p — degeri yeterli olmayan bir siirecin
(Hy : Cpr < C), yeterli bir siire¢ olarak (H; : Cpx > C) yorumlanma riskini ifade eder. Bu

durumda p —degeri < o ise yokluk hipotezi reddedilir ve siire¢ yeterli olarak degerlendirilir.

Pearn ve Lin (2002), C’pk’mn dagilim fonksiyonuna dayali olarak p — degeri hesaplamada

uygulama kolaylig1 saglayan pratik bir yontem gelistirmistir.

Pearn ve Kotz (2006: 57), Es. 2.58’de verilen yokluk hipotezi hakkinda karar vermek i¢in

Es. 2.60’daki ¢*(x) testini tanimlamigtir.
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¢* (x) = (2.60)

Es. 2.60'da Cpi > co ise, yokluk hipotezi (H, : Cpr < C), L tip hata olasihg «(cp) =
o ile reddedilecegi ifade edilmektedir. « ve C degerinin verilmesi durumunda ¢y degeri,

P (Cpr > co|Cp = C) = at esitligi coziilerek elde edilebilir.

Spesifikasyon sinirlarinin orta noktasi olarak ifade edilen m degeri ile hedef degeri 7 nin aym
oldugu (7 = m) siiregler i¢in Es. 2.34°te yeniden tanimlanan C,y, indeksi, Cpr = (£ — 1) /3
olarak yazilabilir. Burada, { = (1 —m)/c’dir. Cpr = C olarak verilirse, b = d/o esitligi
b = 3C + |&] ile ifade edilebilir. Yeterlilik kogulu C bilindiginde ¢* a iliskin p — degeri,

p—degeri=P (Cp > c*|Cu =C)

vn n-— n— .
:/Ob G<( lg)n(if); t))[¢(t+§\/ﬁ)+¢(t—§\/ﬁ)dr}

esitligi ¢oziilerek hesaplanabilir.

Benzer olarak, yeterlilik kosulu C, parametre &, 6rneklem biiyiikliigii n ve 1. tip hata olasiligi

o degerleri i¢in cq kritik degeri,

V(Do iligi ilebili
/ G (W) (@ (t+&E/n)+ ¢ (t — E\/n)dt] = o esitligi ¢oziilerek elde edilebilir.
0 n(c

Cpm indeksi

Hsiang ve Taguchi (1985) tarafindan tanimlanan C,,, indeksi, Taguchi’nin kayip fonksiyon
fikrine dayamr ve Taguchi indeksi olarak da adlandirlir. Cp,, indeksi, hedef deger (T')
etrafindaki kiimelenmeyi dikkate aldigindan, siirecin merkezlenme derecesini daha iyi
yansitir. Bu nedenle, siire¢ ortalamasinin konumu hakkinda C), ve Cp indekslerine gore
daha saglikli bir bilgi saglar. C,,, indeksi;

USL— LSL USL—LSL d
Com = = == (2.61)

6 162+<H_T)2 67 37
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olarak ifade edilir. Burada, USL — LSL, siirecin kabul edilebilir tolerans araligini;
d = USL — LSL/2, spesifikasyon aralik uzunlugunun (spesifikasyon bandinin) yarisini; ©
ise hedef degerden (T) ortalama sapmay1 ifade etmektedir.
12 = 024 (u—T)* = E[(X —T)?] terimi, iki varyans bileseninden olusur. Bunlardan ilki,
siire¢ ortalamasina gore, digeri de siire¢ ortalamasinin hedeften farkina gore belirlenir.
E[(X —T)z] kayip degerinin beklenen degeri oldugu igin, siire¢ degiskeni X’in kayip
fonksiyonunun, ( Kayip (X) = k(X —T)2 ) bir k pozitif sabit degerleri ile simetrik bir
karesel hata fonksiyonuna yaklagtig1 varsayilir. Bu nedenle C,,, yeterlilik indeksi kayip

degerine dayal1 bir indeks olarak tanimlanir.

Cpm indeksinin Eg. 2.61°de goriildiigii gibi, siire¢ varyansi arttifinda payda degeri de
biiyiiyecek, boylece C,;, indeksi kiiciilecektir. Ayrica, siire¢ ortalamasi hedef degerden
uzaklastiginda Cp,, indeksinin payda degerinin artacagi, bdylece C,, indeks degerinin
azalacagi, aym sekilde, siire¢ ortalamas: hedef degere yaklastiginda Cp,, indeksinin payda

degerinin azalacagi, boylece Cp,, indeks degerinin artacagi sOylenebilir.

Cpm indeksi siire¢ degiskenligini 6l¢gmesi bakimindan C), indeksinden farklidir. Cp,, indeksi
Cp ve Cpy indeksleri cinsinden Eg. 62°de goriildiigii gibi yazilabilir (Pearn ve Kotz, 2006:
67-68).

USL— LSL C C
Com = - P = Pk (2.62)

m6\/62+(,uT)2\/1+(§)2(1+ﬂcm> 1+<¥)2

Kotz ve Johnson (1999) T = m varsayimi altinda tanimlanan k = |u —m|/d ifadesini

kullanarak,

Cpi = Cp(1—k) (2.63)

~1/2

Cpm = Cp(1+9CK%) (2.64)

esitliklerini yazmistir.

Es. 2.63 ve Es. 2.64°de verildigi gibi C

ve C,,, indekslerini C, indeksi cinsinden
Pk 1Z P
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kargilagtirmiglardir. Boylece, 0 < k < 1 i¢in, C, nin kiigiik degerleri i¢in Cpy, indeksi Cy
indeksinden biiyiik olur. C,’nin bilyiik degerleri i¢in Cp,, indeksi Cp indeksinden kiigiik
olur. Aym zamanda, Cp;, indeksini, C, ve Cp indekslerini igerecek sekilde Es. 2.65°de

verildigi gibi de formiile etmislerdir.
5 —1/2
Com = cp{l +9(Cp— Cpp) } (2.65)

Cpm indeksi ve uygun olmama yiizdesi (%NC)

T = m varsayimu altinda, Es. 2.66’da verilen C,, indeksi y = 6/d ve § = (it —m)/d 'nin
bir fonksiyonu olarak Es. 2.66’daki gibi yeniden yazilabilir.

d 1
Cpm = = (2.66)

3ot (u—m? 3V(rP+E?)

Es. 2.66’dan & degeri,

- () ()

ya da

) ) w) e

olarak elde edilir. Burada,

0 < €] < 1/(3Cpm)’dir. Ornegin, 1 — ﬁ < C, <1 igin uygun olmama yiizdesi, normal

dagilim varsayimi altinda,

NG :1_¢(USL—LL)+¢ <u—LSL>

(o3 (o3

(2.69)

1 2 1 2
—(1-cC —(1-C
\/3Cpm2 ( a) \/3Cpm2 ( a)
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olarak elde edilir. Burada, C, siirecin merkezlenme derecesini 6l¢gmede kullanilan ve Es.

2.70’te ifade edilen dogruluk (accuracy) indeksidir.

|u—m|

p (2.70)

Co=1-

C, indeksi, merkez etrafinda kiimelenme yetenegini gosterirken, kullaniciyr siire¢
ortalamasinin genellikle hedef degere esit olan m degerinden sapmasina kars1 uyarir (Pearn

ve Kotz, 2006: 70-72).

Tek bir rneklem ile Cp,,’nin tahmin edilmesi

Chan ve digerleri (1988), C,,, indeksi i¢in Eg. 2.71°deki,

~ ~ d d

Cpm = Cpm(CCS) = o = 2 (2.71)
oy 3\/2;’:1(x,~— (n—1) 3\/ (X — T)

tahmin ediciyi 6nermistir. Bir bagka tahmin edici de Boyles (1991) tarafindan

A A d d

Com = Cpp, = (2.72)

3y (TR 3\/s,%—|-

biciminde Onerilmisgtir.

—E-T)

Siire¢ degiskeninin normal dagildig1 ve 7 = m varsayimi altinda Chan ve digerleri (1988),
C‘pm tahmin edicisinin olasilik yogunluk fonksiyonunu, Es.  2.73’de verildigi gibi

tanimlamiglardir.

. a
oo M(P)

a 1/a
fr(y) = T3P {—5 (y_z"')‘)] Y 7

S y>0 (2.73)
y =0 J'0(5 + )22

~ A
Burada, Y =Cpp, a = Clz,m (1 + —> (n—1) ve A = n(u —T)*/0? olarak ifade edilmistir.
n

Y=C »m tahmin edicisinin dagilim fonksiyonu ise Es. 2.74’te
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o= By e
_+_

Fy(y)=1—exp(—§> Yy —2—— /2y2t2 etdr, y>0 (2.74)
R (5+i) "

olarak tanimlanmistir. Es. 2.71 ve Es. 2.72°de tanimlanan tahmin ediciler incelendiginde

asimptotik olarak esit oldugu goriilebilir (Pearn ve Kotz, 2006: 74-75).

Y=C pm 1in beklenen degeri Eg. 2.75°de verildigi gibidir.

(n—l)l/zr<n—l>

i ) 2

E (Cpm) = e Com (2.75)
3)

Cpn ' nin Ortalama Hata Karesi (MSE) ise,

MSE (Co) =2, (n—l) {F(%—l) _Fz(njzl)} 276

2 riz @

olarak tanimlanr. C »m tahmin edicisi Cp;, indeksi igin yanh ancak, asimptotik olarak yansiz

bir tahmin edicidir.

Cpm 'nin "Yan" degeri;

Yan (épm) =F (épm) - Cpm

r (g) 2.77)

olarak elde edilir. Buradan,

: (:2)"r(e)
lim Yan (Cpp) = imCpyy (g — 1) =Cpm(1-1)=0

n
n—o N—so0 r(z
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olur ki bu da C’pm tahmin edicisinin asimptotik olarak yansiz oldugunu gostermektedir

(Stoumbos, 2002).

A

Cpm “nin r. momenti

Kotz ve Johnson (1993: 99-100), C‘,,m ‘nin r. momenti i¢in

o dyn\’ AN g (%)’ e
Hr (Cpm) :<3_> eXp(_E) LT E[<X’3+2j> }

n
(o} j=
: (2.78)
A jF n—l+-
dyn\’ A\ = \2 2
= (3= exn (-5 ) £ 5 -
30 = I )
2
formiilasyonunu tiiretmistir. Burada, ilk iki moment,
2\ /
. d A\ & <_> L (% +j
E (Cpm) =jexp (——) 2.' ( ,21 ) (2.79)

AN
Var(épm):(d—f)zexp<_i)i (5) L g, 2.80)

ile elde edilir.

Es. 2.79°da, d/30 yerine d /30 = C, esitligini ve A yerine A = n(u — T)?/o? esitligini
yazilarak yeniden diizenleyen Boyles (1991), E(C »m) 0in dogru bir yaklagimini 6nermis ve

n > 100 i¢in normal bir yaklagim gelistirmistir.

(n—141)+(n—1)
n(n+2) 2(n+24)

2(n+2A)

E (épm) -

Cp (2.81)

Es. 2.81°de goriildugii gibi, C’pm, Cpp’nin yanh bir tahmin edicisidir. C’pm ‘nin "Yan" degert;
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. (n —1 )
Yan (Cpm) = E (Cpm) — Com = C —,% — 1| olarak elde edilebilir (Pearn ve
2

Kotz, 2006: 76).

Cpm 1¢in gliven araliklari

USL—LSL USL—LSL
Cpm = = (2.82)
2
6\/62+(H_T) 6 62—}—(&)62
\/ n
ifadesi,
Com = USL;L(S;) ya da Cppuy/1+ (%) = % olarak yazilabilir. Boylece,
604/1+ n

¢ om ~ Cpmy [ 1+ <%) /12" " sekilde ifade edilebilir (Zimmer, Hubele ve Zimmer, 2001).

Boyles (1991) ve Pearn ve digerleri (1992) C’pm ‘nin,

. USL—LSL
Com ~ - (2.83)
6o in’l

n(u-T)>
62

olarak dagildigini gostermistir. Burada, in,/la n serbestlik derecesine ve A =
merkezi olmama parametresi ile merkezi olmayan Ki-kare dagilimina sahiptir (Kotz ve

Johnson, 1993: 99).

Cpm 1le merkezi olmayan Ki-kare dagilimi arasindaki iligki Zimmer ve digerleri (2001)

tarafindan gosterilmisgtir.

Zimber ve Hubele (1997), C »m tahmin edicisinin 6rnekleme dagilimi i¢in yiizdelik tablolari

elde etmislerdir. Cp,,’nin % a (1 — ) 100 giiven araligi,

(2.84)

épm épm
Y Ly A PR S —
N\ X°(1-a/2)n2 n\ X% (a/2).na
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ile ifade edilmistir. (Zimmer ve digerleri, 2001).

Cpm tahmini i¢in 6rneklem biiyiikliigiine karar verilmesi

Orneklem biiyiikliigiine karar verilmesi, maliyetle iligkili oldugundan veri toplama isinin
onemli bir adimidir. Franklin (1999), 6rneklem biiyiikliigiine karara vermek i¢in Boyles

(1991) tarafindan 6nerilen alt kontrol sinirim1 kullanarak bir formiil 6nermistir.

1 +2&2
uo 21527 ! (2.85)
9 (1+§2) ) clel 2/3
TG -l
2 2 Com

Bu esitligi elde edebilmek i¢in Cp, 'nin istenen alt kontrol sinirina (Cff,fi) baglh olarak

(Cle! /Cpm) oramna ve & = (i —T) /o degerine ihtiya¢ duyulmaktadir.

Cpn "ye iligkin hipotez testleri

Cpm indeksi kullanilarak, bir siirecin yeterli olup olmadigina karar vermek i¢in Es. 2.86-Es.

2.87°deki hipotezler test edilebilir.

Hy : Cpm < C (siireg yeterli degil) (2.86)
Hy : Cpy > C (siireg yeterli) (2.87)
Karar kuralina gore, C’pm > g ise yokluk hipotezi reddedilir. Burada, cq kritik degerdir.

Hedef degeri, spesifikasyon sinirlarinin ortasinda yer alan (T = m) siiregler igin C},, indeksi

yeniden Es. 2.88’deki gibi yazilabilir.

b
(301+¢€2)"?)

Com = (2.88)

Cpm = C ve b = d/o olarak verildiginde, b = 3C(1+ 52)1/ 2) olarak ifade edilebilir. p —

degeri ise,
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by/n/3c*
( b*n

p —degeri = /
/ 9(c*)?

—t2>¢(t+§\/ﬁ)+¢(t—§\/ﬁ)dt (2.89)

ile hesaplanir. Burada, G(.) x2_, in dagilim fonksiyonu ve ¢(.) ise standart normal olasilik
yogunluk fonksiyonunu gostermektedir. ¢*, érneklem verisinden hesaplanan C »m 1IN belli

bir degeridir.

Verilen o ve C degerleri i¢in, cq kritik degert,

P(Cpm > co|Com=C) =0 (2.90)
esitligi ¢oziilerek elde edilebilir.

Yeterlilik gereksinimi olarak adlandirilan C, £ parametresi, 6rneklem biiyiikliigii n ve L. tip

hata olasili§1 « verildiginde, Es. 2.91 coziilerek kritik deger c( elde edilebilir.

by/n/3co b
/ (9(6(:’)2—;2)¢(r+éj\/ﬁ)+¢(r—éjﬁ)dt:a (2.91)
0

p < a icin yokluk hipotezi reddedilir ve siirecin yeterli oldugu sdylenebilir (Pearn ve Kotz,

2006).

Vannman (1995), tek degiskenli ve Cp,, Cpx, Cpp Ve Cpi indekslerini iceren, Cp, (u, v) olarak

adlandirdig1 bagka bir yeterlilik indeksi 6nermistir. Bu indeks Eg .2.92°de verilmistir.

d—u|p—m|
3\/62+v(u—T)2

Cp (u,v) = (2.92)

Burada, u bilindigi gibi siire¢ ortalamasini, o siire¢ standart sapmasini, d = (USL— LSL)/2
spesifikasyon aralik uzunlugunun yarisini, m = (USL + LSL)/2 iist ve alt spesifikasyon

sinirlar arasindaki orta noktay1 ve 7', hedef degerini ifade etmektedir.

Es. 2.92’de goriilen u,v > 0 ise, Cp,(u,v) yeterlilik indeksinin « ve v "nin belli degerleri i¢cin

Cp, Cpis Cpm Ve Cppy indeksleri ile iligkisi, agsagidaki gekilde yazilmaktadir.
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Cp(0,0) =Cp, Cp(1,0) = Cpi., Cp(0,1) = Cpp, Cp (1,1) = Cpui

Bu dort indeks arasindaki iligski de Es. 2.93 ve Es. 2.94°de verildigi gibi gosterilmistir (Pearn
ve Chen, 1997).

Con=Cp{1+1u-1)/0P2} 2.93)

—1/2
Comt = Cp{ 1+ (1 =T) /o]’ | 2.94)

Pearn ve Chen (1997), calismasinda siire¢ ortalamasinin hedef degerden ayriligina gore
yeterlilik indekslerinin duyarlilifin1 siralamis ve en hassastan daha az hassasa dogru sirasi

ile Cppk, Cpms Cpic Ve Cp olacagini belirtmistir (Pearn ve Chen, 1997).
2.1.2. Normal dagilmayan siireclerde tek degiskenli siirec yeterlilik indeksleri

Siire¢ yeterlilik tahmini i¢in kullanilan standart teknikler genellikle parametrik varsayimlara
dayanir ve siire¢ yeterlilik indeksleri olarak adlandirilir.  S6zii gecen parametrik
varsayimlarin en onemlisi genellikle siirecin normal dagilmasidir. Bu varsayimda meydana
gelen bozulmalar siire¢ yeterliliginde yaniltic1 degerlendirmelere neden olabilmektedir. Bu
nedenle, bir iiretim siire¢ kalitesini degerlendirmede kullanilan siire¢ yeterlilik indeksleri
tartismali hale gelmistir. Bu tartisma bazi kalite uygulamacilarinin bu indeksleri saf disi
birakmalarina neden olmustur. Ancak, bir iiretim siirecinin yeterlili§inin belirlenmesi
endiistriler icin yararli sonuclar saglar. Bu nedenle siirecin normal dagilmamasi durumu

icin gecerli yontemler gelistirilmesi biiylik onem tasimaktadir (Polansky, 2001).

Son yillarda kalite degiskenlerinin normallik varsayimimi saglamadigir durumlarda siirec
yeterlilik analizi icin Onerilen iki yaklasim gbdze carpmaktadir. Bu yaklasimlardan ilki,
normal dagilima uygun olmayan veriyi normal dagilima doniistirmek ve daha sonra
yeterlilik indeksleri i¢in Onerilen klasik yaklagimlari kullanmaktir. Bu amacla en cok
kullanilan doniisiim teknikleri, Johnson (1949) ve Box-Cox (1964) Gii¢ doniisiim
teknikleridir.  Ikinci yaklasim, dagilimin bilinmedigi durumlarda veriyi bir dagilima

uydurmak ve daha sonra normal olmayan yiizdelikler kullanilarak siire¢ yeterlilik
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indekslerini tahmin etmektir. Bu amacla en c¢ok kullanilan yontemlere 6rnek olarak, Burr

(1942) ve Clements (1989) yiizde metodu verilebilir.

Kalite degigkeninin dagilimi Normal, Lognormal, t, F, Beta ve Gamma dagilimlarin1 iceren

Pearson ailesi olasilik egrilerinden birine sahipse;
P(LPL<u <UPL)=1-0,0027 =0,9973 (2.95)

seklinde tanimlanir. Clements (1989), normal olmayan siire¢ yeterlilik indekslerini tahmin
etmek icin Pearson dagilim egrisini kullanarak Es. 2.104’de siire¢ ortalamasi (i) yerine siire¢
ortanca degerini (M) kullanmigtir. Bunun nedeni, siire¢ ortancasinin, siire¢ ortalamasina
gore, ozellikle uzun kuyruklu carpik dagilimlara daha az duyarli (robust) olmasidir (Pearn

ve Chen, 1997).

Clements (1989) yiizde metodunda, U PL, Pearson ailesinin 99,865 yiizdeligi; LPL, Pearson

ailesinin 0, 135 yiizdeligi olarak ifade edilmistir.

Klasik siire¢ yeterlilik indekslerinde kullanilan 60 yerine UPL — LPL aralik uzunlugu

kullanilir. Bdylece, normal olmayan siire¢ yeterlilik indeksi C,,

USL—LSL
c,— (2.96)
X99,865 — X0,135

olarak, Cpy ise

USL—
Cpy = ——— 50 (2.97)
X99,865 — X50
—LSL
Cp =02 (2.98)
X50 — X0,135
Cpk = min{Cpy,Cp; } (2.99)

olarak tanimlanmaktadir.

Burada, x, = p x 100. yiizdelik degeri olarak tanimlanmigtir.
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Pearn ve Kotz (1994), Clements (1989) yontemini esas alarak Cp,, ve Cp, indekslerini Es.

2.100 ve Es. 2.101°de verildigi gibi Onermistir.

USL—LSL

Com = 8 (2.100)
6\/ [%99.865 ;JCo,ws} S (M—T)?
USL—M M — LSL
Cpmk = min ; , > (2.101)
3\/ [x99786; ] M-T) 3\/[ ?;0,135} FM-TY?

Pearn ve Chen (1997), Vannman (1995) tarafindan tanimlanan C), (#,v) indeksini normal
dagilim varsayimi olmadigi durumlar igin Cy, (u,v) ve Cllvp (u,v) olarak adlandirdig1 iki

indekse genellemistir. Cy, (u,v), Es. 2.102°de goriildiigii gibi tanimlanmugtur:

d—u|M—m|

Foo.s65 — Fo 13512
3\/{ 9978656 071351 (M =T)?

Burada, Fy, @ "nc1 yiizdelik (percentile); M, dagilimin ortancast m = (USL— LSL)/2; u,v >

Cnp (u,v) = (2.102)

0 seklindedir. Cp, (#,v) taniminin bulundugu Es.2.92’de siire¢ standart sapmast ¢ 'nin yerine
M konularak Es. 2.102’nin elde edildigi aciktir. Boyle bir yerine koymadaki esas
amag, ortalamadan (1) F 30 sinirlart disinda kalan uygun olmama orani %0,27 olan normal
dagilim ozelligini taklit edebilmektir. Béylece, Cw), (u,v) = 1 olarak hesaplandiginda (siireg
iyi bir sekilde merkezlenmigse); spesifikasyon sinirlar1 (LSL, USL) disina ¢ikma olasiligi
onemsiz derecede kiigiik olacaktir. Parametre degerleri (u,v) "nin (0,0); (0,1); (1,0) ve

(1,1) degerleri i¢in dort farkli forma genellenmistir. Normal dagilim varsayimi olmaksizin

kullanilabilen bu indeksler Es. 2.103-Es. 2.106’da goriilmektedir:

USL— LSL
Cynp=————— (2.103)
P Fog 865 — Fo.135
USL—M M — LSL
Cnpk = min (2.104)

Fog 865 — F0,135 " F99 865 — F0.135
2 2
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USL— LSL
Copm = (2.105)

Foo 865 — Fo.135 ] °
6\/[ 99,8656 0,135] S (M-T)?

USL-M M —LSL

Foo 365 — Fo 135 ] 7 Foo 365 — Fo 135 ]°
3\/{ 99,8656 0,135] L M—TY? 3\/{ 99,8656 0,135} L M-T)?

(2.106)

CNpmk = min

~1/2
Yukarida tanimlanan dort indeks arasindaki iliski Cypm = CNp{l +[(M-T)/ G*]Z} ve

Civpkc = CNpk{l +[M=T)/c"] 2}

/2
seklindedir.

Burada, o* = M olarak verilmistir.

Pearn ve Chen (1997), siire¢ ortancasimin hedef degerden ayrilisina gore yeterlilik
indekslerinin en duyarlidan az duyarliya dogru siralamisinin Cyppk, Cnpms Cypi V€ Cnp
seklinde olacagim belirtmistir. Ayrica, simetrik tolerans simrlart i¢in Cypr = (1 —k)Cy), ve
Cnpmk = (1 — k)Cnpm oldugunu gostermislerdir. Burada, k = [M —T|/d "ayriima oram"
olarak ifade edilmistir. Siire¢ ortalamasi hedef degere esit oldugunda, k=0 ve
Cnp = Cnpk = CNpm = Cnpmk = d /30 oldugu agik¢a goriilmektedir. Diger taraftan, siireg
dagilimi normal dagilim oldugu durumda u = M ve 6* = ¢ dir. Bu durumda, genellenen

Cnp(u,v) indekslerinin parametrik C,, (u,v) indekslerine indirgendigi goriilmektedir.

Pearn ve Kotz (1994) ve Pearn ve Chen (1995), Clements yiizde metodunu, normal olmayan
Pearson dagilimlarina uygulamis ve C,(u,v) i¢in tahmin ediciler 6nermislerdir. Onerilen
tahmin ediciler ortalama, standart sapma, basiklik ve ¢arpiklik tahminlerinden yararlanilarak
iki yiizdelik olan Fyg ge5 Ve Fp 135 i¢in U}, ve L, tahminlerine dayalidir. Bu tahmin edici, Es.

2.107°de verilmistir.
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/ USL—LSL
Cy, (u,v) = (1—u)x* +

2
F — K
6\/[ 99,8656 0,135] +v(M—T)2

USL-M M —LSL

uxmin ,

3\/[F99’8653_R)’135}2+V(M—T)2 3\/{W}Z+V(M—T)z
(2.107)

onerilen indeksler parametre degerleri (#,v) ’nin (0,0); (0,1); (1,0) ve (1,1) degerleri i¢in
dort farkli forma genellenmistir. Bu genellestirilmis formlar Es. 2.108-Es. 2.111°de

verilmektedir (Pearn ve Chen, 1997).

Cyp = —F;g]j; :?j ?35 (2.108)

G

Chipm = st - LZSL (2.110)
6\/ [—F bo 565 1t OJ”] +(M—T)*

Chypmi = min usL—M M- L3L (2.111)

3\/[M}2+(M—T)2, 3\/[%]2+(M—T)2

Pearn ve Chen (1997) A, B ve C gibi Ki-kare dagilimina sahip ii¢ siireci Es. 2.103-Es. 2.106
ve Es. 2.108-Es. 2.111°de verilen indeksleri karsilastirmak amaci ile incelemistir. Onerilen
Cyp indeksinin siireg yeterliligini 6lgcmede c ~p ve Cp (u,v) indekslerine gore daha tutarl ve

daha dogru sonug¢ verdigini gostermistir.

Liu ve Chen (2006), Clements (1989) yiizde metodunda Pearson dagiliminin yiizdeliklerini
kullanmak yerine Burr dagiliminin yiizdeliklerini kullanmiglardir. Burr (1942), X rastgele
degiskeninin yiizdeliklerini elde etmek icin Burr XII dagilimi olarak adlandirilan bir dagilim

onermistir. X rastgele degiskenin dagilim fonksiyonu,
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1—(1+x)% | x>0,¢>0,k>0

0 , x<0

olarak tammmlanmugtir. Karsilikli doniistimler (1 —F (%)) ile elde edilen yeni Burr XII

degiskeni Y 'nin dagilim fonksiyonu ise,

14y | y>0,c>0,k>0
G(y) = 2.112)

0 , y<0
olarak tanimhidir. Burada, ¢ ve k sirasiyla carpiklik ve basiklik katsayilaridir.

Burr yiizde metodunun adimlar1 (Ahmad, Abdollahian ve Zeephongsesekul, 2008) tarafindan

asagidaki gibi aciklanmustir.

Adim 1’de orneklem verisinden Orneklem ortalamasi ¥, standart sapmasi s, carpiklik

katsayisi s3 ve basiklik katsayisi s4 tahmin edilir.

 (n—2)
%= n(n—l)s3

_ (n=2)(n—-3) (n—
“=T o e

Adim 2’de yukaridaki esitlikler kullanilarak standartlastirilmis oz carpiklik ve oy basiklik

momentleri hesaplanir.

Adim 3’te, hesaplanan o3 ve oy degerleri kullanilarak Burr parametrelerinden en uygun ¢
ve k segilit. Z = (Y — u)/o ile standartlagtirilan degiskenlerin dagilimini elde etmek icin

BurrXII dagilimi kullanilir. Burada Y, Burr rastgele degiskenidir.

Burr tablosu kullanilarak standartlagtirilmg degerler Zg 00135, Zos ve Zog9ges elde edilir.
X’in ilgili ytizdelikleri, iki standartlastirilmis degerin agagidaki gibi eslestirilmesi sonucu

elde edilir.



46

X-0_¥-p)

N (o3

Ust, medyan ve alt yiizdelik degerleri asagidaki gibi hesaplanir.
X0,135 = X+ 570 00135

Xso =X+ 525

X99.865 = X+ 5Z0,99865

Son adimda ise, yukarida elde edilen esitlikler kullanilarak Es. 2.96-Es. 2.99°da verilen C,,

Cpu, Cp ve Cpy siireg yeterlilik indeksleri hesaplanabilir.

Ahmad ve digerleri (2008), Box-Cox doniisiimii, Clements ve Burr yiizde yontemlerinin
normal olmayan siireclerde yeterlilik indeksi hesaplamadaki dogrulugunu incelemek
amactyla Weibull, Gamma ve Lognormal dagilimlarina sahip her birinin orneklem
biiytikligii 100 olan 30 orneklem iireterek elde ettikleri verilere Box-Cox doniisimii ve
Clements ve Burr yiizde metotlarim uygulamiglardir. Kargilastirma kriteri olarak C‘pu ele
alinmistir. Her {i¢ yontem i¢in elde edilen C‘pu degerlerinin ortalama ve standart sapmalari
hesaplanmistir. Sonug olarak, Burr yiizde yonteminden elde edilen C pu degerleri belirlenen
¢ pu degerlerinden, en az sapmayi gostermistir. Burr yiizde metodu kullanilarak elde edilen
C'pu degerlerinin standart sapmasi, Clements yiizde metodu kullanilarak elde edilen C'pu
degerlerinin standart sapmasindan daha kiiciiktiir. Box-Cox doniisiim yontemi ile elde
edilen C pu degerleri belirlenen C,,, degerlerine yakin degildir. Biiyiik 6rneklemlerin her ii¢
metot i¢in de daha iyi sonuglar sagladig1 goriilmiistiir. Boylece, Burr yiizde metodunun

diger iki metoda gore daha dogru sonuglar verdigini gostermiglerdir.
2.2. Cok Degiskenli Siirec Yeterlilik Indeksleri

Bu boliimde, cok degiskenli siire¢ yeterlilik indeksleri normal dagilim gosteren ve normal

dagilim gostermeyen siiregler olarak iki sinifta incelenmistir.
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2.2.1. Cok degiskenli normal dagilan siireclerde siirec yeterlilik indeksleri

Cogu siiregte uygulamada birden fazla kalite de8iskeni bulunmaktadir. Bu degiskenler
genellikle birbirleri ile iligkili oldugu i¢in ¢ok degiskenli yeterlilik indekslerine gereksinim
duyulmustur. Cok degiskenli siirecler icin literatiirde yer alan calismalar dort grupta

incelenmis buna gore ¢ok degiskenli siire¢ yeterlilik indeksleri,

1. Tolerans bolgesi ile siirec bolgesini birbiri ile oranlamaya dayali olarak,

2. Uygun olmayan iiriin elde etme olasilifina dayali olarak,

3. Temel bilesenler analizi kullanilarak degiskenler arasi korelasyonu kaldirmaya yonelik
olarak,

4. Diger yaklasimlar kullanilarak
elde edilmistir (Shinde ve Khadse, 2009).
2.2.2. Grup I’de yer alan bashca calismalarin incelenmesi

Hubele, Shahriari ve Cheng (1991), ii¢ bilesenden olusan bir [Cp,,, PV, LI yeterlilik vektorii
tanimlamigtir.  Yeterlilik vektoriiniin ilk bileseni C,,, Es.  2.113’de verildigi gibi

tanimlanmustir.

v 1/v

_;1 (USL; — LSL;)

Com= | (2.113)
Y (UPL;—LPL;)

Burada,

USL;: i. kalite degiskeni icin {iist spesifikasyon sinirini, LSL;: i. kalite degiskeni icin alt
spesifikasyon simirini, UPL;: i. kalite degiskeni i¢in modifiye edilmis siire¢ bolgesinin iist
spesifikasyon sinirimi, LPL;: i. kalite de8igskeni icin modifiye edilmis siire¢ bolgesinin alt

spesifikasyon sinirin1 ve v : kalite degigkeni sayisin1 gostermektedir.

Yeterlilik vektoriiniin ikinci bileseni PV ise,
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Fon—y (2.114)
v
olarak tanimlanmuistir.

Burada, 7% =n(X—T) ‘51 (X —T) olarak ifade edilmistir. T hedef vektériinii, X érneklem
ortalama vektoriinii, S, 6rneklem varyans-kovaryans matrisini, n 6rneklem biiyiikligiinii ve

F, n—y ise (v,n —v) serbestlik derecelerine sahip F' dagilimini ifade etmektedir.

Yeterlilik vektoriiniin {iciincii bileseni LI, modifiye edilmis siire¢ bolgesi ile tanimlanan
tolerans bolgesini karsilastirir.  Bu bilesen modifiye edilmis siire¢ bolgesinin tolerans
bolgesinin disina diislip diismedigini gosterir. LI = 1 olursa, modifiye edilmis siire¢ bolgesi

tolerans bolgesinin i¢ine; LI = 0 ise disina diistiigii soylenir (Pan ve Lee, 2010).

Taam, Subbaiah ve Liddy (1993), MC, ve MC,, olarak gosterdikleri ¢ok degiskenli iki

yeterlilik indeksi Gnermistir.

MC. — hacim (Ry)
P hacim (Ry)

Burada,
Ri: modifiye edilmis tolerans bolgesini

R>: cok degiskenli normal dagilima sahip oldugu varsayilan siire¢ bolgesinin hesaplanan

%99,73’unu ifade etmektedir.

Modifiye edilmis tolerans bolgesi, Pan ve Lee (2010) tarafindan sekil 2.3 te cizildigi sekilde

gosterilmisgtir.



49

Tolerans bilgesi

/

USL; | - - - -

H:Modiﬁye edilmis tolerans

bilgesi

LSLy | — — - -

I |
LSL, USL,

Sekil 2.3. Tolerans bolgelerinin gosterimi

Modifiye edilmis tolerans bolgesi hedef degerde merkezlenmis ve orijinal tolerans bolgesinin

icine diigen en genis elipsoid oldugundan MC,,, Es. 2.115°de verildigi gibi tanimlanmigtir.

1
MCp = MCy - (2.115)

/ 1/2
Burada, D = (1 +(u-T)Z (- T)) olarak ifade edilen diizeltme faktoriidiir ve siireg
ortalamas1 hedef degerden sapmug ise kullanilir. MC, indeksi Es. 2.116’da oldugu gibi

tanimlanmustir.

(.ﬁ ) 7/2[C (v/2) + 1]
i=q

M Sk ) PIC Gy + 1]

(2.116)

Burada, i = 1,2,...,v 'nci kalite degiskeni icin,

ri = (USL; — LSL;)/2 ve I'(.) ise Gamma fonksiyonunu gostermektedir.

MC), indeksi, Pearn, Wang ve Yen (2007) tarafindan Eg. 2.117 de verildigi gibi onerilmistir.
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__hacim (modifiye edilmis tolerans bolgesi)

MCP - /
hacim |(X—p) 21 (X—pn) < Q*

(2.117)
_hacim (modifiye edilmis tolerans bolgesi)

v/2 _
(20 9073)" 2120 (v/2) + 1]

Burada, Q* v serbestlik derecesine sahip y? dagilimimin 99,73’ncii yiizdeligini, |Z| ise, Z

‘nin determinantin1 gdstermektedir.

MC,, tahmin edicisi MCp Es. 2.117°de goriilen |X| yerine |S| yazilarak,

hacim (modifiye edilmis tolerans bilgesi)

MCp =
P hacim (%99.73 siire¢ bélgesi)
(2.118)
_hacim (modifiye edilmis tolerans bolgesi)
- 2iall/2 -1
(2209073)" IS [0 (v/2) +1]
biciminde elde edilir.  Burada, S Ornek varyans-kovaryans matrisi ve |S|, S ’nin

determinantidir.

Pan ve Lee (2010), MC, ve MC,, indekslerinin tahmin edilmesinde Taam ve digerleri
(1993)’nin ¢oklu kalite degiskenleri arasindaki korelasyonu dikkate almamalar1 ve Hubele
ve digerleri’nin (1991) Onerdigi, ii¢c-bilesenli yeterlilik vektoriindeki uygulama zorlugu
nedeniyle NMC,, ve NMCp,, olarak adlandirdiklar iki yeterlilik indeksi tanimlamigtir. Es.
2.117°de verilen MC), indeksinin daha basit olarak Es. 2.119°da verilen bi¢imde

hesaplanabilecegini gostermiglerdir.
MC, =|p|~"/? (2.119)

Burada, p korelasyon matrisini gostermektedir. Korelasyon matrisinin determinant degeri 0
ile 1 arasinda bir deger alacagindan Es. 2.119°da goriilen MC), indeksi 1’den biiyiik
degerler alabilir. Diger bir ifade ile, kalite degiskenleri bagiml ise, MC), indeksi 1’den
biiyiik olacaktir. Bu durumda, siire¢ performans tahminleri gercek degerlerini asabilir.
Benzer bigimde, ¢oklu kalite degiskenleri bagiml ise MC,,, = MC,,/D indeksi i¢in de ayn1

sorun s0z konusudur. Bu durumu g6z 6niinde bulunduran Pan ve Lee (2010), Sekil 2.3’te
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tanimlanan tolerans bolgesini revize ederek Sekil 2.4°de goriildiigii gibi yeni bir bolge

Onermistir.
Tolerans bélgesi
USL: | - - - -
1fve edilmis tolerar
*— Yeni toleray

LSl F - - - -

| I

I |

| [

| I

LS5SL, USL,

Sekil 2.4. Yeni tolerans bolgesinin gosterimi

Yeni tolerans bolgesinin, kalite degiskenleri arasindaki kolerasyonu dikkate alinarak
cizilmis olmas1 nedeniyle iligki yoniinde egimli bir elipsoid seklinde oldugu Sekil 2.4’te
goriilmektedir. Pan ve Lee (2010) tarafindan tanimlanan yeni tolerans bolgesi, Es. 2.120’de

verildigi gibi Onerilmistir.
Ega-r = {X eRY|(X-T) (A") " (X~-T) =d2} (2.120)

A* Matrisinin elemanlari agsagidaki gibidir:

USL; —LSL;\ (USL;—LSL;\ . .
pij 517]:17"'7‘}

2d 2d

T, hedef vektoriinii, p;; , i. kalite degigkeni ile j. kalite degiskeni arasindaki korelasyon
katsayisin1 ve USL; — LSL; ise E4 4+ 7 elipsoidini ¢evreleyen dikdortgenin her bir tarafindaki
spesifikasyon genisligini gostermektedir. Boylece Pan ve Lee (2010) tarafindan tanimlanan

yeni indeks, Es. 2.121°deki bi¢cimde yazilabilir.

<1+(X—T)'21(X—T)>_l/2 2.121)
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d? = %12_ oy 15¢, NMCpy Es. 2.122°deki gibi yeniden yazilabilir.

Wit ) )]
ot o) TG

— NMC,/D

~1/)2

NMC,, <1 F(X-T)Z ! (X — T))
(2.122)

o 1/2
Burada, NMC, = (JA*|/|£])"/? ve D = (14 (X-T) (£)~' (X-T))

olarak ifade edilmistir. D, siire¢ ortalamasi ile T hedef vektorii arasindaki uzakligin

Mahalanobis fonksiyonudur.

X1,...,Xp, v kalite degiskenine sahip cok degiskenli bir siirecten rastgele alinan n

biiyiikliigiindeki Orneklem i¢in NMC),, indeksinin tahmin edicisi Es. 2.123’deki gibi

hesaplanmugtir.
NMC, = (|A*|/|S])"/? (2.123)

Burada, S bilindigi gibi 6rneklem varyans-kovaryans matrisi,

S=(n— 1)71 Y (Xi— X), (X; —X); X, érneklem ortalama vektoriidiir.
i=1

_ n
X =n~! ¥ X biciminde tanimlanr.
i=1

2.2.3. Grup II’de yer alan bashca calismalarin incelenmesi

Gonzales ve Sanchez’e (2009) gore, "Yeterlilik indeksleri uygun olmayan {iiriin orani ile

yakindan iligkili olabilir."

Bu yorumlama tek degiskenli ve merkezlenmis siiregler i¢in klasik C, indeksini
hesaplarken gecerli olabilir. Ornegin Cp = 0,5 ise siirecin yeterli olmasi i¢in (C, = 1)

standart sapmanin %50 gibi bir degere kadar indirilmesi gerekir. Ancak, merkezlenmemis
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ve cok degiskenli siirecler icin boyle bir yorumlamayr miimkiin kilan bir yeterlilik indeksi
mevcut degildir. Buradan yola ¢ikarak Gonzales ve Sanchez (2009), siirecin hedeflenen
yeterliligini koruyabilmek icin siirecteki deg8iskenligin ne kadar azaltilmasi ya da
arttirllmast gerektigini dogrudan yorumlayabilen tek degiskenli ve cok degiskenli siireg
yeterlilik indeksleri onermistir. Tek degiskenli siirecler icin Onerdikleri yeni indeks uygun
olmayan iirin oran1 p ile dogrudan iligkilidir ve C, ile gosterilmistir. Burada n, uygun
olmama oranmm (noncomforming propotion) ifade etmektedir. C, =1 1se,
P(X € TB) = 1 — o olarak tammlanmigtir. Burada, X ~ N (i,X?) ve TB ise tolerans
bolgesini gostermektedir. C, indeksi, gercekte siirecten elde edilen degiskenlik ile tolere

edilen degiskenligin oranlanmasina dayanir ve Es. 2.124°de goriildiigii gibi ifade edilmistir.

Zm k.
Cp = % (2.124)
251 aks» X ile ayn1 yogunluk fonksiyonuna sahip X, siirecinin P (LSL < Xyqs < U SL) =

1 — « ifadesini dogrulayan varyans degeridir. X, ise, siire¢ ortalamasi ayni kalmak kosulu

ile p = o olmasin1 miimkiin kilan en biiyiik standart sapmadir.

C,, ’nin ¢ok degiskenli siirecler i¢cin tanimlanmasi

Es. 2.124’de tanimlanan tek degiskenli C,, indeksinin cok degiskenli siirecler icin uyarlamasi

Es. 2.125’de goriildiigii gibi ifade edilmistir.

)’Z|maks 1/2

2|

Co=1f (2.125)

Burada, f(.) indeksin 6zel kullanimlarina bagl olarak alternatif kullanimi Es. 2.126’da

verilecektir.

Burada, ¥, siirecin varyans-kovaryans matrisi; X™, P (X" ¢ TB) = a ile X" ¢ok

degiskenli siirecinin izin verilen maksimum varyans-kovaryans matrisidir.

X cok degiskenli siirecinin degigkenleri birbirinden bagimsiz degildir. Bu degiskenler, Y
bagimsiz faktorlerin kombinasyonu olarak diistiniilebilir. Cok degiskenli analizde bu

bagimsiz faktorler genellikle latent (gizli) faktorler olanak bilinir ve Y bagimsiz
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faktorlerinin varyanslarinda meydana gelen bir degisim, X degerinde bir degisime neden
olacag i¢in siire¢ degiskenliginin birincil nedeni olarak sayilabilir. Y bagimsiz faktorlerinin
varyanslarindaki degisimler incelenerek cok degiskenli problemin ¢oziimlenme sorunu, tek

degiskenli problemin ¢6ziimlenmesi seklinde ele alinabilir (Gonzales ve Sanchez, 2009).

Gonzales ve Sanchez (2009), normallik varsayimi altinda temel bilesenler analizi
kullanarak Y bagimsiz faktorlerini elde edip, yeterlilik analizini temel bilesenlerin
varyanslarindaki deg8isim olarak ele almiglardir. Tanimlamalarinda, bilinen temel bilesenler

analizi terminolojisini kullanmislardir. Buna gore,
L =CDC

Burada, C: X’min O6zvektorler matrisini, D: kosegenleri ozdegerlerinden olusan (A;

i=1,2,...,m) kosegen matrisini gostermektedir.

Y;, temel bilesenler analizi sonucu elde edilen i. bagimsiz faktoriinii géstersin. Bu faktoriin
varyansi, A; ozdegeri ile bl-2 faktorii carpilarak degistirilirse, elde edilen yeni 0zdegerler

matrisi D?l.) ile gosterilir.

Dzki) = diag(ll,lz, .. ,bizli, ..,),m)
i. bilesenin varyansinda meydana gelen bu degisimin X’de neden oldugu degisimin sonucu
X(*l.) ile ve dagilimi da X(t.) ~N (/.L,ZZ‘I.)) ile gosterilsin. Burada, Zz‘i):CD;‘CI ile ifade edilir.
Bu yeni dagilim p’(‘l.) = P(X’(‘i) ¢ TB) uygun olmayan iiriin oranini icerir. Eg. 2.125°de verilen

C, indeksi genel olarak Es. 2.126°da gortildiigii gibi ifade edilmigtir.

» m 1/2
‘Z"?aks 1/2 (b;nakv) H )Li
i = | 2 = —5"—| =pr (2.126)
) |Z| II_nI A’i 1

pinaks, P = e ilei. faktorde 2'(’5!'“ degisime neden olan degerdir ve C,,; > 1, i=1,2,...,m

ise siire¢ yeterlidir.

Siireg yeterli degilse, G, ; indeksi hangi faktoriin diizeltilmesi gerektigini gosterebilir.
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Diger bir ¢alismada ise, Castagliola ve Castellanos (2005), iki degiskenli normal siirecler
icin BC), ve BC; olarak tanimladiklar1 yeni yeterlilik indeksleri dnermigtir. Siire¢ kalite
degiskenlerinin (X;, X>) ve tolerans sinirlarinin X i¢in [L;, Up]; X» icin [Ly, U;] olarak
gosterildigi varsayildiginda, bu sinirlarin olusturdugu tolerans bolgesi A ile gosterilmistir.
Y “nin 6zvektorleri kullanarak siire¢ bolgesini A;, i=1,2,3,4 olan dort bolgeye ayirmiglardir.
Normal dagilimin simetrik 6zelligi nedeniyle, her bir A; alaninda gézlemlenenlerin oraninin
1/4 oldugu ifade edilebilir. Ay,A,A3,A4 bolgelerinin tolerans bolgesi A ile kesisen poligan

konveksleri Q1, 0>, 03, Q4 olarak tanimlanmustir (6rnegin Q; = ANA; ).

Her bir A; ve tolerans bolgesi icinde gozlemlenenlerin orani ¢;, i=1,2,3,4 olarak ifade edilirse,

A; bolgesinde olusan uygun olmayan birimlerin orani p; = }T — g; olmak {izere,

1 _ » _ r
BCp = smin{=¢~"(2p1), 9" (2p2), =9~ (2p3), =9~ (2p4)} (2.127)
biciminde ifade edilebilir.

Castagliola ve Castellanos (2005) Es. 2.127°de tanimladiklar1 bu indeksin BC‘pk tahmin
edicisini elde edebilmek icin bir prosediir gelistirmiglerdir. Bu prosediiriin algoritmasi

asagidaki gibi 6zetlenebilir.

Xi,...,X,, kontrol altinda bir siiregten c¢ekilen n biiyiikligiinde bir 6rneklem ve

X = (X1 ,Xk,z)/ ise,

1. orneklemden beklenen deger vektoriiniin ve varyans-kovaryans matrisinin tahminleri
- 1n
elde edilir. g = - ) X;
n k=1
~ 1 n R T
L= Y (Xe—f)(Xe—f1)
n—1=
¥ nin d6zdegerleri ve 6zvektorleri hesaplanir.

01,02, 05,04 konveks polinomlarinin koseleri hesaplanir.

41,42,43, 44 oranlar1 hesaplanir ve p; = % — g; elde edilir.

wok »n

Buradan,
BCp = imin{—¢="(2p1),— 9" (2p2),— 9" (253),— 9" (2p4)}

tahmini elde edilebilir.
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Castagliola ve Castellanos (2005), benzer bicimde yeni BC), indeksini Es. 2.128’de

goriildiigii gibi tanimlamiglardir.
BC, = BC;k = maksBC (2.128)

BCpr, —®7 ' (2p1),—@ 1 (2p2),—@ 1 (2p3) ve — D! (2p4) degerleri arasinda minimum
degere sahip olan olarak tanimlandigi i¢in, BCp,; maksimum degerine ancak su durumlarda

ulagir:

o —®71(2p)) =D (2p) = —@ ! (2p3) = —D ! (2p4) maksimum oldugunda,
* p1=py = p3 = ps =4 minimum oldugunda ya da

* g1 =q2 = q3 = g4 = ¥ maksimum oldugunda.

Boylece,

1 1
BC,=BCj; = —§q>—1 2% (p/4)} = —§¢_1(p/2) (2.129)

olarak elde edilebilir.

Burada, uygun olmayan iiriin oranm1 p Es. 2.130’da,

p =2®(-3BC)) (2.130)
olarak tanimlanmisgtir.

2.2.4. Grup IIT’te yer alan bashca calismalarin incelenmesi

Wang ve Chen (1998), normal dagilima sahip coklu kalite degiskenleri arasindaki
korelasyonu ortadan kaldirmak i¢in temel bilesenler analizi kullanarak kisa donemli
tiretimler igin cok degiskenli bir siirec yeterlilik indeksi onermistir. Onerdikleri yeni indeks
Es. 2.131°de goriildiigii gibi elde edilir.

1/v
(2.131)

v
HCp:PCi
i=1
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USLpc, — LSLpc,

6 \ A'PC,‘

Burada, Cp.pc;, =

Cp.pc;» i. bilegenin tek degiskenli C), yeterlilik indeks degerini; LSLpc; ve USLpc, i. bilegenin
alt ve iist spesifikasyon sinirlarini ifade eder. Apc,, i. bilesenin 6zdegeri; v, segilen bilesen

sayisidir. Benzer bigimde Cpy.pc; ve Cpm:pc; indekslerini de tanimlamuglardir.

Wang (2005), ¢ok degiskenli siire¢ yeterlilik indekslerini, temel bilesenler analizine dayali
yeni bir prosediir kullanarak elde etmeye ¢alismistir. Bu prosediire gore, ¢cok degiskenli
siire¢ yeterlilik indekslerine agirliklandirilmig geometrik ortalamalara dayali olarak karar
verilir. Ilk bilesen ¢oklu kalite degiskenlerinin varyansmin en biiyiik kismini; ikinci bilesen
bu varyansin ikinci en biiyiilk kismini aciklar ve bu sekilde diger bilesenlerin varyansi
aciklama oranlar1 belirlenebilir. Wang’in (2005) onerdigi yeterlilik indeksleri Es. 2.132 ve
Es. 2.133’de goriilmektedir.

1

! Timpev

Mc, = TICx (2.132)
i=1
! . Ti_gev

MCp = ’ITICP‘;W (2.133)

Burada, e,, v. bilesenin 6zdegerini; 7, bilesenlerin sayisim gosterir. MC, ve MCy, C), ve

Cpr’min kisa donemli ¢ok degiskenli siireg yeterlilik indekslerini ifade eder.

Shinde ve Khadse (2009), Wang ve Chen (1998) tarafindan tanimlanan LSLpc, ve USLpc;,
stnirlarinin uygulamada yanlis sonug verdigini bir 6rnek yardimu ile ispatlamiglardir. Wang
ve Chen (1998) tarafindan hesaplanan yeterlilik indekslerinin yanlis olma nedeni olarak,
farkli temel bilegenlerin spesifikasyon sinirlarinin  birbirinden bagimsiz  oldugunu
varsaymalar1 olarak aciklamislardir. Temel bilesenlerin sadece dagilimlarinin bagimsiz
oldugunu, ancak spesifikasyon sinirlarinin birbirleri ile baglantili oldugunu ispatlamiglardir.
Bu nedenle, elde edilen temel bilesenlere ait sinirlar1 yeniden tanimlayarak Mp; ve Mp,
olarak adlandirdiklar1 ¢ok degiskenli siire¢ yeterlilik indekslerini Onermiglerdir.  Bu
indeksler i¢in temel bilesenleri deneysel olasilik dagilimlarina dayali olarak

tanimlamiglardir.
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2.2.5. Grup I'V’te yer alan bashca calismalarin incelenmesi

Literatiirdeki bircok yeterlilik indeksi, tolerans bolgesi icine diisen tiim iriinleri esit
derecede "kabul edilebilir” olarak degerlendirmektedir (Goethals ve Cho, 2011). Tolerans
bolgesinde hedef degerden dlciimlerin uzakligini gosterebilmesi amaciyla Goethals ve Cho

(2011), parabolik bir kayip fonksiyonu tanimlamislardir.

X = (X1,...,Xy) ile v degigskenden olusan ve ¢ok degiskenli normal dagilima sahip kalite
degiskenler vektorii ise, L (X), X kalite degiskeninin kalitesindeki kaybin bir 6l¢iisii olsun.

L(X)’in hedef vektorii T komgulugunda Taylor Serisine agilimi Es. 2.134’de verildigi gibi

tanimlanmugtir.
[DL(T } , [D%(T)'] [DVL(T)/]
L(X)=L(T)+ TR (X-T)+(X-T) m & +- 1t T(X—T)v +R,(X)
(2.134)

L (X)’in yaklagig1 ise,

1 ! /
L(X) ~ 5(X=T) | D’L(T) | (X-T) (2.135)
bicimindedir.
Kay1p fonksiyonu yaklasimi genel terimleri ile Es. 2.136’da yeniden yazilirsa

v o
LX)~ Y ) &j(xi—1u)(x—1) (2.136)

1

~

i—1;

olur.

2
Burada, 6;; = (ai—al}
i0Xj

X T> Vi # j, i ve j kalite degiskenleri arasindaki kayip katsayisini

gostermektedir.

Goethals ve Cho (2011), tamimladiklart MC,,. ¢ok degiskenli yeterlilik indeksini elde
edebilmek icin kayip fonksiyonunun beklenen degerini Es. 2.137°de verildigi gibi elde

etmislerdir.
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v i—1

Z Oii |: 1z+ - Tz ] + Z Z 51] Al] —|— — Tl) (,Ll Tj)] (2.137)

i=2 j=

Cok degiskenli yeterlilik indeksi Es. 2.138 *de verildigi gibi tanimlanmugtir.

v (USLi—LSL)TY" 1 g

MC ppe = i=1 (USL; d — == 2.138

pre { Vol,(PRg99 73 ) D D ( )
) 1/2

Burada, Vol, (PRg9973) = (”%3,0.0027)V/ [F ‘Z Aij ve D, Es.

2.139’daki sekilde ifade edilmistir.

1+Z ll ,LL—TI) +5lj

ll

1+Z A~ l(ﬂi—Ti)]] (2.139)
i=1

Onerilen MCppe indeksi diger indekslere gore bir¢ok diizeltme sunmaktadir. Ik olarak,
dikdortgensel tolerans bolgesini goz ardi etmeden, endiistriyel uygulamalarda kullanimi
kolay ve daha gercekci bir yaklasim sergilemektedir. Ayrica, siire¢ hedef degerden sapan
stire¢ ortalamasini1 goz oniinde bulunduran kalite kayip fonksiyonunu dahil etmesi, hem
iretici ve hem de miisterinin {iriinii degerlendirmesi bakimindan 6nemlidir (Goethals ve

Cho, 2011).
2.2.6. Cok degiskenli normal dagilmayan siireclerde siire¢ yeterlilik indeksleri

Klasik siire¢ yeterlilik indekslerinin tahmin edilmesi icin bazi varsayimlarin saglanmasi
gerekir. Bu varsayimlardan en 6énemlisi siirecin normal dagilima uygun olmasidir. Klasik
Cp ve Cpy gibi indekslerin hesaplanmasi varsayim bozulmalarindan olumsuz etkilenir ve bu
nedenle de hatali tahminler elde edilir. Normallik varsayiminin saglanmadig1 durumlar icin
siire¢ yeterlilik indekslerinin hesaplanmasinda ¢esitli yontemler vardir ve bunlardan biri de
Kernel yogunluk tahmin yontemidir. Kernel yogunluk tahmin yontemi, X rastgele
degiskenin olasilik yogunluk fonksiyonu f(X) ’i tahmin etmek i¢in kullanilan parametrik
olmayan bir tahmin yontemidir. Genellikle siirecten elde edilen gozlem degerlerinin
dagilimi bilinmedigi ya da bilinen bir dagilima uymadig1 durumlarda gézleme dayali olarak

Kernel yogunluk tahminleri elde edilebilir.
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Kernel tahmin edicisi, Silverman (1986: 15) tarafindan Es. 2.140’da verildigi gibi tanimlanir.

N 1 & x—X;
f(X)Z%i;K( - ’) (2.140)
Burada, n gozlem sayisini, h diizlestirme ya da bant genisligi parametresini ifade eder.
Kernel yogunluk tahmin yontemi, parametrik olmayan regresyon, yogunluk tahmini ve risk
fonksiyonunu iceren bir parametrik olmayan egri tahminidir. Bu tahminler, egrinin
diizgiinliigiinii kontrol eden bant genigligi parametresine ve Kernel fonksiyon tiiriine
baghdir. K, Kernel fonksiyonu olarak adlandirilir ve Es. 2.141°de verilen kosulu saglayan
genellikle simetrik olan bir olasilik yogunluk fonksiyonu, Ornegin normal dagilim

fonksiyonu olarak belirlenebilir.
/K(x)dx =1 (2.141)

Kernel fonksiyonlar1 arasinda en ¢ok kullanilan Kernel fonksiyonu, Normal (Gaussian)

Kernel fonksiyonudur ve Es. 2.142’de verilmistir.

1

K()c):\/ﬁ

exp (—x%/2) (2.142)

Normal Kernel fonksiyonu, tanim aralig1 geregi sinirsiz bir fonksiyon tiirii oldugundan bazi
durumlarda Epanechnikov Kernel fonksiyonu da tercih edilir. Epanechnikov Kernel
fonksiyonu Es. 2.143’deki gibi tanimlanir.

K@x) == (1-x*)1_y 4 (2.143)

1w

Burada, 7[—1, 1] fonksiyonun tanimli aralidi olan [—1, 1] araligini temsil etmektedir. Diger

bilinen Kernel fonksiyonlar1 Cizelge 2.1.’de verilmistir.



Cizelge 2.1. Kernel fonksiyon tiirleri

Quartic (dordiincii dereceden)

Kernel Fonksiyon Tiirii K (x)

, - 1
Uniform (Diizgiin) EI[_I’]] (x)
Triangle (iiggen) (1= x| )=y 1y (%)

15

E(l _XZ)ZI[_L” (X)
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Cizelge 2.1’de verilen Kernel fonksiyon tiirleri icin verilebilecek ornekleri arttirmak

miimkiindiir.

Cok degiskenli durumlar icin ise, K fonksiyonu K : IR? — IR, d-degiskenli Kernel

fonksiyonu olarak adlandirilan siirekli bir fonksiyondur ve Es. 2.144-Es. 2.146’de verilen

kosullar1 saglamalidir.

K (x)dx=1
IR?

/ xK (x)dx =0

R4

/ . xx K (x)dx = up(K)I
IR

Burada,

o (K) = [ @K (x)dx

olarak tamimlanir.

(2.144)

(2.145)

(2.146)

(2.147)

I, tiim i ’ler i¢in d X d boyutlu birim matristir. Bu varsayimlar ile K, "0" ortalama vektorii ve

U (K) kovaryans matrisine sahip ¢cok degiskenli bir yogunluk fonksiyonudur.

H bant genisligi matrisi, simetrik pozitif taniml1 d x d boyutlu bir matristir ve ¢ok degiskenli

Kernel fonksiyonu Es. 2.148°de verildigi gibi tanimlanir.
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Kn (x) = [H|7V2K(H V%) (2.148)
f (x; H) fonksiyonunun tahmini Es. 2.149°da verildigi gibi ifade edilir.

Tiim x € IR? i¢gin

flsH)=n"! iKH(x_Xi) (2.149)
i=1

seklinde tanimlanir.

Cok degiskenli Kernel tahmin yonteminde en ¢ok tercih edilen Kernel fonksiyon tiirii olan
cok degiskenli Normal Kernel fonksiyonu Es. 2.150°de tamimlandig1 sekilde verilmigtir
(Silvermen, 1986: 76).

K (x) = (2n) exp <—%XTX) (2.150)

Kernel Tahmin Yontemi normal dagilim gostermeyen verilerin olasilik yogunluk
fonksiyonu tahmininde kullanilan 6nemli bir parametrik olmayan tahmin yontemidir.
Kernel Tahmin Yonteminde kullanilan ve yogunluk tahmininde rol oynayan iki onemli
unsur; Kernel fonksiyon tiirii ve bant genisligi matrisi olarak siniflandirilabilir. Ozellikle,
bant genisligi matrisi, kernel tahmininin performans degerlendirilmesinde 6nemli bir role
sahiptir. Performans olciitii, Kernel yogunluk tahmininin hedef yogunluk fonksiyonuna ne
kadar yaklastig1 ile ilgilidir. Bu amagla, Kernel tahmininin performansini 6lgmede
Biitiinlesik Hata Kareler (ISE), Biitiinlesik Hata Kareler Ortalamas1 (MISE) ve Hata Kareler
Ortalamasina bir asimptotik yaklasim olan (AMISE) gibi hata kriter 0Olgiitleri

kullanilmaktadir.

Bant genisligi secimi

Bant genisligi matrisi se¢ciminde ¢esitli yontemler olmakla birlikte en sik kullanilanlar1 cross
validation (¢apraz saglama) ve Plug-in secim yontemidir. Daha az kullanimi olan ve Terrell
(1990) tarafindan tanimlanan Maksimum Diizlestirme Yonteminde (MDY), veri dlgegi ile

tutarli maksimum diizlestirme saglayan yogunluk tahmini elde edilmektedir. Terrell matris
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parametrizasyonu olarak WH' kullanmistir. Burada, H" = 1 olarak tanimlanmistir. Hata

kriteri AMISE degerini minimize eden h degeri Es. 2.151°den hesaplanabilir.

1/(d+4)
v (K)

n [ tr2 (HDf (x))dx
IR?

(2.151)

Duong (2005), Terrell (1990) tarafindan tanimlanan Maksimum Diizlestirme Y Ontemine

minimaks bir yaklasim onererek Es. 2.152’de verilen esitligi elde etmistir.

2/(d+2)

. (d+6)/2 7d/2

Ays— | 4F3) ” - VIK) S (2.152)
16(d +2)nl <§+4)

Burada S, orneklem varyans kovaryans matrisini, I ise Gamma fonksiyonunu ifade

etmektedir.

Normal dagilima uygun olmayan siireclerde karsilasilan en biiyiik zorluk, dagilimin bilinen
bir dagilima uygun olmamasi nedeniyle uygun iiriin olasilik tahminlerinde karmasik integral

alma islemi ile kars1 karsiya kalma durumudur.

Huang, Pahwa ve Kong (2012) dagilimi1 bilinmeyen tek degiskenli parametrik olmayan
sirecler icin yeterlilik indekslerini, Kernel yogunluk tahmini ve Metropolis Hastings (M H)
orneklem algoritmas: kullanarak elde etmislerdir. Normallik varsayimi gerektiren tek
degiskenli C,, ve Cp indeksleri yerine uygunluk (iirlin) temeline dayali olarak elde edilen
Yy, Ypi indekslerini kullanmiglardir. Y, (potansiyel uygunluk), Y, (iiriin) indekslerinin

tanimi Es. 2.153 - Es. 2.156’da verilmistir.

Uriin, spesifikasyon sinirlar1 ya da bolgesi icine diisme olasilig1 olarak tanimlanir.

Tek degiskenli siirecler icin, iirtin = P[USL < X < LSL] olarak ve ¢ok degiskenli siirecler

icin iirtin = P[X € Qg] olarak ifade edilir.

Tek degiskenli siiregler i¢cin bu indeksler,
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USL
Yo = F(X)dx (2.153)
LSL

USL

Y, = Max, {Yp} = Max, { /L f(X)dx} (2.154)

SL

Cok degiskenli siiregler icin bu indeksler,
ka:/ f(X)dx (2.155)
Qs

Yy, = Maxy {Yp } = Max, {/Q f(X)dX} (2.156)

‘S

olarak tanimlanir. Burada p, X ’in ortalama vektoriinii, € spesifikasyon bdolgesini

gostermektedir.

Polansky (2001), normal dagilim géstermeyen siirecler i¢in Kernel tahminine dayali bir siire¢
yeterlilik tahmin yaklagimi 6nermistir. Siire¢ yeterlilik fonksiyonu olan, uygun olmayan iiriin

orani p 'nin Kernel’e dayali tahmini Es. 2.157°de verildigi sekilde tanimlamagtir.

p(H,S) =1 —/ f,Hydx=1-n"" iKH(x—Xi) (2.157)
s i=1
Polansky’in (2001) calismasinda onerdigi Kernel tahmin edicisinin n < 200 olan kiiciik
capli orneklemlere uygulanmasi sonucu p ’yi iyi bir gekilde tahmin edemedigi ve
sonuglarin farkli dagilimlara sahip tek bir simiilasyon verisi iizerinden elde edildigi goz
oniinde bulunduruldugunda, dagilimdan ¢ekilen tek bir 6rneklem verisinin kitle parametresi
tahmin etmede zayif kalacagi diisiiniilmektedir. ~ Bu diisiinceden yola cikarak, tez
calismasinda Polansky (2001)’in ¢alismasindan farkli olarak, tek bir 6rneklem kiimesi ile
calismak yerine aym1 dagilimli birden fazla 6rneklem kiimesi ile ¢alisilmistir. Calismada,
Polansky’nin kii¢iik ¢apli Orneklemlerde zayif kalan yoniinii giiclendiren bir indeks
onerilmistir. Onerilen indeks, 6rnekleme yontemlerinin kitleyi tahmin etmedeki giiciinii
kullanmakta ve Kernel tahmin yontemi ile 6rnekleme yontemlerinden biri olan Metropolis
Hastings orneklemesini bir araya getirerek, Kernel tahmin yontemi ile dagilimi tahmin
edilen siire¢ ile aym1 dagilimli 6rneklem kiimeleri iizerinden tahmin yapilmasina olanak

saglamaktadir.
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Bu tez calismasinda 6nerilen indeks, pxyp ile gosterilmis ve Es. 2.157°de verilen p (H,S)

indeksine farkli bir yaklagim olarak Es. 2.158’te verildigi sekilde tantmlanmustir.

,;KMH:/Q f(x,H)dx:nl/ Y Knmn (x—X;) (2.158)
s s j=1

Burada Q spesifikasyon bolgesini ifade etmektedir. f (x,H), Kernel Tahmin Y&ntemi
kullanilarak elde edilen dagilim fonksiyonunun tahminini gostermektedir. Onerilen pxaya
indeksi, Kernel tahmin yontemine dayali (K) Metropolis Hastings (MH) Orneklemesi

uygun {iriin olasilik tahminini ifade etmektedir.
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3.NORMAL DAGILMAYAN COK DEGISKENLi SUREC
YETERLILIK INDEKSI ICIN BIR YONTEM ONERIiSi: KMH
YONTEMI

Siire¢ yeterlilik indeksleri ile ilgili olarak verilen genis bir literatiir anlatimindan sonra
calismamizda normal dagilmayan ¢ok degiskenli siirecler i¢in uygun iirlin orant p ’yi
tahmin etmek amaciyla Kernel Yogunluk Tahmin yontemi ve (K) Metropolis Hastings
(MH) orneklemesi kullanilarak yeni bir yontem Onerilmistir. Bu yontem KMH Yontemi
olarak adlandirilmistir. KMH yOnteminin siire¢ yeterliligine karar vermedeki basarisini
O0lcmek amaci ile bu yonteme dayali yeni bir siire¢ yeterlilik indeksi tasarlanmistir. Bu
indeks ise (Pgyp ) olarak ifade edilmistir. Onerilen pxy yaklastminm uygun iiriin orani p
’yi tahmin etmedeki bagsarisim1 6lgmek i¢cin t-Copula yontemi kullanilarak bir kiyaslama
verisi iretilmigtir.  Kiyaslama verisinden uygun iriin oram1 p hesaplanarak Es. 3.1

yardimiyla hata ylizdeleri elde edilmistir.

PkMH — P
p

%€ =

‘ X %100 3.1

Caligmada ayrica pgypy degerleri ile Huang ve digerleri’nin (2012) Y, (iiriin) indeksi ve
Polansky (2001)’in 6nerdigi Kernel tahminine dayali siirec yeterlilik tahmin yaklasimi olan
P(H,S) degerleri hesaplanarak her birinin p tahminlerine iligkin hata yiizdeleri elde edilmig

ve sonuclar karsilastiriimisgtir.
3.1. Calismada Onerilen Yontem ve Kullanilan Yaklasimlar

Kernel tahmin yontemi daha once de belirtildigi gibi normal dagilmayan c¢ok degiskenli
stireglerin dagilimini tahmin etmek amaciyla kullanilan parametrik olmayan bir yontemdir.
Kernel tahmin yonteminde, Kernel yogunluk tahmin fonksiyonu f (x;H), Kernel
fonksiyonu Ky (x) ve Kernel fonksiyon tiirii K (x) ile gosterilmistir. Kernel yogunluk
tahmin yaklagimini daha anlagilir bir sekilde ifade etmek i¢in asagida verilen esitlikleri

yazmakta fayda vardir:

Ky (x) = |H| “12k (H~1/2x) ise burada, H bant genisligi matrisi olmakla birlikte K (H *%x),

Es. 3.2° de verildigi sekilde yazilir.
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K (H_l/zx) = |H| K (x) (3.2)

Bir Kernel fonksiyon tiirii olan c¢ok degiskenli Normal Kernel fonksiyonu
K (x) = (2n) —d/ %exp(—1/2X'X) ile ifade edilir. Kernel yogunluk tahmin yénteminde ¢cok
degiskenli Normal Kernel fonksiyon tiiriiniin kullanilmast durumunda Es. 3.2 yeniden

yazilirsa K <H -1/ 2x> , Bs. 3.3’deki gibi elde edilir.
“1/2.\ o g-1/2 —d)2 Lo p N (12
K (H x> |H | {(27:) exp ( 5 <H x) <H x) )] (3.3)

Boylece, Kernel yogunluk tahmin fonksiyonu f(x;H) = n~'Y" | Ky (x—X;), Es. 3.3
yardimiyla daha acik olarak,

Pl —n 'Y H] [(M)‘d/zexp (—% (x—X»H“(x—X,-)')} (3.4)

i=1

Es. 3.4’te verildigi sekilde yazilir.

Calisma verisinin dafilimi bilinmedigi ve herhangi bilinen bir dagilima uymadig:
varsayillmistir. Bu nedenle siire¢ verisinin dagilimi Es. 3.4’te verilen Kernel yogunluk
tahmin fonksiyonu ile tahmin edilmistir. Normal dagilmayan ¢ok degiskenli siirecler igin
uygun iiriin oran1 p'yi tahmin etmek amaciyla ¢calismamizda onerdigimiz KMH yontemine

dayali olarak tasarlanan yeterlilik indeksi pxaym, Es. 3.5°de verildigi sekilde tanimlanmagtr.
DPKMH :/Q f(x,H)dx:nl/Q ZKHMH (x—X;)dx 3.5)
S s j—1

Burada H bant genisligi matrisini, €, spesifikasyon bolgesini gostermektedir. Es. 3.5°te
goriilen Kgpyp (x — X;) Es. 3.6’da verildigi gibi ifade edilmistir.

1

Kevm (x—X;) = |H| ZK(H™2 (x— X;)) (3.6)

Kpmp (x — X;) gosteriminin kullanilma nedeni, siire¢ dagiliminin Kernel yogunluk yontemi
ile tahmin edilmesinden sonra ayni dagilima sahip orneklem kiimeleri elde etmek i¢in siire¢

verisine Metropolis Hastings 6rnekleme yonteminin uygulanmasidir.
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Metropolis Hastings orneklemesi

Metropolis Hastings (MH) 6rneklemesi yaygin olarak kullanilan bir Markov Zincirleri
Monte Carlo teknigidir. MH Orneklemesinin en temel kullanim amaci, dogrudan 6rneklem
cekmesi zor dagilimlardan benzetim yapilarak biiyiikk capli rastgele orneklemler elde
etmektir (Hitchcock, 2003). Bu calismada, normal dagilima uygun olmayan ¢ok degiskenli
gozlem degerlerinin Kernel tahmininden yola cikarak aym Kernel dagiimh (f(x))
orneklemler elde etmek amaci ile MH 6rneklemesi kullanilacak, boylece, siirece ait normal
dagilima uygun olmayan cok degiskenli yeterlilik indeksleri tahmin edilmeye calisilacaktir.
MH orneklemesinin tercih edilmesinin nedeni, s6z konusu teknigin, Kernel tahmin
yonteminde kullanilan fonksiyon tiiriinden ve siirecin spesifikasyon bolgesinin seklinden
etkilenmemesi ve Ozellikle, diizensiz ve dogrudan integral islemlerini zorlastiran
spesifikasyon bolgesine sahip ¢ok degiskenli uygulamalar icin kolay uygulanabilir
olmasidir. Bilinen parametrik dagilimlara (Normal, Uniform, Gamma) uygulanan Monte
Carlo benzetimi ile f (X) dagilimindan dogrudan orneklem c¢ekmek dagilim yapisinin
karmagik bir Ozellik tasimasi nedeniyle kolay degildir. Bu nedenle, MH Orneklemesi

uygulanarak f (X) dagilimindan 6rneklem ¢ekilmektedir.

MH oOrneklemesinde bir "hedef dagilimi (target distribution)" ve bir "Oneri dagilimi
(proposal distribution)" kullanilir.  Siire¢ yeterlilik indekslerinin hesaplanmasi amaci ile
siirecten elde edilen Kernel tahmini f (X) "hedef dagilimini"; benzetim yapilmasi kolayligi

agisindan ¢ (. | X) kosullu yogunluk dagilimi ise "oneri dagilimint” ifade etmektedir.

Oneri dagilimi olarak en yaygin kullanilan dagilimlar, tek degiskenli durumlar icin Uniform
(U(a,b)) ve Normal dagilimdir. Uniform dagilimi x’den bagimsiz oldugundan Uniform Oneri

dagilimi g (x* | x) = g(x*) seklinde tanimlanir. Yine, Normal oneri dagilimu ise, g (x* | x) =

2072

* 2
ﬁexp (— (=) ) olarak ifade edilir (Huang ve digerleri, 2012).

Cok degiskenli MH 6rneklemesinde, X = (X1,X5,..,Xy), d degiskenli rastgele bir 6rneklem

vektorii ve X ) 6rneklemin t. durumunu gostermek iizere;

Cok degiskenli MH ornekleme algoritmasi asagidaki adimlari igerir:
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Adim 1: ¢ = 1 olarak alinir.

Admm 2: Bir U = (uy,ua,. .. ,ug) baslangi¢ deger vektorii iiretilir ve X(*) = U olarak alinir.
Adim 3: r = ¢+ 1 olarak alinir.

g(X /X'~1) dagilimindan bir 6neri X * iiretilir.

p(X*) q(x"V/x*)

Kabul olasiligi o« = min(1, P(XE D) g(X* /X 1)

) hesaplanir.
U(0,1) dagilimindan bir u noktas: iiretilir.
u < a ise 6nerilen X* kabul edilir ve X() = X* olarak alinir.
u > o ise dnerilen X* kabul edilmez ve X () = X~ olarak kalr.
Adim 4: 3. Adim ¢ = T olana kadar ayn1 islemler devam ettirilir.

MH ornekleme yonteminin 6zelliklerinden ve yordam adimlarindan kisaca bahsedildikten

sonra, MH o6rneklemesinin kullaniminda izlenecek adimlar su sekildedir:

Oncelikle 6rneklem cekilmesi hedeflenen iki degiskenli Kernel tahmin dagilim f (x) "hedef

dagilimi1" olarak; iki degiskenli normal dagilim ise "Oneri dagilimi1" olarak alinmisgtir.

q(X<t71>/X*)

Iki degiskenli normal dagilimin simetrik bir yapida olmasi nedeniyle (X T) orant 1

degerini alir ve cok degiskenli MH orneklemesinde hesaplanacak kabul olasilig1

0 = min { 1, %} ile basitce elde edilebilir (Martinez ve Martinez, 2002).

"Hedef dagilimi olasilik fonksiyonu"

flsH)=n"" iKH(x_Xi) (3.7)
i=1

"Oneri dagilim olasilik fonksiyonu (iki degiskenli)"
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olarak gosterilir ve burada bilindigi gibi,
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ile ifade edilir.

Onerilen pgyy yaklasm ile karsilagtirilmak iizere literatiirde calisilmus iki farkli indeks

iizerinde durulmustur.

Pxmn yaklasimi ile karsilagtirilan ilk indeks, dagilimi bilinmeyen tek degiskenli parametrik

olmayan siireler i¢in Huang ve digerleri’nin (2012) 6nerdigi Yy (iiriin) indeksidir.

Es. 2.155’de verilen Yy (iiriin) indeksi, ¢ok degiskenli siirecler icin Es. 3.9 yardimu ile

tahmin edilmisgtir.

uygun olmayan iiriin sayisi
ka =1- 8 y Y 3.9
toplam ornek sayisi

Pxmn yaklasimu ile kargilastirilan ikinci indeks, Polansky (2001)’in Kernel tahminine dayali
siire¢ yeterlilik tahmin yaklagimidir ve Es. 2.157°de verilen p(H,S) degerleri ¢aligma verisi

kullanilarak tahmin edilmistir. Elde edilen sonuglar i¢in hata yiizdeleri hesaplanmugtir.

Ayrica, ¢alisma verisinin ¢ok degiskenli normal dagilima uydugu varsayimi altinda klasik
parametrik uygun iirlin orant p tahmin edilmis ve eldeki sonuclar karsilastirilmistir.
Ortalamas1 , kovaryans matrisi X olan ¢ok degiskenli normal dagilim icin tanimlanan p

parametresi, Es. 3.10’daki gibidir.
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p= /Q Dy 5 (X)dx (3.10)

Es. 3.10°da verilen uygun iiriin oran1 p’nin tahmin edilmesi i¢in Es. 3.11 kullanilmugtir.

= /Q D 5(X)dx (3.11)

Calisma verisi ¢ok degiskenli ve normal dagilmadigi aym1 zamanda herhangi bilinen bir
dagilima uymadig: icin verinin olasilik fonksiyonu iizerinden tahmin yapmaya uygun
olmamasi ve Kernel tahmin yontemi ile tahmin edilen yogunluk fonksiyonu iizerinden
integral alma zorlugu nedeniyle, pgypy tahmininde, numerik integral hesaplama

yontemlerinden biri olan Trapezoidal Numerik Integrasyon yontemine bagvurulmustur.
3.2. Calisma Verisi

Uretim isletmelerinin seri iiretim 6ncesinde siire¢ kalite kontroliinii saglayarak hatali iiriin
tiretimine mahal vermeden minimum maliyet, maksimum kapasite ile c¢alismay1
amaclamalar1 gerekmektedir. Bu da iiretim Oncesi iyi bir planlama ile miimkiindiir. Aksi
durumda, seri iiretim esnasinda alinan iiriin 6zelliklerinin hedeflenen iiriin 6zelliklerinden
sapma gostermesine, uygun olmayan iiriin liretimine, miisteri sikayetlerine ve bosa giden
harcamalara neden olacagi acgiktir. Bu nedenle, ¢calismada tasarlanan senaryolar seri iiretime
gecmeden Onceki planlama agamasi olan ¢evrimdigsi (offline) iiretim olarak diisiiniilmiis ve
tiretimi yapilacak {iriin kalite degiskenleri hedef vektorii ve spesifikasyon simirlar
belirlenerek 4 farkli senaryo tasarlanmistir. ~ Senaryolar i¢in iretilecek {riin kalite
degiskenlerinin X| = xq1,x12,...,X1, ve Xo = X21,X22,...,X2, oldugu ve X ile X, arasinda
p = 0,7 gibi yiiksek bir iligki bulundugu varsayilmistir. Her bir senaryo i¢in iiretimi
yapilacak iiriin hedef vektorii [6,5;0,65] ve spesifikasyon sinirlari 0,2505 < X; < 10,2495;
0,02505 < X> <0,9999 olarak belirlenmistir.

Dagilimi bilinmeyen ve ¢ok degiskenli normal dagilmayan siireglere 6rnek olmasi agisindan
iretim senaryolarinda kullanilacak siire¢ verisi MATLAB Programi yardimu ile iiretilmis
olup gerekli kod dizisi EK-1’de verilmektedir. Siire¢ verileri iiretilirken t-Copula yontemi

kullanilmugtir. Oncelikle, iiretim senaryolarinin her biri igin isletmede iiretilmesi miimkiin
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olan tiim iiriin kapasitesinin (iiriin kitlesi) bir milyon iiriinden olustugu varsayilmistir. Uriin
kalite degiskenleri olan X ile X, nin marjinal dagilimlar1 X; ~ Gamma Dagilimi(k, 0) ve
X, ~ Beta Dagilimi(a, ) olarak belirlenmis ve belirlenen parametreleri Cizelge 3.1°de
verilmigtir.  Xj ile X, ’nin dagilim ozellikleri belirlenirken, ¢ok degiskenli ve normal
dagilima uygun olmayan siirecleri temsil etmesi amaciyla marjinal dagilimlarin ¢arpik
ozellik gostermesine dikkat edilmistir. Bilindigi tizere, Gamma dagilimi parametrelerinden
olan k, sekil parametresi; O ise Olcii parametresi olarak adlandirilmaktadir. Gamma
dagilimimin carpiklik degerinin (\/%;), k sekil parametresine bagli olmasi nedeniyle, k
biiytidiikce dagilim 6zelliklerinin normal dagilima yaklastig1 sdylenebilir. Ayrica, Gamma
dagiliminin [0, oo] araliginda tamimh olmasi nedeniyle senaryo verilerinin hedef vektorii ve
spesifikasyon bolgesi agisindan birbirine yakin ve mantiksal sonuclar vermesi amaciyla
Gamma dagilim parametreleri k ve @ her senaryo icin aym alinmustir. Ikinci marjinal
dagilim olan Beta dagilimi i¢in sekil parametre degerlerine gore bazi siniflandirmalar

mevcuttur. Ornegin;

* a<1; B <1igin U seklinde oldugu;

* a=1; B > 1icin kesinlikle diisiis gosterdigi;
* «a = B i¢in 1/2 etrafinda simetrik oldugu;

e a>1; B >1tek modlu oldugu;

* a >2; B =1 kesinlikle konveks oldugu bilinmektedir.

Beta dagilim parametreleri & ve B belirlenirken yukarida belirtilen dagilim sekillerinden
yola cikarak tek modlu ve ¢arpik ozellikte olanlar tercih edilmistir. Calismada senaryolar

icin belirlenen ¢aligsma verilerinin marjinal dagilim 6zellikleri Cizelge 3.1°de goriilmektedir.

Cizelge 3.1. Veri setlerinin dagilim 6zellikleri

Marjinal Dagilimlar

Veri Setleri | X; ~ Gamma Dagilimi (k,0) | X, ~ Beta Dagilimi (¢, )

Senaryo I k=3,0;0=2,0 oa=2,0;8=5,0
Senaryo 1T k=3,0;0=2,0 oa=0,5;=0,5
Senaryo IIl | k=3,0;0=2,0 o=2,0;,8=17,0

Senaryo IV | £k=3,0;0=2,0 o=2,0;8=6,0
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Cizelge 3.1°te verilen dagilim o6zelliklerine gore t-Copula yontemi ile iiretilen iiriin kitle
verileri kiyaslama verisi olarak kullanilmigtir. Uretim senaryolari igin fabrikanin ¢evrimdigt
asamasinda oldugu varsayilarak ilk fazda iiretilen iiriin miktart 1000 olarak alinmistir. Her
bir senaryo i¢in ilk faz iirlin tiretimi Cizelge 3.1’de verilen marjinal dagilim o6zelliklerine

gore t-Copula yontemi kullanilarak tiretilmistir.
3.3. Calisma Adimlan
Adim 1

Calismamizin ilk adiminda, ¢alisma verilerinin ¢ok degiskenli Kernel yogunluk tahminleri
f(X;H)’y1 elde etmek icin Horovd, Kolitek ve Zelinka (2012) tarafindan gelistirilen
diizlestirme araci kullanilmigtir. Tahmin edilen Kernel tahmin grafikleri Senaryo I i¢in gekil
3.3 ve Sekil 3.4°te, Senaryo II i¢in Sekil 3.7 ve Sekil 3.8’de, Senaryo III i¢in Sekil 3.11 ve
Sekil 3.12°de, Senaryo 1V i¢in Sekil 3.15 ve Sekil 3.16°da verilmistir. Calismada kullanilan
Kernel fonksiyon tiirii K (x), cok de8iskenli Normal Kernel fonksiyonu olarak belirlenmig
ve bant genigligi matrisleri H Maksimum Diizlestirme Yontemi (MDY) ile tahmin
edilmistir.  Ayrica, Kernel yogunluk tahminlerinin bant genisli§i parametresine olan
duyarliligimi gorebilmek amaciyla bant genisligi matrisleri H, ¢alisma verisinin Standart
Normal Dagilima uygunlugu varsayimi altinda Referans Bant Genisligi matris tahmin

yontemi kullanilarak da tahmin edilmis, sonuglar Cizelge 3.2’de verilmistir.

Cizelge 3.2. Bant genisligi matrisleri

Veri setleri Maksimum  Diizlestirme | Referans Bant Genisligi
Yontemi ile Bant Genigligi | Matris Tahmini
Matris Tahmini

S [ Far 1 11,4335 0,0457] 11,2185 0,0388]
enaryo 1 - Faz 10,0457 0,0031] 10,0388 0,0026]
S - Far 1 11,4535 0,0898] 11,2355 0,0763]
enaryo 11 - faz 10,0898 0,0148] 10,0763 0,0126]
g UL - Faz I 11,3080 0,0354] 11,1119 0,03017
enaryo 1 - raz 10,0354 0,0021] 10,0301 0,0018]
S IV - Faz I 11,5108 0,04207 11,2843 0,0357]
enaryo 1v - raz 10,0420 0,0025] 10,0357 0,0021]
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Cizelge 3.2’den de goriildiigi gibi Maksimum Diizlestirme Yontemi (MDY) ile tahmin
edilen bant genisligi matris elemanlarinin Referans Bant Genisligi (MBG) ile tahmin edilen
matris elemanlarindan daha biiylik de8erlere sahip oldugu, bu nedenle Maksimum
Diizlestirme YoOntemi ile yapilan tahminlerin siire¢ verisine daha fazla bir diizgiinlestirme

islemi yaparak Kernel yogunluk tahminlerinin elde edildigi sdylenebilir.
Adim 2

Her bir senaryo icin ¢alisma verisinin Kernel yogunluk tahminleri f (X;H ) elde edildikten
sonra 2. Adimda, iiretim senaryolari i¢in ilk fazda iiretilen iiriin dagilim 6zelliklerinin her faz
icin ayn1 olacag1 varsayilarak iiretime gegcmeden Once ilk fazdan alinan iiriin verisi ile ayni
dagilimli 6rneklem g¢ekilmesi ve siirecin yeterliligine karar vermek icin kullanimi Grerilen
Pxmy degerlerinin 6rneklem kiimeleri tizerinden elde edilmesi hedeflenmistir. Bu amagla

MH 6rneklem algoritmasi kullanilmstir.

Seri iiretim Oncesinde sadece ilk faz iiriin verisinden tahmin edilecek pgy/g degerinin kitle
parametresi p ile karsilastirilarak siirecin yeterli olup olmadigina karar vermede yaniltici
sonuglara neden olacag: diisiiniilmektedir. Bu nedenle ilk faz iiriin dagilimi Kernel dagilim
tahmini f (X;H) ile aym dagilimhi 6rneklem kiimelerinin her biri n = 50, n = 100, n =
250, n = 500 ve n = 1000 biiyiikliigiinde olacak sekilde belirlenmis ve 10 tane o6rneklem
kiimesi elde edilmistir. Ayrica drneklem kiime sayis1 artirildiginda sonuglar arasinda ortaya
cikan varyans degisimlerini gézlemlemek amaciyla 20 tane drneklem kiimesi ¢ektirilerek
ayn1 islem her bir drneklem kiimesine de uygulanmistir. MH orneklemesi icin MATLAB
programinda gerekli kodlar yazilarak program ciktisi elde edilmis ve kod dizisi EK-1’de

verilmistir.
Adim 3

Calismamizin bu asamasinda, kiyaslama verisi olarak kullanilan iiriin kitlesinden hesaplanan
parametrik uygun iiriin oran1 p ile siirecten c¢ekildigi varsayilan ve ilk faz iiriin verisi ile ayn1
dagilimh 6rneklem kiimelerinden tahmin edilecek pxyp, Yy (iiriin) , p ve p(H,S) degerleri

kargilastirllacaktir. Hata yiizdeleri Es. 3.1 ile verilen %€ = ﬁKMTH_p‘ X %100 yardimiyla
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hesaplanmigtir. Hesaplanan hata yiizdeleri "Simiilasyon Sonuglar1 ve Degerlendirilmesi”

boliimiinde Cizelge 4.1 - Cizelge 4.40’da verilmis ve yorumlanmustir.
3.4. Calisma Verilerinin Dagilim Ozellikleri

Calismada kiyaslama verisi olarak kullanilacak iiriin kitlesi N = 1 000 000 olarak
belirlendikten sonra, iiriin uygunluguna karar vermek amaci ile spesifikasyon sinirlari
belirlenmigtir. Daha once de ifade edildigi gibi spesifikasyon sinirlart digsal olarak
belirlenen, kalite miihendislerince teknik bilgi ve deneyim sonucunda {iretilen {iriin
niteligine gore karar verilen simirlardir. Bu nedenle ¢alismada spesifikasyon sinirlari
belirlenirken iiretilen dagilim ortalamalari ve maksimum, minimum degerleri dikkate

alinarak mantiksal cercevede belirlenmis ve agsagida verilmistir:
Spesifikasyon Alt Smrt: [X; = 0,2505; X, = 0,02505],
Spesifikasyon Ust Sinirt: [X; = 10,2495; X, = 0,9999].
Senaryo |

Senaryo I i¢in, Marjinal dagilimlar1 daha 6nce belirlenen ve Cizelge 3.1.’de verilen X; ~
Gamma(3,2), X ~ Beta(2,5) dagilim ozelliklerine sahip degiskenler aras1 p = 0,7 iligki

bulunan ¢ok degiskenli iirtin kitlesi iiretilmistir. Kitle Sagilim Grafigi Sekil 3.1°de verilmistir.



77

2
15F
1t 3 -
w . =
D 0 m
T
el 0.5
=
A
-1.5F
-2 L L L
0 5 10 15 20
X ~Gamma(3,?2)
= I

Sekil 3.1. Uriin kitle sa¢ilim grafigi (Senaryo I)

Sekil 3.1°de goriilen iiriin kitle sa¢ilim grafigi tiretilen verinin dagilim 6zelliklerini ve verinin

diizlem iizerindeki sa¢ilimin1 gostermektedir.

Senaryo I i¢in iiriin kitle verisinden hesaplanan uygun iiriin sayisi 876 694 olarak elde
edilmistir. Uygun iirlin oran1 p = 0,8767 seklinde hesaplanmistir. Daha sonra yine,
t-Copula yontemi ile X; ~ Gamma(3,2), X, ~ Beta(2,5) dagihim ozelliklerine sahip ve
degiskenler aras1 p = 0,7 iligki bununan cok degiskenli ilk faz iirlin verisi iiretilmisgtir.

Uretilen verinin sa¢ilim grafigi Sekil 3.2°de verilmistir.
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Sekil 3.2. IIk faz iiriin sacilim grafigi (Senaryo I)

Sekil 3.2’de verilen ilk faz iirlin sacilim grafiinden, iki degigsken arasinda pozitif yonlii

dogrusal bir iliski oldugu goriilmektedir.

Uriin 6zellikleri belirlenerek elde edilen ilk faz iiriin verisinin dagilimi normal dagilima
uygun olmadig1 i¢in f(X) dagilimmn f(X;H) tahmini Kernel tahmin yontemi ile elde

edilmistir.

Kernel yogunluk tahmin grafikleri ilk faz iirtin verisi i¢in Sekil 3.3-Sekil 3.4°de

goriilmektedir.
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Sekil 3.3. Ik faz iiriin kernel yogunluk tahmini kontur grafigi (Senaryo I)

Sekil 3.3’te ilk faz iiriin verisinden elde edilen Kernel yogunluk tahmin kontur grafigi
goriilmektedir.  Kontur grafigi, verinin Kernel yogunluk tahmini sonrasindaki iistten
yogunluk kesitini gostermektedir. Her bir kontiir ¢izgisi, esit yogunluk yiiksekligine sahip
noktalar1 ifade etmekte ve sekilden verinin tek modlu bir yapiya sahip oldugu

anlagilmaktadir.

0.6 —

0.5 -

£(X1,X2)

Sekil 3.4. Kernel yogunluk tahmin grafigi (Senaryo I)
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Sekil 3.4’te ilk faz iirlin verisinin Kernel yogunluk tahmin grafigi goriilmektedir. Sekil
3.3’teki kontur grafiginin 3-boyutlu goriintiisii olan grafikten verinin tek modlu oldugu daha

acik goriilmektedir.

Senaryo II

Senaryo II i¢in, Cizelge 3.1°de Marjinal dagilimlar1 X; ~ Gamma(3,2) X, ~ Beta(0,5, 0,5)
olarak verilen ¢ok degiskenli ve aralarinda p = 0,7 iligki bulunan iiriin kitlesi iiretilmistir.

Uretilen Kitle Sagilim Grafigi Sekil 3.5’de verilmistir.
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Sekil 3.5. Uriin kitle sacilim grafigi (Senaryo II)

Sekil 3.5’de goriilen iirtin kitle sacilim grafigi tiretilen verinin dagilim 6zelliklerini ve verinin

sacilimini gostermektedir.

Senaryo II i¢in uygun iiriin sayis1 783 703 iiriin olarak elde edilmistir. Uygun iiriin orani

p = 0,7837 seklinde hesaplanmustir.

Daha sonra, ilk  faz iirtin verisi tretilmis bunun icin yine
X1 ~ Gamma(3,2) X, ~ Beta(0,5,0,5) dagilim 6zellikleri kullanilarak ¢ok degiskenli ve
aralarinda p = 0,7 iliski bulunan veri ayni sekilde elde edilmistir. Uretilen verinin sagilim

grafigi Sekil 3.6°da verilmistir.
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Sekil 3.6. Ilk faz iiriin sagilim grafigi (Senaryo II)

Sekil 3.6’da verilen ilk faz iirlin sacihim grafiginden, iki degisken arasinda pozitif yonlii

dogrusal bir iligki oldugu goriilmektedir.

Kernel yogunluk tahmin grafikleri Ik faz iiriin verisi icin Sekil 3.7-Sekil 3.8’de

goriilmektedir.
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Sekil 3.7. ilk faz iiriin kernel yogunluk tahmini kontur grafigi (Senaryo II)
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Sekil 3.7, ilk faz iiriin verisinin Kernel Yogunluk tahmin kontur grafigini gostermektedir.

Kontur grafiginden verinin iki modlu oldugu soylenebilir.

0.2

Sekil 3.8. Kernel yogunluk tahmin grafigi (Senaryo II)

Sekil 3.8°de ilk faz iiriin verisinin MATLAB programi yardimu ile ¢izilen Kernel Yogunluk
tahmin grafigi goriilmektedir. Sekil 3.7°deki kontur grafiginin 3-boyutlu grafigi olan

yogunluk grafiginden verinin iki modlu oldugu gériilmektedir.

Senaryo III

Senaryo III icin t-Copula yontemi kullanilarak MATLAB yazilimi yardimiyla marjinal
dagilimlart Cizelge 3.1°de verilen X; ~ Gamma(3,2) X, ~ Beta(2,7) olan {iriin kitlesi

tiretilmistir. Uretilen Kitle Sacilim Grafigi Sekil 3.9°da verilmistir.
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Sekil 3.9. Uriin kitle sacilim grafigi (Senaryo III)

Sekil 3.9’da goriilen iiriin kitle sacilim grafigi, iiretilen verinin dagilim 6zelliklerini ve verinin

sacilimini gostermektedir.

Uygun iiriin sayis1 Senaryo III i¢cin 869 378 iiriin olarak elde edilmistir. Uygun iiriin orani

p = 0,8694 seklinde hesaplanmisgtir.

X1 ~ Gamma(3,2) X, ~ Beta(2,7) marjinal dagilim o6zelliklerine sahip iki degiskenli

aralarinda iligki p = 0,7 bulunan ilk faz iiriin verisi iiretilmistir.

Uretilen verinin sagilim grafigi Sekil 3.10’da verilmistir.
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Sekil 3.10. Ik faz iiriin sacilim grafigi (Senaryo III)

Sekil 3.10°da verilen ilk faz sa¢ilim grafiginden, iki degisken arasinda pozitif yonlii dogrusal

bir iligki oldugu goriilmektedir.
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Sekil 3.11. Ik faz iiriin kernel yogunluk tahmini kontur grafigi (Senaryo III)

Sekil 3.11, ilk faz iiriin verisinin MATLAB programi yardimu ile elde edilen Kernel Yogunluk

tahmin kontur grafigini gostermektedir.
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Sekil 3.12. Kernel yogunluk tahmin grafigi (Senaryo III)

Sekil 3.12°de ilk iirtin verisinin MATLAB programi yardimu ile elde edilen Kernel Yogunluk

tahmin grafigi goriilmektedir.
Senaryo IV

Senaryo IV i¢in, Marjinal dagilimlart X; ~ Gamma(3,2) X, ~ Beta(2,6) olan iiriin kitlesi

iiretilmistir. Uretilen Kitle Sacilim Grafigi Sekil 3.13’de verilmistir.
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Sekil 3.13. Uriin kitle sacilim grafigi (Senaryo IV)
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Sekil 3.13’de goriilen iiriin kitle sacilim grafigi iiretilen verinin dagilim ozelliklerini ve

verinin sa¢ilimini gostermektedir.

Uygun iiriin sayis1 Senaryo IV icin 873 499 iiriin olarak elde edilmistir. Uygun iiriin orani

p = 0,8735 seklinde hesaplanmustir.

Uygun iiriin oran1 p hesaplandiktan sonra, X; ~ Gamma(3,2) X, ~ Beta(2,6) dagilim
ozelliklerine sahip ilk faz riin verisi uretilmigtir. iretilen verinin sacilhim grafigi Sekil

3.14°de verilmistir.
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Sekil 3.14. Ik faz iiriin sagilim grafigi (Senaryo IV)

Sekil 3.14’de verilen ilk faz iiriin sacilim grafiginden, iki degisken arasinda pozitif yonlii

dogrusal bir iligki oldugu goriilmektedir.
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Sekil 3.15. Tk faz iiriin kernel yogunluk tahmini kontur grafigi (Senaryo IV)

Sekil 3.15, ilk faz iiriin verisinin Kernel Yogunluk tahmin kontur grafigini géstermektedir. Ik
faz iirlin verisinin tek modlu oldugu goriilmektedir. Kontur grafiginin 3- boyutlu goriintiisii

Sekil 3.16’da verilmistir.

0.6
0.5
0.4
0.3
0.2

01

X1

Sekil 3.16. Kernel yogunluk tahmin grafigi (Senaryo IV)

Sekil 3.16’dan Kontur grafigine benzer olarak ilk faz iiriin verisinin tek modlu oldugu

goriilmektedir.
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Metropolis Hastings yontemi ile ¢ekilen 6rneklem kiimeleri ve 6zellikleri

Daha o6nce de belirtildigi gibi, cevrimdisi liretim asamasinda ilk faz veriden hesaplanan
parametre tahmin sonuclarinin uygun iirlin oran1 p’yi iyi bir gekilde tahmin ettigini
sOylemek ve tek bir orneklem kiimesi iizerinden yakalanan tahmin bagarisini kistas alarak
cevrimi¢i iiretimde giivenilir sonuclar elde edildigini diisiinmek siire¢ yeterliligi acisindan
yaniltict sonuclar verecektir. Bu nedenle Polansky (2001)” in aksine ilk faz iiriin verisi ile
calismak yerine, ilk faz verisi ile aynm1 dagilimli orneklem kiimeleri iizerinden yaklagim
sonuclarini yorumlamanin daha dogru olacag: diisiiniilmiigtiir. Boylece Kernel dagilim
tahmin edilen ilk faz verisinden 6rneklem cekmek ve daha duyarli tahminler elde etmek

amaci ile Metropolis Hastings 6rnekleme yontemi kullanilmistir.

MH orneklemesi ile her birinin gozlem sayisi n = 50, n = 100, n = 250, n = 500 ve
n = 1000 olan 10’ar ve 20’ser tane Orneklem kiime seti olusturulmus ve Orneklem
kiimelerinden Y, pgmu, p Ve p(H,S) tahminleri ve hata yiizdeleri hesaplanmisgtir.
Sonuglar 4. "Simiilasyon Sonuclari ve Degerlendirilmesi" kisminda ¢izelgeler halinde
verilmis ve Orneklem kiime setlerinden elde edilen hata yiizdelerini gosteren ¢izgi
grafiklerine de ayni boliimde yer verilmisti. MH Orneklemesi, tahmin hesaplamalar1 ve
cizgi grafiklerinin elde edilmesi i¢in Matlab Programinda yazilan kod dizileri Ek-1 de

verilmektedir.
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4. SIMULASYON SONUCLARI VE DEGERLENDIRILMESI

4.1. Senaryo I icin Elde Edilen Sonuclar

Senaryo I i¢in Kernel yogunluk tahmin yontemine dayali MH orneklemesi ile n = 50, n =
100, n =250, n = 500 ve n = 1000 gozlemli 6rneklem kiimelerinden hesaplanan Y., pxmn,
p ve p(H,S) degerleri, kitleden hesaplanan uygun {iiriin oran p ile karsilagtirilarak hata
yiizdeleri elde edilmistir. Kernel yogunluk tahminleri yapilirken Maksimum Diizlestirme
Yontemi (MDY) bant genigligi matrisi ve 6rneklem kiimelerinin Normal dagilim gosterdigi
varsayimina dayali Referans Bant Genigligi (RBG) matrisi kullanilmigtir. Her bir gozlem
sayist i¢in her iki bant genisligi matrisi kullanilarak hesaplanan tahmin sonuclar1 n = 50

gozlem sayisina sahip drneklem kiimeleri i¢in Cizelge 4.1°de verilmistir.



Cizelge 4.1. Senaryo I icin tahmin degerleri ve hata yiizdeleri (n = 50, oks = 10)

ORNEKLEM REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI | MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PkmH | D P(H,S) | e¥pr eDkmH | €D eP(H,S) | Yyi PrkmH | D P(H,S) | e¥pr ePkMH | eD eP(H,S)
1 0,9400 | 0,8941 | 0,9185 | 0,7882 | %7,220 | %1,985 | %4,768 | %10,095 | 0,9400 | 0,8850 | 0,9185 | 0,7753 | %7,220 | %0,947 | %4,768 | %11,566
2 0,9600 | 0,8529 | 0,8862 | 0,7882 | %9,502 | %2,715 | %1,084 | %10,095 | 0,9600 | 0,8426 | 0,8862 | 0,7753 | %9,502 | %3,890 | %1,084 | %11,566
3 0,9800 | 0,9033 | 0,9471 | 0,7882 | %11,783 | %3,034 | %8,030 | %10,095 | 0,9800 | 0,8968 | 0,9471 | 0,7753 | %11,783 | %2,293 | %8,030 | %11,566
4 1,0000 | 0,9284 | 0,9489 | 0,7882 | %14,064 | %5,897 | %8.,235 | %10,095 | 1,0000 | 0,9190 | 0,9489 | 0,7753 | %14,064 | %4,825 | %8,235 | %11,566
5 0,9200 | 0,8926 | 0,9358 | 0,7882 | %4,939 | %1,814 | %6,741 | %10,095 | 0,9000 | 0,8764 | 0,9308 | 0,7753 | %2,658 | %0,034 | %6,171 | %11,566
6 0,9600 | 0,9288 | 0,9422 | 0,7882 | %9,502 | %5,943 | %7,471 | %10,095 | 0,9600 | 0,9206 | 0,9422 | 0,7753 | %9,502 | %5,007 | %7,471 | %11,566
7 1,0000 | 0,8862 | 0,8792 | 0,7882 | %14,064 | %1,084 | %0,285 | %10,095 | 1,0000 | 0,8715 | 0,8792 | 0,7753 | %14,064 | %0,593 | %0,285 | %11,566
8 0,9600 | 0,9084 | 0,9358 | 0,7882 | %9,502 | %3,616 | %6,741 | %10,095 | 0,9600 | 0,8998 | 0,9358 | 0,7753 | %9,502 | %2,635 | %6,741 | %11,566
9 0,9400 | 0,8397 | 0,8866 | 0,7882 | %7,220 | %4,220 | %1,129 | %10,095 | 0,9400 | 0,8312 | 0,8866 | 0,7753 | %7,220 | %5,190 | %1,129 | %11,566
10 0,8600 | 0,8093 | 0,8447 | 0,7882 | %1,905 | %7,688 | %3,650 | %10,095 | 0,8600 | 0,7983 | 0,8447 | 0,7753 | %1,905 | %8,943 | %3,650 | %11,566
ORTALAMA | 0,9520 | 0,8844 | 0,9125 | 0,7882 | %8,970 | %3,799 | %4,814 | %10,095 | 0,9500 | 0,8741 | 0,9120 | 0,7753 | %8,742 | %3,436 | %4,756 | %11,566
VARYANS 0,0017 | 0,0015 | 0,0013 | 0,0000 | %0,148 | %0,045 | %0,095 | %0,000 | 0,0019 | 0,0016 | 0,0013 | 0,0000 | %0,173 | %0,073 | %0,093 | %0,000

Cizelge 4.2. Senaryo I icin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslar1 (n = 50, oks = 20)

ORTALAMA
DEGERLER

REFERANS BANT GENISLIiGi iLE YAPILAN TAHMIN DEGERLERI
VE HATA YUZDELERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yor

Pxmu

p

p(H,S)

€ ka

ePKMH

eb

eh(H,S)

Yi

PxmHu

p

p(H,S)

€ ka

ePKMH

eb

eh(H,S)

ORTALAMA

0,9550

0,8844

0,9108

0,7882

%9,122

%4,857

%35,600

%10,095

0,9515

0,8730

0,9108

0,7753

%8,913

%4911

%5,704

%11,566

VARYANS

0,0017

0,0029

0,0020

0,0000

%0,178

%0,131

%0,086

%0,000

0,0020

0,0037

0,0021

0,0000

%0,184

%0,224

%0,091

%0,000

06
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Cizelge 4.1°den n = 50 gozlem sayisina sahip Orneklem kiimelerinden hesaplanan Y,
PxmH, p ve p(H,S) tahminleri ve hata yiizdeleri (%¢) goriilmektedir. Koyu olarak goriilen
hata yiizde degerleri, onerilen yaklasimin diger yaklasimlara gore daha kiigiik bir hata ile
iiriin kitle parametresi olan uygun {iiriin oram1 p’yi tahmin ettigini ifade etmektedir.
Cizelgeden ayrica Ornekleme kiimeleri iizerinden elde edilen yaklagim degerlerinin
ortalamalar1 kargilastirildiginda, en iyi sonucun onerilen pxyy yaklasimi ile elde edildigi,
ornekleme kiimeleri arasinda olusan varyans degerlerinin 0,000’a ¢ok yakin olmasi
nedeniyle tahmin ortalamalar1 iizerinden yaklagimlar1 kargilagtirmanin anlamli olacagi
soylenebilir.  Cizelge 4.1°de goriilen hata yilizde degerlerinin karsilastirma kolayligi

saglamasi acgisindan ¢izgi grafigi cizdirilerek Sekil 4.1°de verilmistir.
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Sekil 4.1. Senaryo I icin hata ylizdeleri ¢izgi grafigi (n = 50, oks = 10)

Sekil 4.1 de verilen grafikler Senaryo I'e ait faz I verisi ile aym dagilimli 6rneklem
kiimelerinden elde edilen ¢Ypk, ePxyp» eP Ve P (H,S) hata yiizdelerini gostermektedir.
Grafiklerden ilki daha once de belirtildigi gibi dagilimi bilinmeyen ¢ok degiskenli siirec
verisinin dagiliminin Referans Bant Genisligi (RBG) tahmin yontemi yardimiyla Kernel
yogunluk tahmini yapilarak ayni dagilimdan cektirilen 10 tane Orneklem kiimesinden,
ikincisi ise Maksimum Diizlestirme Yontemi (MDY) yardimiyla Kernel yogunluk tahmini
yapilarak ayni yogunluk dagilimdan cektirilen 10 tane Orneklem kiimesinden
hesaplanmustir. Grafikler incelendiginde, her iki grafikte de pxyg yaklagimi ile elde edilen
hata yiizdelerinin diger ii¢ yonteme gore daha iyi sonug¢ verdigi goriilmektedir. Cizelge
4.1’de 10 orneklem kiimesi iizerinden elde edilen ortalama ve varyans degerleri ile
kargilastirarak yaklagimlarin 6rneklem kiimesine karsi duyarliligina karar vermek amaciyla

ayrica 20 orneklem kiimesi ile de calisilarak sonuclar Cizelge 4.2’de verilmigtir.



92

Cizelge 4.2’de n = 50 gozlem sayisina sahip 20 Orneklem kiimesinden hesaplanan Y,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Bu degerler, Cizelge 4.1’de verilen 10 orneklem kiimesinden hesaplanan
Yok, Pxkmu, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans
degerleri ile karsilastirildiginda, orneklem kiimesi sayisindaki artis sonucu kiimeler
arasinda olusan ortalama ve varyans degerlerinde ¢ok fazla bir fark olmadig1 goriilmektedir.
Sonuglar kargilastirildiginda n = 50 gozlem sayisina sahip 10 orneklem kiimesi ile 20
orneklem kiimesinden elde edilen hata yiizdeleri icin ¢pgyy degerlerinin diger

yaklagimlara gore daha iyi sonug verdigi goriilmektedir.

n = 100 gozlem sayisina sahip drneklem kiimeleri i¢in elde edilen tahmin sonuglar1 Cizelge

4.3’de verilmistir.



Cizelge 4.3. Senaryo I icin tahmin degerleri ve hata yiizdeleri (n = 100, 6ks = 10)

ORNEKLEM

REFERANS BANT GENISLiGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLiGi ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yoi Pxmu | P P(H,S) | eYpr eDkmu | eP eP(H,S) | Yyr Pkmu | P P(H,S) | eYpi eDkmH | eP ep(H,S)
1 0,9600 | 0,9068 | 0,9266 | 0,8212 | %9,502 | %3,433 | %5,692 | %6,331 |0,9700 | 0,9109 | 0,9339 | 0,8100 | %10,642 | %3,901 | %6,524 | %7,608
2 0,9800 | 0,9267 | 0,9493 | 0,8212 | %11,783 | %5,703 | %8,281 | %6,331 | 0,9800 | 0,9243 | 0,9526 | 0,8100 | %11,783 | %5,429 | %8,657 | %7,608
3 0,9700 | 0,9201 | 0,9425 | 0,8212 | %10,642 | %4,950 | %7,505 | %6,331 |0,9500 | 0,8953 | 0,9318 | 0,8100 | %8,361 | %2,122 | %6,285 | %7,608
4 0,9400 | 0,8612 | 0,8864 | 0,8212 | %7,220 | %1,768 | %1,106 | %6,331 | 0,9400 | 0,8492 | 0,8845 | 0,8100 | %7,220 | %3,137 | %0,890 | %7,608
5 0,9200 | 0,8894 | 0,9254 | 0,8212 | %4,939 | %1,449 | %5,555 | %6,331 |0,9000 | 0,8732 | 0,9171 | 0,8100 | %2,658 | %0,399 | %4,608 | %7,608
6 0,9300 | 0,8822 | 0,9030 | 0,8212 | %6,080 | %0,627 | %3,000 | %6,331 |0,9300 | 0,8765 | 0,9062 | 0,8100 | %6,080 | %0,023 | %3,365 | %7,608
7 0,8900 | 0,8804 | 0,9201 | 0,8212 | %1,517 | %0,422 | %4,950 | %6,331 |0,8800 | 0,8571 | 0,9030 | 0,8100 | %0,376 | %2,236 | %3,000 | %7,608
8 0,9500 | 0,8960 | 0,9073 | 0,8212 | %8,361 | %2,201 | %3,490 | %6,331 |0,9500 | 0,8898 | 0,9106 | 0,8100 | %8,361 | %1,494 | %3,867 | %7,608
9 0,9800 | 0,9453 [ 0,9410 | 0,8212 | %11,783 | %7,825 | %7,334 | %6,331 | 0,9800 | 0,9388 | 0,9410 | 0,8100 | %11,783 | %7,083 | %7,334 | %7,608
10 0,9900 | 0,9417 | 0,9512 | 0,8212 | %12,923 | %7,414 | %8,498 | %6,331 | 0,9900 | 0,9360 | 0,9512 | 0,8100 | %12,923 | %6,764 | %8,498 | %7,608
ORTALAMA |0,9510 | 0,9050 | 0,9253 | 0,8212 | %8,475 | %3,579 | %5,541 | %6,331 |0,9470 | 0,8951 | 0,9232 | 0,8100 | %8,019 | %3,259 | %5,303 | %7,608
VARYANS 0,0010 | 0,0008 | 0,0005 | 0,0000 | %0,129 | %0,075 | %0,060 | %0,000 | 0,0013 | 0,0010 | 0,0005 | 0,0000 | %0,168 | %0,062 | %0,066 | %0,000

Cizelge 4.4. Senaryo I i¢cin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 100, oks = 20)

ORTALAMA | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI | MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypi PkmH | P P(H,S) | e¥pi eDkmH | eP eP(H,S) | Yoi PkmH | P P(H,S) | e¥pi eDkmH | eP ep(H,S)
ORTALAMA | 0,9525 | 0,9070 | 0,9256 | 0,8212 | %8,646 | %3,644 | %5,581 | %6,331 | 0,9505 | 0,8997 | 0,9256 | 0,8100 | %8.,418 | %3,203 | %5,582 | %7,608
VARYANS 0,0006 | 0,0006 | 0,0003 | 0,0000 | %0,082 | %0,060 | %0,036 | %0,000 | 0,0008 | 0,0006 | 0,0003 | 0,0000 | %0,102 | %0,046 | %0,037 | %0,000

€6
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Cizelge 4.3°de n = 100 gdzlem sayisina sahip 6rneklem kiimelerinden hesaplanan Y, pxmn,
p ve p(H,S) tahminleri ve hata yiizdeleri (%¢€) goriilmektedir. Koyu renkle ifade edilen
degerler, iiriin kitle parametresi olan uygun iiriin oran1 p’yi diger yaklasimlara gore daha
iyi temsil eden yaklasimi gostermektedir. pxyg yaklasimi ile elde edilen hata yiizdelerinin

diger iic yonteme gore daha iyi sonug verdigi sOylenebilir.
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Sekil 4.2. Senaryo I icin hata ylizdeleri ¢izgi grafigi (n = 100, oks = 10)

Sekil 4.2°de verilen grafikler Senaryo I'e ait faz I verilerinden elde edilen ¢Yy, ¢ Pxmu, P
ve ¢p(H,S) hata yiizdelerini gostermektedir. Grafiklerden ilkinde Referans Bant Genigligi
tahmin yontemi yardimiyla Kernel yogunluk tahmini yapilarak ayni1 dagilimdan cektirilen
10 tane orneklem kiimesinden, ikincisinde ise Maksimum Diizlestirme Yontemi yardimiyla
Kernel yogunluk tahmini yapilarak ayni dagilimdan cektirilen 10 tane 6rneklem kiimesinden
hesaplanmugtir. Grafikler incelendiginde, her iki grafikte de pxpy yaklasimu ile elde edilen
hata yiizdelerinin diger li¢ yonteme gore daha iyi sonug verdigi goriilmektedir. Her iki bant
genigligi tahmin yontemi kullanilarak elde edilen sonuglarin benzer bir egilim gosterdigi

soylenebilir.

Cizelge 4.4°de n = 100 gozlem sayisina sahip 20 Orneklem kiimesinden hesaplanan Yy,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Bu degerler, Cizelge 4.3’de verilen 10 6rneklem kiimesinden hesaplanan
Yok, DkmH, P Ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans
degerleri ile karsilastirildiginda, 6rneklem kiime sayisindaki artis sonucu kiimeler arasinda
olusan ortalama ve varyans degerlerinde cok fazla bir fark olmadig1 soylenebilir. Cizelge

4.4’te verilen hata yiizdelerinin ortalama degerleri karsilastirildiginda koyu olan degerlere
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sahip yaklasim olan pgpp yaklasiminin daha kiigiik bir hata ile p’yi tahmin ettigi,

yaklagimlara gore daha iyi sonuglar verdigi goriilmektedir.

Ayni sekilde elde edilen n = 250 gozlem sayisina sahip 6rneklem kiimeleri i¢in sonuglar

Cizelge 4.5°de verilmistir.



Cizelge 4.5. Senaryo I icin tahmin degerleri ve hata yiizdeleri (n = 250, 6ks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yk PxkmH | P P(H,S) | eYpr ePkMH | eP eP(H,S) | Ypi PxkmH | P p(H,S) | eYpr eDkMH | eP ep (H,S)
1 0,9800 | 0,9389 | 0,9363 | 0,8041 | %11,783 | %7,095 | %6,798 | %8,2810 | 0,9200 | 0,8847 | 0,9181 | 0,7952 | %4,939 | %0,913 | %4,722 | %9,2962
2 0,9400 | 0,8914 | 0,9034 | 0,8041 | %7,220 | %1,677 | %3,046 | %8,2810 | 0,9720 | 0,9388 | 0,9427 | 0,7952 | %10,870 | %7,083 | %7,528 | %9,2962
3 0,9680 | 0,9266 | 0,9355 | 0,8041 | %10,414 | %5,692 | %6,707 | %8,2810 | 0,9600 | 0,9207 | 0,9368 | 0,7952 | %9,502 | %5,019 | %6,855 | %9,2962
4 0,9600 | 0,9229 | 0,9404 | 0,8041 | %9,502 | %5,270 | %7,266 | %8,2810 | 0,9360 | 0,9005 | 0,9177 | 0,7952 | %6,764 | %2,715 | %4,677 | %9,2962
5 0,9680 | 0,9373 | 0,9493 | 0,8041 | %10,414 | %6,912 | %8,281 | %8,2810 | 0,9440 | 0,9097 | 0,9275 | 0,7952 | %7,677 | %3,764 | %5,794 | %9,2962
6 0,9406 | 0,9342 | 0,9720 | 0,8041 | %7,289 | %6,559 | %10,870 | %8,2810 | 0,9720 | 0,9381 | 0,9555 | 0,7952 | %10,870 | %7,004 | %8,988 | %9,2962
7 0,9360 | 0,8979 | 0,9150 | 0,8041 | %6,764 | %2,418 | %4,369 | %8,2810 | 0,9360 | 0,9108 | 0,9314 | 0,7952 | %6,764 | %3,890 | %6,239 | %9,2962
8 0,9880 | 0,9595 | 0,9566 | 0,8041 | %12,695 | %9,445 | %9,114 | %8,2810 | 0,9360 | 0,8890 | 0,9102 | 0,7952 | %6,764 | %1,403 | %3,821 | %9,2962
9 0,9840 | 0,9456 | 0,9564 | 0,8041 | %12,239 | %7,859 | %9,091 | %8,2810 |0,9520 | 0,8957 | 0,9236 | 0,7952 | %8,589 | %2,167 | %5,350 | %9,2962
10 0,9560 | 0,9248 | 0,9387 | 0,8041 | %9,045 | %5,486 | %7,072 | %8,2810 | 0,9520 | 0,9232 | 0,9404 | 0,7952 | %8,589 | %5,304 | %7,266 | %9,2962
ORTALAMA | 0,9621 | 0,9279 | 0,9404 | 0,8041 | %9,737 | %5,841 | %7261 | %8,281 |0,9480 | 09111 | 0,9304 | 0,7952 | %8,133 | %3,926 | %6,124 | %9,296
VARYANS | 0,0004 | 0,0004 | 0,0004 | 0,0000 | %0,046 | %0,055 | %0,053 | %0,000 |0,0003 | 0,0004 | 0,0002 | 0,0000 | %0,037 | %0,047 | %0,025 | %0,000

Cizelge 4.6. Senaryo I i¢cin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 250, oks = 20)

ORTALAMA | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI | MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypi PkmH | P P(H,S) | e¥pi eDkmH | eP eP(H,S) | Yoi PkmH | P P(H,S) | e¥pi eDkmH | eP ep(H,S)
ORTALAMA | 0,9524 | 0,9159 | 0,9286 | 0,8041 | %8,635 | %4,527 | %5,922 | %8,281 | 0,9483 | 0,9068 | 0,9294 | 0,7952 | %8,167 | %4,142 | %6,011 | %9,296
VARYANS 0,0004 | 0,0004 | 0,0003 | 0,0000 | %0,047 | %0,047 | %0,033 | %0,000 | 0,0005 | 0,0008 | 0,0003 | 0,0000 | %0,063 | %0,042 | %0,034 | %0,000
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Cizelge 4.5’te n=250 gozlem sayisina sahip 6rneklem kiimelerinden hesaplanan Y., pxmn,
p ve p(H,S) tahminleri ve hata yiizdeleri (%¢) goriilmektedir. pxym yaklagimi ile elde
edilen hata yiizdelerinin diger iic yonteme gore daha iyi sonug¢ verdigi soylenebilir.
Maksimum Bant Genisgligi tahmin yontemi ile elde edilen sonuglarin Referans Bant
Genisligi ile yapilan tahmin sonuclarindan daha az hata yiizdesine sahip oldugu iiriin kitle

parametresi olan uygun {iriin oran1 p’ye daha yakin sonuglar verdigi goriilmektedir.
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Sekil 4.3. Senaryo I icin hata yiizdeleri ¢izgi grafigi (n = 250, 6ks = 10)

Sekil 4.3’de goriilen grafikler Senaryo I'e ait faz I verilerinden elde edilen ¢Y i, ¢ pxmn, P
ve ¢p (H,S) hata yiizdelerini gostermektedir. Grafiklerden ilkinde Referans Bant Genisligi
tahmin yontemi yardimiyla, ikincisinde ise Maksimum Diizlestirme Yontemi yardimiyla
Kernel yogunluk tahmini yapilarak ayn1 dagilimdan c¢ektirilen 10 tane Orneklem
kiimesinden hesaplanmistir. Grafikler incelendiginde, her iki grafikte de pxyy yaklasimi ile
elde edilen hata yiizdelerinin diger ii¢ yonteme gore daha iyi sonu¢ verdigi goriilmektedir.
Her iki bant genigligi tahmin yontemi kullanilarak elde edilen sonuglarin benzer bir egilim

gosterdigi soylenebilir.

Cizelge 4.6’da n = 250 gozlem sayisina sahip 20 Orneklem kiimesinden hesaplanan Yy,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Bu degerler, Cizelge 4.3’de verilen 10 6rneklem kiimesinden hesaplanan
Yok, DkmH, P Ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans
degerleri ile karsilastirildiginda, 6rneklem kiime sayisindaki artis sonucu kiimeler arasinda
olusan ortalama ve varyans degerlerinde cok fazla bir fark olmadig1 séylenebilir. n = 500

gozlem sayisina sahip orneklem kiimeleri i¢in sonuglar Cizelge 4.7°de verilmistir.



Cizelge 4.7. Senaryo 1 icin tahmin degerleri ve hata yiizdeleri (n = 500, 6ks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yo Pxmu | P P(H,S) | e¥pk eDkMH | €D eP(H,S) | Yy Pkmu | D p(H,S) | e¥pi eDkMH | €D eP(H,S)
1 0,9480 | 0,9198 | 0,9233 | 0,8483 | %8,133 | %4,916 | %5,315 | %3,239 | 0,9600 | 0,9212 | 0,9300 | 0,8402 | %9,502 | %5,076 | %6,080 | %4,163
2 0,9540 | 0,9308 | 0,9361 | 0,8483 | %8,817 | %6,171 | %6,775 | %3,239 | 0,9520 | 0,9205 | 0,9314 | 0,8402 | %8,589 | %4,996 | %6,239 | %4,163
3 0,9500 | 0,9298 | 0,9376 | 0,8483 | %8,361 | %6,057 | %6,947 | %3,239 | 0,9520 | 0,9155 | 0,9235 | 0,8402 | %8,589 | %4,426 | %5,338 | %4,163
4 0,9420 | 0,9209 | 0,9351 | 0,8483 | %7,448 | %5,042 | %6,661 | %3,239 | 0,9620 | 0,9287 | 0,9324 | 0,8402 | %9,730 | %5,931 | %6,353 | %4,163
5 0,9600 | 0,9289 | 0,9372 | 0,8483 | %9,502 | %5,954 | %6,901 | %3,239 | 0,9620 | 0,9241 | 0,9286 | 0,8402 | %9,730 | %5,407 | %5,920 | %4,163
6 0,9300 | 0,9093 | 0,9233 | 0,8483 | %6,080 | %3,718 | %5,315 | %3,239 | 0,9480 | 0,9082 | 0,9245 | 0,8402 | %8,133 | %3,593 | %5,452 | %4,163
7 0,9600 | 0,9260 | 0,9246 | 0,8483 | %9,502 | %5,623 | %5,464 | %3,239 | 0,9620 | 0,9276 | 0,9321 | 0,8402 | %9,730 | %5,806 | %6,319 | %4,163
8 0,9700 | 0,9339 | 0,9344 | 0,8483 | %10,642 | %6,524 | %6,581 | %3,239 | 0,9440 | 0,9234 | 0,9397 | 0,8402 | %7,677 | %5,327 | %7,186 | %4,163
9 0,9640 | 0,9338 | 0,9413 | 0,8483 | %9,958 | %6,513 | %7,369 | %3,239 | 0,9540 | 0,9164 | 0,9280 | 0,8402 | %8,817 | %4,528 | %5,851 | %4,163
10 0,9340 | 0,9175 | 0,9211 | 0,8483 | %6,536 | %4,654 | %5,064 | %3,239 | 0,9580 | 0,9241 | 0,9325 | 0,8402 | %9,273 | %5,407 | %6,365 | %4,163
ORTALAMA | 0,9512 | 0,9251 | 0,9314 | 0,8483 | %8,498 | %5,517 | %6,239 | %3,239 | 0,9554 | 0,9210 | 0,9303 | 0,8402 | %8,977 | %5,050 | %6,110 | %4,163
VARYANS | 0,0002 | 0,0001 | 0,0001 | 0,0000 | %0,022 | %0,008 | %0,007 | %0,000 | 0,0000 | 0,0000 | 0,0000 | 0,0000 | %0,005 | %0,005 | %0,003 | %0,000

Cizelge 4.8. Senaryo I icin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 500, 6ks = 20)

ORTALAMA

REFERANS BANT GENISLIiGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yoi Pxmu | P P(H,S) | e¥pi eDkMH | €D eP(H,S) | Yok Dxkmu | P P(H,S) | e¥pi eDkMH | €D eP(H,S)
ORTALAMA | 0,9537 | 0,9249 | 0,9309 | 0,8483 | %8,783 | %5,502 | %6,181 | %3,239 | 0,9535 | 0,9201 | 0,9308 | 0,8402 | %8,760 | %4,948 | %6,176 | %4,163
VARYANS 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,010 | %0,014 | %0,012 | %0,000 | 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,009 | %0,016 | 0,0001 | %0,000
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Cizelge 4.7°de n = 500 gozlem sayisina sahip 6rneklem kiimelerinden hesaplanan Y, pxmn,
p ve p(H,S) tahminleri ve hata yiizdeleri (%¢) goriilmektedir. p(H,S) yaklagim ile elde
edilen hata yiizdelerinin diger ii¢c yonteme gore daha iyi sonug verdigi sdylenebilir. Referans
Bant Genisligi ile yapilan sonu¢larin Maksimum Diizlestirme Y ontemi ile elde edilen tahmin
sonuclarindan daha az hata yiizdesine sahip oldugu iiriin kitle parametresi olan uygun iiriin

orani p’ye daha yakin sonuglar verdigi goriilmektedir.
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Sekil 4.4. Senaryo I icin hata yiizdeleri ¢izgi grafigi (n = 500, oks = 10)

Sekil 4.4’te goriilen grafikler Senaryo I’e ait faz I verilerinden elde edilen Yk, e Pxmu, eP
ve ¢p(H,S) hata yiizdelerini gostermektedir. Ilk Grafik, Referans Bant Genisligi tahmin
yontemi yardimiyla Kernel yogunluk tahmini yapilarak ayni1 dagilimdan ¢ektirilen 10 tane
orneklem kiimesi iizerinden elde edilen hata yiizdelerini gostermektedir. Ilk grafikte
p(H,S) yaklasim ile p’nin daha iyi tahmin edildigi goriilmektedir. ikinci grafikte ise
Maksimum Diizlestirme YoOntemi yardimiyla Kernel yogunluk tahmini yapilarak ayni
dagilimdan ¢ektirilen 10 tane Orneklem kiimesinden hesaplanmistir.  Ikinci grafik
incelendiginde de, p(H,S) yaklasiminin bagarili oldugu goriilmektedir. Ayrica her iki
grafikten de Onerilen pgypy yaklasimi sonuglart ile p(H,S) yaklasimi sonuglariin

genellikle diger iki yaklasima gore birbirine yakin sonuclar verdigi acik¢a goriilmektedir.

Cizelge 4.8°de n = 500 gozlem sayisina sahip 20 Orneklem kiimesinden hesaplanan Yy,
PxmH, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans degerleri
goriilmektedir. Bu degerler, Cizelge 4.7°de verilen 10 6rneklem kiimesinden hesaplanan Y,
Pxmu, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri

ile kargilagtirildiginda, 10 orneklem kiimesi i¢in hesaplanan hata yiizdelerinde oldugu gibi
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20 orneklem kiimesinden hesaplananlar i¢in de gecerli oldugu, diger bir ifade ile p(H,S)

yaklagiminin daha iyi sonug verdigi soylenebilir.

n = 1000 gbzlem sayisina sahip orneklem kiimeleri i¢in sonuclar Cizelge 4.9’da verilmistir.



Cizelge 4.9. Senaryo I icin tahmin degerleri ve hata yiizdeleri (n = 1000, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PrkmH | P p(H,S) | e¥pk eDkMH | eP eP(H,S) | Ypr Pkmu | P P(H,S) | eYpk ePkMH | eP ep (H,S)
1 0,9520 | 0,9315 | 0,9295 | 0,8382 | %8,589 | %6,251 | %6,023 | %4,391 | 0,9500 | 0,9226 | 0,9310 | 0,8322 | %8,361 | %5,236 | %6,194 | %5,075
2 0,9430 | 0,9287 | 0,9315 | 0,8382 | %7,562 | %5,931 | %6,251 | %4,391 | 0,9440 | 0,9180 | 0,9273 | 0,8322 | %7.677 | %4,711 | %5,772 | %5,075
3 0,9440 | 0,9242 | 0,9311 | 0,8382 | %7,677 | %5,418 | %6,205 | %4,391 | 0,9520 | 0,9223 | 0,9302 | 0,8322 | %8,589 | %5,201 | %6,102 | %5,075
4 0,9650 | 0,9367 | 0,9318 | 0,8382 | %10,072 | %6,844 | %6,285 | %4,391 | 0,9400 | 0,9184 | 0,9305 | 0,8322 | %7,220 | %4,756 | %6,137 | %5,075
5 0,9530 | 0,9309 | 0,9341 | 0,8382 | %8,703 | %6,182 | %6,547 | %4,391 | 0,9500 | 0,9327 | 0,9401 | 0,8322 | %9,387 | %6,388 | %7,232 | %5,075
6 0,9600 | 0,9280 | 0,9258 | 0,8382 | %9,502 | %5,851 | %5,601 | %4,391 | 0,9450 | 0,9233 | 0,9286 | 0,8322 | %7,791 | %5,315 | %5,920 | %5,075
7 0,9440 | 0,9280 | 0,9273 [ 0,8382 | %7,677 | %5,851 | %5,772 | %4,391 | 0,9500 | 0,9205 | 0,9314 | 0,8322 | %8,361 | %4,996 | %6,239 | %5,075
8 0,9540 | 0,9297 | 0,9293 | 0,8382 | %8,817 | %6,045 | %6,000 | %4,391 | 0,9410 | 0,9155 | 0,9239 | 0,8322 | %7,334 | %4,426 | %5,384 | %5,075
9 0,9490 | 0,9294 | 0,9374 | 0,8382 | %8,247 | %6,011 | %6,924 | %4,391 | 0,9280 | 0,9051 | 0,9159 | 0,8322 | %5,851 | %3,239 | %4,471 | %5,075
10 0,9530 | 0,9239 | 0,9254 | 0,8382 | %8,703 | %5,384 | %5,555 | %4,391 | 0,9400 | 0,9186 | 0,9317 | 0,8322 | %7,220 | %4,779 | %6,274 | %5,075
ORTALAMA | 0,9517 [ 0,9291 | 0,9303 | 0,8382 | %8,555 | %5,977 | %6,116 | %4,391 | 0,9449 [ 0,9197 | 0,9291 | 0,8322 | %7,779 | %4,905 | %5,973 | %5,075
VARYANS | 0,0001 | 0,0000 | 0,0000 | 0,0000 | %0,007 | %0,002 | %0,002 | %0,000 | 0,0001 | 0,0000 | 0,0000 | 0,0000 | %0,009 | %0,006 | %0,005 | %0,000

Cizelge 4.10.

Senaryo I i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslar1 (n = 1000, oks = 20)

ORTALAMA

REFERANS BANT GENISLIiGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yor PkmH | D P(H,S) | e¥pi eDkMH | eP eP(H,S) | Yk Pkmu | D P(H,S) | e¥pr eDKMH | eP ep(H,S)
ORTALAMA | 0,9530 | 0,9319 | 0,9333 | 0,8382 | %8,703 | %6,297 | %6,458 | %4,391 | 0,9527 | 0,9254 | 0,9302 | %7,779 | %8,663 | %5,555 | %6,098 | %5,075
VARYANS 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,014 | %0,013 | %0,007 | %0,000 | 0,0000 | 0,0000 | 0,0000 | %0,009 | %0,005 | %0,003 | %0,003 | %0,000
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Cizelge 4.9°da n = 1000 gozlemli Orneklem kiimelerinden hesaplanan Y., pxmu, p ve
p(H,S) tahminleri ve hata yiizdeleri (%%¢€) goriilmektedir. Referans Bant Genisligi ile
yapilan tahmin degerleri i¢in p (H,S) yaklagiminin diger yaklagimlara gore daha iyi sonug
verdigi goriilmektedir. Maksimum Diizlestirme YoOntemi ile bant genisligi ile yapilan
tahminler sonucu elde edilen 6rnekleme kiimeleri {izerinden hesaplanan hata yiizdeleri i¢in

ise pxymy yaklasiminin daha iyi sonug verdigi soylenebilir.

Yiizde degerleri gore yontemleri karsilagtirmak amaciyla ¢izdirilen ¢izgi grafikleri Sekil

4.5’te verilmistir.

, AN ,
101 ~ P ot | 9 / \\ P s
/N P A # \ P
VAN AN L p(HS)] . SN / N\ A | _P(H.S)|
g / ;) 7 \ | BF " % Fi N B 1
W \ ~ =l " N\ ¢ \.
= / 14 ) - = N
i} B / > @ Vi ™,
L & b
£ 8 / X 57 \ i
8 e o ! /
= g e P
I o A
8 7 Z s} N
I I
b
B 2 . — 5F
5t 4
4 3
1 2 3 4 5 6 7 8 9 10 1 2 3 4 B 6 7 8 9 10
Orneklem Kimeleri Orneklem Kimeleri
(a) (b)

Sekil 4.5. Senaryo I icin hata yiizdeleri ¢izgi grafigi (n = 1000, oks = 10)

Sekil 4.5’te verilen grafikler incelendiginde ilk grafikteki sonuclardan pxyg, p
yaklagimlarinin hata yiizdeleri agisindan benzer sonuglar verdigi, diger yaklasimlara gore
p’yi daha iyi tahmin ettigi goriilmektedir. Orneklem kiimelerinin n = 1000 gozlem igerdigi
g6z Oniinde bulunduruldugunda dagilimin Normal dagildig1 varsayimi ile Referans Bant
Genigligi tahmin yontemi kullanildi§indan ilk grafikte , p’nin p’yi tahmin etmede basarili
olmas1 ve gozlem sayisi biiyiidiikge dagilimin normal dagilima yakinsayarak klasik tahmin
edici p’nin daha iyi sonuclar vermesi olasidir. Oyle ki ikinci grafik incelendiginde
Maksimum Diizlestirme Yontemi ile tahmin edilen kernel yogunluk tahminleri iizerinden
cektirilen orneklem kiimelerine pxjp/y yaklasimi uygulandiginda p’yi daha iyi tahmin ettigi

goriilmektedir.

Cizelge 4.10°dan n = 1000 gozlem sayisina sahip 20 6rneklem kiimesinden hesaplanan Y,

Pxmu, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
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goriilmektedir. 10 orneklem kiimesi i¢in elde edilen sonuclardan farkli olarak her iki bant
genigligi tahmin yonteminde de p(H,S) yaklasiminin daha iyi sonuglar verdigi

goriilmektedir.

Ornekleme kiimesi sayis1 (6ks) ve her bir 6rnekleme kiimesindeki gzlem sayis1 biiyiidiikge

kiimeler arasinda varyans degerinin kii¢iildiigii goriilmektedir.

4.2. Senaryo II Iicin Elde Edilen Sonuclar

Senaryo II i¢in Kernel yogunluk tahmin yontemine dayali MH orneklemesi ile elde edilen
n =50, 100, 250, 500 ve 1000 gozlemli 6rneklem kiimelerinden hesaplanan uygun iiriin
olasiliklart (Y,x, pxkmmu, p, p(H,S)) kitle uygun iiriin oran1 p ile karsilagtirilarak, Hata
yiizdeleri elde edilmistir. Hesaplanan tahmin sonuglart n = 50 i¢in Cizelge 4.11°de

verilmistir.



Cizelge 4.11.

Senaryo II i¢cin tahmin degerleri ve hata yiizdeleri (n = 50, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PxkmH | P P(H,S) | eYpi eDkMH | &P eP(H,S) | Ypi PkmH | P P(H,S) | e¥pk eDKMH | eP ep (H,S)
1 0,9600 | 0,8746 | 0,037 | 0,6385 | %22,496 | %11,599 | %15,312 | %18,527 | 0,9200 | 0,8342 | 0,8889 | 0,6238 | %17,392 | %6,444 | %13,424 | %20,403
2 0,8600 | 0,7929 | 0,8528 | 0,6385 | %9,736 | %1,174 | %8.817 | %18,527 | 0,8600 | 0,7840 | 0,8528 | 0,6238 | %9,736 | %0,038 | %8.817 | %20,403
3 0,9400 | 0,7956 | 0,8717 [ 0,6385 | %19,944 | %1,518 | %11,229 | %18,527 | 0,9400 | 0,7851 | 0,8717 | 0,6238 | %19,944 | %0,179 | %11,229 | %20,403
4 0,9600 | 0,8078 | 0,8607 | 0,6385 | %22,496 | %3,075 | %9,825 | %18,527 | 0,9600 | 0,7972 | 0,8607 | 0,6238 | %22,496 | %1,723 | %9,825 | %20,403
5 0,8800 | 0,7730 | 0,8420 | 0,6385 | %12,288 | %1,365 | %7,439 | %18,527 | 0,8800 | 0,7625 | 0,8420 | 0,6238 | %12,288 | %2,705 | %7,439 | %20,403
6 0,9200 | 0,8116 | 0,8419 [ 0,6385 | %17,392 | %3,560 | %7.426 | %18,527|0,9200 | 0,7967 | 0,8419 | 0,6238 | %17,392 | %1,659 | %7,426 | %20,403
7 0,9800 | 0,7890 | 0,8187 | 0,6385 | %25,048 | %0,676 | %4,466 | %18,527|0,9800 | 0,7742 | 0,8187 | 0,6238 | %25,048 | %1,212 | %4,466 | %20,403
8 0,9400 | 0,8348 | 0,8846 | 0,6385 | %19,944 | %6,520 | %12,875 | %18,527 | 0,9400 | 0,8219 | 0,8846 | 0,6238 | %19,944 | %4,874 | %12,875 | %20,403
9 0,8800 | 0,7488 | 0,8170 | 0,6385 | %12,288 | %4,453 | %4,249 | %18,527 | 0,8800 | 0,7649 | 0,8381 | 0,6238 | %12,288 | %2,399 | %6,941 | %20,403
10 0,8400 | 0,7645 | 0,8401 | 0,6385 | %7,184 | %2,450 | %7,197 | %18,527 | 0,8200 | 0,7434 | 0,8287 | 0,6238 | %4,632 | %5,142 | %5,742 | %20,403
ORTALAMA | 0,9160 | 0,7993 | 0,8533 | 0,6385 | %16,881 | %3,639 | %8,884 | %18,527]0,9100]0,7864 | 0,8528 | 0,6238 | %16,116 | %2,637 | %8,818 | %20,403
VARYANS |0,0023|0,0013 | 0,0008 | 0,0000 |%0,373 | %0,110 | %0,124 | %0,000 |0,0024 | 0,0008 | 0,0005 | 0,0000 | %0,394 | %0,047 | %0,089 | %0,000

Cizelge 4.12.

Senaryo II i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 50, oks = 20)

ORTALAMA

REFERANS BANT GENISLiGi iLE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI

BANT GENISLIiGI iLE

DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yk Pxmu | D P(H,S) | e¥pi eDkMH | €D eP(H,S) | Ypi Pxmu | D P(H,S) | e¥pi eDkMH | €D P (H,S)
ORTALAMA | 0,8980 | 0,7932 | 0,8521 | 0,6385 | %16,465 | %5,789 | %9,588 | %18,527 | 0,8960 | 0,7805 | 0,8522 | 0,6238 | %15,955 | %4,989 | %9,530 | %20,403
VARYANS 0,0068 | 0,0036 | 0,0022 | 0,0000 | %0,488 | %0,252 | %0,194 | %0,000 | 0,0062 | 0,0031 | 0,0024 | 0,0000 | %0,487 | %0,244 | %0,238 | %0,000
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Cizelge 4.11°de, n = 50 gozlem sayisina sahip 10 6rneklem kiimesinden hesaplanan Y,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Uriin kitle parametresi p’nin 6nerilen yaklagim olan pgypy ile diger iic
yonteme gore daha iyi tahmin edildigi acik¢a goriilmektedir. pgppy yaklasiminin diger

yaklagimlara gore p’yi tahmin etmedeki basarisi, Sekil 4.6’da verilen ¢izgi grafiklerinden

daha iyi anlagilabilir.
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Sekil 4.6. Senaryo II i¢in hata yiizdeleri ¢izgi grafigi (n = 50, oks = 10)

Sekil 4.6’da goriilen her iki grafikte de pxpm yaklasiminin iyi sonuglar verdigi ve hata yiizde

seviyesinin digerlerine gore ¢cok asagida oldugu goriilmektedir.

Cizelge 4.12°de n = 50 gozlem sayisina sahip 20 Orneklem kiimesinden hesaplanan Yy,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans degerleri
goriilmektedir. Bu degerler, Cizelge 4.11°de verilen 10 6rneklem kiimesinden hesaplanan
Yok, Pxkmu, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans
degerleri ile karsilastirildiginda, 6rneklem kiime sayisindaki artis sonucu kiimeler arasinda

olusan ortalama ve varyans degerlerinde ¢ok fazla bir fark olmadig1 soylenebilir.

n = 100 gozlem sayisina sahip drneklem kiimeleri i¢in sonuglar Cizelge 4.13’da verilmistir.



Cizelge 4.13.

Senaryo II i¢cin tahmin degerleri ve hata yiizdeleri (n = 100, oks = 10)

ORNEKLEM | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yyi DkmH | D P(H,S) | eYpr eDKMH | eD eP (H,S) | Yok Pxkmu | D P(H,S) | e¥pr eDKMH | eD eP (H,S)
1 0,9100 | 0,8547 | 0,8854 [ 0,6497 | %16,116 | %9,060 | %12,977 | %17,098 | 0,8900 | 0,8319 | 0,8783 [ 0,6386 | %13,564 | %6,150 | %12,071 | %18,515
2 0,9600 | 0,8267 [ 0,8818 | 0,6497 | %22,496 | %5,487 | %12,518 | %17,098 | 0,9600 | 0,8176 | 0,8818 | 0,6386 | %22,496 | %4,326 | %12,518 | %18,515
3 0,8500 | 0,7779 | 0,8400 | 0,6497 | %8,460 | %0,740 | %7,184 | %17,098 | 0,8500 | 0,7657 | 0,8373 [ 0,6386 | %8,460 | %2,297 | %6,839 |%18,515
4 0,9000 | 0,7936 | 0,8448 [ 0,6497 | %14,840 | %1,263 | %7,796 | %17,098 | 0,9000 | 0,7856 | 0,8480 | 0,6386 | %14,840 | %0,242 | %8,205 | %18,515
5 0,9000 | 0,8157 [ 0,8650 | 0,6497 | %14,840 | %4,083 | %10,374 | %17,098 | 0,8900 | 0,7987 | 0,8587 | 0,6386 | %13,564 | %1,914 | %9,570 |%18,515
6 0,9100 [ 0,7866 | 0,8403 [ 0,6497 | %16,116 | %0,370 | %7,222 | %17,098|0,9100 | 0,7762 | 0,8403 | 0,6386 | %16,116 | %0,957 | %7,222 | %18,515
7 0,8300 | 0,7725 | 0,8384 [ 0,6497 | %5,908 | %1,429 | %6,980 |%17,098 | 0,8300 | 0,7586 | 0,8331[0,6386 | %5,908 | %3,203 | %6,303 |%18,515
8 0,8500 [ 0,7619 [ 0,8249 | 0,6497 | %8,460 | %2,782 | %5257 |%17,098|0,8500 | 0,7513 | 0,8249 | 0,6386 | %8,460 | %4,134 | %5257 |%18,515
9 0,9500 | 0,8742 [ 0,9032 | 0,6497 | %21,220 | %11,548 | %15,248 | %17,098 | 0,9500 | 0,8641 | 0,9032 [ 0,6386 | %21,220 | %10,259 | %15,248 | %18,515
10 0,9400 | 0,8884 [ 0,8804 | 0,6497 | %19,944 | %13,360 | %12,339 | %17,098 | 0,9400 | 0,8264 | 0,8810 | 0,6386 | %19,944 | %5,449 | %12,415 | %18,515
ORTALAMA | 0,9000 | 0,8152 ] 0,8604 | 0,6497 | %14,840 | %5,012 | %9,789 | %17,098 | 0,8970]0,7976 | 0,8587 | 0,6386 | %14,457 | %3,893 | %9,565 | %18,515
VARYANS | 0,0020 [ 0,0020 | 0,0007 [ 0,0000 | %0,322 |%0,224 [%0,111 |%0,000 |0,0020 [ 0,0013 [ 0,0007 [ 0,0000 |%0,322 |%0,086 |%0,110 |%0,000

Cizelge 4.14.

Senaryo II i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 100, dks = 20)

ORTALAMA

REFERANS BANT GENISLIGi iLE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMi BANT GENISLIGI iLE

DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok Pkmu | P P(H,S) | eVpk ePkMH | eP eP(H,S) | Yy PkmH | P P(H,S) | Ypr eDkmH | eP ep(H,S)
ORTALAMA | 0,9095 | 0,8256 | 0,8678 | 0,6497 | %16,482 | %6,517 | %10,733 | %17,098 | 0,9100 | 0,8122 | 0,8728 | 0,6386 | %16,116 | %5,076 | %11,364 | %18,515
VARYANS 0,0031 | 0,0018 | 0,0008 | 0,0000 | %0,351 | %0,153 | %0,122 | %0,000 | 0,0023 | 0,0013 | 0,0013 | 0,0000 | %0,367 | %0,087 | %0,205 | %0,000
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Cizelge 4.13’te n = 100 gozlem sayisina sahip 10 orneklem kiimesinden hesaplanan Yy,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Uriin kitle parametresi p’nin 6nerilen yaklasim olan pgyp ile diger iig
yonteme gore daha iyi tahmin edildigi agik¢a goriilmektedir. Oyle ki, diger ii¢ yontemin
hata seviyeleri %?20’lere yaklasirken, pgypm 'min p’yi tahmin etmede ki hata yiizdeleri

ortalama %3’lerde seyretmektedir.

Pxma yaklasiminin diger yaklagimlara gore p’yi tahmin etmedeki basarisi, Sekil 4.7°de

verilen cizgi grafiklerinden daha iyi anlagilabilir.
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Sekil 4.7. Senaryo Il i¢in hata yiizdeleri ¢izgi grafigi (n = 100, oks = 10)

Sekil 4.7°de her iki bant genisligi tahmin yontemi i¢in pxpypy yaklasiminin iyi sonuglar

verdigi goriilmektedir.

Cizelge 4.14’te n = 100 gozlem sayisina sahip 20 orneklem kiimesinden hesaplanan Yy,
Pxmu, p ve p(H,S) tahminleri ve hata yiizdelerinin pgpp yaklagimi igin iyi sonuglar
verdigi ve her iki bant genigligi tahmin yonteme icin de diger yaklagimlardan daha kiiciik

hata seviyesi ile p’yi tahmin ettigi goriilmektedir.

n = 250 gozlem sayisina sahip 6rneklem kiimeleri i¢in sonuglar Cizelge 4.15°de verilmistir.



Cizelge 4.15.

Senaryo II i¢in tahmin degerleri ve hata yiizdeleri (n = 250, oks = 10)

ORNEKLEM | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI | MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok Dxmu | P P(H,S) | Ypk eDKMH | eP eP(H,S) | Yo Pxmu | P p(H,S) | eYpi eDkMH | eP eP(H,S)
1 0,9200 | 0,8499 | 0,8744 | 0,6837 | %17,392 | %8,447 | %11,573 | %12,759]0,9360 | 0,8449 | 0,8760 | 0,6729 |%19,433 | %7,809 | %11,777 | %14,138
2 0,8880 [ 0,8067 | 0,8485 | 0,6837 | %13,309 | %2,935 | %8,268 | %12,759|0,9000 | 0,8263 | 0,8727 | 0,6729 | %14,840 | %5,436 | %11,356 | %14,138
3 0,8920 [ 0,8264 | 0,8627 | 0,6837 | %13,819 | %5,449 | %10,080 | %12,759[0,9560 | 0,8561 | 0,8867 | 0,6729 | %21,985 | %9,238 | %13,143 | %14,138
4 0,8880 | 0,8349 | 0,8676 | 0,6837 | %13,309 | %6,533 | %10,706 | %12,759 | 0,9240 | 0,8164 | 0,8550 [ 0,6729 | %17,902 | %4,173 | %9,098 | %14,138
5 0,9440 [ 0,8734 | 0,8894 | 0,6837 | %20,454 | %11,446 | %13,487 | %12,759 [ 0,9440 | 0,8393 | 0,8743 | 0,6729 | %20,454 | %7,095 | %11,561 | %14,138
6 0,9040 [ 0,8317 | 0,8634 | 0,6837 | %15,350 | %6,125 | %10,170 | %12,759 | 0,9400 | 0,8402 | 0,8696 | 0,6729 | %19,944 | %7,209 | %10,961 | %14,138
7 0,9040 | 0,8360 | 0,8576 | 0,6837 | %15,350 | %6,673 | %9,430 | %12,759]0,9160 | 0,8469 | 0,8867 | 0,6729 |%16,881 | %8,064 | %13,143 | %14,138
8 0,8880 [ 0,8276 | 0,8628 | 0,6837 | %13,309 | %5,602 | %10,093 | %12,759 | 0,9320] 0,8361 | 0,8699 | 0,6729 | %18,923 | %6,686 | %10,999 | % 14,138
9 0,9000 | 0,8394 | 0,8693 | 0,6837 | %14,840 | %7,107 |%10,923 | %12,759]0,8920|0,8151 | 0,8594 | 0,6729 |%13,819 | %4,007 | %9,659 | %14,138
10 0,9000 | 0,8237 [ 0,8593 | 0,6837 | %14,840 | %5,104 | %9,647 | %12,7590,8640|0,8076 | 0,8565 | 0,6729 |%10,246 | %3,050 | %9,289 | %14,138
ORTALAMA [0,9028 [ 0,8350 [ 0,8655 [ 0,6837 | %15,197 | %6,542 | %10,438 | %12,759 | 0,9204 | 0,8329 [ 0,8707 [ 0,6729 | %17,443 | %6,277 | %11,099 | %14,138
VARYANS  [0,0003 [0,0003 | 0,0001 [ 0,0000 |%0,050 [%0,050 |%0,020 |%0,000 |0,0008 |0,0003 [0,0001[0,0000 |%0,127 |%0,041 | %0,021 | %0,000

Cizelge 4.16.

Senaryo II i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslar1 (n = 250, dks = 20)

ORTALAMA

REFERANS BANT GENISLIGi iLE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMi BANT GENISLIGI iLE

DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok Pkmu | P P(H,S) | eVpk ePkMH | eP eP(H,S) | Yy PkmH | P P(H,S) | Ypr eDkmH | eP ep(H,S)
ORTALAMA | 0,9120 | 0,8345 | 0,8663 | 0,6837 | %16,371 | %6,482 | %10,539 | %12,759 | 0,.9104 | 0,8262 | 0,8666 | 0,6729 | %16,167 | %5,441 | %10,574 | %14,138
VARYANS 0,0006 | 0,0005 | 0,0003 | 0,0000 | %0,094 | %0,083 | %0,046 | %0,000 | 0,0006 | 0,0005 | 0,0003 | 0,0000 | %0,094 | %0,076 | %0,042 | %0,000
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Cizelge 4.15’te n = 250 gozlem sayisina sahip drneklem kiimelerinden hesaplanan Y,
Pxkme, p ve p(H,S) tahminleri ve hata yiizdeleri (%¢) goriilmektedir. Maksimum
Diizlestirme Yontemi ile elde edilen sonucglarin Referans Bant Genisligi ile yapilan tahmin
sonuglarindan daha az hata yiizdesine sahip oldugu iiriin kitle parametresi olan uygun iiriin
orani p’ye daha yakin sonuglar verdigi goriilmektedir. Ayrica her iki tahmin yonteminde de
Pxmu yaklasimi ile elde edilen hata yiizdelerinin diger iic yonteme gore daha iyi sonug

verdigi sOylenebilir.
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Sekil 4.8. Senaryo Il i¢in hata yiizdeleri ¢izgi grafigi (n = 250, oks = 10)

Sekil 4.8’de goriilen grafikler Senaryo II'ye ait faz I verilerinden elde edilen Y, ¢ Pxmn,
eP ve ¢p (H,S) hata yiizdelerini gostermektedir. Grafikler incelendiginde, her iki grafikte de
Pxmu yaklasimi ile elde edilen hata yiizdelerinin diger iic yonteme gore daha iyi sonug
verdigi goriilmektedir. Her iki bant genisligi tahmin yontemi kullanilarak elde edilen

sonuglarin benzer bir egilim gosterdigi soylenebilir.

Cizelge 4.16’da Maksimum Diizlestirme Yontemi ile elde edilen sonuglarin Referans Bant
Genigligi ile yapilan tahmin sonuglarindan daha az hata yiizdesine sahip oldugu ve 10
orneklem kiimesi i¢in hesaplanan hata yilizderine benzer olarak iiriin kitle parametresi olan

uygun iiriin oran1 p’ye daha yakin sonuclar verdigi goriilmektedir.



Cizelge 4.17.

Senaryo II i¢cin tahmin degerleri ve hata yiizdeleri (n = 500, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yoi PxkmH | P P(H,S) | e¥pi eDKMH | eP eP(H,S) | Vi PxkmH | P p(H,S) | e¥pi eDkMH | eP eD(H,S)
1 0,9440 | 0,8707 | 0,8747 | 0,7091 | %20,454 | %11,101 | %11,612 | %9,518 | 0,9180 | 0,8548 | 0,8755 | 0,7005 | %17,137 | %9,072 | %11,714 | %10,616
2 0,8900 | 0,8336 | 0,8548 | 0,7091 | %13,564 | %6,367 | %9,072 | %9,518 |0,9000 | 0,8281 | 0,8581 | 0,7005 | %14,840 | %5,665 | %9,493 | %10,616
3 0,8800 | 0,8477 | 0,8777 | 0,7091 | %12,288 | %8,166 | %11,994 | %9,518 |0,8980 | 0,8301 | 0,8599 | 0,7005 | %14,585 | %5,921 | %9,723 | %10,616
4 0,9180 | 0,8748 | 0,8901 | 0,7091 | %17,137 | %11,624 | %13,577 | %9,518 | 0,9120 | 0,8328 | 0,8694 | 0,7005 | %16,371 | %6,265 | %10,935 | %10,616
5 0,9260 | 0,8628 | 0,87820,7091 | %18,157 | %10,093 | %12,058 | %9,518 | 0,9160 | 0,8383 | 0,8677 | 0,7005 | %16,881 | %6,967 | %10,718 | %10,616
6 0,8840 | 0,8309 | 0,8559 [ 0,7091 | %12,798 | %6,023 | %9,213 | %9,518 |0,9080 | 0,8286 | 0,8581 | 0,7005 | %15,861 | %5,729 | %9,493 | %10,616
7 0,9180 | 0,8474 | 0,8605 | 0,7091 | %17,137 | %8,128 | %9,800 | %9,518 |0,8740 | 0,8280 | 0,8571 | 0,7005 | %11,522 | %5,653 | %9,366 | %10,616
8 0,9000 | 0,8435 | 0,8590 | 0,7091 | %14,840 | %7,630 | %9,608 | %9,518 |0,8880 | 0,8327 | 0,8586 | 0,7005 | %13,309 | %6,252 | %9,557 | %10,616
9 0,9000 | 0,8508 | 0,8757 | 0,7091 | %14,840 | %8,562 | %11,739 | %9,518 |0,8920 | 0,8323 | 0,8648 | 0,7005 | %13,819 | %6,201 | %10,348 | %10,616
10 0,8840 | 0,8417 | 0,8630 | 0,7091 | %12,798 | %7,401 | %10,119 | %9,518 |0,9100 | 0,8322 | 0,8622 | 0,7005 | %16,116 | %6,189 | %10,017 | %10,616
ORTALAMA | 0,9044 | 0,8504 | 0,8690 | 0,7091 | %15,401 | %8,510 | %10,879 | %9,518 |0,9016 | 0,8338 | 0,8631 ] 0,7005 | %15,044 | %6,391 | %10,136 | %10,616
VARYANS [ 0,0005 [ 0,0002 | 0,0001 | 0,0000 |%0,074 | %0,036 | %0,023 | %0,000 |0,0002 | 0,0001 | 0,0000 | 0,0000 | %0,032 | %0,010 | %0,006 | %0,000

Cizelge 4.18.

Senaryo II i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslar1 (n = 500, dks = 20)

ORTALAMA

REFERANS BANT GENISLIGi iLE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMi BANT GENISLIGI iLE

DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok Pkmu | P P(H,S) | eVpk ePkMH | eP eP(H,S) | Yy PkmH | P P(H,S) | Ypr eDkmH | eP ep(H,S)
ORTALAMA | 0,9090 | 0,8455 | 0,8675 | 0,7091 | %15,988 | %7,891 | %10,687 | %9,518 | 0,9072 | 0,8380 | 0,8675 | 0,7005 | %15,759 | %6,931 | %10,692 | %10,616
VARYANS 0,0003 | 0,0001 | 0,0001 | 0,0000 | %0,043 | %0,016 | %0,012 | %0,000 | 0,0003 | 0,0001 | 0,0001 | 0,0000 | %0,046 | %0,020 | %0,014 | %0,000
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Cizelge 4.17°den n = 500 gozlem sayisina sahip 10 6rneklem kiimesinden hesaplanan Y,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) goriilmektedir. burada her ne
kadar orneklem kiimelerinde pgpp yaklasimi ile birlikte p(H,S) yaklagimmin da iyi
sonuglar verdigi gozlemlenmekle birlikte 6rneklem kiimeleri ortalamalar1 incelendiginde
Pxmn yaklasiminin her iki bant genisligi tahmin yontemi i¢in de diger yaklagimlardan iyi

sonug verdigi sdylenebilir.
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Sekil 4.9. Senaryo Il i¢in hata yiizdeleri ¢izgi grafigi (n = 500, oks = 10)

Sekil 4.9°da yer alan c¢izgi grafiklerinde Cizelge 4.17°deki sonuclar 6zetlenmistir. Her iki
tahmin yontemi i¢in de pgyp yaklasiminin iyi sonuglar verdigi n = 500 gozlem sayist i¢in
orneklem kiimelerinden elde edilen hata yiizde degerleri arasindaki varyansin azaldigi
ozellikle Maksimum Diizlestirme YOntemi ile elde edilen tahmin degerlerini gosteren ikinci

grafikte agikca olusan diizgiin egilimden goriilmektedir.

Cizelge 4.18°de pxyp yaklasimina gore Maksimum Diizlestirme Yontemi ile elde edilen
sonuglarin Referans Bant Genisligi ile yapilan tahmin sonuclarindan daha az hata yiizdesine
sahip oldugu ve 10 6rneklem kiimesi i¢in hesaplanan hata yiizderine benzer olarak {iriin kitle

parametresi olan uygun {iriin oran1 p’ye daha yakin sonuglar verdigi goriilmektedir.

n = 1000 gozlem sayisina sahip orneklem kiimeleri i¢in sonuglar Cizelge 4.19°da verilmistir.



Cizelge 4.19.

Senaryo II i¢cin tahmin degerleri ve hata yiizdeleri (n = 1000, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yor Dkmu | D P(H,S) | e¥pr eDkMH | €D eP(H,S) | YVpi Dkmu | D P(H,S) | eYpr eDkmu | eD eP(H,S)
1 0,9190 | 0,8613 [ 0,8635 | 0,7115 | %17,264 | %9,902 | %10,182 | %9,213 | 0,9240 | 0,8625 | 0,8780 | 0,7038 | %17,902 | %10,055 | %12,033 | %10,195
2 0,9030 | 0,8687 | 0,8833 | 0,7115 | %15,223 | %10,846 | %12,709 | %9,213 | 0,9230 | 0,8554 | 0,8691 | 0,7038 | %17,775 | %9,149 | %10,897 | %10,195
3 0,8980 | 0,8498 [ 0,8621 | 0,7115 | %14,585 | %8,434 | %10,004 | %9,213 |0,8930 | 0,8436 | 0,8634 | 0,7038 | %13,947 | %7,643 | %10,170 | %10,195
4 0,9110 | 0,8561 [ 0,8617 [ 0,7115 | %16,243 | %9,238 | %9,953 | %9,213 | 0,8960 | 0,8415 | 0,8572 | 0,7038 | %14,329 | %7,375 | %9,379 | %10,195
5 0,8950 | 0,8489 [ 0,8651 | 0,7115 | %14,202 | %8,320 | %10,387 | %9,213 [ 0,9110 | 0,8378 | 0,8639 | 0,7038 | %16,243 | %6,903 | %10,234 | %10,195
6 0,9120 | 0,8599 [ 0,8724 | 0,7115 | %16,371 | %9,723 | %11,318 | %9,213 | 0,8840 | 0,8320 | 0,8485 | 0,7038 | %12,798 | %6,163 | %8,268 | %10,195
7 0,9260 | 0,8602 | 0,8661 | 0,7115 | %18,157 | %9,761 | %10,514 | %9,213 | 0,8920 | 0,8418 | 0,8594 | 0,7038 | %13,819 | %7,414 | %9,659 | %10,195
8 0,9170 | 0,8541 | 0,8600 | 0,7115 | %17,009 | %8,983 | %9,736 | %9,213 |0,9060 | 0,8431 | 0,8595 | 0,7038 | %15,605 | %7,579 | %9,672 | %10,195
9 0,9270 [ 0,8653 [ 0,8715 | 0,7115 | %18,285 | %10,412 | %11,203 | %9,213 | 0,9100 | 0,8526 | 0,8714 | 0,7038 | %16,116 | %8,792 | %11,191 | %10,195
10 0,9150 | 0,8567 [ 0,8680 | 0,7115 | %16,754 | %9,315 | %10,757 | %9,213 | 0,8990 | 0,8382 | 0,8569 | 0,7038 | %14,712 | %6,954 | %9,340 | %10,195
ORTALAMA | 0,9123 | 0,8581 | 0,8674 | 0,7115 | %16,409 | %9,493 | %10,676 | %9,213 | 0,9038 | 0,8449 | 0,8627 | 0,7038 | %15,325 | %7,803 | %10,084 | %10,195
VARYANS | 0,0001 [ 0,0000 | 0,0000 | 0,0000 |%0,019 |%0,006 |%0,008 |%0,000 |0,0002 |0,0001 |0,0001[0,0000 |%0,029 |%0,014 |%0,012 |%0,000
Cizelge 4.20. Senaryo II i¢in tahmin degerleri ve hata ylizdelerinin ortalama ve varyanslar1 (n = 1000, 6ks = 20)
ORTALAMA | REFERANS BANT GENISLIGi iLE YAPILAN TAHMIN DEGERLER{ MAKSIMUM DUZLESTIRME YONTEMi BANT GENISLIGI iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypi Pkmu | D P(H,S) | eVpk ePKMH | eP eP(H,S) | Yy Pkmu | D P(H,S) | Ypr ePKMH | eP eP(H,S)
ORTALAMA | 0,9071 | 0,8543 | 0,8661 | 0,7115 | %15,746 | %9,014 | %10,520 | %9,213 | 0,9065 | 0,8489 | 0,8672 | 0,7038 | %15,669 | %8,319 | %10,656 | %10,195
VARYANS | 0,0001 | 0,0001 | 0,0000 | 0,0000 | %0,017 | %0,016 | %0,008 | %0,000 |0,0001 |[0,0001 [0,0001 | 0,0000 |%0,016 | %0,016 | %0,009 | %0,000
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Cizelge 4.19°da n = 1000 ve 10 6rneklem kiimesinden hesaplanan Yx, pxmm, p ve p(H,S)
tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans degerleri goriilmektedir. Burada
Referans Bant Genisligi ile yapilan tahmin degerleri ile yaklagimlar iizerinden hesaplanan
hata yiizdelerinin ¢ogunlukla p(H,S) yaklasimi i¢in iyi sonuglar verdigi ve hata yiizde
ortalamasiin da yine p(H,S) igin daha iyi oldugu goriilmektedir. Ancak Maksimum

Diizlestirme Yontemine ile pxym yaklasimi daha iyi sonuglar vermektedir.
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Sekil 4.10. Senaryo II i¢in hata yiizdeleri ¢izgi grafigi (n = 1000, 6ks = 10)

Sekil 4.10.(a) da p(H,S) ile pgpp den elde edilen hata yiizdelerinin ¢ok yakin oldugu ve
diger iki yaklasima gore p’yi daha iyi tahmin ettigi goriilmektedir. Sekil 4.10.(b) de ise
Pxmy nin diger ii¢ yaklasima gore iyi sonuglar verdigi 6. Orneklem kiimesi icin p’nin en

diisiik hata yiizdesi ile tahmin edildigi goriilmektedir.

Cizelge 4.20’de Maksimum Diizlestirme Yontemi ile elde edilen sonuglarin Referans Bant
Genisligi ile yapilan tahmin sonuglarindan daha az hata yiizdesine sahip oldugu ve 10
orneklem kiimesi i¢in hesaplanan hata yilizderine benzer olarak iiriin kitle parametresi olan

uygun iiriin oran1 p’ye daha yakin sonuclar verdigi goriilmektedir.
4.3. Senaryo III I¢in Elde Edilen Sonuclar

Senaryo III i¢in Kernel yogunluk tahmin yontemine dayali MH 6rneklemesi ile elde edilen
n = 50, 100, 250, 500 ve 1000 gozlemli 6rneklem kiimelerinden hesaplanan uygun {iriin
olasiliklart (Y,x, pxmu. p. p(H,S)) ile kitle uygun iiriin oram p karsilastirilarak, Hata
yiizdeleri elde edilmistir. Her bir gozlem sayis1 i¢in her iki bant genisligi matrisi

kullanilarak hesaplanan tahmin sonuglar1 » = 50 i¢in Cizelge 4.21°de verilmistir.



Cizelge 4.21.

Senaryo III icin tahmin degerleri ve hata yiizdeleri (n = 50, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PxmH | D P(H,S) | eYpr ePkMH | eD eP (H,S) | Ypr Pkmu | D P(H,S) | e¥pr eDkMH | eD ep (H,S)
1 0,9000 | 0,7803 | 0,7904 | 0,7864 | %3,520 | %10,248 | %9,087 | %9,547 |0,9400 | 0,8532(0,8862 |0,7729 | %8,121 | %1,863 | %1,932 | %11,100
2 0,9400 | 0,8747 | 0,9089 | 0,7864 | %8,121 | %0,610 | %4,543 | %9,547 |0,9600 | 0,8674 | 0,9049 |0,7729 | %10,421 | %0,230 | %4,083 | %11,100
3 0,9600 | 0,8630 | 0,8854 [ 0,7864 | %10,421 | %0,736 | %1,840 | %9,547 |0,9600 | 0,8888 [0,9377 7 |0,7729 | %10,421 | %2,231 | %7,856 | %11,100
4 0,9400 | 0,8893 | 0,8966 | 0,7864 | %8,121 | %2,289 | %3,129 | %9,547 |1,000 |0,9331[0,9658 |0,7729 | %15,022 | %7,327 | %11,088 | %11,100
5 0,9600 | 0,9066 | 0,8927 | 0,7864 | %10,421 | %4279 | %2,680 | %9,547 |0,9200 |0,8731[0,9233 |0,7729 | %5,820 | %0,426 | %6,200 | %11,100
6 0,9200 | 0,8656 | 0,8414 [ 0,7864 | %5,820 | %0,437 | %3,221 | %9,547 |0,9600 | 0,9084 [0,9372 |0,7729 | %10,421 | %4,486 | %7,798 | %11,100
7 0,9400 | 0,8880 [ 0,9150 | 0,7864 | %8,121 | %2,139 | %5,245 | %9,547 | 1,000 |0,8559[0,8895 |0,7729 |%15,022 | %1,553 | %2,312 | %11,100
8 0,9600 [ 0,9111]0,9330 | 0,7864 | %10,421 | %4,796 | %7,315 | %9,547 |0,9400 |0,8758 10,9136 |0,7729 | %8,121 | %0,736 | %5,084 | %11,100
9 0,9000 | 0,8228 | 0,8278 | 0,7864 | %3,520 | %5,360 | %4,785 | %9,547 [0,9200 |0,8309 [0,8782 |0,7729 | %5,820 | %4,428 | %1,012 | %11,100
10 0,9800 [ 0,9612 | 0,9800 | 0,7864 | %12,721 | %10,559 | %12,721 | %9,547 |0,8400 |0,7913|0,8293 |0,7729 | %8,121 | %1,863 | %1,932 | %11,100
ORTALAMA | 0,9400 | 0,8763 [ 0,8871 | 0,7864 | %8,121 | %4,145 | %5,457 | %9,547 |0,9440[0,8678 |0,9066 [0,7729 |%9,731 | %2,514|%4,930 | %11,100
VARYANS | 0,0007 | 0,0024 | 0,0030 | 0,0000 | %0,094 |%0,140 | %0,113 | %0,000 |0,0021 |0,0016 |0,0015 [0,0000 |%0,106 | %0,050 | %0,108 | %0,000
Cizelge 4.22. Senaryo III i¢cin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 50, dks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypr Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk Pkmu | D P(H,S) | e¥pi ePkMH | eP P (H,S)
ORTALAMA | 0,9450 | 0,8806 | 0,9083 | 0,7864 | %8,804 | %3,260 | %4,671 | %9,547 | 0,9530 | 0,8692 | 0,9024 | 0,7729 | %9,616 | %4,323 | %4,963 | %11,100
VARYANS [ 0,0013 | 0,0010 | 0,0006 | 0,0000 | %0,158 | %0,038 | %0,062 | %0,000 | 0,0010 | 0,0021 | 0,0017 | 0,0000 | %0,088 | %0,112 | %0,000 | %0,000
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Cizelge 4.21’den n = 50 gozlem sayisina sahip orneklem kiimelerinden hesaplanan Y,
PxmH, p ve p(H,S) tahminleri ve hata yiizdeleri (%¢) goriilmektedir. Ornekleme kiimeleri
arasinda olusan varyans degerlerinin 0,000’a c¢ok yakin olmasi nedeniyle tahmin
ortalamalar1 lizerinden yaklagimlart karsilastirmanin  anlamli olacagi soylenebilir.
Ornekleme kiimeleri iizerinden elde edilen yaklasim degerlerinin ortalamalari
kargilastirlldiginda, Referans Bant Genigligi ve Maksimum Diizlestirme Yontemi
kullanilarak yapilan tahminler i¢in en iyi sonucun onerilen pgyy yaklasimu ile elde edildigi
goriilmektedir. Cizelge 4.21’de goriilen hata yiizde degerlerinin karsilastirma kolaylig1

saglamasi agisindan ¢izgi grafigi ¢izdirilerek Sekil 4.11°de verilmistir.

Hata Yiizdeleri
Hata Yizdeleri
~.
=

Orneklem Kiimeleri Orneklem Kimeleri
(a) (b)
Sekil 4.11. Senaryo III icin hata yiizdeleri ¢izgi grafigi (n = 50, 6ks = 10)

Sekil 4.11°de verilen grafikler incelendiginde, her iki grafikte de pgypm yaklasimi ile elde

edilen hata yiizdelerinin diger iic yonteme gore daha iyi sonug verdigi goriilmektedir.

Cizelge 4.22°de n = 50 gozlem sayisina sahip 20 Orneklem kiimesinden hesaplanan Yy,
PxmH, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans degerleri
goriilmektedir. Bu degerler, Cizelge 4.21°de verilen 10 6rneklem kiimesinden hesaplanan
Yo, DkmH, P Ve p(H,S) tahminleri ve hata yiizdelerinin (%¢€) ortalama ile varyans
degerleri ile karsilastirildiginda, 6rneklem kiime sayisindaki artis sonucu kiimeler arasinda

olusan ortalama ve varyans degerlerinde ¢ok fazla bir fark olmadig1 goriilmektedir.



Cizelge 4.23.

Senaryo III icin tahmin degerleri ve hata yiizdeleri (n = 100, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yoi Pxmu | D P(H,S) | e¥pi eDkMH | €D eP(H,S) | Yyi Pxmu | D P(H,S) | e¥pi eDkMH | D eP (H,S)
1 0,9800 | 0,9079 | 0,9065 | 0,8086 | %12,721 | %4,428 | %4,267 | %6,993 | 0,9600 | 0,8898 [ 0,9118 | 0,7995 | %10,421 | %2,346 | %4,877 | %8,040
2 0,9600 | 0,9239 | 0,9370 | 0,8086 | %10,421 | %6,269 | %7,775 | %6,993 | 0,9400 | 0,9100 | 0,9427 | 0,7995 | %8,121 | %4,670 | %8,431 | %8,040
3 0,9300 | 0,8763 | 0,9108 | 0,8086 | %6,970 | %0,794 | %4,762 | %6,993 | 0,9700 | 0,9160 | 0,9465 | 0,7995 | %11,571 | %5,360 | %8,868 | %8,040
4 0,9500 | 0,9439 | 0,9521 | 0,8086 | %9,271 | %8,569 | %9,512 | %6,993 | 0,9200 | 0,8302 | 0,8686 | 0,7995 | %5,820 | %4,509 | %0,092 | %8,040
5 0,9000 | 0,8620 | 0,8923 | 0,8086 | %3,520 | %0,851 | %2,634 | %6,993 | 0,9300 | 0,8877 | 0,9183 | 0,7995 | %6,970 | %2,105 | %5,625 | %8,040
6 0,9700 | 0,9274 | 0,9095 | 0,8086 | %11,571 | %6,671 | %4,612 | %6,993 | 0,9300 | 0,8587 | 0,8892 | 0,7995 | %6,970 | %1,231 | %2,277 | %8,040
7 0,9600 | 0,9174 | 0,9474 | 0,8086 | %10,421 | %5,521 | %8,972 | %6,993 | 0,9000 | 0,8968 | 0,9371 | 0,7995 | %3,520 | %3,152 | %7,787 | %8,040
8 0,9200 | 0,8722 | 0,9084 | 0,8086 | %5,820 | %0,322 | %4,486 | %6,993 | 0,9600 | 0,8833 | 0,9021 | 0,7995 | %10,421 | %1,599 | %3,761 | %8,040
9 0,9200 | 0,8875 | 0,9170 | 0,8086 | %5,820 | %2,082 | %5,475 | %6,993 | 0,9800 | 0,9317 | 0,9301 | 0,7995 | %12,721 | %7,166 | %6,982 | %8,040
10 0,9300 | 0,8868 | 0,9316 | 0,8086 | %6,970 | %2,001 | %7,154 | %6,993 | 0,9800 | 0,9297 | 0,9538 | 0,7995 | %12,721 | %6,936 | %9,708 | %8,040
ORTALAMA | 0,9420 | 0,9005 | 0,9213 | 0,8086 | %8,351 | %3,751 | %5,965 | %6,993 | 0,9470 | 0,8934 | 0,9200 | 0,7995 | %8,926 | %3,907 | %5,841 | %8,040
VARYANS | 0,0007 | 0,0007 | 0,0004 | 0,0000 | %0,088 | %0,085 | %0,051 | %0,000 | 0,0007 | 0,0010 | 0,0007 | 0,0000 | %0,097 | %0,046 | %0,097 | %0,000
Cizelge 4.24. Senaryo III icin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 100, 6ks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypr Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk Pkmu | D P(H,S) | e¥pi ePkMH | eP P (H,S)
ORTALAMA | 0,9400 | 0,8960 | 0,9178 | 0,8086 | %8,121 | %3,765 | %5,568 | %6,993 | 0,9500 | 0,8977 | 0,9241 | 0,7995 | %9,271 | %4,147 | %6,308 | %8,040
VARYANS | 0,0009 | 0,0009 | 0,0007 | 0,0000 | %0,113 | %0,066 | %0,090 | %0,000 | 0,0004 | 0,0010 | 0,0007 | 0,0000 | %0,058 | %0,065 | %0,092 | %0,000
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Cizelge 4.23’te n = 100 gozlem sayisina sahip 10 orneklem kiimesinden hesaplanan Yy,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Uriin kitle parametresi p’nin 6nerilen yaklasim olan pgyp ile diger iig

yonteme gore daha iyi tahmin edildigi acikca goriilmektedir.

14

10 \ N
! N / \ /
= \ A\ { \\ i N “ i ,.’
& N\ & { \ & ] N \ /
T 8} w / / \ T er F r"j
i \ ! T i) /
= \ / \ e 5 \ AL \ /
% & 't  COSEC % 6 \~ N /
T | / = | N
\ J'I | 8 \\ #
4t \/ 4+ N/
| 7N
2 e 21 ! /_,-'
s ke
ol N L ol i L
1 2 3 4 b 6 7 8 9 10 1 2 3 4 5 & 7 8 8 10
Orneklem Kimeleri Orneklem Kimeleri
(a) (b)

Sekil 4.12. Senaryo III icin hata yiizdeleri cizgi grafigi (n = 100, 6ks = 10)

Sekil 4.12’de verilen grafikler incelendiginde, ilk grafikte goriilen, Referans Bant
Genisligine gore hesaplanan hata yiizdeleri icin 1. ve 6. Orneklem kiimeleri disindaki
orneklem kiimelerinde pxp yaklasiminim iyi sonug verdigi soylenebilir. ikinci grafikte

Maksimum Diizlestirme Yonteminin 4. Orneklem kiimesi disindaki 6rneklem kiimelerinde

Pxma yaklasiminin daha iyi sonug verdigi goriilmektedir.

Cizelge 4.24’te n = 100 gozlem sayisina sahip 20 orneklem kiimesinden hesaplanan Yy,
PxmH, p ve p(H,S) tahminleri ve hata yiizdelerinin 10 6rneklem kiimesine gore hesap edilen
hata yiizdeleri ile benzer oldugu ve p’nin Onerilen yaklasim olan pxysg ile diger li¢ yonteme

gore daha iyi tahmin edildigi sdylenebilir.



Cizelge 4.25.

Senaryo III icin tahmin degerleri ve hata yiizdeleri (n = 250, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PrkmH | P p(H,S) | e¥pi ePkMH | eP eP (H,S) | Ypr Pkmu | P P(H,S) | e¥pk ePkMH | eP eP(H,S)
1 0,9440 | 0,9152 [ 0,9160 | 0,7941 | %8,581 | %5,268 | %5,360 | %8,661 | 0,9560 | 0,9196 | 0,9417 | 0,7847 | %9,961 | %5,774 | %8,316 | %9,742
2 0,9360 | 0,9101 | 0,9256 | 0,7941 | %7,660 | %4,681 | %6,464 | %8,661 | 0,9480 | 0,8974 | 0,9074 | 0,7847 | %9,041 | %3,221 | %4,371 | %9,742
3 0,9520 | 0,9167 | 0,9230 | 0,7941 | %9,501 | %5,441 | %6,165 | %8,661 | 0,9000 | 0,8823 | 0,9111 | 0,7847 | %3,520 | %1,484 | %4,796 | %9,742
4 0,9240 | 0,9068 | 0,9277 | 0,7941 | %6,280 | %4,302 | %6,706 | %8,661 | 0,9520 | 0,9191 | 0,9359 | 0,7847 | %9,501 | %5,717 | %7,649 | %9,742
5 0,9600 | 0,9250 | 0,9378 | 0,7941 | %10,421 | %6,395 | %7,867 | %8,661 | 0,9360 | 0,9206 | 0,9416 | 0,7847 | %7,660 | %5,889 | %8,305 | %9,742
6 0,9200 | 0,8992 [ 0,9201 | 0,7941 | %5,820 | %3,428 | %5,832 | %8,661 |0,9320 | 0,8833 ] 0,9108 | 0,7847 | %7,200 | %1,599 | %4,762 | %9,742
7 0,9640 | 0,9384 | 0,9478 | 0,7941 | %10,881 | %7,937 | %9,018 | %8,661 | 0,9680 | 0,9280 | 0,9403 | 0,7847 | %11,341 | %6,740 | %8,155 | %9,742
8 0,9440 | 0,9047 [ 0,9162 | 0,7941 | %8,581 | %4,060 | %5,383 | %8,661 |0,9720 | 0,9391 | 0,9467 | 0,7847 | %11,801 | %8,017 | %8,891 | %9,742
9 0,9640 | 0,9199 | 0,9348 | 0,7941 | %10,881 | %5,809 | %7,522 | %8,661 |0,9480 | 0,9119 | 0,9230 | 0,7847 | %9,041 | %4,888 | %6,165 | %9,742
10 0,9400 | 0,9042 [ 0,9245 | 0,7941 | %8,121 | %4,003 | %6,338 | %8,661 | 0,9480 | 0,8759 | 0,9022 | 0,7847 | %9,041 | %0,748 | %3,773 | %9,742
ORTALAMA | 0,9448 | 0,9140 | 0,9274 [ 0,7941 | %8,673 | %5,132 | %6,666 | %8,661 | 0,9460 | 0,9077 | 0,9261 | 0,7847 | %8,811 | %4,408 | %6,518 | %9,742
VARYANS [ 0,0002 [ 0,0001 | 0,0001 | 0,0000 | %0,032 | %0,018 | %0,014 | %0,000 | 0,0004 | 0,0005 | 0,0003 | 0,0000 | %0,055 | %0,062 | %0,038 | %0,000
Cizelge 4.26. Senaryo III icin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 250, 6ks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypr Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk Pkmu | D P(H,S) | e¥pi ePkMH | eP P (H,S)
ORTALAMA | 0,9446 | 0,9113 | 0,9249 | 0,7941 | %8,650 | %4,818 | %6,378 | %8,661 | 0,9434 | 0,9046 | 0,9237 | 0,7847 | %8,512 | %4,052 | %6,245 | %9,742
VARYANS [ 0,0001 | 0,0002 | 0,0001 | 0,0000 | %0,020 | %0,020 | %0,012 | %0,000 | 0,0001 | 0,0002 | 0,0001 | 0,0000 | %0,021 | %0,013 | %0,000 | %0,000
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Cizelge 4.25’te n = 250 gozlem sayisina sahip Orneklem kiimelerinden hesaplanan Y,
Pxkme, p ve p(H,S) tahminleri ve hata yiizdeleri (%¢) goriilmektedir. Maksimum
Diizlestirme YoOntemi ile elde edilen sonuglarin ortalama olarak Referans Bant Genigligi ile
yapilan tahmin sonuglarindan daha az hata yilizdesine sahip oldugu iiriin kitle parametresi
olan uygun iirin oran1 p’ye daha yakin sonuglar verdigi goriilmektedir. Ayrica her iki
tahmin yonteminde de pxyy yaklasimu ile elde edilen hata yiizdelerinin diger ii¢ yonteme

gore daha 1yi sonug verdigi sdylenebilir.
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Sekil 4.13. Senaryo III i¢cin hata yiizdeleri ¢izgi grafigi (n = 250, 0ks = 10)

Sekil 4.13’deki grafikler incelendiginde, her iki grafikte de pxyp yaklasimi ile elde edilen

hata yiizdelerinin diger {i¢ yonteme gore daha iyi sonug¢ verdigi goriilmektedir.

Cizelge 4.26’da verilen hata yiizdelerinden, 10 6rneklem kiimesi i¢in hesaplanan hata
yiizderine benzer olarak pgypg yaklasimim idiriin kitle parametresi p’yi daha iyi tahmin
ettigi sOylenebilir. Maksimum Diizlestirme Yontemi ile elde edilen sonuglarin Referans
Bant Genisligi ile yapilan tahmin sonuglarindan daha az hata yiizdesine sahip oldugu

goriilmektedir.



Cizelge 4.27. Senaryo III icin tahmin degerleri ve hata yiizdeleri (n = 500, oks = 10)
ORNEKLEM | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PrkmH | P p(H,S) | e¥pi ePkMH | eP eP (H,S) | Ypr Pkmu | P P(H,S) | e¥pk ePkMH | eP eP(H,S)
1 0,9560 | 0,9210 | 0,9241 | 0,8389 | %9,961 | %5,935 | %6,292 | %3,508 | 0,9240 | 0,9062 | 0,9222 | 0,8310 | %6,280 | %4,233 | %6,073 | %4,417
2 0,9480 | 0,9195 | 0,9261 | 0,8389 | %9,041 | %5,763 | %6,522 | %3,508 | 0,9400 | 0,9231 [ 0,9405 | 0,8310 | %8,121 | %6,177 | %8,178 | %4,417
3 0,9540 | 0,9236 | 0,9288 | 0,8389 | %9,731 | %6,234 | %6,832 | %3,508 | 0,9520 | 0,9191 [ 0,9314 | 0,8310 | %9,501 | %5,717 | %7,131 | %4,417
4 0,9420 | 0,9127 | 0,9259 | 0,8389 | %8,351 | %4,980 | %6,499 | %3,508 | 0,9400 | 0,9244 [ 0,9359 | 0,8310 | %8,121 | %6,326 | %7,649 | %4,417
5 0,9260 | 0,8999 | 0,9104 | 0,8389 | %6,510 | %3,508 | %4.,716 | %3,508 | 0,9640 | 0,9066 | 0,9187 | 0,8310 | %10,881 | %4,279 | %5,671 | %4,417
6 0,9580 | 0,9154 [ 0,9187 | 0,8389 | %10,191 | %5,291 | %5,671 | %3,508 | 0,9480 | 0,9159 [ 0,9288 | 0,8310 | %9,041 | %5,349 | %6,832 | %4,417
7 0,9680 | 0,9339 | 0,9327 [ 0,8389 | %11,341 | %7,419 | %7,281 | %3,508 | 0,9520 | 0,9068 | 0,9193 | 0,8310 | %9,501 | %4,302 | %5,740 | %4,417
8 0,9280 | 0,9131 [ 0,9197 | 0,8389 | %6,740 | %5,026 | %5,786 | %3,508 | 0,9480 | 0,8944 | 0,9203 | 0,8310 | %9,041 | %2,876 | %5,855 | %4,417
9 0,9520 | 0,9273 | 0,9337 | 0,8389 | %9,501 | %6,660 | %7,396 | %3,508 | 0,9320 | 0,9085 [ 0,9199 | 0,8310 | %7,200 | %4,497 | %5,809 | %4,417
10 0,9400 | 0,9160 | 0,9265 | 0,8389 | %8,121 | %5,360 | %6,568 | %3,508 | 0,9560 | 0,8949 [ 0,9133 | 0,8310 | %9,961 | %2,933 | %5,049 | %4,417
ORTALAMA | 0,9472 [ 0,9182 | 0,9247 | 0,8389 | %8,949 | %5,618 | %6,356 | %3,508 | 0,9456 | 0,9100 | 0,9250 | 0,8310 | %8,765 | %4,669 | %6,399 | %4,417
VARYANS [ 0,0002 | 0,0001 | 0,0000 | 0,0000 | %0,023 | %0,011 | %0,006 | %0,000 | 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,018 | %0,015 | %0,010 | %0,000
Cizelge 4.28. Senaryo III icin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 500, 6ks = 20)
ORTALAMA | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIiN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Vi Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk PrkmH | P P(H,S) | e¥pk eDkMH | &P P (H,S)
ORTALAMA | 0,9466 | 09187 | 0,9281 | 0,8389 | %8,880 | %5,669 | %6,755 | %3,508 | 0,9461 | 0,9139 | 0,9279 | 0,8310 | %8.822 | %5,120 | %6,734 | %4,417
VARYANS | 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,018 | %0,012 | %0,009 | %0,000 | 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,016 | %0,010 | %0,008 | %0,000
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Cizelge 4.27°de n = 500 gozlem sayisina sahip Orneklem kiimelerinden hesaplanan Y,
Pxkme, P ve p(H,S) tahminleri ve hata yiizdeleri (%¢€) goriilmektedir. Referans Bant
Genigligi ve Maksimum Diizlestirme Yontemi ile yapilan tahminlerde, p(H,S)
yaklagiminin diger iic yonteme gore daha iyi sonu¢ verdigi sOylenebilir. Referans Bant
Genisligi ile yapilan sonuglarin Maksimum Bant Genigligi tahmin yontemi ile elde edilen
tahmin sonuclarindan daha az hata yiizdesine sahip oldugu iiriin kitle parametresi olan
uygun iiriin oranit p’ye daha yakin sonuglar verdigi goriilmektedir.
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Sekil 4.14. Senaryo III i¢cin hata yiizdeleri ¢izgi grafigi (n = 500, 0ks = 10)

Sekil 4.14’te goriilen grafikler Senaryo I’e ait faz I verilerinden elde edilen Yk, ¢ pxmn, eP
ve ¢p(H,S) hata yiizdelerini gostermektedir. ik grafikte p (H,S) yaklagimi ile p’nin daha
iyi tahmin edildigi goriilmektedir. Ikinci grafikte ise Maksimum Diizlestirme Y&ntemi
yardimiyla Kernel yogunluk tahmini yapilarak ayni dagilimdan cektirilen 10 tane 6rneklem
kiimesinden hesaplanmigtir. Ikinci grafik incelendiginde, orneklem kiimelerinden
hesaplanan tahmin sonuclarimin degiskenlik gosterdigi, 1.,5.,7.,8.,10. Orneklem
kiimelerinde pxpypy yaklasimi daha iyi sonug verirken; digerlerinde p(H,S) yaklagiminin

basarili oldugu goriilmektedir.

Cizelge 4.28’deki 20 orneklem kiimesinden hesaplanan Yk, pxyu, p ve p(H,S) tahminleri
ve hata yiizdelerinden p(H,S) ile daha iyi tahminler elde edildigi goriilmektedir. Referans
Bant Genigligi yontemine gore p (H,S) yaklagiminin daha iyi sonug verdigi goriilmektedir.
Maksimum Diizlestirme Yontemi ile elde edilen sonuclarda, 10 6rneklem kiimesi icin
hesaplanan hata yiizdelerinden farkli olarak p yaklasimmnin p’ye daha yakin sonuclar

verdigi sOylenebilir.



Cizelge 4.29. Senaryo III icin tahmin degerleri ve hata yiizdeleri (n = 1000, oks = 10)

ORNEKLEM REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yo Dxmu | P P(H,S) | e¥pk eDkMH | eP eP(H,S) | Yok Pxmu | P p(H,S) | e¥pi eDkmMH | eP ep (H,S)
1 0,9450 [ 0,9253 | 0,9303 | 0,8278 | %8,696 | %6,430 | %7,005 | %5,232 | 0,9400 | 0,9180 | 0,9212 | 0,8223 | %8,121 | %5,590 | %5,958 | %5,418
2 0,9530 [ 0,9232 | 0,9227 | 0,8278 | %9,616 | %6,188 | %6,131 | %5,232 | 0,9410 | 0,9128 | 0,9169 | 0,8223 | %8,236 | %4,992 | %5,464 | %5,418
3 0,9490 | 0,9239 | 0,9262 | 0,8278 | %9,156 | %6,269 | %6,533 | %5,232 | 0,9440 | 0,9320 | 0,9399 | 0,8223 | %8.,581 | %7,200 | %8,109 | %5,418
4 0,9410 [ 09171 | 0,9285 | 0,8278 | %8,236 | %5,487 | %6,798 | %5,232 | 0,9420 | 0,9153 | 0,9262 | 0,8223 | %8,351 | %5,280 | %6,533 | %5,418
5 0,9560 | 0,9375 | 0,9432 | 0,8278 | %9,961 | %7,833 | %8.,489 | %5,232 | 0,9510 | 0,9222 | 0,9282 | 0,8223 | %9,386 | %6,073 | %6,763 | %5,418
6 0,9380 [ 0,9143 | 0,9235 | 0,8278 | %7,890 | %5,164 | %6,223 | %5,232 | 0,9500 | 0,9307 | 0,9375 | 0,8223 | %9,271 | %7,051 | %7,833 | %5,418
7 0,9420 [ 0,9265 | 0,9310 | 0,8278 | %8,351 | %6,568 | %7,085 | %5,232 |0,9530 | 0,9241 | 0,9343 | 0,8223 | %9,616 | %6,292 | %7,465 | %5,418
8 0,9450 [ 0,9222 | 0,9288 | 0,8278 | %8,696 | %6,075 | %6,832 | %5,232 | 0,9390 | 0,9107 | 0,9195 | 0,8223 | %8,006 | %4,750 | %5,763 | %5,418
9 0,9620 | 0,9328 | 0,9318 | 0,8278 | %10,651 | %7,292 | %7,177 | %5,232 | 0,9470 | 0,9304 | 0,9318 | 0,8223 | %8,926 | %7,016 | %7,177 | %5,418
10 0,9550 [ 0,9365 | 0,9343 | 0,8278 | %9,846 | %7,718 | %7,465 | %5,232 |0,9380 | 0,9131 | 0,9212 | 0,8223 | %7,890 | %5,026 | %5,958 | %5,418
ORTALAMA| 0,9486 | 0,9259 | 0,9300 | 0,8278 | %9,110 | %6,502 | %6,974 | %5,232 | 0,9445 | 0,9209 | 0,9277 | 0,8223 | %8,638 | %5,927 | %6,702 | %5,418
VARYANS | 0,0001 | 0,0001 | 0,0000 | 0,0000 | %0,008 | %0,008 | %0,005 | %0,000 | 0,0000 | 0,0001 | 0,0001 | 0,0000 | %0,004 | %0,009 | %0,008 | %0,000
Cizelge 4.30. Senaryo III i¢cin tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 1000, oks = 20)
ORTALAMA | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIiN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Vi Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk PrkmH | P P(H,S) | e¥pk eDkMH | &P P (H,S)
ORTALAMA | 0,9467 | 0,9269 | 0,9321 | 0,8278 | %8,885 | %6,612 | %7,208 | %4,785 | 0,9466 | 0,9205 | 0,9283 | 0,8223 | %8,874 | %5,878 | %6,772 | %5,418
VARYANS | 0,0001 | 0,0000 | 0,0000 | 0,0000 | %0,009 | %0,006 | %0,003 | %0,000 | 0,0001 | 0,0000 | 0,0000 | 0,0000 | %0,004 | %0,004 | %0,000 | %0,000
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Cizelge 4.29 da, Referans Bant Genigligi ile yapilan tahminlerde 6. 6rneklem kiimesi haric,
tiim 6rneklem kiimelerinde en iyi tahminlerin p (H,S) yaklagimu ile yapildig1 goriilmektedir.
Maksimum Diizlestirme Yontemi ile yapilan tahminlerde ise pxpy ve p(H,S) yaklagimlarin
kitle parametresini tahmin etmedeki basarilar1 degiskenlik gostermektedir. Ornegin, ks =

2,4,8,10 i¢in pgyy yaklagimi daha iyi sonuclar verdigi goriilmektedir.
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Sekil 4.15. Senaryo Il i¢in hata yiizdeleri ¢izgi grafigi (n = 1000, 6ks = 10)

Sekil 4.15.(a) da p(H,S) mmn diger yaklagimlara gére p’yi daha iyi tahmin ettigi
goriilmektedir. Maksimum Diizlestirme Yontemi ile yapilan tahminlerde ise pgxyp ve
p(H,S) nin kitle parametresini tahmin etmedeki basarilar1 degiskenlik gostermektedir.

Sekil 4.15.(b) den oks = 2,4,8, 10 i¢in pxpy nin daha iyi sonuglar verdigi goriilmektedir.

Cizelge 4.30’daki 20 6rneklem kiimesinden hesaplanan Yy, pxuym, p ve p (H,S) tahminleri

ve hata yiizdelerinden p (H,S) ile daha iyi tahminler elde edildigi goriilmektedir.
4.4. Senaryo IV Icin Elde Edilen Sonuclar

Senaryo IV icin Kernel yogunluk tahmin yontemine dayali MH 6rneklemesi ile elde edilen
n = 50, 100, 250, 500 ve 1000 gozlemli 6rneklem kiimelerinden hesaplanan uygun {iriin
olasiliklart (Y,x, Pxmmu, P» p(H,S)) kitle uygun {iiriin oran1 p ile kargilastirilarak, hata
yiizdeleri elde edilmistir. Kernel yogunluk tahminleri yapilirken, MDY bant genisligi
matrisi ve 6rneklem kiimelerinin normal dagilim gosterdigi varsayimina dayali RBG matrisi
kullamilmigtir.  Her bir gozlem sayist i¢in her iki bant genigligi matrisi kullanilarak

hesaplanan tahmin sonuglart n = 50 icin Cizelge 4.31°de verilmistir.



Cizelge 4.31.

Senaryo IV i¢in tahmin degerleri ve hata yiizdeleri (n = 50, oks = 10)

ORNEKLEM

REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI

MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE

KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yoi PxkmH | P P(H,S) | e¥pi eDkMH | &P eP(H,S) | Ypi PxkmH | P p(H,S) | e¥pi eDKMH | eP eD(H,S)
1 0,9000 | 0,8010 | 0,8097 | 0,7071 | %3,034 | %8,300 | %7,304 | %19,050 | 0,9000 | 0,7855 | 0,8097 | 0,6916 | %3,034 | %10,074 | %7,304 | %20,824
2 0,9400 | 0,8862 | 0,9198 | 0,7071 | %7,613 | %1,454 | %5,301 | %19,050 | 0,9400 | 0,8788 | 0,9198 | 0,6916 | %7,613 | %0,607 | %5,301 | %20,824
3 0,9600 | 0,8709 | 0,8929 | 0,7071 | %9,903 | %0,298 | %2,221 | %19,050 | 0,9600 | 0,8610 | 0,8929 | 0,6916 | %9,903 | %1,431 | %2,221 | %20,824
4 0,9800 | 0,9376 | 0,9275 | 0,7071 | %12,192 | %7,338 | %6,182 | %19,050 | 0,9800 | 0,9291 [ 0,9275 | 0,6916 | %12,192 | %6,365 | %6,182 | %20,824
5 0,9600 | 0,9021 [ 0,9018 | 0,7071 | %9,903 | %3,274 | %3,240 | %19,050 | 0,9600 | 0,8923 [ 0,9018 | 0,6916 | %9,903 | %2,152 | %3,240 | %20,824
6 0,9600 | 0,8743 [ 0,8626 | 0,7071 | %9,903 | %0,092 | %1,248 | %19,050 | 0,9600 | 0,8605 | 0,8626 | 0,6916 | %9,903 | %1,488 | %1,248 | %20,824
7 0,9400 | 0,8903 [ 0,9181 | 0,7071 | %7,613 | %1,923 | %5,106 | %19,050 | 0,9400 | 0,8802 [ 0,9181 | 0,6916 | %7,613 | %0,767 | %5,106 | %20,824
8 0,9200 | 0,8672 | 0,8812 | 0,7071 | %5,323 | %0,721 | %0,882 | %19,050 | 0,9200 | 0,8601 | 0,8853 | 0,6916 | %5,323 | %1,534 | %1,351 | %20,824
9 0,8600 | 0,7914 | 0,8160 | 0,7071 | %1,546 | %9,399 | %6,583 | %19,050 | 0,8600 | 0,7787 | 0,8160 | 0,6916 | %1,546 | %10,853 | %6,583 | %20,824
10 1,000 |0,9439(0,9742]0,7071 | %14,482 | %8,060 | %11,528 | %19,050 | 1,0000 | 0,9401 | 0,9742 [ 0,6916 | %14,482 | %7,624 | %11,528 | %20,824
ORTALAMA | 0,9420 | 0,8765 | 0,8904 | 0,7071 | %8,151 | %4,086 | %4,960 | %19,050 | 0,9420 | 0,8666 | 0,8908 | 0,6916 | %8,151 | %4,290 | %5,006 | %20,824
VARYANS [0,0016 | 0,0025 | 0,0026 | 0,0000 | %0,160 | %0,140 | %0,104 [ %0,000 |0,0016 | 0,0027 [ 0,0026 | 0,0000 | %0,160 | %0,162 | %0,100 | %0,000
Cizelge 4.32. Senaryo IV i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslar1 (n = 50, 6ks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypr Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk Pkmu | D P(H,S) | e¥pi ePkMH | eP P (H,S)
ORTALAMA | 0,9510 | 0,8850 | 0,9123 | 0,7071 | %9,027 | %3,719 | %4,764 | %19,050 | 0,9480 | 0,8731 | 0,9101 | 0,6916 | %8,683 | %3,146 | %4,518 | %20,824
VARYANS [ 0,0015 | 0,0014 | 0,0008 | 0,0000 | %0,167 | %0,058 | %0,073 | %0,000 | 0,0015 | 0,0014 | 0,0007 | 0,0000 | %0,173 | %0,083 | %0,065 | %0,000
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Cizelge 4.31’den n = 50 gozlem sayisina sahip Orneklem kiimelerinden hesaplanan Y,
Pxkme, P ve p(H,S) tahminleri ve hata yiizdeleri (%¢€) goriilmektedir. Referans Bant
Genisligi ve Maksimum Diizlestirme Yontemi kullanilarak yapilan tahminler icin en iyi
sonucun ortalamada Onerilen pgyp yaklasimi ile elde edildigi goriilmektedir. Cizelge
4.31°de goriilen hata yiizde degerlerinin karsilastirma kolayligi saglamasi agisindan ¢izgi

grafigi ¢izdirilerek Sekil 4.16’da verilmistir.
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Sekil 4.16. Senaryo IV i¢in hata yiizdeleri cizgi grafigi (n = 50, oks = 10)

Sekil 4.16’daki verilen grafikler incelendiginde ilk grafikteki sonuglardan 1. ve 9. drneklem
kiimelerinden hesaplanan Y, yaklagimi ile diger yaklagimlara gore p’yi daha iyi tahmin
ettii goriilmektedir. 2, 3, 6, 7. ve 8. orneklem kiimelerinden hesaplanan pxyg yaklagimi ile
daha iyi sonuglar elde edilmistir. 4. ve 5. Orneklem kiimelerinden hesaplanan j yaklasimi
ile p daha iyi tahmin edilmistir. Ikinci grafikte goriilen Maksimum Diizlestirme Yontemi
ile yapilan tahminlerde de ilk grafikteki gibi Y,x, pxmn, p yaklagimlarin kitle parametresini

tahmin etmedeki basarilar1 degiskenlik gostermektedir.

Cizelge 4.32°’de pxypy yaklasimina gore Maksimum Diizlestirme Yontemi ile elde edilen
sonuclarin Referans Bant Genigligi ile yapilan tahmin sonuglarindan daha az hata yiizdesine
sahip oldugu ve 10 drneklem kiimesinde oldugu gibi pxyy yaklasimi ile p daha iyi tamin

edildigi soylenebilir.



Cizelge 4.33. Senaryo IV icin tahmin degerleri ve hata yiizdeleri (n = 100, oks = 10)
ORNEKLEM | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok Pxmu | P P(H,S) | e¥pr eDkMH | P eP(H,S) | Ypi Dxmu | P p(H,S) | e¥pi eDkMH | D eP (H,S)
1 0,9900 | 0,9296 | 0,9238 [ 0,8076 | %13,337 | %6,422 | %5,758 | %7,544 |0,9900 | 0,9130 | 0,9174 | 0,7958 | %13,337 | %4,522 | %5,026 | %8,895
2 0,9600 | 0,9448 | 0,9552 | 0,8076 | %9,903 | %8,163 | %9,353 | %7,544 |0,9600 | 0,9404 | 0,9565 | 0,7958 | %9,903 | %7,659 | %9,502 | %8,895
3 0,9500 | 0,8904 | 0,9192 [ 0,8076 | %8,758 | %1,935 | %5,232 | %7,544 |0,9500 | 0,8882 | 0,9214 | 0,7958 | %8,758 | %1,683 | %5,488 | %8,895
4 0,9300 [ 0,9117 | 0,9306 | 0,8076 | %6,468 | %4,373 | %6,537 | %7,544 [0,9300 [ 0,9117 | 0,9354 | 0,7958 | %6,468 | %4,373 | %7,086 | %8,895
5 0,9200 | 0,8648 | 0,8945 [ 0,8076 | %5,323 | %0,996 | %2,404 | %7,544 |0,9200 | 0,8572 | 0,8945 | 0,7958 | %5,323 | %1,866 | %2,404 | %8,895
6 0,9700 | 0,9175 | 0,9034 [ 0,8076 | %11,048 | %5,037 | %3,423 | %7,544 |0,9700 | 0,9082 | 0,9043 | 0,7958 | %11,048 | %3,973 | %3,526 | %8,895
7 0,9900 | 0,9437 | 0,9657 | 0,8076 | %13,337 | %8,037 | %10,555 | %7,544 | 0,9800 | 0,9259 | 0,9553 | 0,7958 | %12,192 | %5,999 | %9,365 | %8,895
8 0,9300 | 0,8921 | 0,9296 | 0,8076 | %6,468 | %2,129 | %6,422 | %7,544 |0,9300 | 0,8869 | 0,9296 | 0,7958 | %6,468 | %1,534 | %6,422 | %8,895
9 0,9400 | 0,9029 | 0,9245 [ 0,8076 | %7,613 | %3,366 | %5,839 | %7,544 |0,9400 | 0,8947 | 0,9238 | 0,7958 | %7,613 | %2,427 | %5,758 | %8,895
10 0,9400 | 0,8939 | 0,9355 [ 0,8076 | %7,613 | %2,335 | %7,098 | %7,544 |0,9400 | 0,8889 | 0,9355[0,7958 | %7,613 | %1,763 | %7,098 | %8,895
ORTALAMA | 0,9520 | 0,9091 | 0,9282 | 0,8076 | %8,987 | %4,279 | %6,262 | %7,544 |0,9510 | 0,9015 | 0,9274 | 0,7958 | %8,872 | %3,580 | %6,168 | %8,895
VARYANS | 0,0006 | 0,0006 | 0,0005 [ 0,0000 | %0,081 | %0,067 | %0,059 | %0,000 |0,0005 | 0,0005 | 0,0004 | 0,0000 | %0,071 |%0,044 | %0,051 | %0,000
Cizelge 4.34. Senaryo IV i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 100, oks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypr Pkmu | D P(H,S) | e¥pi ePkMH | €D eD (H,S) | Ypk Pkmu | D P(H,S) | e¥pi ePkMH | eP P (H,S)
ORTALAMA | 0,9405 | 0,8880 | 0,9115 | 0,8076 | %7,670 | %3,197 | %4,361 | %7,544 | 0,9405 | 0,8807 | 0,9119 | 0,7958 | %7,670 | %3,000 | %4,391 | %8,895

VARYANS

0,0007 | 0,0009 | 0,0007 | 0,0000 | %0,096 | %0,033 | %0,085 | %0,000

0,0007 | 0,0009 | 0,0006 | 0,0000 | %0,096 | %0,031 | %0,085 | %0,000
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Cizelge 4.33’te n = 100 gozlem sayisina sahip 10 orneklem kiimesinden hesaplanan Y,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Uriin kitle parametresi p’nin 6nerilen yaklasim olan pgyp ile diger iig

yonteme gore daha iyi tahmin edildigi acikca goriilmektedir.
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Sekil 4.17. Senaryo IV i¢in hata yiizdeleri ¢izgi grafigi (n = 100, 0ks = 10)

Sekil 4.17°de verilen grafikler incelendiginde, Cizelge 4.33’te verilen sonuglarin bir 6zeti
goriilmektedir. Ilk grafikte Referans Bant Genisligi kullanilarak hesaplanan Yy, PkmH,> P
ve p(H,S) yaklasim degerlerinin hata yiizdelerinden, en kiiciik degerlerin pgym yaklagimi
sonucu elde edildigi goriilmektedir. Bununla beraber, 1. ve 6. orneklem kiimeleri i¢in
p yaklagiminin, 7. 6rneklem kiimesi i¢in de p(H,S) yaklagimimin daha iyi sonug¢ verdigi

sOylenebilir.

Cizelge 4.34 incelendiginde, her iki yontem icin elde edilen sonuglardan pxp/y yaklasiminin

p’yi tahmin etmede daha basarili oldugu goriilmektedir.



Cizelge 4.35. Senaryo IV icin tahmin degerleri ve hata yiizdeleri (n = 250, oks = 10)
ORNEKLEM | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PrkmH | P p(H,S) | e¥pi ePkMH | eP eP (H,S) | Ypr Pkmu | P P(H,S) | e¥pk ePkMH | eP eP(H,S)
1 0,9640 | 0,9335 | 0,9370 | 0,8314 | %10,361 | %6,869 | %7,270 | %4,820 | 0,9480 | 0,9137 [ 0,9202 | 0,8236 | %8,529 | %4,602 | %5,346 | %5,713
2 0,9640 | 0,9128 | 0,9286 | 0,8314 | %10,361 | %4,499 | %6,308 | %4,820 | 0,9440 | 0,8957 | 0,9193 | 0,8236 | %8,071 | %2,541 | %5,243 | %5,713
3 0,9480 | 0,9114 | 0,9336 | 0,8314 | %8,529 | %4,339 | %6,880 | %4,820 | 0,9680 | 0,9256 | 0,9347 | 0,8236 | %10,819 | %5,965 | %7,006 | %5,713
4 0,9400 | 0,9082 | 0,9256 | 0,8314 | %7,613 | %3,973 | %5,965 | %4,820 | 0,9400 | 0,9064 | 0,9254 | 0,8236 | %7,613 | %3,766 | %5,942 | %5,713
5 0,9560 | 0,9044 | 0,9234 | 0,8314 | %9,445 | %3,537 | %5,713 | %4,820 | 0,9720 | 0,9245]0,9387 | 0,8236 | %11,276 | %5,839 | %7,464 | %5,713
6 0,9520 | 0,9173 [ 0,9281 | 0,8314 | %8,987 | %5,014 | %6,251 | %4,820 | 0,9360 | 0,9026 | 0,9236 | 0,8236 | %7,155 | %3,331 | %5,736 | %5,713
7 0,9480 | 0,9016 | 0,9139 | 0,8314 | %8,529 | %3,217 | %4,625 | %4,820 | 0,9640 | 0,9282 | 0,9433 | 0,8236 | %10,361 | %6,262 | %7,991 | %5,713
8 0,9520 | 0,8986 | 0,9141 | 0,8314 | %8,987 | %2,873 | %4,648 | %4,820 |0,9360 | 0,8974 | 0,9125 | 0,8236 | %7,155 | %2,736 | %4,465 | %5,713
9 0,9600 | 0,9202 | 0,9286 | 0,8314 | %9,903 | %5,346 | %6,308 | %4,820 | 0,9640 | 0,9203 | 0,9366 | 0,8236 | %10,361 | %5,358 | %7,224 | %5,713
10 0,9720 | 0,9320 | 0,9423 [ 0,8314 | %11,276 | %6,697 | %7,876 | %4,820 | 0,9480 | 0,9010 | 0,9268 | 0,8236 | %8,529 | %3,148 | %6,102 | %5,713
ORTALAMA | 0,9556 | 0,9140 | 0,9275 | 0,8314 | %9,399 | %4,636 | %6,184 | %4,820 | 0,9520 [ 0,9115]0,9281 | 0,8236 | %8,987 | %4,355 | %6,252 | %5,713
VARYANS | 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,012 | %0,019 | %0,011 | %0,000 | 0,0002 | 0,0002 | 0,0001 | 0,0000 | %0,025 | %0,020 | %0,013 | %0,000
Cizelge 4.36. Senaryo IV i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 250, oks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypr Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk Pkmu | D P(H,S) | e¥pi ePkMH | eP P (H,S)
ORTALAMA | 0,9490 | 0,9123 | 0,9233 | 0,8314 | %8,643 | %4,443 | %5,695 | %4,820 | 0,9472 | 0,9052 | 0,9224 | 0,8236 | %8.,437 | %3,704 | %5,598 | %5,713
VARYANS | 0,0003 | 0,0003 | 0,0002 | 0,0000 | %0,043 | %0,042 | %0,030 | %0,000 | 0,0003 | 0,0003 | 0,0002 | 0,0000 | %0,043 | %0,040 | %0,031 | %0,000

8¢l



129

Cizelge 4.35. incelendiginde, Referans Bant Genigligi ile yapilan tahminlerde 6rneklem
kiimelerinde en iyi tahminlerin pgyy ve p (H,S) yaklagimlar ile yapildigi goriilmektedir.
Ortalamada pgypy yaklasiminin daha iyi sonuc¢ verdigi soylenebilir. Maksimum
Diizlestirme Yontemi ile yapilan tahminlerde de pxyy ve p(H,S) yaklagimlarin kitle
parametresini tahmin etmedeki basarilar1 degiskenlik gostermektedir. Ornegin, 3,5 ve 7.
Orneklem kiimelerinde p (H,S) yaklasimi daha iyi sonuglar verdigi goriilmektedir, ancak

ortalamada pgysy yaklasimi daha basarilidir.
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Sekil 4.18. Senaryo IV i¢in hata yiizdeleri ¢izgi grafigi (n = 250, 0ks = 10)

Sekil 4.18°de verilen grafikler incelendiginde, ilk grafikteki sonuclardan 2, 3, 4, 5, 7 ve 8.
Orneklem kiimelerinde pxyy yaklasiminin diger yaklasimlara gore p’yi daha iyi tahmin
ettifi goriilmektedir. Maksimum Diizlestirme YoOntemi ile yapilan tahminlerde ise 3,5 ve
7. Orneklem kiimeleri igin p (H,S) yaklasgiminin daha iyi sonuglar verdigi, ortalamada ise

Pxme yaklasimi daha iyi sonuclar verdigi goriilmektedir.

Cizelge 4.36’da n = 250 gbzlem sayisina sahip 20 6rneklem kiimesinden hesaplanan Yy,
PxmH, p ve p(H,S) tahminleri ve hata yiizdelerinin 10 6rneklem kiimesine gore hesap edilen
hata yiizdeleri ile benzer oldugu ve p’nin 6nerilen yaklasim olan pgy ile diger iic yonteme

gore daha iyi tahmin edildigi sdylenebilir.



Cizelge 4.37. Senaryo IV icin tahmin degerleri ve hata yiizdeleri (n = 500, oks = 10)
ORNEKLEM | REFERANS BANT GENISLIGI ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PrkmH | P p(H,S) | e¥pi ePkMH | eP eP (H,S) | Ypr Pkmu | P P(H,S) | e¥pk ePkMH | eP eP(H,S)
1 0,9480 | 0,9300 | 0,9266 | 0,8244 | %8,529 | %6,468 | %6,079 | %5,621 | 0,9440 | 0,9028 | 09173 | 0,8172 | %8,071 | %3,354 | %5,014 | %6,445
2 0,9420 | 0,9046 | 0,9106 | 0,8244 | %7,842 | %3,560 | %4,247 | %5,621 |0,9520 | 0,9178 | 0,9244 | 0,8172 | %8,987 | %5,072 | %5,827 | %6,445
3 0,9480 | 0,9232 [ 0,9419 | 0,8244 | %8,529 | %5,690 | %7,831 | %5,621 | 0,9640 | 0,9223 [ 0,9289 | 0,8172 | %10,361 | %5,587 | %6,342 | %6,445
4 0,9500 | 0,9268 | 0,9404 | 0,8244 | %8,758 | %6,102 | %7,659 | %5,621 | 0,9500 | 0,9108 | 0,9247 | 0,8172 | %8,758 | %4,270 | %5,861 | %6,445
5 0,9640 | 0,9387 | 0,9406 | 0,8244 | %10,361 | %7,464 | %7,682 | %5,621 | 0,9380 | 0,9047 | 09161 | 0,8172 | %7,384 | %3,572 | %4,877 | %6,445
6 0,9340 | 0,9004 | 0,9151 | 0,8244 | %6,926 | %3,080 | %4,762 | %5,621 | 0,9400 | 0,8985 ] 0,9115 [ 0,8172 | %7,613 | %2,862 | %4,350 | %6,445
7 0,9540 | 0,9213 [ 0,9272 | 0,8244 | %9,216 | %5,472 | %6,148 | %5,621 | 0,9760 | 0,9345 [ 0,9347 | 08172 | %11,734 | %6,983 | %7,006 | %6,445
8 0,9520 | 0,9254 | 0,9276 | 0,8244 | %8,987 | %5,942 | %6,193 | %5,621 | 0,9280 | 0,9084 [ 0,9211 | 0,8172 | %6,239 | %3,995 | %5,449 | %6,445
9 0,9360 | 0,9265 | 0,9396 | 0,8244 | %7,155 | %6,068 | %7,567 | %5,621 | 0,9600 | 0,9226 | 0,9339 | 0,8172 | %9,903 | %5,621 | %6,915 | %6,445
10 0,9380 | 0,9081 | 0,9169 | 0,8244 | %7,384 | %3,961 | %4,969 | %5,621 |0,9360 | 0,9024 [ 0,9193 | 0,8172 | %7,155 | %3,309 | %5,243 | %6,445
ORTALAMA | 0,9466 | 0,9205 | 0,9287 | 0,8244 | %8,369 | %5,381 | %6,314 | %5,621 |0,9488 [ 0,9125]0,9232 [ 0,8172 | %8,621 | %4,463 | %5,688 | %6,445
VARYANS [ 0,0001 | 0,0001 | 0,0001 | 0,0000 | %0,011 | %0,020 | %0,018 | %0,000 | 0,0002 | 0,0001 | 0,0001 | 0,0000 | %0,028 | %0,017 | %0,008 | %0,000
Cizelge 4.38. Senaryo IV i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslari (n = 500, oks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Ypr Pkmu | D P(H,S) | e¥pi ePkMH | eP eD (H,S) | Ypk Pkmu | D P(H,S) | e¥pi ePkMH | eP P (H,S)
ORTALAMA | 0,9513 | 0,9226 | 0,9282 | 0,8244 | %8,907 | %5,616 | %6,262 | %5,621 | 0,9499 | 0,9168 | 0,9277 | 0,8172 | %8,746 | %4,958 | %6,202 | %6,445
VARYANS [ 0,0001 | 0,0002 | 0,0001 | 0,0000 | %0,013 | %0,020 | %0,019 | %0,000 | 0,0001 | 0,0002 | 0,0002 | 0,0000 | %0,014 | %0,023 | %0,020 | %0,000
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Cizelge 4.37°den n = 500 gozlem sayisina sahip 10 6rneklem kiimesinden hesaplanan Y,
PxmH, p ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) goriilmektedir. Burada Referans
Bant Genisligi ile yapilan tahminlerden her ne kadar Orneklem kiimelerinde pxuyn
yaklagimu ile birlikte p(H,S) yaklagiminin da iyi sonuglar verdigi gozlemlenmis olsa da
orneklem kiimeleri ortalamalar1 incelendiginde pgpyp yaklasiminin her iki bant genisligi
tahmin yontemi icin de diger yaklagimlardan iyi sonu¢ verdigi goriilmektedir. Maksimum

Diizlestirme Yontemi ile yapilan tahminlerde pxaym yaklasiminin daha iyi sonuclar verdigi

goriilmektedir.
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Sekil 4.19. Senaryo IV i¢in hata yiizdeleri cizgi grafigi (n = 500, 6ks = 10)

Sekil 4.19°da goriilen ilk grafikte 2, 6, 7 ve 10. Orneklem kiimelerinde pxyy yaklagiminin
diger yaklagimlara gore p’yi daha iyi tahmin ettigi goriilmektedir. Ikinci grafikte ise 7.
Orneklem kiimesi hari¢, tiim 6rneklem kiimeleri icin pxypy yaklasimmin iyi sonuglar

verdigi ve hata yiizde seviyesinin digerlerine gore asagida oldugu goriilmektedir.

Cizelge 4.38°de n = 500 gozlem sayisina sahip 20 drneklem kiimesinden hesaplanan Yy,
PxmH, p ve p(H,S) tahminleri ve hata yiizdelerinin 10 6rneklem kiimesine gore hesap edilen
hata yiizdeleri ile benzer oldugu ve p’nin Onerilen yaklasim olan pxysg ile diger li¢ yonteme

gore daha iyi tahmin edildigi sdylenebilir.



Cizelge 4.39. Senaryo IV i¢in tahmin degerleri ve hata yiizdeleri (n = 1000, oks = 10)
ORNEKLEM | REFERANS BANT GENISLIGI iLE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGI ILE
KUMELERI | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yyr Pxmu | P pP(H,S) | e¥pk eDkMH | eP eP(H,S) | Yoi Pxmu | P p(H,S) | e¥pi eDkMH | eP eP(H,S)
1 0,9510 [ 0,9279 | 0,9258 | 0,8272 | %8,872 | %6,228 | %5,987 | %5,301 | 0,9540 | 0,9284 | 0,9368 | 0,8209 | %9,216 | %6,285 | %7,247 | %6,022
2 0,9420 | 0,9231 | 0,9266 | 0,8272 | %7,842 | %5,678 | %6,079 | %5,301 | 0,9480 | 0,9282 | 0,9386 | 0,8209 | %8,529 | %6,262 | %7,453 | %6,022
3 0,9560 | 0,9259 | 0,9321 | 0,8272 | %9,445 | %5,999 | %6,709 | %5,301 | 0,9580 | 0,9341 | 0,9380 | 0,8209 | %9,674 | %6,938 | %7,384 | %6,022
4 0,9560 [ 0,9311 | 0,9278 | 0,8272 | %9,445 | %6,594 | %6,216 | %5,301 | 0,9480 | 0,9317 | 0,9395 | 0,8209 | %8,529 | %6,663 | %7,556 | %6,022
5 0,9520 | 0,9255 | 0,9303 | 0,8272 | %8,987 | %5,953 | %6,503 | %5,301 | 0,9540 | 0,9242 | 0,9273 | 0,8209 | %9,216 | %5,804 | %6,159 | %6,022
6 0,9590 | 0,9283 | 0,9250 | 0,8272 | %9,788 | %6,274 | %5,896 | %5,301 | 0,9530 | 0,9280 | 0,9303 | 0,8209 | %9,101 | %6,239 | %6,503 | %6,022
7 0,9440 [ 0,9259 | 0,9278 | 0,8272 | %8,071 | %5,999 | %6,216 | %5,301 | 0,9470 | 0,9253 | 0,9301 | 0,8209 | %8414 | %5,930 | %6,480 | %6,022
8 0,9480 | 0,9225 | 0,9238 | 0,8272 | %8,529 | %5,610 | %5,758 | %5,301 | 0,9430 | 0,9176 | 0,9222 | 0,8209 | %7,956 | %5,049 | %5,575 | %6,022
9 0,9520 [ 0,9296 | 0,9348 | 0,8272 | %8,987 | %6,422 | %7,018 | %5,301 | 0,9240 | 0,9104 | 0,9274 | 0,8209 | %5,781 | %4,224 | %6,171 | %6,022
10 0,9530 [ 0,9183 | 0,9200 | 0,8272 | %9,101 | %5,129 | %5,323 | %5,301 | 0,9450 | 0,9215 | 0,9326 | 0,8209 | %8,185 | %5,495 | %6,766 | %6,022
ORTALAMA | 0,9513 | 0,9258 | 0,9274 | 0,8272 | %8,907 | %5,989 | %6,171 | %5,301 | 0,9474 | 0,9249 | 0,9323 | 0,8209 | %8.,460 | %5,889 | %6,729 | %6,022
VARYANS | 0,0000 | 0,0000 | 0,0000 [ 0,0000 | %0,004 | %0,002 | %0,002 [ %0,000 | 0,0001 | 0,0000 | 0,0000 [ 0,0000 | %0,012 | %0,006 | %0,004 | %0,000
Cizelge 4.40. Senaryo IV i¢in tahmin degerleri ve hata yiizdelerinin ortalama ve varyanslar1 (n = 1000, dks = 20)
ORTALAMA | REFERANS BANT GENISLIGi ILE YAPILAN TAHMIN DEGERLERI MAKSIMUM DUZLESTIRME YONTEMI BANT GENISLIGi iLE
DEGERLER | VE HATA YUZDELERI YAPILAN TAHMIN DEGERLERI VE HATA YUZDELERI

Yok PxkmH | P P(H,S) | e¥pi eDkMH | €D eP(H,S) | Yk Pkmu | D P(H,S) | e¥pr eDkmH | €D P (H,S)
ORTALAMA | 0,9510 | 0,9268 | 0,9276 | 0,8272 | %8,872 | %6,105 | %6,199 | %5,301 | 0,9496 | 0,9243 | 0,9313 | 0,8209 | %8,706 | %5,818 | %6,615 | %6,022
VARYANS | 0,0000 | 0,0000 | 0,0000 | 0,0000 | %0,005 | %0,003 | %0,004 | %0,000 | 0,0001 | 0,0000 | 0,0000 | 0,0000 | %0,007 | %0,005 | %0,005 | %0,000

el
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Cizelge 4.39°da n = 1000 gozlem sayisina sahip 10 drneklem kiimesinden hesaplanan Y,
Pxme, P ve p(H,S) tahminleri ve hata yiizdelerinin (%¢) ortalama ile varyans degerleri
goriilmektedir. Burada Referans Bant Genigligi ile yapilan tahmin degerleri ile yaklasimlar
lizerinden hesaplanan hata yiizdelerinin 10. Orneklem kiimesi disinda p (H,S) yaklagimi
icin iyi sonuglar verdigi ve hata yiizde ortalamasinin da yine p (H,S) i¢in daha iyi oldugu
goriilmektedir. Ancak Maksimum Diizlestirme Yontemi kullanildiginda pgjsg yaklagiminin

ortalamada daha i1yi sonuglar verdigi goriilmektedir.
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Sekil 4.20. Senaryo IV i¢in hata yiizdeleri ¢izgi grafigi (n = 1000, oks = 10)

Sekil 4.20°de ilk grafik i¢in p (H,S) ile pxym yaklagimindan elde edilen hata yiizdelerinin
cok yakin oldugu ve p(H,S) yaklasimmnin diger iki yaklagima gére p’yi daha iyi tahmin
ettigi goriilmektedir. Ikinci grafikte ise 7. Ornekleme kadar p(H,S) ve pxyn yaklasim
degerlerinin birbirine yakin oldugu ve p (H,S) diger ti¢ yaklasima gore iyi sonuglar verdigi
goriilmektedir. Ancak pgpypy yaklasiminin ortalamada p’yi tahmin etmede daha basarili
oldugu ve 9. Orneklem kiimesi ile p’nin en diisiik hata yiizdesi tahmin edildigi

goriilmektedir.

Cizelge 4.40’da n = 1000g6zlem sayisina sahip 20 orneklem kiimesinden hesaplanan Y,
Pxmu, p ve p(H,S) tahminleri ve hata yiizdelerinin 10 6rneklem kiimesine gore hesap
edilen hata yiizdeleri ile benzer oldugu Referans Bant Genisligi ile yapilan tahmin degerleri
ile yaklagimlar iizerinden hesaplanan hata yiizdelerinin p(H,S) yaklagimi igin daha iyi
sonuglar verdigi soylenebilir. ~ Ancak Maksimum Diizlestirme YOntenminde pxym

yaklagimin ortalamada daha iyi sonuglar verdigi goriilmektedir.
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5. ORNEKLEM KUMELERININ KERNEL TAHMIN GRAFIKLERI

Calismanin 3. Boliimiinde ayrintili olarak ele alinan bant genisligi matrisleri, Maksimum
Diizlestirme Yontemine gore elde edilmis, ayrica bant genisligi matrisinin dagilim bilgisine
duyarhiligim1 degerlendirebilmek amaciyla ilk faz iriin veri setlerinin Normal dagilima
uygunlugu varsayimi ile Referans Bant Genisligi matris degerleri de tahmin edilerek Kernel
tahmin grafikleri elde edilmis olup Matlab programinda yazilan kod dizileri Ek-1’de
verilmigtir. ~ Grafikler, tekrardan kac¢inmak icin sadece n = 1000 gozlemli Orneklem
kiimeleri icin elde edilmis ve yorumlanmistir. Grafikler tizerinde goriilen mavi carp1 (X)
simgesi, n = 1000 gozlem sayisina sahip ilk iirlin gbzlem degerlerini; 100*100 hiicreden
olusan koyu mavi kisim, siire¢ bolgesini ve renkli kisim ise gozlem degerlerinin
spesifikasyon bolgesindeki yogunlugunu gostermektedir.  Spesifikasyon bolgesi disina
diisen gozlem noktalart (x) ile agikca goriilmektedir. Grafikler 4 farkli senaryo icin elde
edilmis, bu grafikler olusturulurken daha 6nce ayrintili olarak aciklanan bant genisligi
matrisleri icin iki farkli yontem kullanilmis ve her bir grafik gorsel anlamda daha iyi
anlasilabilmesi i¢in hem iki boyutlu bir izdiisiim seklinde, hem de spesifikasyon bolgesine
gore konumlanmasinin yiizeysel acidan goriinimii seklinde ¢izdirilerek verilmeye
calistimistir. Bu nedenle, grafik sayisinin fazla olmasi, her senaryo verisi lizerinden elde
edilen orneklem kiimelerinin grafiklerinin yorumu ag¢isindan benzer olmasi ve anlatim
tekrarindan kaginmak amaciyla, her bir senaryo i¢in ilk Orneklem kiimeleri iizerinden
cizdirilen grafikler yorumlanmis, diger dérneklem kiimelerine ait grafiklere ¢alismada yer

verilmemistir.

5.1. Senaryo I icin Tahmin Grafikleri

Senaryo I i¢in ¢izdirilen grafikler, 1. orneklem kiimesi i¢in Sekil 5.1°den Sekil 5.4’e kadar

verilen grafiklerden goriilmektedir.

Referans Bant Genisligi ile Kernel yogunluk tahmini

1. 6rneklem kiimesi icin referans bant genisligi matrisi kullanilarak elde edilen spesifikasyon

bolgesine gore sacilim grafigi Sekil 5.1°de goriilmektedir.
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Sekil 5.1. Senaryo I, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sa¢ilim grafigi
(RBG)

Sekil 5.1°de verilen grafikte, calismanin en baginda belirlenen spesifikasyon sinirlart i¢inde
kalan bolgenin Kernel yogunluk tahmin kontur sinirlari, diger bir ifade ile gozlem
degerlerinin bant genigligi matrisine ve Kernel fonksiyon tiiriine gore diizgiinlestirilerek
tahmin edilen dagilimin sekli, iki boyutlu olarak goriilmektedir. Ayrica, spesifikasyon
bolgesi digina diisen gozlem noktalar1 (x) ile goriilmektedir. Sekil 5.1’de verilen grafigin
farkli bir agidan goriintiisii olan ve ii¢ boyutlu uzayda Kernel yogunluk tahmininin iist

yiizey kesitinin goriilmesine imkan veren dagilim tahmin grafigi Sekil 5.2°de verilmistir.
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Sekil 5.2. Senaryo I, 1. drneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel agidan goriintim grafigi (RBG)

Sekil 5.2 ile verilen grafik, 1. Orneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriiniimiinii vermekle birlikte, yine spesifikasyon
bolgesi digina diisen gozlemleri daha iyi bir sekilde gormemizi saglamaktadir. 1. 6rneklem
kiimesi i¢in referans bant genisligi matrisi kullanilarak elde edilen grafiklerle gorsel agidan
farklilik olusup olusmadigini inceleyebilmek i¢cin Maksimum Diizlestirme YOntemi bant
genigligi ile elde edilen Kernel yogunluk tahmin grafikleri Sekil 5.3 ve Sekil 5.4°te

verilmistir.
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Maksimum Diizlestirme Yontemi bant genisligi ile Kernel yogunluk tahmin grafikleri
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Sekil 5.3. Senaryo I, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sa¢ilim grafigi
(MDY)

Sekil 5.3’te 1.  orneklem kiimesinin spesifikasyon bolgesine gore sacilim grafigi
goriilmektedir. Spesifikasyon bolgesi disina diisen gozlem noktalar: (x) ve tahmin kontur
grafigi goriilmektedir. Kernel tahmin grafiginin farkli bir acidan goriintiisii olan ve ii¢
boyutlu uzayda Kernel yogunluk tahmininin {ist yiizey kesitinin goriilmesine imkan veren

dagilim tahmin grafigi Sekil 5.4’de verilmistir.
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Sekil 5.4. Senaryo I, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriiniim grafigi (MDY)

Sekil 5.4 ile verilen grafik, 1. Orneklem kiimesinin spesifikasyon bdolgesine gore
konumlanmasinin yiizeysel acidan goriiniimiinii vermekle birlikte, yine spesifikasyon
bolgesi digina diisen gozlemleri daha iyi bir sekilde gormemizi saglamaktadir. 1. 6rneklem
kiimesi i¢in elde edilen tahmin grafikleri hem Referans Bant Genisligi, hem de Maksimum
Diizlestirme YOntemi bant genisligi ile yapilan yogunluk tahmin grafikleri acisindan
benzerlik gostermekte, ancak Maksimum Diizlestirme YOntemi bant genigligi ile Kernel
yogunluk tahmin grafiklerinin daha piiriizsiiz bir goriintii olusturdugu, diger bir ifade ile
verilere maksimum diizgiinlestirme uygulanarak, Kernel fonksiyon tiiriine daha yaklagik bir

yogunluk tahmini elde etmemizi sagladig1 sdylenebilir.
5.2. Senaryo II Icin Tahmin Grafikleri

Senaryo II i¢in ¢izdirilen grafikler, 1. 6rneklem kiimesi i¢in Sekil 5.5’den Sekil 5.8’e kadar

verilen grafiklerden goriilmektedir.

Referans bant genisligi ile Kernel yogunluk tahmini

2. orneklem kiimesi icin Referans Bant Genisligi matrisi kullanilarak elde edilen

spesifikasyon bolgesine gore sacilim grafigi Sekil 5.5°de goriilmektedir.
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Sekil 5.5. Senaryo II, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sacilim grafigi
(RBG)

Sekil 5.5’de verilen grafikte, spesifikasyon bolgesi digina diigen gozlem noktalar (x) ile
goriilmektedir. Sekil 5.5°de verilen grafigin farkli bir acidan goriintiisii olan ve ii¢ boyutlu
uzayda Kernel yogunluk tahmininin iist yiizey kesitinin goriilmesine imkan veren dagilim

tahmin grafigi Sekil 5.6’da verilmistir.
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Sekil 5.6. Senaryo II, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel a¢idan goriiniim grafigi (RBG)
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Sekil 5.6 ile verilen grafik, 1. Orneklem kiimesinin spesifikasyon bdolgesine gore
konumlanmasinin yiizeysel acidan goriiniimiinii vermekle birlikte, yine spesifikasyon
bolgesi disina diisen gbzlemleri daha 1yi bir sekilde gormemizi saglamaktadir. 1. orneklem
kiimesi i¢in referans bant genigligi matrisi kullanilarak elde edilen grafiklerle gorsel agidan
farklilik olusup olugsmadigini inceleyebilmek i¢in Maksimum Diizlestirme Yontemi bant
genisligi ile elde edilen Kernel yogunluk tahmin grafikleri Sekil 5.7 ve Sekil 5.8’da

verilmistir.

Maksimum diizlestirme yontemi bant genisligi ile Kernel yogunluk tahmin grafikleri
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Sekil 5.7. Senaryo II, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sacilim grafigi
(MDY)

Sekil 5.7’de 1.  Orneklem kiimesinin spesifikasyon bolgesine gore sacilim grafigi
goriilmektedir. Spesifikasyon bolgesi disina diisen gézlem noktalar (x) ve tahmin kontur
grafigi goriilmektedir. Kernel tahmin grafiginin farkli bir acidan goriintiisii olan ve ii¢
boyutlu uzayda Kernel yogunluk tahmininin {iist yiizey kesitinin goriilmesine imkan veren

dagilim tahmin grafigi Sekil 5.9°da verilmistir.
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Sekil 5.8. Senaryo II, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel agidan goriiniim grafigi (MDY)

Sekil 5.8 ile verilen grafik, 1. Orneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriiniimiinii vermekle birlikte, yine spesifikasyon
bolgesi digina diisen gozlemleri daha iyi bir sekilde gormemizi saglamaktadir. 1. 6rneklem
kiimesi i¢in elde edilen tahmin grafikleri hem Referans Bant Genisligi, hem de Maksimum
Diizlestirme YOntemi bant genisligi ile yapilan yogunluk tahmin grafikleri acisindan
benzerlik gostermekte, ancak Maksimum Diizlestirme YOntemi bant genigligi ile Kernel
yogunluk tahmin grafiklerinin daha piiriizsiiz bir goriintii olusturdugu, diger bir ifade ile
verilere maksimum diizgiinlestirme saglayarak, Kernel fonksiyon tiiriine daha yaklagsik bir

yogunluk tahmini elde etmemizi sagladig1 goriilmektedir.

5.3. Senaryo III I¢cin Tahmin Grafikleri

Senaryo III i¢in ¢izdirilen grafikler, 10 farkli 6rneklem kiimeleri icin Sekil 5.9’dan Sekil

5.12’ye kadar verilen grafiklerden goriilmektedir.

Referans bant genisligi ile Kernel yogunluk tahmini

1. orneklem kiimesi icin referans bant genisligi matrisi kullanilarak elde edilen spesifikasyon

bolgesine gore sacgilim grafigi Sekil 5.9’da goriilmektedir.
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Sekil 5.9. Senaryo III, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sagilim grafigi
(RBG)

Sekil 5.9°da verilen grafikte, calismanin en basinda belirlenen spesifikasyon sinirlart i¢inde
kalan bolgenin Kernel yogunluk tahmin kontur sinirlari, diger bir ifade ile gozlem
degerlerinin bant genisligi matrisine ve Kernel fonksiyon tiirline gore diizgiinlestirilerek
tahmin edilen dagilimin sekli iki boyutlu olarak goriilmektedir. Ayrica, spesifikasyon
bolgesi disina diisen gozlem noktalar1 (x) ile goriilmektedir. Sekil 5.9’de verilen grafigin
farkli bir agcidan goriintiisii olan ve ii¢ boyutlu uzayda Kernel yogunluk tahmininin iist

yiizey kesitinin goriilmesine imkan veren dagilim tahmin grafigi Sekil 5.10’da verilmistir.

Sekil 5.10. Senaryo III, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriiniim grafigi (RBG)
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Sekil 5.10 ile verilen grafik, 1. Orneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriiniimiinii vermekle birlikte, yine spesifikasyon
bolgesi disina diisen gbzlemleri daha iyi bir sekilde gormemizi saglamaktadir. 1. 6rneklem
kiimesi i¢in referans bant genigligi matrisi kullanilarak elde edilen grafiklerle gorsel agidan
farklilik olusup olugsmadigini inceleyebilmek i¢in Maksimum Diizlestirme Yontemi bant
genisligi ile elde edilen Kernel yogunluk tahmin grafikleri Sekil 5.11 ve Sekil 5.12’de

verilmistir.

Maksimum diizlestirme yontemi bant genisligi ile Kernel yogunluk tahmin grafikleri
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Sekil 5.11. Senaryo III, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sacilim grafigi
(MDY)

Sekil 5.11’de 1. orneklem kiimesinin spesifikasyon bolgesine gore sagilim grafigi
goriilmektedir. Spesifikasyon bolgesi disina diisen gézlem noktalar (x) ve tahmin kontur
grafigi goriilmektedir. Kernel tahmin grafiginin farkli bir a¢idan goriintiisii olan ve ii¢
boyutlu uzayda Kernel yogunluk tahmininin {iist yiizey kesitinin goriilmesine imkan veren

dagilim tahmin grafigi Sekil 5.12°de verilmistir.
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Sekil 5.12. Senaryo III, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriiniim grafigi (MDY)

Sekil 5.12 ile verilen grafik, 1. Orneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriintimiinii vermekte ve spesifikasyon bolgesi disina
diisen gozlemleri daha iyi bir sekilde gormemizi saglamaktadir. 1. orneklem kiimesi icin
elde edilen tahmin grafikleri hem Referans Bant Genigligi, hem de Maksimum Diizlestirme
Yontemi bant genisli8i ile yapilan yogunluk tahmin grafikleri acisindan benzerlik
gostermekte, ancak Maksimum Diizlestirme Yontemi bant genisligi ile Kernel yogunluk
tahmin grafiklerinin daha piiriizsiiz bir goriintii olusturdugu, diger bir ifade ile verilere
maksimum diizgiinlestirme saglayarak, Kernel fonksiyon tiiriine daha yaklagsik bir yogunluk

tahmini elde etmemizi sagladig1 goriilmektedir.
5.4. Senaryo IV Icin Tahmin Grafikleri

Senaryo IV i¢in ¢izdirilen grafikler, 10 farkli 6rneklem kiimeleri i¢in Sekil 5.13’den Sekil

5.16’ya kadar verilen grafiklerden goriilmektedir.

Referans bant genisligi ile Kernel yoSunluk tahmini

1. oOrneklem kiimesi icin Referans Bant Genigligi matrisi kullanilarak elde edilen

spesifikasyon bolgesine gore sacilim grafigi Sekil 5.13’de goriilmektedir.
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Sekil 5.13. Senaryo IV, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sac¢ilim grafigi
(RBG)

Sekil 5.13’de verilen grafikte, gozlem degerlerinin bant genigligi matrisine ve Kernel
fonksiyon tiirline gore diizgiinlestirilerek tahmin edilen dagilimin sekli iki boyutlu olarak
goriilmektedir.  Ayrica, spesifikasyon bolgesi disina diisen gozlem noktalart (x) ile
goriilmektedir. Sekil 5.13’de verilen grafigin farkli bir acidan goriintiisii olan ve ii¢ boyutlu
uzayda Kernel yogunluk tahmininin iist yiizey kesitinin goriilmesine imkan veren dagilim

tahmin grafigi Sekil 5.14°de verilmistir.

Sekil 5.14. Senaryo IV, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel a¢idan goriiniim grafigi (RBG)
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Sekil 5.14 ile verilen grafik, 1. Orneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel agidan goriiniimiinii vermektedir. 1. Orneklem kiimesi icin
Referans Bant Genisligi matrisi kullanilarak elde edilen grafiklerle gorsel ag¢idan farklilik
olusup olusmadigini inceleyebilmek icin Maksimum Diizlestirme YOntemi bant genisligi

ile elde edilen Kernel yogunluk tahmin grafikleri Sekil 5.15 ve Sekil 5.16’da verilmistir.

Maksimum diizlestirme yontemi bant genisligi ile Kernel yogunluk tahmin grafikleri

15

Sekil 5.15. Senaryo IV, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore sa¢ilim grafigi
(MDY)

Sekil 5.15’de 1. Orneklem kiimesinin spesifikasyon bolgesine gore sacilim grafigi
goriilmektedir. Spesifikasyon bolgesi disina diisen gozlem noktalar1 (x) ve tahmin kontur
grafigi goriilmektedir. Kernel tahmin grafi§inin farkli bir acidan goriintiisii Sekil 5.16’da

verilmistir.
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Sekil 5.16. Senaryo IV, 1. 6rneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel agidan goriiniim grafigi (MDY)

Sekil 5.16 ile verilen grafik, 1. oOrneklem kiimesinin spesifikasyon bolgesine gore
konumlanmasinin yiizeysel acidan goriiniimiinii vermekle birlikte, yine spesifikasyon
bolgesi disina diisen gbzlemleri daha 1yi bir sekilde gormemizi saglamaktadir. 1. orneklem
kiimesi i¢in elde edilen tahmin grafikleri hem Referans Bant Genisligi, hem de Maksimum
Diizlestirme Yontemi bant genisligi ile yapilan yogunluk tahmin grafikleri acisindan
benzerlik gostermektedir. Maksimum Diizlestirme YoOntemi bant genisligi ile Kernel

yogunluk tahmin grafiklerinin daha piiriizsiiz bir goriintii saglamaktadir.
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6. SONUC VE ONERILER

Uretimin devamliligi agisindan, iiretilen mal ve hizmetin miisteri isteklerine ve
beklentilerine cevap vermesinin saglanmasi, iretim asamasinda uygun olmayan {iriin
sayisinin azaltilmasi ve bdylece iiretim maliyetlerinin diisiiriilebilece8i gz Oniinde
bulunduruldugunda, siire¢ yeterlilik analizinin fabrika siire¢ problemlerinde ne denli 6nemli

rol oynadig1 anlagilabilir.

Siirecin yeterli olduguna karar vermede, siire¢ dagiliminin Normal dagilima uygun olmasi,

klasik yeterlilik indekslerin dogru tahmin edilmesinde 6nemli bir rol oynamaktadir.

Uretim siirecinin Normal dagilima uymadig1 durumda, klasik yeterlilik indeksleri ile dogru
tahminler elde edilemedigi, yapilan literatiir calismasiyla, varsayim bozulmalar1 sonucu
dogru tahminlere ulagmak i¢in yazarlar tarafindan ¢ok cesitli yaklagimlar gelistirildigi
goriilmektedir. Ornegin, tek degiskenli iiretim siiregleri icin, normallik varsayiminin
saglanmadif1 durumlarda kullanilabilecek yaklasimlardan ilki, normal dagilima uygun
olmayan veriyi normal dagilima doniistirmek ve daha sonra yeterlilik indeksleri icin
onerilen klasik yaklagimlar1 kullanmaktir. Bu amagla en ¢ok kullanilan doniisiim teknikleri,
Johnson (1949) ve Box-Cox (1964) Gii¢ doniisiim teknikleridir. Ikinci yaklasim ise,
dagilimin bilinmedigi durumlarda veriyi bir dagilima uydurmak ve daha sonra normal
olmayan yiizdelikler kullanilarak siire¢ yeterlilik indekslerini tahmin etmektir. Bu amacla
en c¢ok kullanilan yontemlere ornek olarak, Clements (1989) yiizde metodu ve Burr yiizde

metodu verilebilir.

Cok degiskenli tiretim siirecleri icin normallik varsayiminin saglanmadig1 durumlarda siireg
yeterlilik indekslerinin hesaplanmasi, spesifikasyon bolgesi ve degiskenler arasindaki iliski
durumu da g6z oniinde bulunduruldugunda, daha gii¢ ve karmasik olabilmektedir. Normal
Dagilima uygun olmayan cok degiskenli siire¢ yeterlilik analizinde, yeterlilik indekslerini,
az hata ile tahmin edebilmek ancak, calisilan verinin dagilim bilgisine uygun tahmin
yontemleri kullanmakla miimkiindiir. Siire¢ dagilimi, bilinen ¢ok degiskenli dagilimlara
uygun olabilecegi gibi, herhangi bilinen bir dagilima uygun olmayan bir siire¢ de olabilir.
Siire¢ dagiliminin bilinmedigi durumlarda, yogunluk tahmini i¢in kullanilan en yaygin

yontem Kernel Yogunluk Tahmin yontemidir. Kernel Yogunluk Tahmin yontemi, X rastgele
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degiskenin olasilik yogunluk fonksiyonu f(X)’i tahmin etmek i¢in kullanilan parametrik
olmayan bir tahmin yontemidir. Genellikle siirecten elde edilen gozlem verisinin dagilimi
bilinmedigi ya da bilinen bir dagilima uygun olmadig:r durumlarda gézleme dayali olarak

Kernel yogunluk tahminleri elde edilebilir.

Stire¢ dagilimmin Normal dagilima yakinsamasi i¢in gerekli Orneklem biiyiiklugu ile
calismak ve bilinen Merkezi Limit Teoreminden yola ¢ikarak, klasik yeterlilik indekslerini
kullanmak da miimkiindiir. Ancak, Normal Dagilim yaklasimi icin gerekli ornek sayisinin
biiyiik olmasi halinde, 6rneklem ¢ekme islemi maliyetli ya da imkansiz olabilmektedir. Bu
asamada Ornekleme yontemlerinden faydalanmak kaginilmazdir. Bu nedenle, bu tez
calismasinda carpik dagilima sahip siirecler dikkate alinarak t-Copula yontemi ile iiretilen

Senaryo verilerine, Metropolis-Hastings (M H) drneklemesi uygulanmistir.

MH o6rneklemesi kullanilarak siire¢ dagilimi ile ayni dagilim 6zelliklerine sahip 6rneklem
biiytiklugii n = 50, 100,250,500 ve 1000 olan 10’a ve 20’ser tane farkli orneklem kiimesi
elde edilmistir. Daha Once tanimlarina ve Ozelliklerine ayrintili sekilde yer verilen ¢ok
degigkenli yeterlilik indeksler Y, pxmu, p ile tez ¢alismasinda Onerilen pgypg indeksinin,
uygun iiriin oran1 p ’ye iligkin tahminlerde, 6rneklem biiyiikliigiinden (n) ve 6rnekleme

kiimesi sayisindan nasil etkilendigi incelenmistir.

Sonuclar 6zetlenecek olursa, Senaryo I’de 6rneklem biiyiikliigii n = 50 i¢in elde edilen hata
yiizdeleri, Referans Bant Genisligi (RBG) ve Maksimum Diizlestirme Yontemi (MDY) ile
yapilan ortalama tahminler i¢in benzerlik gostermekle birlikte pgyg yaklasimi ile uygun
iirlin oran1 p’nin daha az hata yiizdesi ile tahmin edildigi soylenebilir. 10 tane 6rneklem
kiimesinden hesaplanan RBG ile yapilan tahminler icin ortalamada ¢pgyy = %3,799,
e¥pk = %8,970, ¢p = %4,814 ve ¢p (H,S) = %10,095 olarak elde edilmistir. MDY ile
yapilan tahminlerde ise ortalama hata yiizdeleri, ¢pxyy = %3,436, Y, = %8,742,
eD = %4,756 ve ¢p(H,S) = %11,566 olarak hesaplanmistir. Her iki yontemde de n = 50
biiyiikliigii icin hata yiizdeleri incelendiginde, pxag nin diger yontemlere gore daha diisiik
bir hata yiizdesine sahip oldugu goriilmektedir. 20 6rneklem kiimesinden elde edilen

sonuglar icin benzer tahminler elde edilmistir.

n = 100 i¢in RBG ile yapilan tahminler i¢in ortalamada ¢ pxyy = %3,579, ¥ = %8,475,
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eD = %5,541 ve ¢p(H,S) = %6,331 olarak elde edilmistir. MDY ile yapilan tahminlerde
ise ortalama hata yiizdeleri, ¢ pxyn = %3,259, ¢Ypr = %8,019, ¢p = %5,303 ve ¢ p (H,S) =
%'7,608 olarak elde edilmistir. Her iki yontemde de n = 100 biiyiikliigii icin hata yiizdeleri
incelendiginde, pxpm’'nin diger yontemlere gore daha diisiik bir hata yiizdesi ile tahmin

sagladig1 soylenebilir. 20 6rneklem kiimesinden hesaplanan tahmin sonuglar1 benzerdir.

n = 250 i¢in RBG ile yapilan tahminler i¢in ortalamada ¢ pxyy = %35,841, Yy = %9,737,
eD = %7,261 ve ¢p(H,S) = %8,281 olarak bulunmustur. MDY ile yapilan tahminlerde ise
ortalama hata yizdeleri, ¢pxyy = %3,926, Y, = %8,133, p = %6,124 ve
eD (H,S) = %9,296 olarak elde edilmistir. n = 250 i¢in pxpym indeksinin her iki yontemde
de diisiik hata yiizdesine sahip oldugu goriilmekle birlikte MDY ne gore daha iyi sonug
verdigi soylenebilir. 20 6rneklem kiimesinden hesaplanan tahminler i¢in de ayni1 yorumlar

yapilabilir.

n = 500 i¢in RBG ile yapilan tahminlerden hesaplanan ortalama hata yiizdeleri
ePkma = %5,517, Yy = %8,498, ¢p = %6,239 ve p(H,S) = %3,239 olarak
bulunmustur. MDY ile yapilan tahminlerde ise ortalama hata yiizdeleri, ¢ pxpng = %5, 050,
eYpk = %8,977, p = %6,110 ve ¢p(H,S) = %4,136 olarak elde edilmistir. n = 500 igin
p(H,S) indeksinin her iki yontemde de diisiikk hata yiizdesine sahip oldugu , pxmn
indeksinin MDY ne gore p(H,S) yaklagimma yakin sonuglar verdigi soylenebilir. 20
orneklem kiimesinden hesaplanan tahminler i¢in de p(H,S) yaklasiminin p’yi tahmin

etmede daha basarili oldugu soylenebilir.

n = 1000 i¢cin RBG ile yapilan tahminlerden hesaplanan ortalama hata yilizdeleri ¢ pxyg =
%5,977, eYpi = %8,555, ¢ p = %6, 116 ve ¢ p (H,S) = %4,391 olarak bulunmustur. MDY ile
yapilan tahminlerde ise ortalama hata yuzdeleri, ¢ pxyny = %4,905, Yy = %7,7179, ¢p =
%5,973 ve ¢p(H,S) = %5,075 olarak elde edilmistir. n = 1000 i¢in p (H,S) indeksinin
RBG ile yapilan tahminlerde daha diisiik hata yiizdesine sahip oldugu, pxyg indeksinin ise
MDY ile p’yi daha iyi tahmin ettigi goriilse de p(H,S) yaklagimina yakin sonuglar verdigi
sOylenebilir. 20 6rneklem kiimesinden hesaplanan tahminlerde ise p (H,S) yaklagiminin her

iki yontem i¢in p’yi tahmin etmede daha basarili oldugu soylenebilir.

Senaryo II i¢in sonuglar ozetlenecek olursa, orneklem biiyiikliigii » = 50 icin elde edilen
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hata yiizdeleri, RBG ile yapilan tahminler i¢in ortalamada ¢pxyyg = %3,639,
e¥pk = %16,881, ¢p = %38,884 ve ¢p (H,S) = %18,527 olarak elde edilmigtir. MDY ile
yapilan tahminlerde ise ortalama hata ylizdeleri, ¢pgmn = %2,637, Yy = %16,116,
eP = %8,818 ve ¢p(H,S) = %20,403 olarak hesaplanmigtir. Her iki yontemde de n = 50
biiyiikliigii icin hata yiizdeleri incelendiginde, pxysy’nin diger yontemlere gore ¢ok diisiik
bir hata yiizdesine sahip oldugu goriilmektedir. 20 6rneklem kiimesinden elde edilen

sonuglar icin benzer tahminler elde edilmistir.

n = 100 icin RBG ile yapilan tahminler icin ortalamada ¢pxyy = %5,012,
eYpr = %14,840, ¢p = %9,789 ve ¢p(H,S) = %17,098 olarak elde edilmistir. MDY ile
yapilan tahminlerde ise ortalama hata ylizdeleri, ¢pgxmn = %3,893, Yy = %14,457,
eD = %9,565 ve ¢p(H,S) = %18,515 olarak elde edilmistir. Her iki yontemde de n = 100
biiytikligii icin hata yiizdeleri incelendiginde, pxyg’1n diger yaklagimlara gore daha diisiik
bir hata yiizdesi ile tahmin sagladig1 sdylenebilir. 20 Orneklem kiimesinden hesaplanan

tahmin sonuglart ayn1 sekilde yorumlanabilir.

n = 250 icin RBG ile yapilan tahminler icin ortalamada ¢pxyny = %6,542,
eYpk = %15,197, ¢p = %10,438 ve ¢p(H,S) = %12,759 olarak bulunmustur. MDY ile
yapilan tahminlerde ise ortalama hata ylizdeleri, ¢pxyn = %6,277, Yy = %17,443,
ePp = %11,099 ve p(H,S) = %14,138 olarak elde edilmistir. n = 250 i¢in pgpy indeksinin
her iki yontemde de diisiik hata yiizdesine sahip oldugu goriilmektedir. 20 Orneklem
kiimesinden hesaplanan tahminler incelendiginde, yine pgaypm indeksinin diger yontemlere

gore daha iyi sonug verdigi soylenebilir.

n = 500 i¢cin RBG ile yapilan tahminlerden hesaplanan ortalama hata yiizdeleri
ePkm = %8,510, (Y, = %15,401, p = %10,879 ve p(H,S) = %9,518 olarak
hesaplanmustir. MDY ile yapilan tahminlerde ise ortalama hata yiizdeleri,
ePkmH = %6,391, Yy = %15,044, ¢p = %10,136 ve ¢p(H,S) = %10,616 olarak elde
edilmistir. n = 500 i¢in pxym indeksinin her iki yontemde de diisiik hata yiizdesine sahip
oldugu goriilmektedir. 20 orneklem kiimesinden hesaplanan tahminler igin de

Pxmu yaklasiminin p’yi tahmin etmede daha basarili oldugu soylenebilir.

n = 1000 icin RBG ile yapilan tahminlerden hesaplanan ortalama hata yiizdeleri



153

ePkm = %9,493, Yy = %16,409, p = %10,676 ve p(H,S) = %9,213 olarak
bulunmustur. Hata yiizdeleri incelendiginde, p (H,S) yaklagimimnin daha iyi sonug¢ verdigi
goriilse de pxym yaklasiminin hata yiizdesi ile ¢ok yakin oldugu goriilmektedir. MDY ile
yapilan tahminlerde ise ortalama hata ylizdeleri, ¢pxmn = %7,803, (Y, = %15,325,
eD = %10,084 ve ¢p(H,S) = %10,195 olarak elde edilmigtir. »n = 1000 i¢in p(H,S)
indeksinin RBG ile yapilan tahminlerde daha diisiik hata yiizdesine sahip oldugu , pxyy
indeksinin ise MDY ile p'yi daha iyi tahmin ettigi goriilmektedir. 20 6rneklem kiimesinden
hesaplanan tahminlerde ise pgpm yaklasiminin her iki yontem i¢in p’yi tahmin etmede

daha bagarili oldugu soylenebilir.

Senaryo III i¢in sonuglar 6zetlenecek olursa, drneklem biiyiikliigii » = 50 icin elde edilen
hata yiizdeleri, RBG ile yapilan tahminler i¢in ortalamada ¢pxyng = %4,145,
eYpk = %8,121, ¢p = %5,457 ve ¢p(H,S) = %9,547 olarak elde edilmistir. MDY ile
yapilan tahminlerde ise ortalama hata yiizdeleri, ¢pxyu = %2,514, Y = %9,731,
ep = %4,930 ve ¢p(H,S) = %11,100 olarak hesaplanmigtir. Her iki yontemde de n = 50
biiyiikliigii icin hata yiizdeleri incelendiginde, pxysm’nin diger yontemlere gore cok diisiik
bir hata yiizdesine sahip oldugu goriilmektedir. 20 6rneklem kiimesinden elde edilen

sonuglar icin benzerdir. pxyg diger yontemlere daha iyi sonu¢ vermektedir.

n = 100 i¢in RBG ile yapilan tahminler i¢in ortalamada ¢ pxyy = %3,751, ¥y = %8,751,
eP = %5,965 ve ¢p(H,S) = %6,993 olarak elde edilmistir. MDY ile yapilan tahminlerde
ise ortalama hata yiizdeleri, ¢pxkmy = %3,907, Yo = %8,926, ¢p = %5,841 ve
eP (H,S) = %8,040 olarak elde edilmigstir. Her iki yontemde de n = 100 biiyiikliigii igin
hata yiizdeleri incelendiginde, pxyp yaklasiminin hata yiizdesinin diger yaklasimlara gore
daha diisiik oldugu soylenebilir. 20 6rneklem kiimesinden hesaplanan tahmin sonuglar1 ayni

sekilde yorumlanabilir.

n = 250 i¢in RBG ile yapilan tahminler i¢in ortalamada ¢ pxyy = %35, 132, Yy = %8,673,
eD = %6,666 ve ¢p(H,S) = %8,661 olarak bulunmustur. MDY ile yapilan tahminlerde ise
ortalama hata yizdeleri, ¢pxmyy = %4,408, Y, = %8,811, ¢p = %6,518 ve
eP (H,S) = %9,742 olarak elde edilmistir. n = 250 i¢in pgpy indeksinin her iki yontemde

de diisiik hata yiizdesine sahip oldugu goriilmektedir. 20 6rneklem kiimesinden hesaplanan
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tahminler incelendiginde, yine pgyp indeksinin diger yontemlere gore daha iyi sonug

verdigi sOylenebilir.

n = 500 i¢in RBG ile yapilan tahminlerden hesaplanan ortalama hata yiizdeleri ¢ pxyn =
%5,618, Yy = %8,949, ¢ p = %6,356 ve ¢ p (H,S) = %3,508 olarak hesaplanmistir. MDY
ile yapilan tahminlerde ise ortalama hata ytizdeleri, ¢ pxyy = %4,669, ¥y = %8,765, ¢ p =
%6,399 ve ¢p (H,S) = %4,417 olarak elde edilmistir. n = 500 i¢in p (H,S) yaklasiminin
her iki yontemde de diisiik hata yiizdesine sahip oldugu goriilmektedir. MDY i¢in p (H,S)
ve pxyup den elde edilen sonuglarin yakin oldugu goriilmektedir. 20 6rneklem kiimesinden
hesaplanan tahminler igin referans bant genigligi tahmini ile hesaplanan p (H,S) yaklagimi
daha diisiik hata ylizdesine sahipken; MDY de p yaklasiminin p’yi tahmin etmede daha

basarili oldugu goriilmiistiir.

n = 1000 icin RBG ile yapilan tahminlerden hesaplanan ortalama hata yiizdeleri
ePkma = %6,502, Y, = %9,110, ¢p = %6,974 ve p(H,S) = %5,232 olarak
bulunmustur. Hata yiizdeleri incelendiginde, p (H,S) yaklasimmnin daha iyi sonug¢ verdigi
goriilmektedir. MDY ile yapilan tahminlerde ise ortalama hata yiizdeleri,
ePkmH = %5,937, Yy = %8,638, ¢p = %6,702 ve ¢p(H,S) = %5,418. olarak elde
edilmigtir. n = 1000 i¢in p (H,S) indeksinin her iki yontem ile p'yi diger yaklagimlara gore
daha iyi tahmin ettigi goriilmektedir. MDY i¢in p(H,S) ve pgmp’den elde edilen
sonuglarin yakin oldugu sdylenebilir. 20 6rneklem kiimesinden hesaplanan tahminlerde ise
p(H,S) yaklasiminin her iki yontem i¢in p’yi tahmin etmede daha bagarili oldugu

sOylenebilir.

Son olarak, Senaryo IV i¢in eldeki sonuclar 6zetlenecek olursa, orneklem biiyiikliigii
n = 50 i¢in hesaplanan hata yiizdeleri, RBG ile yapilan tahminler i¢in ortalamada
ePkmE = %4,086, (Y, = %8,151, ¢p = %4,960 ve ¢p(H,S) = %19,050 olarak elde
edilmistir. MDY ile yapilan tahminlerde ise ortalama hata yiizdeleri, ¢pxyy = %4,290,
eYpr = %8,151, ¢p = %5,006 ve ¢p(H,S) = %20,824 olarak hesaplanmistir. Her iki
yontemde de n = 50 biiyliklii§ii icin hata yiizdeleri incelendiginde, pxpypy nin diger
yontemlere gore ozellikle, Y, ve p(H,S) yaklagimlarindan cok diisiik bir hata yiizdesine
sahip oldugu goriilmektedir. 20 6rneklem kiimesinden elde edilen sonuglar i¢in benzerdir.

Pxmu nin diger yontemlere daha iyi sonug verdigi goriilmiigtiir.
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n = 100 i¢in RBG ile yapilan tahminler i¢in ortalamada ¢ pxyy = %4,279, ¥y = %8,987,
eP = %6,262 ve ¢p(H,S) = %7,544 olarak elde edilmistir. MDY ile yapilan tahminlerde
ise ortalama hata yiizdeleri, ¢pxmy = %3,580, Yy = %8,872, ¢p = %6,168 ve
eD (H,S) = %8,895 olarak elde edilmigtir. Her iki yontemde de n = 100 biiyiikliigii igin
hata yiizdeleri incelendiginde, pxypm yaklasiminin diger yaklagimlara gore daha diisiik bir
hata yiizdesine sahip oldugu kolaylikla goriilmektedir. 20 6rneklem kiimesinden hesaplanan

tahmin sonuglar1 aynm sekilde yorumlanabilir.

n = 250 i¢in RBG ile yapilan tahminler i¢in ortalamada ¢ pxyy = %4,636, Yy = %9,399,
eD = %6,184 ve ¢ p(H,S) = %4,820 olarak bulunmugtur. MDY ile yapilan tahminlerde ise
ortalama hata ylizdeleri, pxyn = %4,355, Yy = %8,987, ¢p = %6,252 ve
eD (H,S) = %5,713 olarak elde edilmistir. n = 250 i¢in pgpym indeksinin her iki yontemde
de diisiik hata yiizdesine sahip oldugu goriilmektedir. pgyy indeksinin RBG ile yapilan
tahmin sonuglarinda p (H,S) yaklasimina yakin sonuglar verdigi goriilmektedir. 20 6eklem
kiimesinden hesaplanan tahminler incelendiginde, yine pxyp indeksinin diger yontemlere

gore daha iyi sonug verdigi soylenebilir.

n = 500 i¢cin RBG ile yapilan tahminlerden hesaplanan ortalama hata yiizdeleri
ePkma = %5,381, Y, = %8,369, ¢p = %6,314 ve p(H,S) = %5,621 olarak
hesaplanmustir. MDY ile yapilan tahminlerde ise ortalama hata yiizdeleri,
ePkmH = 94,463, Y, = %8,621, ¢p = %5,688 ve ¢p(H,S) = %6,445 olarak elde
edilmistir. n = 500 i¢in pgym yaklagiminin her iki yontemde de diisiik hata ylizdesine sahip
oldugu goriilmektedir. RBG ile yapilan tahminler i¢in p(H,S) ve pxmp’den elde edilen
sonuglarin yakin oldugu goriilmektedir. 20 6érneklem kiimesinden hesaplanan tahminler i¢in
referans bant genigligi tahmini ile hesaplanan pgypm yaklasiminin daha diisiik hata

yiizdesine sahip oldugu goriilmiistiir.

n = 1000 icin RBG ile yapilan tahminlerden hesaplanan ortalama hata yiizdeleri
ePkmH = %5,989, Yy = %8,907, p = %6,171 ve ¢p(H,S) = %5,301 olarak
bulunmustur. Hata yiizdeleri incelendiginde, her ne kadar p(H,S) yaklasiminin daha iyi
sonug verdigi goriilse de, pxyy yaklasim sonuglari ile yakin sonug verdigi goriilmektedir.
MDY ile yapilan tahminlerde ise hata yiizdeleri, ¢pxmy = %35,889, Y, = %8,460,
eP = %6,729 ve ¢p(H,S) = %6,022 olarak elde edilmistir. n = 1000 i¢in MDY ile pgxyy
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indeksinin p’yi diger yaklagimlara gore daha iyi tahmin ettigi goriilmektedir. 20 6rneklem
kiimesinden hesaplanan tahminlerde ise p(H,S) yaklagiminin RBG ile yapilan tahminler
icin p’yi tahmin etmede daha basarili oldugu, MDY ile pxyp indeksinin p’yi daha iyi

tahmin ettigi goriilmektedir.

Sonug olarak, kurgulanan 4 farkli iiretim senaryosundan hesaplanan hata yiizde degerleri
kargilastirildiginda, kitle uygun iiriin oran1 p’yi, en iyi pgxyp indeksinin tahmin ettigi,
onerilen pgppy indeksinin, orneklem kiimesi sayisina (10 ve 20 6rneklem kiimesi icin)
duyarli olmadig1 gozlenmistir. Ancak, biiyilk ¢apli 6rneklemler igin (n > 500), p(H,S)
indeksinin pgyy indeksine ve diger yaklasimlara gore kitle parametresini daha az hata ile
tahmin ettigi gorilmiistir. pxyy indeksinin, cekilen ornek sayisina duyarli oldugu,
orneklem biiyiikliigii arttikca (n > 500), hata yiizdelerinin p(H,S) indeksi i¢in hesaplanan

hata yiizdeleri ile yakin sonuglar verdigi goriilmiistiir.

Orneklem kiimeleri iizerinden Referans Bant Genisligi matrisi ve Maksimum Diizlestirme
Yontemi ile yapilan tahmin sonucglari incelendiginde, bant genigligi matris yOntemi
bakimindan, pkjsy indeksinin 6rneklem biiyiikliigiine duyarl olmadig1 ve hata yiizdelerinin
her iki bant genisligi yontemi icin diger indeks hesaplamalarina gore daha iyi sonug verdigi

gbzlenmistir.

Beklenildigi gibi, drneklem biiyiikliigiiniin az olmas1 ve siire¢ parametre degerinin kiigiik
capli orneklemler ile daha iyi tahmin edilebilmesi bu tez calismasinda amaclanan bir
sonuctur. pgyp indeksinin diger yontemlere gore p’yi tahmin etmede basarili oldugu
goriilmektedir. Siiphesiz ki tahmin sonuglarini iyilestirmek, siire¢ dagilimina daha uygun
bant genigligi yontemleri secimi ile miimkiin olacaktir. Bunun icin siirecin dagilimi iyi
yorumlanmali, Onerilen pgpyp indeksinin uygulamada kullanimu i¢in siire¢ dagiliminin iyi

bir sekilde tahmin edilmesi gerekmektedir.

Bu tez calismasinda, cok degiskenli siirecler icin siire¢c yeterliligine karar vermede
kullanilacak olan yeni bir yontem Onerilmistir KMH yontemi olarak adlandirilan bu
yontemin literatiirdeki diger yeterlilik indekslerine gore basarisin1 6lcmek amaciyla pgyy
indeksi tasarlanmistir. Calismada kurgulanan senaryolar iizerinden siire¢ dagilimi Kernel

Yogunluk Tahmin yontemi ile tahmin edilmeye calisilmistir. Kernel Yogunluk Tahmini ile
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stire¢ dagiliminin en iyi sekilde tahmin edilmesi Kernel fonksiyon tiiriine ve bant genisligi
parametresine baglhidir. Bu nedenle dogru tahminlere ulagilabilmek i¢in veriye uygun
Kernel fonksiyon tiiriiniin belirlenmesi ve bant genisligi parametresinin dogru sekilde
tahmin edilmesi gereklidir. Calismada, bant genisligi parametresinin tahmini icin kullanilan
yontemlere alternatif olarak farkli yontemlerin kullanilmasi da miimkiindiir. Caligsmada
kurgulanan senaryolarda baz alinan Gamma ve Beta marjinal dagilimlarindan farkli olarak
Normal dagilima uygun olmayan diger carpik dagilimlar da kullanilabilir. Ayrica marjinal
dagilimlar arasindaki iliski derecesinin cesitlendirilmesi yapilacak ileriki c¢alismalari

zenginlestirecektir.
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EKLER



EK-1. t-Copula yontemi kullanilarak veri iiretme

function y= Multivariatedata (n,rho,k,theta,alfa,beta)
Z=mvnrnd ([0 0], [1 rho; rho 1], n);
U=normcdf (2) ;

=[gaminv (U(:,1),k,theta) betainv(U(:,2),alfa,beta)]
[nl,ctrl]l=hist (X(:,1),20);

[n2,ctr2]=hist (X(:,2),20);

subplot(2,2,2),plot( (:,1),X(:,2),".");axis ([0 20 =2 2]);
hl=gca;

title ('Gamma ve Beta Dagilimlarina Bagli Olarak Uretilen
Verinin Grafigi');

subplot (2,2,4);

bar (ctrl, -nl,1);

axis ([0 20 —max(nl)=1.1 01);

axis('off");

h2 = gca;

subplot (2,2,1);

barh(ctr2,-n2,1);

axis([-max(n2)*1.1 0 -2 21);
axis('off'");

h3 = gca;

hl.Position = [0.35 0.35 0.55 0.557;
h2.Position = 5 .1 .55 .15];

[
[.3

h3.Position = [.1 .35 .15 .55];

colormap([.8 .8 1

B=X

mean (B)

save('...mat', 'B")

end

% Kaynak: http://www.mathworks.com/help/stats/examples/

simulating-dependent-random-variables-using-copulas.html
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EK-1. (devam) MH orneklemesi ile hedef dagilimdan 6rneklem cekilmesi

close all
%% Metropolis Hastings Orneklemesi
T =1000; % Maksimum iterasyon sayisi

thetamin = [0.25 0.025]; thetamax = [10.25 1]; % thetal ve
theta2 icin minimum ve maksimum sinirlar

theta = zeros( 2, T ); % orneklemin depolanma alani

% seed=1l; rand( 'state' , seed ); randn('state',6 seed );

% rastgele orneklemi sabit tutmak icin tanimli seed

mu = [6.0014 0.2500]; sigma = [11.9958 0.3432; 0.3432
0.02097;

%% orneklemeye baslanir

N=20; A=zeros ((N=%2),T);
for j=1:2: (Nx2)
t =1,
theta(l,1)= abs(unifrnd( thetamin(l) , thetamax(l) ));%
thetal icin baslangic deger
theta(2,1)= abs(unifrnd( thetamin(2) , thetamax(2) ));%

theta2 icin baslangic deger
for i=1:N;
while t < T % T ornekleme ulasilana kadar devam
edilir

t=t + 1;

% theta icin yeni bir deger onerilir
theta_star=abs (mvnrnd( mu, sigma)) ;
theta_starl=theta_star(l,1l); theta_star2=

theta_star (1, 2);
thetal=theta(l,t-1); theta2=theta(2,t-1);
pratio= mernel (theta_starl, theta_star2)/kernel
thetal, theta2);

alpha = min( [ 1 pratio ] ); % kabul orani
hesaplanir
u= rand; % U[ 0 1 ] dagilimdan rastgele bir sa
cekilir

if u < alpha; % oneri kabul edilecek mi?
theta(:,t)=theta_star; % onerilen deger the
'nin yeni degeri olur
else
theta(:,t)=theta(:,t-1);% theta icin eski
deger gecerli olur
end
end
end
theta;
A(j:3+1,:)=A(j:J+1,:)+ theta;
end
B=(A(:,1:T))"'; save('...mat', 'B'); nonconforming=0;
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EK-1. (devam) MH orneklemesi ile hedef dagilimdan 6rneklem cekilmesi

for i=1:2: (2+N-1);
for j=1:(T);
if ((0.2505<= B(j,1)&& B(j,i)<= 10.2495))
&& ((0.02505<= B(j,1i+1) && B(j,i+1)<= 0.9999));
nonconforming=nonconforming+0;
else
nonconforming=nonconforming+1;
end
end
end
nonconforming
ypk=1-(nonconforming/ (N« (T)))
% Kaynak: http://psiexp.ss.uci.edu/research/teachingP205C/205
C_old.pdf



EK-1. (devam) Gaussian Kernel Fonksiyonu i¢in yazilan kod dizisi

function z=kernel (thetal, theta2)
close all
load('...mat'");
n=numel (B(:,1));
% Ilk faz veri icin elde edilen bant genisligi matrisi
H=[1.2843 0.0357;0.0357 0.0021]; M=[thetal theta2];
D=repmat (M, n, 1); d=2;
count=1; C=zeros(n,d);
for j=1:1

for i=1:n

a(i,:) =D(j,:)-B(i,:);

end

C(:,count)=C(:,count)+a(:,1);

C(:,count+1)=C(:,count+l)+a(:,2);

count=count+2;
end

¢

% Veri dosyasinin yuklenmesi
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il=sqgrt (inv(det (H)) )+ (1/ (2+pi) ) »exp (=0.5% ((C) * (Inv (H) ) *(C) "))

z=(1/n)*trace(il);
end



EK-1. (devam) Y, degerinin hesaplanmasi

function out = ypk
clc

load('...mat")
n=10; X=B;
nonconforming=0;
for j=1l:n;

170

if ((0.2505<= X(j,1)&8& X(3,1)<=10.2495))&s ((0.02505<= X (]

,2) && X(3,2)<= 0.9999));
nonconforming=nonconforming+0;

else

nonconforming=nonconforming+1;

end
end
nonconforming
conforming=n-nonconforming
out=(conforming/ (n))
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EK-1. (devam) pgyg degerinin hesaplanmasi

function out = trapezoidal_rule_double_integral (x, y, mat)
x=linspace (0.2505,10.2495,100) ';

y=linspace (0.02505,0.9999,100);

load ('X.mat'");

load ('Y.mat'");

mat=fullkern;

out=trapz(y,trapz(x,mat,1),2);

end

function [A] = fullkern(X,Y)
clear; close all
load('...mat'");

n=numel (B(:,1));

% H=msp (B',NaN, NaN, NaN, '"gaus')
H=[(4/ (nx4)) " (1/3)]xcov (B)
F=B;

load ('X.mat'") load ('Y.mat'");

m=numel (X (:,1)); k=numel (Y (1, :));
A=zeros (m, k) ;
for j=1:k;

for i=1:m;
M=[X(1,3),Y(i,3)1;
C=repmat (M, n, 1);
z=C-F;
il=sqrt (inv(det (H)))* (1/ (2+pi)) exp (=0.5* ((z) » (inv (H)
) *(z) "))
t=(1/n) *trace (1l) ;
A(i,3)=A(1i,])+t;
end
end
clearvars F X Y
end



EK-1. (devam) p degerinin hesaplanmast

function t= integral (X1,X2)
clc; clear; close all;

load('....mat")
X1=B(:,1)
X2=B(:,2)

C=cov (X1,X2)
mu_u=mean (X1)
mu_k=mean (X2)

% C = [sigma_u”2 roxsigma_u*sigma_k; ...
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% ro*sigma_u*sigma_k
sigma_k]

mu = [mu_u;mu_k];

fun =@ (X1, X2) ((1/sgrt (det (C) * (2xpi) "2)) xexp (-0.5+xtranspose

([X1;X2]—mu) *inv (C) = ([X1;X2]-mu)))
p = integral2 (@ (X1l,X2)arrayfun (fun,Xl,X2)
,0.2505,10.2495,0.02505,0.9999)

q=1-p;
end



EK-1. (devam) Cizgi grafiklerinin elde edilmesi

function cizgigrafik

a = xlsread('grafikx.xlsx.");
save 'grafikx.mat.'

y=[a(:,1) a(:,2) a(:,3) a(:,4)]1;
x=(1:10);

plot (x,vy, 'DisplayName', 'yv');
hold on

legend ('Y _p k', 'p"~_K M H', "p"~',"p(H,S8)")

xlabel ('Orneklem Kumeleri')
ylabel ('"Hata Yuzdeleri')
end
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EK-1. (devam) Spesifikasyon bolgesine gore sacilim grafiginin elde edilmesi

function createcontour (xdatal, ydatal, =zdatal)
$CREATECONTOUR (XDATALl, YDATAl, ZDATAl)
XDATAL: contour x

YDATAl: contour y

ZDATAIL: contour z
filenamel="gridX.xlsx"';
xdatal=xlsread(filenamel) ;
filename2="gridY¥.xlsx"';
ydatal=xlsread(filename?2);
$filename3="ZDATAl .x1lsx"'

$zdatal=xlsread (filename3) ;
zdatal=kerncontour;

hold all

$contour (xdatal, ydatal, zdatal)

createplot

surf (xdatal, ydatal, reshape (zdatal,100,100))
end

o® o o°
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EK-1. (devam)

function [zdatal] = kerncontour (X,Y)
clear; close all;
load('...mat"); n=numel (B(:,1));

%$H=msp (B', NaN, NaN, NaN, 'gaus"') ;
H=[(4/ (nx4) )"~ (1/3)]1xcov (B);
F=B; load('X.mat'); load ('Y.mat');
m=numel (X(:,1)); k=numel (Y (1, :));
zdatal= zeros(m, k) ;
for j=1:k;
for i=1l:m;

M=[X(i,3),Y(1,3)]1;

C=repmat (M, n, 1);

z=C-F;

il=sqgrt (inv (det (H))) * (1/ (2*pi)) *xexp (=0.5% ((z) * (inv (H)

)x(z) "))
t=(1/n) *trace (1i1) ;
zdatal (i, j)=zdatal (i, j) +t;
end

end
zdatal
clearvars F X Y
xlswrite ('ZDATALl .x1sx"',zdatal);
end

function createplot (al, bl)

CREATEPLOTI1 (X1, Y1)

X1: wvector of x data

Yl: wvector of y data

Auto—-generated by MATLAB on 25-Jul-2016 17:55:19
filename="'N1ll.x1sx'
a=xlsread(filename)
load('...mat'"); a=B; al=a(:,1); bl=a(:,2);

% Create plot
plot (al,bl, 'Marker', 'x', 'LineStyle', 'none');

o o o° o o° o°
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