T.C.
ERCIYES UNIVERSITESI
FEN BILIMLERI ENSTITUSU
BILGISAYAR MUHENDISLiGi ANABILIiM DALI

WEB TABANLI YAPAY ARI KOLONi PROGRAMLAMA
YAZILIMININ GELISTIRILMESI

Hazirlayan
Ceylan BOZOGULLARINDAN

Damsman
Doc¢. Dr. Celal OZTURK

Yiiksek Lisans Tezi

Aralik 2018
KAYSERI






T.C.
ERCIYES UNIVERSITESI
FEN BILIMLERI ENSTITUSU
BILGISAYAR MUHENDISLiGi ANABILIiM DALI

WEB TABANLI YAPAY ARI KOLONi PROGRAMLAMA
YAZILIMININ GELISTIRILMESI

Hazirlayan
Ceylan BOZOGULLARINDAN

Damsman
Do¢. Dr. Celal OZTURK

Yiiksek Lisans Tezi

Aralik 2018
KAYSERI



BILIMSEL ETIiGE UYGUNLUK

Bu calismadaki tim bilgilerin, akademik ve etik kurallara uygun bir sekilde elde
edildigini beyan ederim. Aymi zamanda bu kural ve davranislarin gerektirdigi gibi, bu
¢aligmanin 6ziinde olmayan tiim materyal ve sonuglari tam olarak aktardigimi ve referans
gosterdigimi belirtirim.

Ceylan BOZOGULLARINDAN



“Web Tabanh Yapay An Koloni Programlama Yazihmmmn Geligtirilmesi” adh
Yiiksek Lisans tezi, Erciyes Universitesi Lisansiisti Tez Onerisi ve Tez Yazma

Yonergesi'ne uygun olarak hazirlanmigtir.

ia

Damsman
Ceylan BOZOGULLARINDAN Do¢ Dr. Celal OZTURK

irlayan

ayar Miihendisligi ABD Baskam
Prof. Dr. Veysel ASLANTAS



iii
Doc. Dr. Celal OZTURK damgsmanliginda Ceylan BOZOGULLARINDAN tarafindan
hazirlanan “Web Tabanh Yapay Ari Koloni Programlama Yazihminin Gelistirilmesi”

adl bu galigma, jiirimiz tarafindan Erciyes Universitesi Fen Bilimleri Enstitiisii Bilgisayar

Miihendisligi Anabilim Dalinda Yiiksek Lisans tezi olarak kabul edilmisgtir.

OX e\ /12019
JURI :
Damigman : Dog. Dr. Celal OZTURK C%@){
Uye . Dr. Ogr. Uyesi Beyza GORKEMLI '
N 1
Uye . Dr. Ogr. Uyesi Firat SMAILOGLU KA/”\W J
ONAY :

Bu tezin kabiilii Enstitii Yonetim Kurulunun S3I041.20% tarih ve ..24@/o2z4L. sayih karar

ile onaylanmsgtir.

b} oo

. . F IR
3 ‘;} MR/ & _.“:., ‘ .

..... NP AP,

Prof. Dr. Mehmet AK\I:JT&\\

Enstitii Miidiirti



v
ONSOZ / TESEKKUR

Bu caligmanin yiiriitiilmesinde ve degerlendirilmesinde yardimlarini esirgemeyen degerli
danisman hocam saym Dog¢. Dr. Celal OZTURK’e ve yiiksek lisans egitimimde
"Otomatik Programlama" dersini aldigim degerli hocam sayin Dr. Ogr. Uyesi Beyza

GORKEMLI’ye tesekkiir ederim.

Ayrica bana calismalarim siiresince her tiirlii yardimi ve fedakarligi saglayan ¢ok degerli

esim Elif BOZOGULLARINDANa tesekkiir ederim.

Ceylan BOZOGULLARINDAN
Aralik 2018, KAYSERI



WEB TABANLI YAPAY ARI KOLONI PROGRAMLAMA
YAZILIMININ GELISTIRILMESI

Ceylan BOZOGULLARINDAN

Erciyes Universitesi, Fen Bilimleri Enstitiisii
Yiiksek Lisans Tezi, Arahk 2018

Danisman : Dog. Dr. Celal OZTURK

OZET

Bir problemin, ¢6ziimiine dair herhangi bir bilgi olmadan, bilgisayarlar tarafindan
otomatik olarak coziilebilmesi i¢in Evrimsel Hesaplama yaklasimina sahip c¢esitli
Otomatik Programlama yontemleri gelistirilmistir.  Yapay Ari1 Koloni Programlama
(ABCP) yakin zamanda gelistirilmis bu yontemlerden biridir. Evrimsel Hesaplama
yaklagimina sahip diger algoritmalar gibi ABCP de farkli disiplinlerden aragtirmacilar
tarafindan ¢ok cesitli problemlerin ¢éziimiinde tercih edilmektedir. Bu tez calismasinda,
ABCP’nin herhangi bir programlama bilgisine gerek duyulmadan kullanilmasini
saglayan, kullanict dostu arayiizlere sahip, bulut tabanli bir web uygulamasi1 (ABCPWeb)

geligtirilmigtir.

Uygulamanin dogrulugunu test etmek igin ilk olarak ABCP ’nin 0nceden uyarlandigi
kiyaslama problemleri ile calisiimistir. Elde edilen sonuglarin dogrulanmasinin ardindan
ABCPWeb, ABCP algoritmasinin daha 6nce hi¢ uygulanmadigi farkli kiyaslama
problemleri ile test edilmistir. Sonuglar, literatiirde yer alan Genetik Programlama

yontemiyle elde edilmis sonuclarla karsilastirilarak ABCP’in basaris1 ortaya konmustur.

Anahtar Kelimeler: Yapay Ari1 Koloni Programlama (ABCP), Evrimsel Hesaplama,
Otomatik Programlama, Bulut Tabanlit Web Yazilim
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ABSTRACT

To solve a problem without any knowledge of its solution, a variety of Automatic
Programming methods based on Evolutionary Computation approach have been
developed. Artficial Bee Colony Programming (ABCP) is one of the recently proposed
automatic programming methods. Like the Evolutionary Computation approach based
other algorithms, ABCP has been preferred and applied to various problems by
researchers from different disciplines. In this study, a cloud-based web application
(ABCPWeb) is developed which allows to use the ABCP with no need to have any

programming knowledge.

ABCPWeb is firstly tested on the benchmark problems that are previously solved by
ABCP. After verifying the obtained results, it is tested with various benchmark problems
that ABCP have never been applied before. The success of ABCP is revealed by

comparing the obtaining results with the results of Genetic Programming.

Keywords: Artificial Bee Colony Programming (ABCP), Evolutionary Computation,
Automatic Programming, Cloud Based Web Application
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GIRIS
Yapay Arn Koloni Programlama (Artificial Bee Colony Programming - ABCP), son
zamanlarda sikc¢a kullanilan evrimsel hesaplama yOntemlerinden biridir [1]. Arlarin
besin kaynagi arayisindan esinlenilerek, 2005 yilinda Karaboga tarafindan gelistirilen
Yapay Ar Koloni (ABC) algoritmasini temel alir. Cesitli problemlere uygulanarak
bagaris1 kanitlanmistir [1]. ABCP, sadece bilgisayar bilimi ile ilgilenen arastirmacilarin
degil, diger disiplinlerdeki bazi arastirmacilarin da ilgisini cekmektedir. Ciinkiit ABCP,

diger disiplinlerde mevcut olan bazi1 problemlere de ¢oziim iiretebilecek nitelige sahiptir.

Bir arastirmacinin ABCP ’yi kullanabilmesi icin iki secenegi vardir. Bunlardan ilki
ABCP ’yi sifirdan kodlayarak olusturmak, digeri ise daha 6nce olusturulmus bir yazilimi
kullanmaktir. Literatiirde ABCP algoritmasiin kaynak kodu veya ABCP kullanimi i¢in
olusturulmug bir yazilim bulunmadigindan, arastirmaci, ABCP algoritmasini anlayarak
sifirdan bilgisayar ortaminda olusturmak zorundadir. Bu durum, programlama bilgisi
olmayan arastirmacilarin isini oldukca zorlastirmaktadir. Programlama bilgisi olan

arastirmacilar icin ise zaman kaybina neden olmaktadir.

Bu calismada, iist paragrafta anlatilan problemi ortadan kaldirmak i¢in, ABCP’nin
kolayca kullanilmasina olanak taniyan bulut tabanli bir web uygulamasi (ABCPWeb)
geligtirilmigtir.  Bu uygulama ile birlikte arastirmacilar, kullanict dostu arayiizler
aracilifiyla probleme iligkin giris de8erlerini belirleyip, ciktilart kolayca alabilirler.
ABCPWeb iizerinde gergeklestirilen her deney tiim detaylari ile bulutta saklanir. Bu
durum, arastirmaciya, calistirilan deneylere ait bilgilerinin oldugu deney arsivine, istedigi
zaman erigim imkani saglar. Deney arsivi ile birlikte calismalar daha sistematik ve diizenli
yiiriitiilebilir. Uygulama internet tabanli oldugu i¢in uygulamaya internet baglantisi olan
her yerden erisilebilir. ABCPWeb uygulamasindaki istemci tarafindan baglatilan deneyler,
bulut sistemde yer alan sunucuda devam eder. ABCPWeb’in bu 6zelligi ile arastirmaci,

zamandan ve kaynaklarindan tasarruf eder.
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ABCP’nin evrimsel hesaplama yontemlerinden biri olmas: nedeniyle ve evrimsel
hesaplama yontemlerinin farkli disiplinler tarafindan kullanim durumunu gostermek
amaciyla tezin birinci boliimiinde, "Evrimsel Hesaplama" ve uygulamalar1 anlatilmagtir.
Literatiirde evrimsel hesaplama yoOntemleri ile ¢Oziim {iretilen problemler, 5 farkli
kategoride incelenmistir: planlama, tasarim, simulasyon, kontrol ve siniflandirma. Bu
boliimde, belirtilen kategorilerde yer alan c¢esitli problemler i¢in, evrimsel hesaplama
yontemleri kullanilarak iiretilen ¢oziim ornekleri anlatilmistir. Ayrica, tezin konusu olan
ABC ve ABCP ’ye olan benzerliklerinden dolayi, evrimsel hesaplama yontemlerinden

GA ve GP ’nin anlatimi da bu boliimde alt baglik olarak yer almaktadir.

Tezin ikinci bolimiinde ABCP ve ABC algoritmalart anlatilmisti. ABCP ’nin temelini
olusturmasi ve anlatimin1 kolaylastirmasi nedeniyle, bu boliimiin ilk kisminda ABC
algoritmasi yer almaktadir. ABC algoritmasinin anlatimindan sonra ikinci kissmda ABCP
algoritmasina yer verilmistir. ABCP anlatilirken, tekrar1 onlemek amaciyla GP ile benzer

olan yanlar1 i¢in, birinci boliim referans gosterilmistir.

Tezin {i¢lincli boliimiinde, ABCPWeb yazilimi anlatilmistir. Bu boliimde, kullanilan
teknolojilere kisaca deginilmistir. ~ Kullanicinin ABCPWeb yazilimini kullanirken
izleyecegi kullanim durumlari alt baghklar halinde anlatilmugtir: Uye girisi, veri yiikleme,
calisirma ve sonuglart alma. Bu durumlar anlatilirken her durum ig¢in tasarlanan
araylizlerin gorsellerine de ilgili olduklar1 bagliklar altinda yer verilmistir. Boliimiin son
kisminda ise gerceklestirilen iki farkli deney anlatilmigtir. Bunlardan ilki ABCPWeb
yaziliminin dogrulugunu test etmek icin gerceklestirilmistir. Diger deneyde ise, ABCP,
ABCPWeb kullanilarak yeni problemlere uygulanmis, sonuglar benzer yontemlerden biri

olan GP sonuclari ile kiyaslanmustir.

Tezin son boliimiinde ise, sonu¢ ve Oneriler yer almaktadir. Bu boliimii, ABCPWeb
yazilimi icin ilerde planlanan gelistirmeler ve calisma ile ilgili genel yorumlar

olusturmaktadir.



1. BOLUM

EVRIMSEL HESAPLAMA

1.1. Giris

Evrimsel hesaplama, evrimin simulasyonu i¢in farkli teknikleri kullanan aragtirmacilari
bir araya getiren, esnek hesaplamanin alt dallarindan biridir ve yapay zeka alaninin da
bir parcas1 olarak kabul edilir [2]. Evrimsel programlama (EP), genetik algoritma (GA),
genetik programlama (GP), evrimsel strateji (ES), siirii zekasina dayali algoritmalar ve
benzeri yapay zeka tekniklerinin tiimii, "Evrimsel Hesaplama" catis1 altinda toplanir. Bu
tekniklerde ortak olan en temel 6zellik, birlikte bir popiilasyon olusturan aday ¢oziimlerin,

iteratif olarak elde edilmesidir.

Evrimsel hesaplama tekniklerinin, bir problemi ¢ozerken cevaplandirmasi gereken bir

takim ortak temel sorular vardir. Bu sorular asagida liste halinde verilmistir:

1. Algoritmada problem nasil temsil edilir? Bireylerin gosterim bi¢imi nasildir?
2. Baslangi¢ popiilasyonunu olusturma yontemi nedir?

3. Bireylerin uygunluk degerlendirmesi nasil yapilir?

4. Kullanilan genetik operatorler nelerdir ve hangi sirayla kullanilir?

5. Kontrol parametreleri nelerdir ve nerelerde kullanilirlar?

Evrimsel hesaplama mekanizmalarinda, evrim siireclerinden caprazlama, rastsal
degisimler, yarisma ve se¢ilim vardir. Bu dort siirecin bir arada dogada veya bilgisayar
ortaminda gerceklesmesi, evrimi kaginilmaz kilar [3]. Evrimin simiilasyonu i¢in en az bu

dort siirecin gerceklesmesi gerekmektedir.



Baslangi¢ Popiilasyonu Degerlendirme Uygunluk Hesaplama
rastgele bireylerle yeni cozumlerin maliyet gozinmlerin, maliyet
bir popiilasyon olugtur degerlerini hesapla degerlerini kullanarak

uygunluk degerlerini hesapla

Uretim Secilim

caprazlama ve mutasyon ile yeniden tiretim icin
¢otim havuzundan yeni en uyeun birevleri sec
bireyler olugtur

Sekil 1.1. Evrimsel algoritmalarda bir ¢evrim

Evrimsel algoritmalar, mutasyon, caprazlama, dogal seleksiyon ve en iyinin hayatta
kalma vb. dogal siireclerin, iteratif olarak kullanilmasiyla aday c¢oziimlerin
olusturulmasini saglayan popiilasyon tabanli sezgisel optimizasyon algoritmalaridir [4].
Evrimsel algoritmalarda, arastirmaya tek bireyden/¢oziimden degil bireylerin olusturdugu
popiilasyondan baglanir ve iteratif olarak coziimler iyilestirilmeye caligilir. Evrimsel

algoritmalar Sekil 1.1°de gosterilen prensiplere gore ¢alisir.

Bu boliimiin ikinci kisminda bazi evrimsel hesaplama problemleri ve uygulama alanlari
anlatilmistir. Evrimsel hesaplama yontemlerinden, GA ’ya tligiincii kistmda, GP ’ye ise

dordiincii kistmda yer verilmistir.

1.2. Evrimsel Hesaplama Uygulamalar:

Geg¢misten bugiine evrimsel hesaplama yontemleri, ¢ok fazla alanda cesitli problemlere
uygulanarak basarili sonuclar elde edilmistir. Daha Oncesinde bilgisayarla ¢oziimii
denenmemis problemlere de uygulanan evrimsel hesaplama yontemlerinin gelecekte de

uygulama alanlarinin artacagi 6ngoriilmektedir.

Bu baglik altinda evrimsel hesaplama yontemleri ile ¢oziim gelistirilen gercek hayat
problemlerinden bazilarina kisaca deginilmistir.  Evrimsel hesaplama uygulamalari
asagida gosterilen bes kategoride incelenecektir. Bu kategorilerde yer alan uygulamalar

diger kategorilere de dahil edilebileceginden, kategori tanimlamalar1 mutlak degildir.

1. Planlama



2. Tasarim
3. Simiilasyon ve tanimlama
4. Kontrol

5. Simiflandirma

1.2.1. Planlama

Planlama kategorisindeki problemlerin temelinde, bir isin veya bir {iriiniin yapilmasi i¢in
uyulmasi gereken diizeni optimize etme gayesi vardir. Bu problemler ve iiretilen EC

coziimlerinden bazilar1 bu boliimde kisaca anlatilmasgtir.

En ¢ok bilinen kombinasyonel planlama problemlerden biri gezgin satict problemidir
(TSP) [5-7]. Bu problemdeki senaryoda, bir satic1 bir¢cok sehri en kisa siirede ziyaret
edip tekrar evine donmeyi amaclar. Saticinin bu amacini gerceklestirebilecegi optimum
bir seyehat planina ihtiyaci vardir. Bu plan, yani gidecegi sehirlerin siralamasi nasil

olmalidir? sorusuna cevap aranir.

Gezgin satic1 problemindeki gezgin sayisinin birden fazla olmasi durumuna benzeyen
ara¢ rotalama problemi de evrimsel hesaplama teknikleri ile coziilebilecek bagka bir
problemdir [8]. Bir depoda konumlanan ara¢ filosu, miisterilere teslimat yapmak
zorundadir. Araclarin minimum maliyetle teslimatlarini yapabilmeleri i¢in en optimum
rota ne olmalidir? sorusuna cevap aranir. Bu problemde arag kapasitesi ve teslimat zamani

gibi kisitlar da mevcuttur [9, 10].

Yukaridaki iki probleme benzer bagka bir problem ise nakliye/tasima problemidir. Bir
tiriin, farkli miisterilere farkli depolardan teslim edilmelidir. Bir miisteriye bir veya daha
fazla depodan teslimat yapilabilir. Teslimat minimum maliyetle nasil gerceklestirilebilir?

[11] sorusuna en uygun cevap bulunmaya caligilir.

Zamanin planlanmasi ile ilgili problemler de yine planlanma Kkategorisi altinda
incelenebilir. Gergek hayatta karsilasilan bu problemlerden biri de atdlye tipi ¢izelgeleme
problemidir [12-15]. Bu problemde senaryo su sekildedir; iiretim yapan bir fabrikada
farkli tiplerde makine ve bitirilmesi gereken belli sayida is kiimesi vardir. Bu islerin

her birinin altinda farkli operasyonlar yer alir. Her bir operasyona 6zel bir makine
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ve operasyonun tamamlanmasi icin 6zel bir zaman dilimi vardir. Yani bir operasyon
belirli zaman araliginda belirli bir makine ile gerceklestirilmektedir. Ayrica operasyonlar
belirli bir siraya gore gerceklestirilmektedir. Bu durumda, minimum maliyetle, tiim
operasyonlarin tamamlanmasi i¢in gerekli optimum planlama nasil olmalidir? sorusuna

cevap aranir.

Egitim kurumlarinda sikca karsilagilan problemlerden biri de her ders/sinav doneminden
once, ders veya siav takviminin/programinin hazirlanmasidir [16, 17]. Program, ders
ogretmenlerinin ve Ogrencilerinin memnuniyeti, sinif kapasiteleri, ders mevcutlart vb.
kisitlamalar goz Oniine alinarak hazirlanmalidir. En optimum program nasil olmalidir?
Burada optimum durum, 6gretmenlerin uygunluk durumu, sinif mevcutlari, dersi alan

0grenci sayisi gibi kriterlere gore degerlendirilir.

Evrimsel algoritmalar (EAs) paketleme ile ilgili problemlere de uygulanmistir. Bu
problemlerden biri de sirt ¢antasi problemidir. Belli kapasiteye sahip bir sirt ¢antasi, ve
bu sirt cantasina yerlestirilecek belli boyutta ve sayida esyalar vardir. Burada amag, sirt

cantasina sigabilecek maksimum esya setini bulmaktir.

Iki boyutlu paketleme problemleri de vardir. Bunlara 6rnek bir senaryo su sekilde
verilebilir; Metal veya kumag gibi maddelerden kesilerek iiretilen iiriinlerin, iiretimi
sirasinda, kullanilmayan madde miktarinin en aza indirilmesi gerekmektedir [18, 19].
Ornegin, elbise iireten bir fabrikada, biiyiik top kumastan elbiseler kesilerek cikarilacaktr.
Maliyetin azalmasi i¢in, geriye kalan kullanilamayan kumag parcalarmmin en aza

indirgenmesi gerekmektedir. En optimal kesim nasil yapilmalidir? sorusuna cevap aranir.

Uc boyutlu paketleme problemlerine 6rnek olarak mallarin teslimat i¢in en cok mal alacak

sekilde tirlara yliklenmesi gosterilebilir [20].

1.2.2. Tasarim

Bu kategoride yer alan problemlerin amaci, bir {iriiniin veya sistemin amacina en
uygun sekilde iiretilmesi i¢in gereken optimum tasarimi bulabilmektir. Literatiirde bu
kategoriye dahil edilebilecek, EC uygulamalar1 bulunan bazi problemler, bu baslik altinda

toplanmugtir. Problemlere kisaca deginilerek detay: icin referans gosterilmistir.
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Ornek problemlerden ilki, istenen frekansta cevap iiretebilmesi icin elektronik veya dijital
filtrelerin tasarimi ile ilgilidir. Problemin detay1r ve EC’ye dayali gelistirilen ¢6ziim

[21]°de yer almaktadir.

Evrimsel algoritmalar, sinyal isleme sistemlerinin tasariminin optimizasyonunda [22]
ve entegre devre tasariminda [23] da kullamlmustir.  Ayrica entegre devre tasarim
problemi ile benzer olan ve iki boyutlu olan departmanlar arasindaki bilgi akisinin
gerceklestigi mesafenin minimize edilmesini amaglayan "esit olmayan alanli tesis

diizenleme" problemi i¢cin EC’ye dayal1 bir ¢6ziim [24]’de anlatilmaktadir.

Literatiirde, bircok calismada, yapay sinir aglarinin tasariminda da EC yOntemleri
kullanilmigtir. Hem ag topolojisinin tasariminda hem de optimum agirlik degerlerinin
bulunmasinda [25] kullanilan bu teknikler, ayrica Kohonen ag tasarimi igin de

uygulanmistir [26].

1.2.3. Simulasyon ve Tamimlama

Bir sistemin bazi durumlarda bilinmeyen davraniglarini anlayabilmek icin o sistemin
modelinin veya tasariminin simule edilmesi gerekir. Davranigt bilinen bir sistemin ise
dogrulugunu test etmek i¢in simulasyonu gerceklestirilir. Bu baslik altinda literatiirde
EC tekniklerinin uygulandig1 simulasyon ve tamimlama ile ilgili baz1 problemlere kisaca

deginilmistir.

Kimya ve biyoloji alanlarinda bazi1 bilesenlerin yapisinin simulasyonuna ihtiyag
duyulmaktadir. Bazi durumlarda bu ihtiyact karsilayacak c¢oziimler, EC yontemleri
kullanilarak {iiretilmigtir. Mesela biyolojide, evrimsel stratejiler kullanilarak verilen
aminoasit dizisinden olusabilecek iic boyutlu protein yapilarinin simulasyonu

gerceklestirilmigtir [27].

Tanimlama, simulasyonun tersidir. Girdi olarak sistemin davraniglarini alir ve sistemin
olas1 tasarimini ¢ikti olarak verir. Sistem tanimlama yapmanin bir nedeni, verilen girig
degerlerine karsilik ¢ikis degerlerinin tahminlemesini yapabilmektir. Ornegin, klinik

deneylerde hayatta kalma analizleri icin istatistiksel fonksiyonlarin tahminlemesinde EC



yontemleri kullanilmigtir [28].

1.2.4. Kontrol

Bir sistemin isleyisinin kontrolii ile ilgili problemlerin ¢oziimii icin kullanilan EC
uygulamalarinda dolayli ve dogrudan kontrol olmak iizere iki tip kontrol vardir. Dolayli
kontrolde, EA algoritmalari, kontrolor tasariminda kullanilmasi s6z konusudur. Bu
durumda, kontrol isleminde evrimsel hicbir sey yoktur, sadece kontrolor tasariminda
vardir.  Dogrudan kontrolde ise, kontrol isleminin aktif bir pargasi olarak EA
algoritmalar1 kullanilir. Evrimsel kontrol6riin avantaji, zamanla degisen karakteristige
sahip sistemlerde degisimin kademeli veya aniden olmasi farketmeksizin adaptasyonu

saglayabilmesidir.

Ornegin, Fonseca ve Fleming 1993 yilinda gaz tiirbini motor kontroldrlerinin tasariminda
EA kulanmigtir [29]. Ayrica navigasyon sistemlerinin kontroliinde de EC yontemleri

kullanilmagtir [30].

1.2.5. Smiflandirma

Smiflandirma problemlerinde temel amag, nesnelerin, olaylarin veya durumlarin
kategorize edilmesi veya smiflarina ayrilmasidir.  Literatiirde bazi arastirmalarda,
siniflandirma problemleri i¢cin EC yontemlerinin kullamildig1 ¢oziimler gelistirilmistir.
Goriintii islemede, OCR uygulamalarinda, biyolojide zor bir islem olan ikincil yapidaki
protein yapilarinin belirlenmesinde [31], askeri uygulamalarda [32] ve daha bircok

siniflandirma probleminde EC yontemlerinin kullanildig1 bilinmektedir.

1.3. Genetik Algoritma

Genetik algoritma (GA), optimizasyon problemlerinde, optimum c¢6ziimii bulmayi
hedefleyen, olasiliga dayali bir tiir arama metodudur. Evrimsel hesaplamanin, yapay zeka
alaninda hizla biiyiliyen bir pargasi olan GA, evrim teorisi ilham alinarak John Holland
tarafindan kesfedilmis, sonrasinda ise Holland ve arkadaslar1 tarafindan gelistirilmigtir

[33]. GA, ¢ok boyutlu uzayda non-lineer bir¢ok problemin ¢dziimiiniin arastirilmasinda



basarisin1 kanitlamigtir [34-37].

Biyolojik bir teoriden esinlenilerek ortaya cikarildigi i¢in genetik algoritmanin
anlasilmasina yardimci olacak biyolojik altyapisindan ve ilgili bazi1 terimlerden
bahsetmek gerekir. Tiim canli organizmalar hiicrelerden olusur. Bir organizmanin her
bir hiicresinde ayn1 kromozom seti bulunur. Kromozomlar, tiim organizmanin modelini
olusturan DNA dizileridir. Bir kromozom, genlerden, yani DNA parcalarindan meydana
gelir. Her bir gen belli bir proteini kodlar. Basitce soylemek gerekirse, her bir gen, géz
rengi gibi bir kigisel 6zelligi kodlar. Bir genin DNA’da kapladig: fiziksel alana lokus,
bir lokusta bulunan olas1 6zelliklerin her birine allel denir. Genetik materyalin tiimiine
ise genom ad1 verilir. Birka¢ genin bir araya gelerek olusturdugu gen kiimelerine genotip,
genotipin geliserek canlida meydana getirdigi goz rengi gibi fiziksel gelisimlere de fenotip

ad1 verilir.

Canlilarin ¢ogalma siirecinde, ilk olarak rekombinasyon veya caprazlama islemi
gerceklesir. Ebeveynlerin genleri bazi yollarla yeni kromozomu olusturur. Yeni olusan
birey sonradan mutasyona ugrayabilir. Mutasyon, DNA elemanlarinin degismesidir.

Canl1 bir bireyin uygunlugu, o bireyin hayatta kalma basarisi ile ol¢iiliir.

Yukarida iki paragrafla tanimi1 yapilan her biyolojik materyalin veya durumun GA’da bir

karsilig1 vardir. Bu tanimlardan bazilarinin GA’da islenis bi¢imi asagida anlatilmistir.

Bir problemin ¢oziimiinde, olasi tiim c¢oziimlerin kiimesine arama uzayr denir. Arama
uzayindaki her bir nokta, olas1 bir ¢oziimii isaret eder. Problemin ¢oziimii i¢in, arama

uzayinda, en uygun ¢oziim veya ¢oziimler arastirilir.

Genetik algoritmada, arastirma iglemine rastgele kromozomlardan olusan bir popiilasyon
ile baglanir. Bir popiilasyondaki ¢oziimler, yeni bir popiilasyon olusturmak i¢in kullanilir.
Ancak bu igslem yapilirken tek motivasyon yeni popiilasyonun 6nceki popiilasyondan
daha iyi olmasidir. Yeni ¢oziimler iiretmek i¢in eski popiilasyondaki ¢oziimler uygunluk
degerlerine gore secilirler. Dolayisiyla iyi olan ¢oziimlerin yeni jenerasyona aktarilma
sanst arttirilmis olur. Bu dongii bazi kriterler saglanana kadar devam eder. Genetik

algoritmanin temel adimlar1 Sekil 1.6’da gosterilmistir.

Geleneksel arama algoritmalari i¢in Sekil 1.2°de verildigi gibi iic ana kategori
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[ Arama Teknikleri ]

/ Y

Matematiksel Rehberli rastgele
| tabanli teknikler arama teknikleri

(_iteratif Teknikler )

—— Fibonacci | —— Tabu arama | ~ DFS |

%’ Siralama ’ > iepe +’ BFS ’
Irmanma

| Benzetilmig | Dinamik
Tavlama Programlama

Evrimsel
Algoritmalar

| Genetik
Programlama

L Genetik
Algoritma

Sekil 1.2. Arama tekniklerinde Genetik Algoritma

tanimlanmugtir [34]: matematiksel tabanli arama teknikleri, iteratif arama teknikleri,
rastgele arama teknikleri. Bu kategoriler arasinda yer alan diger geleneksel arama
algoritmalarindan, GA’y1 ayiran bircok ozelligi vardir. Bu Ozellikler asagidaki listede

verilmistir.

1. Genetik algoritma, parametrelerin kendisi ile degil kodlanmis hali ile ¢aligr.
2. Aragtirmaya arama uzayindaki tek ¢oziimden degil bir popiilasyondan baslar.
3. Tiirev gibi ara sonug verisini degil, ama¢ fonksiyonundan donen veriyi kullanir.

4. Olasiliksal kurallara dayanir.

Genetik algoritmada, kromozomlar O ve 1 ’lerden olusan bir dizi ile temsil edilir. Bu ikili

gosterim Sekil 1.3’teki gibidir.

Kromozomdaki her bit ¢oziimiin bir 6zelli§ini temsil eder. Problemin tiirline gore

kromozomlarin kodlanma sekli degisebilir. Bit dizisi bir numarayr kodlayacagi gibi
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Kromozom X 1101100100110110

Kromozom Y 1101111000011110
Sekil 1.3. GA’da kromozom 6rnegi

belli bir siralamay1 da kodlayabilir. Bu nedenle, genetik algoritmanin uygulanabilecegi

problem yelpazesi oldukca genistir.

Problemin tiiriine gore kodlama isleminin bicimi belirlendikten sonra g¢aprazlama
islemine gecilir. Caprazlama, ebeveyn kromozomlardan secilen genlerden yeni bir birey
tiretme islemidir. Caprazlama ig¢in literatiirde bircok yontem gelistirilmistir. Bunlarin
en basiti, bir caprazlama noktasi secerek ilk kromozomun o noktadan onceki boliimii ile
ikinci kromozomun sonraki béliimiiniin birlestirilmesidir. Ornek bir caprazlama islemi

Sekil 1.4°te gosterilmistir.

Kromozom X 1101 - 100100110110
Kromozom Y 1101 - 111000011110
Yeni Birey X 1101 - 111000011110
Yeni Birey Y 1101 - 100100110110

Sekil 1.4. GA’da caprazlama islemi

Kromozomlardan olusan bir popiilasyonda hangi ikisinin ¢aprazlama isleminde ebeveyn
olacag1 da onemli bir problemdir. Caprazlamaya girecek ebeveyn ¢oziimlerinin secimi

icin rulet tekerlegi, turnuva yontemi, elitizm vb. bir¢ok yontem gelistirilmistir.

Yeni Birey X 1101111000011110
Yeni Birey Y 1101100100110110
Mutant X 1100111000011110
Mutant Y 1101100100010111

Sekil 1.5. GA’da mutasyon islemi

Genetik algoritmanin diger temel operatorii de mutasyondur. Mutasyon iglemi ile
arama uzayindaki arastirmanin yerel optimuma takilmasinin oniine gecilir. Mutasyon,
caprazlama islemi ile olusan yeni bireyde rastgele degisimler yapilarak gerceklestirilir.

Ikili kodlamada, rastgele secilen bir veya birden fazla bit degistirilirek birey mutasyona
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ugratilabilir. Basitce degisim, bit dizisindeki O degerinin 1 yapilmasi veya 1 degerinin
0 yapilmasi islemidir. Ornek mutasyon islemi ikili bir dizi iizerinde Sekil 1.5te

gosterilmisgtir.

Genetik algoritmada iki temel parametre vardir: c¢aprazlama ve mutasyon orani.
Caprazlama orani, ¢aprazlama isleminin gerceklestirilme sikligini belirtir. Caprazlama
yoksa, yeni birey ebeveynin aynist olur. Caprazlama oraninin 100% olmast durumunda,
tim bireyler caprazlanip iiretilir. Caprazlama oraninin 0% oldugu durumda ise, yeni

jenerasyon Oncekinin aynisidir.

Mutasyon orani, bir kromozomun mutasyona ugrayan parcalarinin sikliini belirler.
Mutasyon yoksa, yeni birey c¢aprazlamadan sonraki haliyle degisime ugramadan kalir.
Mutasyon uygulanmigsa, degisim gerceklesir. Mutasyon orani1 100% ise, tiim kromozom

degisir, 0% ise hicbir sey degismez.

Genetik algoritmanin diger parametrelerinden biri de popiilasyon biiyiikliigiidiir.

Popiilasyon biiyiikliigii, popiilasyondaki kromozom sayisin belirtir.

1. Basla Rastgele N kromozomlu bir popiilasyon olustur.
2. Uygunluk Popiilasyondaki her bir kromozomun (x) uygunluk degerini f(z) hesapla.
3. Yeni Popiilasyon Asagidaki adimlar1 uygulayarak yeni popiilasyonu iiret.
1. Secilim Popiilasyondan uygunluk degerlerine gore iki ebeveyn kromozom se¢ (iyi
uygunluk, iyi secilim sansi1)

2. Caprazlama Bir caprazlama oranina gore ebeveynleri caprazlayarak yeni birey
iret. Caprazlama gerceklesmezse, yeni birey ebeveynin kopyasidir.

3. Mutasyon Bir mutasyon oranina gore bireyleri mutasyona ugrat.
4. Kabul Yeni bireyi yeni popiilasyona dahil et.

4. Yer degistir Eski popiilasyonla yeni popiilasyonu yer degistir ve isleme yeni
popiilasyonla devam et.
5. Test Durdurma kriteri saglandiysa, dur ve popiilasyondaki en iyi ¢oziimii dondiir.

6. Dongii 2. adima git.

Sekil 1.6. Genetik Algoritmanin Temel Adimlari
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1.4. Genetik Programlama

Genetik Programlama (GP), ¢6ziimiiniin formu veya yapis1 hakkinda herhangi bir bilgi
olmayan problemlerin disaridan bir miidahale olmadan otomatik olarak ¢oziilmesini
saglayan GA’ya dayal1 bir evrimsel hesaplama yontemidir. GP’nin amac1 verilen problemi
cozebilecek calistirilabilir programlar veya ¢oziim modelleri iiretmektir. John Koza
tarafindan Onerilmis GA’nin 6zel bir formudur [38]. Genetik programlamanin, yapay

zeka alanindaki yeri Sekil 1.7°de gosterilmektedir.

(W)
SVM PSO
PGM ACO
Al | ML EC |

Sekil 1.7. GP ve ABCP ’nin yapay zeka alanindaki konumu

GP’de bilgisayar programlarindan olusan bir popiilasyon, evrimin temel siireclerinden
gecirilerek gelistirili. ~ Bu gelisimde beklenti, GA’da oldugu gibi yeni olusan
jenerasyonlarin oncekilerden daha iyi olmasidir. GP, bir problemin ¢6ziimiinde yeni ve

beklenmedik yollar bulabilir [39,40].

Genetik programlamada baglangi¢ popiilasyonunu olusturmak icin rastgele bilgisayar
programlar1 iiretilir. Her bir program calistirilarak ciktilar edilir.  Ardindan elde
edilen c¢ikti degerlerine gore programlara uygunluk degerleri atanir. Popiilasyonun
gelisimi i¢in her programa bazi genetik operasyonlar uygulanir. Bu operasyonlar
sonucunda evrimlesmis yeni bireyler iretilir. Bu yeni bireyler yeni jenerasyonu yani
yeni popiilasyonu olustururlar. Bu siire¢ durdurma kriteri saglanana kadar veya kabul

edilebilir ¢coziim/program bulunana kadar tekrar eder. Genetik Programlama algoritmasi
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kabaca Sekil 1.8’de gosterilmistir.

1. Rastgele programlar iireterek baglangi¢ popiilasyonunu olustur.
2. Tekrarla Kabul edilebilir bir sonu¢ buluncaya kadar veya durdurma kriteri saglanana
kadar
1. Her bir program ¢aligtir ve uygunluk degerini belirle.
2. Genetik operasyonlar icin popiilasyondan uygunluk degerlerine programlar sec.
3. Belli bir olasiliga gore genetik operasyonlart uygulayarak yeni birey/bireyler

olustur.

3. En iyi ¢oziimii/programi donder.

Sekil 1.8. Genetik Programlama Adimlari

GP ’nin temelleri her ne kadar GA ’y1 andirsa da iki yontemin ayrildid1 birka¢ nokta
vardir.  Genetik programlamada bireyler GA’daki gibi bit dizisi olarak degil agac
olarak gosterilir. Dolayisiyla, GA’daki genetik operatorler, bireylerin agac¢ yapisina gore
modifiye edilmistir. Ayrica uygunluk degerlendirme islemi de genetik programlamada
amag¢ fonksiyonuna gore degil programlarin calistirilmasina gore yapilmaktadir. Bu
nedenle GA ve GP temelde evrimin operatorlerini kullanirlar ancak pratikte bahsedilen

farkliliklar vardir.

GP’de bireyler agac olarak ifade edilir. Bu agaglar farkli boylarda ve yapilarda olabilirler.
Popiilasyondaki agac yapilar1 ve maksimum boyutlar1 arastirmaya baslanmadan Once

belirlenir. Ornek bir aga¢/program Sekil 1.9 *da gosterilmistir.

Sekil 1.9. Genetik Programlama Agac Yapisi



15

Sekil 1.9°daki agacta oldugu gibi bir agacta fonksiyonlar ve terminaller olmak iizere iki

diigtim tipi vardir. Bir terminal diigtimiinde olabilecek degerler asagida listelenmistir.

e Sabit bir deger: probleme iligkin sabitler say1, dizi vb.
e Rastgele deger iireteci: calisma esnasinda iirettigi anlik deger

e Probleme iliskin bagimsiz degisken degeri: Sekil 1.9’daki z0, x1 diigtimleri gibi.

Fonksiyonlar ise aldiklar1 girdilere gore ciktilar iiretirler. Girdi, bir terminal olabilecegi
gibi bir bagka fonksiyonun ciktis1 da olabilir. Sekil 1.9’deki 6rnekte, fonksiyon olarak
AND, OR ve NOT kapilar kullanilmustir. Iki fonksiyonun ¢iktist bagka bir fonksiyonun

girdisi olmugtur.

Bir agac, farkli yontemler kullanilarak okunabilir. En sik bilinen okuma notasyonlardan
biri ickok (infix) notasyonudur. Bu notasyona gore aga¢ okunurken fonksiyonlar ifade
icinde yer alir. Sekil 1.9°daki agacin, ickdk notasyonuna gore belirttidi ifade asagidaki

gibidir:

(20 and 1) or (rnd{0, 1} or not(1))

Bir diigiimiin derinligi, agacin kok diigiimii ve kendisi arasindaki kenar sayisina esittir.
Bir agacin derinligi belirlenirken, agacin en son diigiimiiniin derinligi dikkate alinir. Yani
agactaki son diigiimiin derinligi, agacin derinligine esittir. Ornegin, Sekil 1.9’daki agacin

derinligi 3’e esittir ¢iinkii en derindeki diiglimiin derinligi 3’tiir.

Diger evrimsel algoritmalarda oldugu gibi, GP’de de baslangi¢ popiilasyonu, rastgele
bireylerin iiretilmesi ile olusturulur. Baslangi¢ popiilasyonunu olusturmak i¢in grow,
full ve ramped half-and-half olmak {iizere ii¢ farkli yontem kullanilir [38]. Bu yontemler

asagida anlatilmisgtir.

Full metodu ile olusturulan bir agacin tiim dallar1 aymi derinlige sahiptir.  Bu
nedenle agacin dengeli bir goriinimii vardir. Agacin tiim dallar1 belirtilen maksimum
derinlik degerine sahip olmalidir. Full metodu ile aga¢ olusturulurken son derinlikteki
diigiimler terminaller kiimesinden, geri kalan tiim diigiimler ise fonksiyonlar kiimesinden

secilmelidir. Full metodu ile olusturulmus bir aga¢ Sekil 1.10 *da gosterilmistir.
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Sekil 1.10. Full metodu ile olusturulmus agac ornegi, maksimum derinlik = 3

Grow metodu ile olusturulan bir agacin dallan farkli derinliklerde olabilir. Bu nedenle
bu metotla olusturulan agacglarin boyut ve sekil olarak cesitliligi, Full metodu ile
olusturulanlara nazaran daha fazladir. Agag¢ olusturulurken, diigiimler, maksimum
derinligi ge¢cmeyecek sekilde istenilen kiimeden (terminal veya fonksiyon) secilebilir.

Sekil 1.11°de 6rnek grow metodu ile olusturulmus ornek bir aga¢ gosterilmektedir.

Sekil 1.11. Grow metodu ile olusturulmus aga¢ 6rnegi, maksimum derinlik = 3

Grow ve Full metotlarinin 6z yinelemeli algoritmalarinin kaba kodu Sekil 1.12°de

gosterilmektedir.

Ramped half-and-half metodu, baslangi¢c popiilasyonunda kopya bireylerin olugsmasinin
Oniine ge¢cmek i¢in Koza tarafindan onerilmistir. Bu metot ile cok cesitli boyutlarda ve
sekillerde agaclar olusturulur. Full ve grow metotlarinin kombinasyonudur. Ramped
half-and-half metodu kullanildiginda, iki ile belirlenen maksimum derinlik degeri
arasindaki her bir derinlik degeri icin esit sayida agaclar olusturulur. Ornegin, belirlenen

maksimum derinlik 6 ise, popiilasyondaki agaclarin %?20 ’sinin derinlik degeri 2, %20
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fonksiyon: ifade_olustur( fonk_kumesi, term_kumesi, max_der, metot)

1: if maks_der = 0 or (metot = grow and rand() < T
then

RS s Tt mess)
agac = rastgele_eleman_sec(term_kumesi)
else
fonk = rastgele_eleman_sec( fonk_kumesi)
for i = 1 to arguman_sayisi( fonk) do
arg_i = ifade_olustur(fonk_kumesi, term_kumesi, mazx_der — 1, metot)
end for
agac = (fonk,arg_1,arg_2,...)
end if

return agac

h R A A RO

[S—
<

Sekil 1.12. Full ve Grow agag¢ olusturma 6z yinelemeli fonksiyonunun kaba kodu

’sinin 3, ... (6 olana kadar) olur. Ayrica, her bir derinlik degerindeki agaclarin yaris1 full
metodu ile diger yaris1 da grow metodu ile olusturulur. Yani, popiilasyonun %?20 ’si 2
derinlikli ise bu 2 derinlikli agag¢larin yaris1 grow metodu ile diger yarisi ise full metodu

ile olusturulur [38].

GP’nin kesfinde 6nemli bir yere sahip olan caprazlama operatorii ile yiiksek uygunluk
degerine sahip iki ebeveyn agaci girdi olarak alinir, ardindan bu iki ebeveynden yeni
bir bireyin olusmasi saglanir [41-43]. Bu islem i¢in literatiirde farkli yontemler
kullanilmaktadir. Yaygin olarak kullanilan yontemlerden biri de alt-agac caprazlamasidir.
Bu yonteme gore popiilasyondan iki ebeveyn agag¢ secilir ve her biri i¢in caprazlama
noktas1 (diiglimii) belirlenir. Daha sonra, ilk ebeveynde belirlenen ¢aprazlama noktasi,
alt dallan ile birlikte kesilerek cikarilir. Yerine ikinci ebeveynde belirlenen caprazlama
diglimii, alt dallar ile birlikte yerlestirilir. Bdylece yeni birey elde edilmis olur. Sekil
1.13’te iki ebeveyn agacin (A,B) caprazlanma islemi ve sonucunda olusturulan yeni agag

(C) gosterilmistir.

Caprazlama noktalari, siirekli diizgiin dagilima (uniform) gore secilmezler. Ciinkil
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diizgiin dagilimla secilim gerceklestiginde kiiciik miktarda genetik materyal (alt-agac)
degisimi gerceklesir. Yani caprazlanacak alt aga¢ boyutu kiiciik olur. Bu nedenle
Koza, ¢aprazlama noktalar1 secilirken %90 olasilikla fonksiyonlardan %10 olasilikla da

terminallerden secilmesini Onermistir [42].

Ebeveyn A: e

Ebeveyn B:

Sekil 1.13. Genetik programlamada caprazlama iglemi

GP’de en bilinen mutasyon bi¢imi alt-aga¢ mutasyonudur. Bu yontemde bir agacta
mutasyona ugrayacak diigiim secilir ve bu secilen diigiimiin yerine rastgele olusturulmusg
bir agac yerlestirilir. Sekil 1.14’te alt-aga¢c mutasyon Ornegi gosterilmigtir. Mutasyon
islemi bazen bir program ile, rastgele olusturulmus yeni bir program arasinda caprazlama

yapilarak da gerceklestirilir. Bu yonteme de "bagsiz tavuk” ¢aprazlamasi denir.

Cok bilinen diger bir mutasyon yontemi ise nokta mutasyondur. Genetik algoritmadaki
bitlerde gerceklestirilen mutasyon mantifina az da olsa benzemektedir. =~ Nokta
mutasyonda, rastgele bir diiglim secilir ve sadece o diiglim (yapraklart aynen kalir)

argliman sayis1 ayni olan terminal veya fonksiyon kiimesinden bagka bir elemanla



19

degistirilir. Eger ayni argiiman sayisina sahip bir eleman yoksa, bu durumda secilen
diiglim aynen kalir, degistirilmez. Alt-aga¢c mutasyonunda secilen diigiim, kok kabul
edilerek bir agac¢ olarak mutasyona dahil edilir, nokta mutasyonda ise tek bir diigiim

tizerinde iglem yapilir.

Ebeveyn Cocuk

@ / Mutasyon noktasi @

Rastgele Olusturulmus Alt-Agac

Sekil 1.14. Genetik programlamada alt-aga¢ mutasyonu

Yeni birey olustururken kullanilacak operatoriin secimi, olasilia dayalidir. Diger
evrimsel algoritmalarda her bir ¢cevrimde, birka¢ operator uygulanarak yeni birey elde
edilirken, GP ’de belli bir olasilifa gore tek bir operator secilip uygulanir. Operatorlerin
secilim olasiliklarina operatdr olasilik oranlar1 denir. Genellikle, caprazlama operatorii stk
kullanilir, bu nedenle secilim olasiligina (F,.) %90 gibi yiiksek degerler verilir. Mutasyon

operatoriiniin se¢ilim olasilik degerine (F,,) ise %10 "un altinda kii¢iik degerler verilir.

Kullanilan bir diger operatdr de cogaltma (reproduction) operatoriidii. Mutasyon ve
caprazlama olasilik degerlerinin toplaminin p oldugu durumda, ¢ogaltma operatoriiniin
secilim olasilif1 (F,), 1 — p kadar olur. Cogaltma operatorii uygulanan bir agag, sonraki

jenerasyona degistirilmeden aynen aktarilir. Bu durum GP’nin akig semasinin yer aldigi
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Sekil 1.15°te acikca gosterilmektedir.

Bireylerin uygunluk degerlendirmesi igin kullanilan bircok yontem vardir. Ornegin,
olmas1 gereken deger ile programin ¢iktis1 arasindaki hatanin miktar1 bu yontemlerden
biridir. Bu yontemde bir bireyin uygunluk degeri, o bireyin uygunluk durumlarinda
(fitness cases) verdigi cikti degerleri ile olmas1 gereken degerlerinin karsilagtirilmasi ile

belirlenir. Bu metrige, mutlak hata metrigi denir.

GP’nin calistirilmas: i¢in kontrol parametre degerlerinin belirlenmesi gerekir. Bu
parametreler sunlardir; popiilasyon bilyiikliigii, baslangic maksimum agac¢ derinligi,
fonksiyon kiimesi, terminal kiimesi, genetik operatorlerin kontrol parametreleri, agag

olusturma yontemi (full, grow veya ramped half and half).
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Sekil 1.15. GP akis diyagrami




2. BOLUM

YAPAY ARI KOLONI PROGRAMLAMA

2.1. Giris

Bu boliimiinde ©nce, ABCPWeb’in temelini olusturan, arilarin yiyecek arama
davranigindan esinlenilerek gelistirilmis Yapay Ar1 Koloni (ABC) algoritmasi, ardindan
ABC ’yi temel alan ve evrimsel hesaplama yontemlerinden biri olan Yapay Ar1 Koloni

Programlama (ABCP) anlatilmistir.

2.2. Yapay Ar Koloni Algoritmasi

ABC algoritmasi, bal arilarinin besin arama davraniglari model alinarak 2005
yilinda Karaboga tarafindan gelistirilmis [44] siirii zekasina dayali bir optimizasyon
algoritmasidir. Cok boyutlu ve ¢ok modlu optimizasyon problemlerinin ¢éziimii i¢in
geligtirilen ABC algoritmasi, genetik algoritma (GA), pargacik siirli optimizasyonu
(PSO), diferansiyel gelisim (DE) gibi bilinen diger algoritmalar ile karsilastirilarak

bagarili oldugu cesitli ¢alismalarla ortaya konmustur [45].

ABC algoritmasinda, bal arilari, gorevlerine gore ii¢ farkli gruba ayrilir: gorevli arilar,
gozcil arilar ve kasif arillar. Bu tiirleri birbirinden ayirt eden 6zellikleri, tistlendikleri

gorevleridir. Yani her bir tiiriin farkli gorevi vardir.

Gorevli ari, belirli bir besin kaynagini tiiketen ve bu kaynak ile ilgili bilgileri koloninin
bulundugu yuvaya tasiyan aridir. Tiikettigi besin kaynagi ile ilgili bilgileri (yonii, yuvaya
uzakligi, kalitesi vb.) dans ederek yuvada bekleyen arilara iletir. Yuvada, gorevli arilarin
dansini izleyerek kaynaklar: hakkinda bilgi edinen arilar da gozcii arilardir. Gozcii arlar,

besin kaynaklarinin kalite degerlerine gore her bir kaynaga bir olasilik degeri verirler. Bu



23

olasilik degerlerine gore tiiketecekleri besin kaynaklarini secerler. Kasif arilar, tiikenen

kaynaklarin yerine, yeni kaynaklarin kesfi i¢in yuva etrafinda arama gerceklestirirler.

Arilar, duruma gore gorev degistirerek farkli ar1 grubuna dahil olabilirler. Ornegin, bir
gozcii ar1, kovana gelen gorevli arilardan aldig bilgilerle kaynak se¢cimi yaptiktan sonra

gorevli ar1 grubuna dahil olarak, sectigi kaynagi tiiketmeye baglar [44].

Kaynak arayisinin basinda, yapay ar1 kolonisinin yaris1 gorevli, diger yaris1 gdzcii ar1
olarak belirlenir. En basta kovandaki hi¢bir arinin hafizasinda belirli bir besin kaynagi
olmadig1 icin gorevli arilar, kovan cevresinde yeni kaynak aramaya baglayarak kasif ar1
olurlar. Kasif arilar besin kaynagi bulduklarinda tekrar gorevli ar1 konumuna gecerek
bulduklar1 kaynaklar1 tilketmeye ve kovandaki gozcii arilara bilgi getirmeye baglarlar.
Gorevli arilar, tiikettikleri kaynaktan daha iyisini bulabilmek i¢in komsuluk arastirmasi
yaparlar. Bu igleme iyilestirme denemesi denebilir. Her bir kaynak i¢in yapilan iyilestirme
denemelerinin sayisi tutulur. Algoritmanin her bir ¢evriminde, bir kaynagin tilkenme
durumunun kontrolii i¢in daha 6nce belirlenen "limit" degeri, en fazla deneme sayisina
sahip kaynagin deneme sayisi ile karsilastirilir. Deneme sayisi limit degerinden biiyiik

veya esit ise o kaynak terk edilir ve yerini rastgele belirlenmis bagka bir kaynak alir.

ABC algoritmasinda ¢oziimler (besin kaynaklar1) bir boyutlu dizi olarak gosterilir. Bu
dizinin eleman sayis1 (D) problemdeki karar de8iskeni kadardir ve arastirma boyunca

sabittir. Coztimler, Sekil 2.1°deki gosterilmektedir.

L. (;ijziim Xi1 Xi2 XU XiD

Sekil 2.1. ABC algoritmasinda bir ¢oziim.

ABC modelini olustururken bazi kontrol parametreleri belirlenmelidir. Bu parametreler

asagidaki listede belirtilmisgtir:

e Koloni biiyiikliigii (2 x SN), kolonideki toplam ar1 sayisinit belirtir. Besin kaynagi

sayis1 (SN), gorevli ar1 sayisina esit ve koloni biiyiikliigiiniin yarisina esittir.

e Maksimum cevrim sayis1 (M CN), besin kayna81 aragtirma siirecinin tekrarlanma
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sayisidir.

e Limit, bir besin kaynaginin tiikenme durumunu kontrol i¢in kullanilir.

Baglangic asamasinda, gorevli arilar kagif ar1 gibi davranarak rastgele coziimler iiretilir.
Coziimler tretilirken Esitlik 2.1 *den yararlanilir. Ayrica, kasif ar1 fazinda rastgele yeni

bir ¢oziim iiretilecegi zaman da ayn1 sekilde Esitlik 2.1 kullanilir.

zij = lj +rand(0,1) * (u; — ;) (2.1)

Esitlik 2.1°deki 7, ¢’inci ¢oziimii, j ise ¢Ozlimiin j’inci elemanini diger bir deyisle
problemin j’in boyutunu belirtmektedir. Yine esitlikte yer alan [; ve u;, problemin j’inci
boyutunun sirasiyla alt ve iist sinirlarim1 gostermektedir. Bu esitlik ile bir ¢dziimiin bir
boyutundaki deger hesaplanmig olur. Yeni bir ¢oziim olusturmak i¢in problemin boyutu

D kadar rastgele deger Esitlik 2.1 kullanilarak hesaplanir.

Gorevli ar1, daha iyi besin kaynagi bulmak i¢in popiilasyonda bulunan bir kaynaktan
faydalanarak Esitlik 2.2 ile komsuluk arastirmasi yapar. Arastirma sonucunda yeni bir

aday ¢6ziim v; iiretilir.

Vig = Tij + $ig* (Tij — Tiy) (2.2)

Komguluk aragtirmasinda, tiiketilen kaynak (z; ;) ile faydalanilan kaynagin (x;, ;) farkh
olmasi gerekir. Bu yiizden £ # ¢ sarti saglanmalidir.  Egitlikte belirtilen 7,
rastgele secilmis bir boyutu, ¢; ; ise [—1,1] araliginda rastgele belirlenmis bir degeri

gostermektedir.

Gorevli ar1, komsuluk arastirmasi yaparak iirettigi aday ¢oziim v; ile tiikettigi ¢oziim
x; arasinda a¢ gozlii seleksiyon uygulayarak, uygunluk degeri yiiksek olami secer.
Boylece iyi olan ¢oziimler popiilasyonda kalmig olur. Uygunluk degerinin fit(z;) nin

hesaplanmasi i¢in Esitlik 2.3 kullanilir.

fit(x;) = S iens eger f(z;) >0 03
1+ abs(f(x;)), eger f(x;) <0
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Esitlik 2.3’teki f(z;), z; ¢6ztimiiniin maliyet degerini gostermektedir.
Gozcii ar, izledigi gorevli arilarin danslarina birer olasilik degeri verir. Bu degeri

kullanarak gidecegi besin kaynagini secer. ABC modelinde her bir ¢oziimiin secilim

olasilik degeri Esitlik 2.4 *e gore hesaplanir.

SN
; fit(wz;)

Yukaridaki esitlikte, SN, toplam besin kaynagi sayisini, F; ise ¢’inci ¢oziimiin olasilik

degerini belirtir.

ABC algoritmasi Sekil 2.2°de adim adim gosterilmigtir.
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Kontrol parametrelerini belirle.

Baglangi¢ ¢oziimlerini (x;) rastgele iiret ve degerlendir.
En iy1 ¢6ziimii hafizaya al.

Cevrim sayacini baglat (¢cevrim = 0)

TEKRARLA

Her bir gorevli ar1 icin;
Komguluk arastirmasi yaparak aday bir ¢oziim (v;) iiret.

x; ve v; arasinda uygunluk degerine gore ac¢ gozlii seleksiyon uygula. v; secilirse
1. ¢Oziime ait deneme sayacini sifirla, se¢ilmezse bir arttir.

Tiim ¢oziimlerin se¢ilim olasiliklarini (7;) hesapla.
Her bir gozcii ar1 igin;
P; ’ye gore bir ¢oziim secg.
Komsuluk arastirmasi yaparak aday bir ¢oziim (v;) iiret.

x; ve v; arasinda uygunluk degerine gore a¢ gozlii seleksiyon uygula. v; secilirse
1. ¢Oziime ait deneme sayacini sifirla, se¢ilmezse bir arttir.

Hafizadaki en iyi ¢oziimii giincelle.

Kasif ar1 i¢in, titkenmis bir ¢oziim varsa;
Yeni bir ¢oziim iiret ve tiikenmis ¢oziimle degistir.
Yeni ¢oziimiin deneme sayacim sifirla.

cevrim = ¢evrim + 1

KADAR (¢evrim = maksimum ¢evrim sayisi)

Sekil 2.2. ABC algoritmast

2.3. Yapay Ari Koloni Programlama

Yapay Art Koloni Programlama (ABCP), ABC algoritmasinda oldugu gibi arilarin
yiyecek arayisini temel alarak bilgisayar programlar: iireten bir otomatik programlama
yontemidir. Giris ve c¢ikis degerleri bulunan, ve ¢Oziim yontemi bilinmeyen
bazi problemlerin ¢oziimiinde kullanilir. ~ ABC algoritmasi ile arasindaki temel
fark, coziimlerin gosteriminde ve bazi evrimsel operatorlerin ¢oziimlerin gosterimine

uyarlanmasindadir. [1].

ABCP’deki yiyecek kaynaklari, Sekil 1.9°daki gibi agaclarla temsil edilen rastgele
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olusturulmus bilgisayar programlaridir. Birey, agag, program ve yiyecek kaynagi ifadeleri
ayni anlami tagirlar. Bu terimlerin hepsi ¢oziilmesi beklenen bir problemin olasi bir

¢Ozlimiinii ifade eder.

Bir aga¢ onceden belirlenen terminal ve fonksiyon diigiimlerinden olusur. Problemin
tiiriine gore belirlenen terminal ve fonksiyonlar degisebilir. Ornegin, sembolik regresyon
problemlerinde fonksiyonlar kiimesinde, carpma, c¢ikarma, toplama vb. aritmetik
operatorler, terminaller kiimesinde ise, sabit sayilar ve herhangi bir veri setindeki

degerleri barindiran degiskenler (z1, z2, y1) yer alabilir.

Boliim 1.4 ’te, GP’de agac olusturma tekniklerinden Grow, Full ve Ramped half-and-half
metotlar1 anlatilmistir. ABCP’de de aym sekilde baslangic popiilasyonundaki yiyecek
kaynaklar1 bu metotlarla olusturulur. Popiilasyondaki birey tekrarin1 6nlemek i¢in, kagif
ar1 fazinda olusturulan yeni bireyin diger bireylerle aym1 olmamasina dikkat edilir. Bu

fazda yeni birey Grow metodu ile olusturulur.

Bireylerin degerlendirilmesi i¢in bircok metrik kullanilir. Bunlardan biri Esitlik 2.5’te

gosterilen toplam mutlak hata fonksiyonudur.

fla) = l(c; — o)) (2.5)

Yukanidaki esitlikte, /N toplam uygunluk durumu sayisini, c¢; ve o; sirasiyla
degerlendirilen :. bireyin ¢ikti degerini ve olmasi gereken degeri belirtir. Bu fonksiyonla
toplam mutlak hata degeri 6l¢iilmiis olur. Hata degeri ne kadar biiyiik olursa birey o kadar

kotiidiir.

1

b=

(2.6)

ABC algoritmasinda oldugu gibi, gozcii arilarin tiiketecekleri kaynaklar1 secebilmesi i¢in
tiim kaynaklara kalite degerlerine gore olasilik degeri verilmesi gerekir. Kalite degerleri

Esitlik 2.6 ile belirlenen kaynaklara Esitlik 2.7 kullanilarak birer olasilik degeri atanir.
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ax fit(z;)
Pi = m+(1—a) (27)

Esitlik 2.7°deki, o parametresi, O ile 1 arasinda deger alir.

ABC algoritmasinda gerceklestirilen komsuluk arastirmasi, ABCP algoritmasinda yerini
paylasim mekanizmasina birakir [1]. Paylasim mekanizmasi, Sekil 1.13’te gosterilen
GP’de kullanilan caprazlama islemi ile aymdir. Bu islemde tiiketilen kaynaktan
rastgele bir diigiim se¢ilir. Bu diigiim %90 olasilikla fonksiyonlardan veya %10
olasilikla terminallerden secilebilir ve alt dallar ile birlikte kesilerek kaldirilir. Yerine,
popiilasyondan rastgele secilen bagka bir kaynagin aym sekilde secilen diigiimii

yerlestirilir. BOylece bireyler arasinda paylasim gerceklesmis olur.

Sekil 2.3’te ABCP’nin akis diyagrami gosterilmektedir. Diyagramda yer alan aday ¢oziim
tiretme isleminde, paylasim mekanizmasi kullanilir. Kagif ar1 fazinda ise Grow metodu

ile yeni bir agag olusturularak tiilkenmis olan kaynakla degistirilir.
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3. BOLUM

ABCP WEB YAZILIMI

3.1. Giris

ABCPWeb yazilimi, bu tez ¢alismasi kapsaminda, ABCP algoritmasinin bulut tabanl
web ortamina taginmasi ile gelistirilmistir. Bu yazilimla birlikte kullanici, sisteme
yiikledigi verileri ABCP algoritmasi ile kolayca isleyerek sonuglar elde edebilecektir.
Ayn1 zamanda internet erisimi olan her yerden, yiikledigi verilere ve ¢alistirdig1 deney
bilgilerine kolayca erisebilecektir ABCPWeb yazilim1 mobil uyumlu oldugu ig¢in,

kullanici, herhangi bir akilli cihaz ile yazilimi kullanabilecektir.

Yazilimin cekirdeginde yer alan ABCP modiili, Bolim 2’de anlatilan ABCP
algoritmasina gore kodlanmistir. Kullanicinin, ABCPWeb’i kullanmasi i¢in herhangi bir
yazilim dili bilmesine gerek yoktur. Bu kolaylikla birlikte kullanici, ABCP algoritmasini

kodlamakla zaman kaybetmeyecektir.

ABCPWeb yazilimi1 Python programlama dili kullanilarak gelistirilmistir. Web modiili
icin DJango frameworkii ile PostgreSQL veritabani1 kullanilmistir. Kullanict dostu bir

tasarim i¢in Twitter Bootstrap kiitiiphanesinden yararlanilmigtir.

Yazilimi aragtirmacilarin kullanimina agmak amaciyla '"www.abcpweb.com'' alan adi
alinarak, sistem hayata gegirilmistir. Ik versiyonda kullanici kaydi olmadigi igin,
tiyelikler yonetici tarafindan verilmektedir. Sistemi kullanmak isteyen kullanicilarin

sistem yOneticiyle iletisime gecmesi gerekmektedir.

Sistemde, biiyiik islemler, asenkron olarak arka planda calistigindan, kullanicinin diger

islemleri kesintiye ugramaz. Sonuglarin dokiimii iglem bitmeden, sonu¢ geldikce verilir.
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Bu sayede islemde meydana gelebilecek herhangi bir hata nedeniyle veri kayb1 yasanmaz.
Sonuclar hem gorsel olarak web sayfasinda gosterilir hem de dosyaya kaydedilerek

kullaniciya sunulur.

Kullanic1 kendi veri seti kiitiiphanesini uygulama i¢inde olusturabilir. Bir defa yiikledigi
veri setini, ikinci defa yiiklemeksizin ¢esitli islemler icin kullanabilir. Giivenlik amaci ile

sisteme yiiklenen dosyalarin adlar1 belli formatlara gore degistirilir.

Sekil 3.1’de ABCPWeb yaziliminin genel arayiizii gosterilmistir. Bu arayiizde sol tarafta
bir menii yer alir. Bu meniide kullanicinin yapmak istedigi islemler bulunur. lk versiyon
icin ii¢ secenek vardir; veri seti yiikleme, yiiklenen veri setini ABCP algoritmasini

kullanarak calistirma ve ¢ikis yapma secenekleri.

H Home ¥

Form Home / Form

Quick Run Test

- Sqrt - Lo, - Ex|
Colony Size 100 Max. Depth - - =

0
Sample Size Run Time

Limit i
imi 100 Init Method Ramped Half and Half ~ Init Depth 5 5

Metric Mean Square Error

Sekil 3.1. ABCPWeb Genel Arayiiz

Bu boliimde sirasiyla ABCPWeb yazilimindaki, iiyelik sistemi, verinin yiiklenmesi,

ABCP’nin ¢alistirilmasi ve sonuglarin alinmasi islemleri anlatilmistar.

3.2. ABCPWeb: Uyelik Sistemi

Yazilimi kullanabilmek igin sisteme iiye olmak gerekmektedir. Uyelik bilgileri ilk
versiyon i¢in yonetim tarafindan saglanir. Kullanic, sisteme, verilen bilgilerle giris yapar.

Sekil 3.2’de ABCPWeb yaziliminin iiye giris ekraninin arayiizii gosterilmektedir.

Uyelik sisteminde yonetici ve iiye disinda herhangi bir rol tanimi yapilmanustir. Bu

nedenle tiim tiyeler ayn1 haklara sahiptir. Sonraki versiyonlar i¢in, tiyelik sistemi paketlere
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ABCPWeb

Sign in to start your session
Username

Password

Sekil 3.2. ABCPWeb Uye Giris Ekran

ayrilarak farkli rol tanimlarinin yapilmasit planlanmaktadir.

Yoneticinin haklart asagidaki listede gosterildigi sekildedir:

1. Uye yonetimi - Uye ekleme, silme ve diizenleme yetkisi
2. Metrik yonetimi - Metrik ekleme, silme ve diizenleme yetkisi

3. Fonksiyon kiimesi yonetimi - Fonksiyon ekleme, silme ve diizenleme yetkisi

Listede yer alan, yoneticinin metrik ve fonksiyon kiimesi yonetimi maddeleri ABCP
ile ilgilidir. ABCP algoritmasim c¢alistirmak icin kontrol parametresi olarak metrik
ve fonksiyon kiimeleri tanimlanmalidir. Kullanici, yazilimim bu versiyonunda kendi
fonksiyon kiimesini ve metrigini olusturamadig1 icin bu degerler yonetici tarafindan 6n
tanimhidir. Yani kullanict sadece 6n tanimli fonksiyonlar1 ve metrigi segebilir. Sonraki
versiyonlarda kullanicilara yeni metrik ve fonksiyon ekleme yetisinin kazandirilmasi

planlanmaktadir.

Yonetici fonksiyonun, kodda yer alan ismini ve son kullaniciya gosterilecek ismini

yonetim panelinden ekler. Sekil 3.3’te bu islemi gergeklestirdigi arayiiz gosterilmistir.

Sekil 3.4°te ise metrik yonetimi ile ilgili panelin arayiizii gosterilmektedir. Sekilde de
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Change function

Name: sin
Description: Sinus function. The arity of sin function is
Title: Sin

3

Sekil 3.3. ABCPWeb Yonetim Paneli - Fonksiyon Diizenleme

goriildiigii gibi suanda sistemde 4 adet metrik tanimlanmistir. Bu nedenle kullanic1 ancak

bunlardan birini segebilir.

Select metric to change

O metric

) Root Mean Square Error
L Sum Error

) Mean Square Error

) Mean Absolute Error

4 metrics

Sekil 3.4. ABCPWeb Yonetim Paneli - Metrik Yonetimi

3.3. ABCPWeb: Veri Yiikleme

Kullanic1 iiye girisi yaptiktan sonra veri yiikleyebilir.  Veri, her bir satirin formu
X1,X2,X3...Y arada virgiil olacak sekilde metin belgesi (.txt) formatinda olmalidur. Tlk
versiyon, tek bir bagimli degiskeni (Y) desteklemektedir. Yiiklenen veri setleri yonetici
tarafindan belirlenen limitten kii¢iik oldugu durumda yazilim {izerinden goriintiilenebilir.

Sekil 3.5’te, ABCPWeb veri seti goriintiileme arayiizii gosterilmistir.
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Dataset - X5 Dataset Home / Dataset

T Description

20 Samples

f[x]=x5+x"—x:;+xg—x

Dataset View

¥
0.165955990594852,-0.1423526126676472
B9B68B431 6981922368725

503653102,-0.9993140645705263

=

SRR =T =T =N =TT

6505153866013,-0.17119643175445337
68006713859,0.084167460
-0.1616105711534104,-0.13914182

Sekil 3.5. ABCPWeb - Veri Seti Gosterim Arayiizii

Sekil 3.5’te veri setinin temsil ettifi esitlik de veri setinin agiklama kisminda
goriilmektedir. Burada ve Sekil 3.6’da gosterilen veri seti listesinde, kullaniciya

matematiksel esitliklerin kolayca yazabilmesi i¢cin LaTeX kullanim imkan1 saglanmustir.

Veri yiikleme islemi icin kullanicidan veri dosyasi, veri seti bagligi, verinin temsil ettigi
esitlik varsa LaTeX formatinda formiilii ve agiklama bilgilerini girmesi istenir. Alinan
bilgilerle dosya sunucuya tasinir ve veritabanina bilgiler kaydedilir. Sekil 3.7°de veri seti

yilikleme arayiizii gosterilmistir.

Kullanicimin  yiikledigi veri setleri zamanla ¢ogaldiginda, bunlarin yOnetimi
zorlasacagindan ABCPWeb uygulamasinda veri setlerinin diizgiin  bi¢imde
gorlintiilenmesi saglanmistir.  Sekil 3.6’da gosterilen veri seti listesi arayiiziinde,
kullanici, yiikledigi veri setlere dair bilgileri listede goriintiileyebilir, silebilir veya veri

seti ile ilgili bilgileri diizenleyebilir.

Veri listesi arayiiziinde, formiil siitunun olmasinin nedeni, amag fonksiyonu bilinen veriler

yiiklendiginde ilgili veri setinin hangi ama¢ fonksiyonunu temsil ettigini gorebilmektir.
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Upload a Dataset [Ny Home / Upload

File Manager

File

X5 Dataset

X3 Dataset

X4 Dataset

Benchmark 1

Benchmark 2

Benchmark 3

Page 1of3  next= last»

Upload Date Formula Description

July 30,2018, 2:38 pan. flz) = P 20 Samples
July 30,2018, 3:19 p.m. fa) =Ptz 20 samples
July 30, 2018, 3:28 p.m. fa)—otrad i ie 20 samples
R 1000 Samples

124 (z — 25)

Aug. 9,2018, 1:17 p.m.
flzr,z2) =

Aug. 9,2018, 1:55 p.m. X X 1000 Samples 0
flzy,za) = e'r‘J:zl‘cos(:tl)sxn(rl)(cﬂs(rl]mnz;r:l —1){zy — 5) Deleta}| Edic |
Aug. 9,2018, 2227 p.m. 0 1000 Samples
flzr, 22,73, 24, 75) = P E—
5+ 3 (zi—3)

Sekil 3.6. ABCPWeb - Veri Seti Listesi Gosterim Arayiizii

Upload a New Dataset

File Input Choose file Browse

Formula
(LaTeX)

Description

Sekil 3.7. ABCPWeb - Veri Seti ekleme arayiizii

Bunun disinda kullanici istedigi takdirde aciklama kismina veri setinde kac kayit/satir

oldugunu da agiklama kismina girebilir. Bu sayede kullanici, ABCP algoritmasini
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kogsmadan once, uygunluk durumu sayisini, veri setindeki kayit sayisina gore segebilir.

Yazilimin sonraki versiyonlarinda, kullanicinin belirttigi uygunluk durumu sayisi ile

kullandi81 veri setindeki 6rnek sayisinin kontroliiniin otomatik olarak gerceklestirilmesi

planlanmaktadir.

3.4. ABCPWeb’in Calistirilmasi

Kullanici veri setini Boliim 3.3 te anlatildig: gibi sisteme yiikledikten sonra Sekil 3.1°deki

arayiizde yer alan meniiden "Run ABCP" secenegini secerek Sekil 3.8’de gosterilen

calistirma arayiiziine girer.

Bu arayiiz iki kistmdan olusur: kontrol parametrelerinin

girildigi alan ve daha 6nceki calistirmalarin durumlarini gosteren listenin yer aldigi alan.

Quick Run Test

File
Colony Size
Sample Size

Limit

Run

Choice a dataset

100

100

100

Max. Cycle

Max. Depth

Run Time

Init Method

I
Ramped Halfand Half ~ Init Depth 5 5

Metric Mean Square Error A

Sekil 3.8. ABCPWeb - Calistirma formu

Kontrol parametrelerinin girildigi alanda Sekil 3.8’de goriildiigii gibi bir form yer alir. Bu

formda kullanicidan asagidaki bilgiler istenir:

e Daha Once yiikledigi veri seti dosyasi

e Yiiklenen veri setinden kullanilacak 6rnek sayisi

o ABCP kontrol parametreleri (koloni biiyiikliigii, limit, maksimum ¢evrim sayis1)

e Maksimum aga¢ derinligi, baslangic derinlik degerleri, popiilasyon baslangi¢

metodu

e Bagimsiz kosum sayisi, Metrik se¢imi

e Fonksiyon kiimesi ve sabitler



37

Veri seti se¢imi yapilirken, listede kullanicinin veri setine verdigi isim goriiniir. Bdylece
kullanic1 veri setinin secimini kolaylikla yapar. Koloni biiyiikliigii, 6rnek sayisi,
limit, maksimum c¢evrim sayisi, maksimum derinlik, bagimsiz kosma sayisi, baslangic
minimum ve maksimum derinlik degerleri numerik degerlerdir ve kullanici istedi8i
degerleri verebilir. Ancak sonraki versiyonlarda Ozellikle bagimsiz kogsma sayis1 ve
cevrim sayis1 gibi parametrelere, sistemin yogunluguna gore kontrollii baz1 kisitlamalar

getirilecektir.

Kullanici, fonksiyon kiimesi, popiilasyon baslangic metodu ve metrik parametrelerinin
degerlerini, ancak sisteme yonetici tarafindan girilen 6n taniml seceneklerden secebilir.
Metrik ve fonksiyon kiimesinin sistem yoneticisi tarafindan nasil tanimlandig ile ilgili

bilgi Boliim 3.2°de verilmistir.

Yazilimin simdiki versiyonunda bulunan 6n tanimli parametreler ve degerleri asagidaki

listede gosterilmistir.

Baslangic metotlari: Ramped half-and-half, Grow ve Full.

Metrikler: Mean Absolute, Sum Absolute Error, Mean Square ve Root Mean Square

Error.

Fonksiyonlar: Tanh, Pow, Exp, Tan, Cos, Sin, Min, Max, Neg, Abs, Log, Sqrt, Div,
Mul, Sub ve Add. Fonksiyonlarin acik yazilimlar1 Tablo 3.1°de verilmistir.

Formda yukarida sayilan parametreler disinda, sabitlerin girilmesi icin de bir parametre
vardir.  Bu parametre farkli kombinasyonlarda birden c¢ok deger alabilir.  Bu

kombinasyonlar Tablo 3.2 ’de belirtilmistir.

Tablo 3.2°de goriildiigii gibi ABCPWeb, agaclar olusturulurken, terminal yapraklarina
ic farkli sekilde sabitleri yerlestirebilir. Tablonun ilk satirindaki notasyon, kullanicinin
baglangic ve bitis noktasi belli olan ve sabit araliklarla artan/azalan sayilarin girilmesini
kolaylagtirir.  Dordiincii satirdaki notasyon, aga¢ olustururken terminal yapragina
belirtilen araliklarda rastgele bir say1 iireten operatorii yerlestirir. Bu operatoriin oldugu
her yaprak farkli rastsal sayilar icerir. Son olarak kullanici tek tek sabit sayilar girebilir.

Bu durum da Tablo 3.2°nin 3. ve 5. satirlarinda gosterilmistir.
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Tablo 3.1. Fonksiyonlar Tablosu

No. Fonksiyon Kisaltmast  Acik Yazilimi Argiiman say1s1
1 Tanh Hiperbolik Tanjant 1
2 Pow Ust alma 2
3 Exp Eksponansiyel 1
4 Tan Tanjant 1
5 Cos Kosiniis 1
6 Sin Siniis 1
7 Min Minimum 2
8 Max Maksimum 2
9 Neg Negatif 1
10  Abs Mutlak 1
11  Log Logaritma 1
12 Sqrt Kare Kok 1
13 Div Bolme 2
14 Mul Carpma 2
15 Sub Cikarma 2
16 Add Toplama 2

Kullanici parametre degerlerini girdikten sonra yine ayni formda yer alan Calistir
butonuna tiklayarak calistirma islemini gerceklestirebilir. Bu islem asenkron olarak
baglar. Yani kullanicinin bagka bir islem yapmasim1 engellemez veya yazilim i¢indeki
gezintisini kesintiye ugratmaz. Baglatilan iglem sayfanin alt bolmesinde yer alan

calistirilmig islemler listesine "Basladi" durum bilgisi ile eklenir.

Bilgilerin girildigi alanin altinda ise Sekil 3.9’da gosterilen daha Once calistirilmig
islemlerin listesi yer alir. Bu listede bir igleme ait parametre bilgileri, durum bilgisi ve
bitmis islemler i¢in sonug bilgisi yer alir. Ayrica devam eden islemler i¢in iptal butonu,

bitmis islemler i¢in de Detay butonu bulunur.

Caligtirtlmis islemlerin bulundugu listede kontrol parametrelerin olmasinin sebebi,

kullanicinin iglemleri ayirt etmesi icindir. Bir kullanic1 bazen sadece bir parametreyi
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Tablo 3.2. Sabitler parametre ornekleri

Ornek Anlam Cikt1

(0.1,0.5,0.1) 0.1 ’den 0.5 ’e kadar 0.1 araliklarla 0.1,0.2,0.3,04, 0.5

(-0.1, -0.5, -0.1) -0.1’den -1 ’e kadar 0.1 araliklarla -0.1,-0.2,-0.3,-04, -0.5
(0.1,0.5,0.1), 1,2,3 1. satir + 1,2 ve 3 degerleri 0.1,0.2,0.3,0.4,0.5,1,2,3
(0,1) 0 ile 1 arasinda rastgele bir deger operatorii  0.24

(0,1),1,2,3 Rastgele bir say1 ve 1,2,3 0.14,1,2, 3

Run Progress Status

sample colony Max Max Init
# 1 Dataset size Size Limit Cycle #Run Functions Metric Constants Depth Depth Result Status
6 Benchmark 100 100 100 250 100 [add, sub, mul, div, Mean [0.1,02,0.3,04,05,06,07,0.8,09, 100 (5,5) sees3ern2  EEED
1 sqrt, log, sin, exp, Square -0.1,-02,-0.3,-0.4, -0.5,-0.6,-0.7,-0.8,
tanh] Error -0.9]
7 Benchmark 100 100 100 250 100 [add, sub, mul, div, Mean [0.1,02,0.3,04,05,06,07,0.8,09, 100 (5,5 2370002 EEEED
3 sqrt, log, sin, exp, Square 0.1,-0.2,-03,-0.4,-0.5,-0.6,-0.7,-0.8,
tanh] Error -039]
8 Benchmark 100 100 100 250 100 [add, sub, mul, div, Mean [0.1,0.2,0.3,0.4,0.5,0.6,0.7, 0.8, 0.9, 100 (5,5) 22836407 (EEEED)
2 sqrt, log, sin, exp, Square 0.1,-0.2,-03,0.4,-05,-0.6,-0.7,-0.8,
tanh] Error -0.9]
5. Benchmark 100 100 100 250 100 [add, sub, mul, div, Mean [0.1,02,0.3,04,05,06,07,0.8,09, 100 (5,5) LoT06e-02 D
1 sqrt, log, sin, exp, Square 0.1,-0.2,-03,-0.4,-0.5,-0.6,-0.7,-0.8,
tanh] Error -0.9]
10, xaDataset 100 200 100 125 100 add, sub, mul, div, Mean [01,02,03,0.4,05,06,07,0.8,09, 100 5.5 =
sart, log, sin, exp, Square 0.1,-0.2,-03,-0.4,-0.5,-06,-0.7,-0.8,
tanh] Error -0.9]
Showing 6 to 10 of 47 entries Previous 1 n 3 4 5 10 Next

Sekil 3.9. ABCPWeb - Calistirilan islemler Listesi

degistirerek algoritmay1 calistirabilir.  Bu islemi digerlerinden ayirt eden oOzelligi
degistirdigi parametredir. Kullanicinin bunu gorebilmesi i¢in tiim parametreler listede

goriinmektedir.

Bir islemin durum bilgisi sistemde dort sekilde tammmlanmustir:

Basladi: islem baglatild1 ve devam ediyor.

Iptal edildi: islem kullanici tarafindan iptal edildi.

Basarili: islem basariyla, hatasiz bir sekilde sonlandh.

Hatali: islem hata nedeniyle durduruldu.

Baglatilan bir islemin iptal edilmesi i¢in, bulundugu satirda yer alan "Iptal Et" butonu
kullanilir. Kullanicinin bu butona yanlislikla tiklama ihtimaline karsin, tiklandiktan sonra,

kullanicinin tekrar onay1 bir kutucuk icinde sorulmaktadir. Kullanicinin iptal islemini
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onayladig1 durumda, islem iptal edilerek, islem listesinde bulundugu satirdaki durum

bilgisi "Iptal Edildi" olarak degistirilir.

Bir iglemin detayini goriintiileyebilmek i¢in ise "Detay" butonu kullanilir. Bu butona

tiklandiginda Sekil 3.10°daki gibi bir ekran gosterilir.

Basartyla sonuclanmig bir islemin, listedeki ilgili satirinda yer alan "Sonug¢" alaninda,
bagimsiz kosmalar sonucu elde edilmis en iy1 bireyin, sec¢ilen metrige gore hesaplanmig

maliyet degeri yer alir.

Sayfanin kullanict dostu olmasi adina calistinlmig islemler listesinde sayfalama

yapilmistir. Her bir sayfada 10 adet islem listelenmektedir.

3.5. Sonuc¢larin Alinmasi

Kullanict ABCP algoritmasini Bolim 3.4’te anlatildi1 gibi calistirdiktan sonra, arka
planda algoritma asenkron olarak ¢alismaya baglar. Herhangi bir iglemin detayim gérmek
icin listeden ilgili islem satirinda yer alan "Detay" butonuna tikladiginda Sekil 3.10°da

gosterilen "Islem Detay" sayfas1 acilir.

"Islem Detay" sayfasi iki kissmdan olusur. Ilk kisimda sonuclar diiz metin olarak
yazdirilmaktadir.  Ikinci kisimda ise popiilasyondaki en iyi birey aga¢ olarak

cizdirilmektedir. Sekil 3.10 *da ilk kisim gosterilmistir.

Islem baslatildiktan sonra her bir bagimsiz kosma sonunda kogsma numarasi, en iyi bireyin
bulundugu cevrim numaras: ve en iyi bireyin uygunluk degeri kaydedilerek arayiizde
tablo seklinde gosterilir. Tablonun en altinda tiim kosmalarin ortalama uygunluk degeri
gosterilir. Bunun diginda sonug¢ raporunda islem numarasi (ID), islem zamani ve islem
parametreleri de yer alir. Kullanicilarin her iglemi icin sistemde o kullaniciya 6zel
olusturulan dizinde kayit dosyasi olusturulur. Islemler asenkron galistig1 icin, ilk cevrim
bittigi anda sonuglar dosyaya kaydedildiginden, detay sayfasinda sonuglar anlik olarak

goriintiilenir.

"Islem detay" sayfasinin ikinci kisminda ise bagimsiz kogsmalar sonucunda elde edilmis en

1yi birey Sekil 3.11°deki gibi agag olarak ¢izdirilir. Cizim, .png formatinda resim dosyasi
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Results

ID: 15335463967.5658958

Date: 2Z018-08-28

6:46:07

Colony Size:
sub, mul, div, sgrt, log, sin, exp, tanh]
2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, -0.1, -0.2, -0.3, -0.4, -0.5, -0.6, -0.7, -0.8, -0.9]

Functions: [

(=1
(=1
(=1
(=1
[*] Constants
(=1
(=1
[*1
(=1

Metric: Mean Sguare Error

ABCF Report

#Run #Cycle

Average

"
w oo oo o

Sekil 3.10. ABCPWeb - Islem Detay Ornegi

olarak sistemde tutulur. Kullanici bu dosyay1 sistemden indirip diledigi gibi kullanabilir.

Yazilimin sonraki versiyonlari icin "Islem Detay" sayfasina sonuclarin yorumlanmasini

kolaylastiracak cesitli grafiklerin de yerlestirilmesi planlanmaktadir.
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Sekil 3.11. ABCPWeb - En iyi birey aga¢ drnegi

3.6. Deneysel Calismalar

Bu tez kapsaminda iki deney c¢alismasi gergeklestirilmistir. ~ Bunlardan ilkinde,
ABCPWeb uygulamasinin dogru galisip calismadigini test edilmistir. Ikinci deneyde ise,
dogrulugu ilk deneyle sabitlenen ABCPWeb uygulamasi kullanilarak, daha 6nce ABCP
ile ¢oziilmemis problemler iizerine ¢alisilmistir. Bu deneyler sonucunda ABCPWeb
uygulamasinin basarili sonuglar iirettigi gozlemlenmistir. Asagida deneylere iligkin

detayl agciklamalar yer almaktadir.

3.6.1. ABCPWeb’in Dogrulugunun Test Edilmesi

Bu deneyde, ABCPWeb’in performans ve basarim durumunu o6lgmek icin ABCP
‘'nin daha once uygulandigi 10 adet sembolik regresyon problemi kullanilmigtir [1].

Problemler ve uygunluk degerlendirme durumlar1 Tablo 3.3’te gosterilmektedir.
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Problemlerin ABCPWeb uygulamasinda ¢alistirilmast ile elde edilen sonuglar, [1] *de elde
edilen sonuglarla karsilastirilmistir. Deney sonucunda ABCPWeb uygulamasinin basarili

sonuglar tirettigi dogrulanmistir.

Bu islem yapilirken, referans alinan calismanin parametre degerleri ile ayni1 degerler

kullanilmigtir. Kullanilan parametreler ve degerleri Tablo 3.4’te gosterilmektedir.

Tablo 3.3. Deneyde kullanilan problemler ve uygunluk degerlendirme durumlari

Problem Uygunluk Degerlendirme Durumu
Fi=2+2>+=x 20 rastsal nokta C [—1,1
E=x*+23+22+2 20 rastsal nokta C [—1,1
=+t +22+22+2 20 rastsal nokta C [—1,1

[
[
[
Fy=a5+ 25+ 2+ 2% + 2> + © 20 rastsal nokta C [—1, 1
[
[
[
[

F5 = sin(x?)cos(z) — 1 20 rastsal nokta C [—1,1

Fs = sin(z) + sin(z + 2?) 20 rastsal nokta C [—1,1

Fr =log(z + 1) + log(z* + 1) 20 rastsal nokta C [0, 2]

Fys =z 20 rastsal nokta C [0, 4]

Fy = sin(z) + sin(y?) 100 rastsal nokta C [—1,1] x [—1,1]
Fio = 2sin(x)cos(y) 100 rastsal nokta C [—1,1] x [—1,1]

Fonksiyon kiimesinde kullanilan bolme ve logaritma islemleri korunmus olarak
kullanilmigtir. Yani bu fonksiyonlarda, sonucun sonsuz veya tanimsiz oldugu durumlar
elemine edilmistir. Mesela bolme isleminde bolen, sifira egitse islem sonucu "1" olarak

degerlendirilmigtir. Benzer durum logaritma fonksiyonu i¢in de gecerlidir.

Deneyde diger parametrelerde oldugu gibi kontrol parametreleri de [1]’de kullanilan
parametrelerle aynidir. Yani, koloni biiyiikliigii ve limit parametrelerinin degerleri 500
olacak sekilde 100 bagimsiz ¢alistirma yapilmistir. Bu caligtirmalarin sonuclar1 Tablo

3.5’te, referans alinan ¢alisma ciktilari ile birlikte gosterilmektedir.

Tablo 3.5’te gosterilen sonuclara gore ABCPWeb uygulamasinin, calistirllan 10
fonksiyon i¢in basarim durumu, referans alinan ¢alismayla yaklasik olarak aynidir. Hatta

baz1 fonksiyonlarda daha iyi sonuglarin elde edildigi goriilmektedir. Tabloda, referans
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Tablo 3.4. Deney parametreleri

Parametre Deger

Baslangic maksimum derinlik 6

Maksimum derinlik 15

Fonksiyon kiimesi +,—, X, =+, sin, cos, exp, rlog
Terminal kiimesi X, 1

Degerlendirme Esitlik 2.5 - Mutlak hata toplami1
Kosma sayisi 100

deneyden daha iyi olan degerler kalin puntolarla gosterilmistir.

Tablo 3.5. Deney Sonuclari - Ortalama Maliyet Degerleri

YoOntem F1 F2 Fg F4 F5 F6 F7 Fs Fg F10

ABCP[1] 0.01 0.05 0.07 0.10 0.05 0.02 0.06 0.10 0.47 1.06
ABCPWeb 0.02 0.03 0.10 0.06 0.02 0.05 0.04 0.06 05 0.3

Tablo 3.6’da test edilen problemler icin ABCPWeb ile elde edilen esitlikler
gosterilmektedir. Bu tabloya gore ABCPWeb istenilen sonuglar1 basariyla elde etmistir.
Referans alinan caligma ile kiyaslandiginda, digerleri aym olmakla birlikte F) ve F%

fonksiyonlar1 i¢cin daha net sonuglar alinmigtir.
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Tablo 3.6. Test fonksiyonlar1 ve ABCPWeb ’in iirettigi fonksiyonlar

Problem Hedef Esitlik Uretilen Esitlik
F 2+t 2+
F A A A A R
F3 Dttt 4 D+ttt 4 o

Fy 242+t v+t 2%t ettt 4

F5 sin(x?)cos(x) — 1 sin(x?)cos(x) — 1

Fs sin(x) + sin(z + %) sin(z) + sin(x + %)

Fy log(z + 1) + log(z* + 1) log(x® +2* +x + 1)

B e (¢/v/T) = ((In(In2) + (x/e¥*)) /(26> + & + "))
Fy sin(x) + sin(y?) sin(x) + sin(y?)

Fio 2sin(z)cos(y) 2sin(z)cos(y)

3.6.2. ABCPWeb Kullanarak ABCP’nin Yeni Problemlere Uygulanmasi

Bu deneyde, ABCP’nin daha once hi¢ uygulanmadig1 10 adet yeni problem iizerinde,
ABCPWeb kullanilarak, ABCP algoritmas: calistinlmistir.  Tablo 3.7°de gosterilen

problemler, daha 6nce GP ile calistirilan [46]’dan secilmistir.

Deneyde referans alinan calismadaki parametre degerleri kullanilmistir. Bu parametreler
ve degerleri Tablo 3.8’de gosterilmistir. Maksimum c¢evrim sayis1 ve koloni biiyiikliigii
parametrelerine, referans alinan c¢alismadaki toplam degerlendirme sayisina yakin

olabilecek degerler verilmistir.

Deney sonucunda, ABCPWeb iizerinde calistiritlan ABCP algoritmasinin 6 problemde
(Fi4, Fi5, F17, Fis, F19, F59) GP’den daha basarili, diger problemlerde ise GP’ye yakin

sonuglar tirettigi gézlemlenmistir. Deney sonuclar1 Tablo 3.9’da gosterilmistir.

Bu deneyle birlikte ABCP, 10 yeni probleme daha uygulanarak, sembolik regresyon

problemlerinin ¢oziimiindeki basarisini ortaya koymustur.
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Tablo 3.7. Deneyde kullanilan problemler ve uygunluk degerlendirme durumlari

Fonksiyon Esitlik

—(z1-1)2

Fiy fz1,29) = m
Fip f(x1,29) = e " a3cos(xy)sin(xy)(cos(xy)sin®xy — 1)(xg — 5)

10
5+Zz 1(@i— 3)2

(
(
(
Fiy Flay, 10) = (x1—3)*+(z2—3)3—(22-3)
Fis f(z1, 22
(
(
(
(
(

F13 f T I2,$37l’4,x5)

(xz 2)4+10
_ 1
) B 1+.Z‘2
Fig f331,552): 5’31"‘552/2_372
F17 f 371,562> = 2+x%+:c2

Fis /

Fig f(x1, e, T3, Ty, T5) = T1T2X3T4T5

x1, Lo, T3, Ta, T, Te, T7, Ts, Tg, T10) = T1Tg + T3Ta + T5Le + T1T729 + T3TeT1o

Fy flxy, mg, x3, 14, 75) = 2 — 2.1c05(9.821)sin(1.3x5)

Tablo 3.8. Deney parametreleri

Parametre Deger

Baglangi¢c maks. derinlik )

Maksimum derinlik 10

Fonksiyon kiimesi +,—, X, +, sin, tanh, exp, rlog, sqrt
Terminal kiimesi 0.1 adimlarla [—0.9..0.9] U [0.1..0.9]
Degerlendirme Ortalama karesel hata (MSE)
Bagimsiz kogma sayis1 100

Popiilasyon baglangi¢c metodu Ramped half-and-half

Tiim fonksiyonlar i¢in girig deger araligi 100 rastsal nokta C [—5, 5]

Limit 100
Koloni Biiyiikligii 250
Maksimum ¢evrim say1s1 100

Tablo 3.9. Deney Sonuglari - Ortalama Karesel Hata Degerleri (MSE)

Yontem F1 Fyo Fi3 Fiy Fis Fig b7 Fig Fig Fyo

GP [46] 0.007 2.16E7 0.012 2.20E3 0.078 4.21E2 2372 4.470E3 6.7T1E4 1.204
ABCPWeb 0.01 2.48E7 0.024 1.71E3 0.049 497E2 0.137 0.826E3 2.67E4 0.982




4. BOLUM

TARTISMA, SONUC ve ONERILER

4.1. Tartisma, Sonuc ve Oneriler

Bu calisgmada, ABCP ’nin kolayca kullanimina imkan tanmiyan ABCPWeb yazilimi
geligtirilip, dogrulugu test edilmistir. Ayrica ABCP’nin daha 6nce uygulanmadigi yeni
problemlere ABCPWeb kullanilarak ABCP uygulanmigtir.

Deneyler sonucunda, ABCPWeb yazilimi, "www.abcpweb.com" alan adi ile
kullanicilarin hizmetine acilmistir. Uyelik sistemi oldugu igin, ilk versiyon icin hesap
acma islemi sadece yonetici tarafindan gerceklestirilebilmektedir. Bu nedenle, ABCPWeb

kullanmak isteyen kullanicilarin yonetici ile iletisime gecmesi gerekmektedir.

Bu tezde bahsedilen ABCPWeb yazilimi, yazilimin ilk versiyonudur. Dolayisiyla
yazillmimn en ilkel hali anlatilmistir. Sonraki versiyonlarda ABCPWeb yaziliminda

yapilacak gelistirmeler listesi asagida verilmistir.

e Kullanicilara yeni metrik ve fonksiyon ekleme yetisini kazandirmak. Bu
ozellikle birlikte kullanicilar fonksiyon kiimesine diledikleri fonksiyonlar1 olugturarak

ekleyebilirler. Ayni durum metrik icin de gecerlidir.

e Sistem kaynaklarini verimli kullanmak igin kisitlamalar getirilmesi. Ilk versiyonda
kisitlamalar olmadigindan kullanicilar, diledikleri verileri kullanarak diledikleri kadar
calisgtirma yapabilirler.  Bu durumda, kaynaklar yetersiz kalarak sistem yanit
vermeyi durdurabilir. Bunu 6nlemek i¢in kullanicilarin yiikledigi veri setleri igin
boyut kisitlamasinin yaninda bagimsiz calistirma gibi iteratif parametreler icin de

kisitlamalar getirilmelidir. Kaynaklar arttik¢a bu kisitlar esnetilebilecektir.
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e Bagimsiz calisma alanlart (work space) olusturabilme imkani saglanmasi.

Aragtirmacilar genelde ayni parametrelerle, farkli veri setleri iizerinde birden
cok calistirma iglemi yapabilirler. Bu durumda kullanicinin her islemin basinda
parametreleri yeniden ayarlamak yerine bir kere ayarlayip ¢calisma alanina kaydetmesi
ideal olandir. Bu nedenle, kullanicinin, parametre degerlerini bir kere ayarlayip
kaydedebilecegi calisma alanlarinin olmasi saglanacak ve istedigi zaman bu calisma

alanlarini secerek islemlerini gerceklestirebilecektir.

Tanitim arayliziiniin gelistirilmesi. Yazilim islevsel olarak amacina uygun
calisabilecek durumdadir ancak kullanicilara bu yazilimi tanitacak arayiizii
bulunmamaktadir. Sonraki versiyonlarda, kullanicilar1 bir giris sayfasindan ziyade
yazilimi tanitan bir sayfanin karsilamasi igin gerekli gelistirmelerin yapilmasi

planlanmaktadir.

Islemlerin sonuglarin1 yorumlamayi1 kolaylastiracak, gerekli grafiklerin eklenmesi.
Calistirmalar sonucunda iiretilen agac ¢iziminin yaninda, yakinsama grafikleri gibi

yorumlamay1 kolaylastiracak grafiklerin de yazilima eklenmesi planlanmaktadir.
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