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OZET
Yiiksek Lisans Tezi

YAPAY SiNiR AGI VE BOX-JENKINS MODELI iLE YAZICI SARF
MALZEMELER VERILERININ TAHMINi "IRAK ORNEGI"

Ban ALMAHMUD

Siileyman Demirel Universitesi
Fen Bilimleri Enstitiisii
Bilgisayar Miihendisligi Anabilim Dal

Damsman: Dr. Ogr. Uyesi Mehmet ALBAYRAK

Bu ¢alisma sirasinda yazici sarf malzemeleri satislar1 6ngoriilerinde bulunabilmek
amaciyla Box-Jenkins (B-J) Metodu ile Otoregresif, Biitiinlesik Otoregresif Hareketli
Ortalama (ARIMA) ve Yapay Sinir Aglar1 (YSA) yontemleri kullanilmigtir. Toplam
132 gozlemden ibaret olan Ocak 2008 ile Aralik 2018 Arasindaki siiregte Irak’ta
satilan yazici sarf malzemeleri miktar1 degerleri ele alinarak buna ait zaman serisi
incelenip analiz edilmis ve (B-J) metodu uygulanarak veri temsili i¢in Otoregresif ve
Biitiinlesik Otoregresif Hareketli Ortalama ydntemlerinin kullanilmasi sonucunda
(ARIMA) modelleri arasinda en uygun modelin (ARIMA) oldugu sonucuna
varilmistir. Bu modelin se¢imin nedeni ise 6ngorii dogrulugu 6l¢egine Karesel Hata
(RMSE) ve Mutlak Hata (MAPE) dayali olup Yapay Sinir Aglar1 (YSA)
kullanildiginda ise en uygun modelin Cok Katmanli Ag1 (MLP) oldugunu goriildii.
Bu iki sonug¢ arasinda Karesel Hata (RMSE) ve Mutlak Hata (MAPE) Kistasi
kullanilarak 6ngorii dogrulugu ve performansi yonlerinden karsilagtirma yapildiginda
ise Yapay Sinir Aglart Cok Katmanli (MLP) en uygun model oldugu goriildigiinden
yazict sarf  malzemeleri satiglar1 serisinin ileriki satis miktar1 degerlerinin
ongoriilmesi i¢cin bu model kurulmustur. Boylece ¢alisma igin en uygun ve ileriki
ongoriiler i¢in daha elverigli olan model YSA(5.5.1) sinir ag1 modeli oldugu sonucu
ortaya ¢ikmistir.

Anahtar Kelimeler: Yapay Sinir Agi, Box-Jenkins Modeli, ARIMA Modelleri
Algoritma, Yzic1 Sarf Malzemeleri, Satig, Veri, Tahmin.

2019, 83 sayfa



ABSTRACT
M.Sc. Thesis

PREDICTING THE SALE OF PRINTING STUFFS USING ARTIFICIAL
NEURAL NETWORKS AND BOX-JENKINS MODEL "MODEL OF IRAQ"

Ban ALMAHMUD

Siileyman Demirel University
Graduate School of Natural and Applied Sciences
Department of Computer Engineering

Supervisor: Asst. Prof. Dr. Mehmet ALBAYRAK

This study aimed to use the methodology of (BOX & Jenkins) for sefregression,
integrative moving averages (ARIMA) and artificial neural networks (ANNS)
method to predict ink sales. Through the study and analysis of time series data of the
printing stuffs sales index in Iraq during the period from January 2008 to December
2018 which represents 132 views and that is through the methodology application s
style (B&J) the style of autogressive and moving averages integrative study that
model is to represent the date among the models (ARIMA) which has been selected
this model based on the use of a measure of prediction accuracy (RMSE), (MAPE)
while when using the artificial neural networks (ANNs) model was (MLP) is the best
among models of neural networks to represent data these two methods were
compared in terms of accuracy and efficiency of prediction by using (RMSE),
(MAPE) the standard results indicated that the model artificial neural networks
(MLP) were reliable in predicting the extent of future series printing stuffs sales,
thus, the most appropriate model for our study subject and more suitable for further
predictions is ANN (5.5.1) neural network model.

Keywords: Artificial Neural Networks, Box-Jenkins Model, ARIMA Model
Algoritma, Printing Stuffs, Sales, Data, Prediction.

2019, 83 pages



TESEKKUR

[k basta bu ¢alismami tamamlamak igin beni basar1 yoluna gétiiren Yiice Rabbime
minnet ve siikkranlarimi sunar, daha sonra bu ¢aligmanin ortaya ¢ikmasi i¢in gerekli
katkiy1 esirgemeyen Saygideger Danisman Hocama sonsuz siikranlarimi bundan
dolay1r Allah’tan kendilerine hayirlar diler saygi ve takdirlerimi sunarim. Bununla
birlikte derslerimi gosteren biitiin hocalarima silikranlarimi sunarken Ozellikle de
tezimi degerlendirecek olan jiiri iiyelerine bana verecekleri bilgi ve yol gdsterici
elestirilerinden dolay1, hi¢bir bilgiyi esirgemeyen, yolumu aydinlatan ve bana parlak
bir gelecek sunmanin yollarim1 gosteren tiim hocalarim ile bu ¢aligmanin ortaya
cikmasi icin sadece bir giizel s6z bile olsa uzaktan veya yakindan yardimei olan her
kese sonsuz siikran ve minnetimi sunarim.

Ban ALMAHMUD
ISPARTA, 2019



SEKILLER DiZiNi

Sayfa

Sekil 3.1. Hiicre Detaylarinin Agiklamast ..........cccoviiiiiiiinniiiieieecec e 33
Sekil 3.2. Yapay Sinir AZ1 Genel Plant .......ccccoevviiiiiiiiiii e 35
Sekil 3.3. AZ Yapi1S1 MOdeli.......ccooiiiiiiiiiiiiciieeee e 36
Sekil 3.4. Yapay NOTOn OFEleli.......ccvuvveveeeieieieeeieeisieeie et 38
Sekil 3.5. Yapay Sinir AZ1 Modeli.........ccoviiiiiiiiiiiiiiciic e 39
Sekil 3.6. Esik (Adim) Fonksiyonu A¢iKlamast .........cccevvveeiiiiiiiieniiiee e 41
Sekil 3.7. Cizgisel Fonksiyonun Ac¢iklamalt Sekli ..o, 41
Sekil 3.8. Sigmoid Fonksiyonunun Ac¢iklamasi...........ccccovoveiiiiiiniince e 41
Sekil 3.9. Ileri Beslemeli Sinir AZ1 OMNeFi.........ccccvvriveriiiveiieieeieise s 43
Sekil 3.10. Agirlik Tadili (Uyarlanmasi) Genel Grafigi.........cccooovevviiiiiinincnenn, 45
Sekil 3.11. Hata Geri Yayilma Metodu.........ccccviiiiiiiiiiiiiiic e 51
Sekil 4.1. ABD Dolar1 ile Aylik Yazict Sarf malzemeler Satisla Miktar1 Zaman Serisi

GIATIZH. e 58
Sekil 4.2. Temel Seri Otokorelasyon Fonksiyonu (AFC) ..o, 60
Sekil 4.3. Temel Seri Kismi Otokorelasyon Fonksiyonu (PAFC)..........ccccooiiinnnne. 60
Sekil 4.4. Birinci Donemsel Farktan Sonra Yazici1 Sarf Malzemeler Satislar

ZAMAN SEIIST ...t 61
Sekil 4.5. Yazic1 Sarf malzemeler Satiglart Birinci Donemsel Fark Sonrasi

Otokorelasyon FONKSIYONU.........ccouiiiuieiieiiiie e 62
Sekil 4.6. Yazic1 Sarf malzemeler Satiglar1 Birinci Donemsel Fark Sonrasi Kismi

Otokorelasyon FONKSIYONU.........ccccuiiieiiieiiie e 62
Sekil 4.7. ARIMA (0,1,0) (0,0,1) Modeli Kalint1, Otokorelasyon ve

Ljung — BoX Testi GrafiZi ....ccccverveiieiiiieiieiesie e 67
Sekil 4.8. Kalintilarin Tekrarlanan Egimi ve Normal Q-Q Cizimi...........cccccevveeneee. 68
Sekil 4.9. Yapay Sinir Aglar1t Modelinde Kullanilan Veriler.............cccoooviiiiiinnnne. 70
Sekil 4.10. Deneylerden Elde Edilmis olan Yapay Sinir Ag1 Modeli...........c..ccee... 71
Sekil 4.11. YSA (5.5.1) Modelin Gergek ve tahmini degerler belirlenir. ................. 73

Vi



CIZELGELER DiZiNi

Sayfa

Cizelge 4.1. Istatistiksel TANIMIAL............c.cceviiriverieeieieeeee e 57
Cizelge 4.2. Zaman Serisinin Duraganlik Testleri.........ccccovvviiiiiiiiiniiieciieccieee 59
Cizelge 4.3. Yazict Sarf malzemeler Satislart Serisi igin KPSS, PP ve ADF Testleri

103110 163 F- 3 SR 61
Cizelge 4.4. Zaman Serisi Birinci Donemsel Fark Sonras1 Duraganlik Testleri ....... 63
Cizelge 4.5. Yazici Sarf malzemeler Satislar1 Serisi i¢in KPSS, PP ve ADF Testleri

N Te) 1L o] T o SRR 64
Cizelge 4.6. Zaman Serisi i¢cin En Uygun Donemsel Modelin Se¢imi ...................... 65
Cizelge 4.7. Onerilen ARIMA(0,1,0) (0,0,1) Modeli Fonksiyon Tahmini................ 65
Cizelge 4.8. Kalintilarin Dagilim Ozelliklerini Belirten Jarque — Bera Testi

N T0) 4L o] T o SRR 68
Cizelge 4.9. ARIMA (0,1,0) (0,0,1) Modeli Parametreleri Test ve

DegerlendirMesi........ccoiieiiiiiiiiciii e 69
Cizelge 4.10. ARIMA(0,1,1) Modeli Ongorii Dogrulugu OIGiitii........c.cevevevereennene, 69
Cizelge 4.11. Yapay Sinir Aglart Modeli........ccocoviiiiiiiiiiiiiiiiece 70
Cizelge 4.12. Box-Jenkins Metodu ile Yapay Sinir Aglart Metodunun Ongérii

Dogrulugu Olgiitlerinin Karsilastirtlmas! ...........cccoeeveveeevererereeecnnennns 72

Cizelge 4.13. YSA (5.5.1) Modeli Ongorii Degerleri.......ccvviiirereriiicecrererinenee, 73

vii



KISALTMALAR DIiZiNi

ACF
ADF
AlIC
ANN
AR
ARIMA

ARMA

BIC
B-J
DF
KPSS
MA
MAE
MSE
MAPE
MPE
MLP
OLS
PACF

PP
RMSE
SAR
SARIMA
SARMA
SMA

Otokorelasyon Fonksiyonu (Autocorrelation Function)
Genisletilmis Dickey Fuller Testi (Dickey Fuller Augments)
Akaike Bilgi Kriteri (Akaike Information Criterion)

Yapay Sinir Aglar1 (Artificial Neural Networks)

Otoregresif Siire¢ (Autoregressive)

Otoregresif Entegre Hareketli Ortalama Siireci (Autoregressive
Integrated Moving Average)

Otoregresif Hareketli Ortalama Siireci (Mixed Autoregressive
Moving Average)

Bilgi Kriteri (Bayesian Information Criterion)

Box and Jenkins

Dickey Fuller

Kwiatkowski -Phillips -Schmidt-Shin

Hareketli Ortalama Siireci (Moving Average)

Ortalama Mutlak Hata (Mean Absolute Error)

Hata Kareleri Ortalamasi (Mean Squared Error).

Ortalama Mutlak Yiizde Hata (Mean Absolute Percentage Error)
Ortalama Ytiizde Hata (Mean Percentage Error)

Cok Katmanli Ag1 (Multi Layer Perceptron)

Ordinary Least of Squares

Kismi Otokorelasyon Fonksiyonu (Partial Autocorrelation
Function)

Phillips and Perron

Kok Hata Kareleri Ortalamasi (Root Mean Squared Errors)
Mevsimsel Otoregresif Siireg

Mevsimsel Otoregresif Entegre Hareketli Ortalama Siireci
Mevsimsel Otoregresif Hareketli Ortalama Siireci
Mevsimsel Hareketli Ortalama Siireci

viil



1. GIRIS

Tahmin, gelecek icin planlama siirecindeki en 6nemli karar verme araglarindan ve en
onemli unsurlardan biridir. Dogru karar1 vermek i¢in, mevcut tim alternatifleri
incelemek, en iyi olan1 segmek, bu karardan kaynaklanacak etkilerin neler oldugunu
belirlemek, gecmis ve simdiki degiskenleri analiz etmek gerekir. Bu nedenle,
tahminin, gelecegi bilmek i¢in gegmis ve simdiki verilere bagl oldugunu goriilebilir.
Gelecek hakkinda bilgimiz bulunmamakta ve gelecekle ilgili verilen kararlarda da
yiiksek risk olasiligi mevcuttur. Bu nedenle tahmine ihtiya¢ duyulur. Bu riski
azaltmak, gelecegin ozelliklerini belirlemek, ge¢mis ile gelecek arasindaki benzerlik
derecesini  bilmek i¢in ge¢misteki olaylarin seyrinin analiz edilmesine
dayandirilmalidir. Bu bilgi alinan kararda giliveni arttirir. Tahmin araglar1 zaman
serisi verilerinde siklikla kullanilir. Cilinkii bu verilerin ¢ogu gegmiste meydana gelen

olaylar i¢in toplanmistir (Ameen, 2005 ).

Istikrarsiz ve yenilesmekte olan bir ¢evrenin gerektirdigi yenilesen bilgi ¢aginda
etkin, hizli ve siirekli performans gerekir. Bu nedenle kurumlarin bu dalgali ortamda
devamlilik, dayanabilirlik ve uyum saglayabilmeleri sarttir. Ancak bu kurumlarin
etkili olmalar1 ve net sonuglar elde edebilmeleri i¢in de; yenilenebilir bilgilere dayali,
giiclii ve etkin bir bilgi tabani olusturmali, bir dizi diizenlemelere sahip olmalidirlar.
Ayrica, kurumun varliimin ve siirdiiriilebilirliginin  temeli olarak miisteri
beklentilerine ve tiikketici memnuniyetine cevap verebilmek sarttir. Bu
diizenlemelerin aktif olduklar1 ortamin niteligine uygun sekilde titiz, matematiksel,
nicel ve bilimsel ¢alismalar gibi unsurlarla birlestirerek uygulama yodntemlerinin
yeniden gozden gecirilmesi gerekir. Cilinkii miisteri beklentilerine ve tiiketici
memnuniyetine cevap vermek, kurulusun bulunma ve devam edebilmesinin

temelidir.

Herhangi bir kurumun bekasi ve siirekliligi farkli idarelerinin ozellikle de satis
yonetimi fonksiyonunun yeteneklerine baghdir. Ciinkii diger tiim idari fonksiyonlar
satig yonetimi fonksiyonuna tabidir. Kurulusun gelecekteki satig ve liretim hacmini
belirleyebilen en aktif faaliyeti budur. Ayrica tiretimde kullanilan malzemeler i¢in
finansman hacminin, is giiciiniin ve diger harcamalarin belirlenmesinde aktif rol

oynamaktadir. Biitiin bunlar siire¢ i¢in ihtiya¢ duyulan nakit akisinin belirlenmesini



saglar. Buna gore satig tahmini yonetimi diger cesitli faaliyetlerin kilit faaliyetidir.
Iyi bir tahminden, diger fonksiyonlarin faaliyet ve gereksinimleri icin iyi

degerlendirmeler elde edilir.

Herhangi bir stratejinin etkinligi ve basarisi, en Onemlisi kararlarin dogrulugu,
uygulanmasi, hazirlanmasi, degerlendirilmesi ve gegerliligi bir¢ok faktdre baglhidir.
Yani karar verme siireci, biiylik 6l¢iide kestirim sisteminin ¢iktilarina dayanmaktadir;
clinkii bu, kurumun gelecekte degisken ve olaylarin nasil olacagma dair bir
vizyondur. Ayni zamanda is hiyerarsisinde de en 6nemli fonksiyondur (Karaman,
2004).

Tiim bu verilere ragmen, Irak’taki ¢ogu sirket, nicel dl¢lim yontemleri ve istatiksel
yontemler kullanmanin 6nemini de bilmelerine ragmen, satis tahmin siirecindeki

faaliyetlerinin ¢ogunda hentiz basit ve geleneksel yontemlere giivenmektedirler.

Tahmin (6ngorii), karar verme araglarindan en onemlisi ve gelecek i¢in planlama
siirecinde yine en énemli unsurlardan biridir. Dogru karar vermek i¢in, mevcut tiim
alternatifleri incelemek, ge¢misin ve bugiiniin degiskenlerini analiz etmek yoluyla,
bu karardan kaynaklanacak etkileri, neyin en iyisi oldugunu belirlemek gerekir. Bu
nedenle tahminin gelecegi bilmek i¢in gegmis ve giiniimiizdeki verilere bagh

oldugunu séyleyebilir (Lendasse, 2000).

Tahmin modellerini olusturmak i¢in kullanilan bir¢ok yontem vardir: Farkli zaman
serileri analiz yontemleri en yaygin kullanilan yontemdir. Yapay sinir aglari, genetik
programlama, veri madenciligi yontemleri ve benzerleri gibi diger modern tahmin
yontemleri de vardir. Bu arastirmada, iki tahmin yontemi kullanan zaman seresi
tahmini vardir. Bunlarin biri geleneksel tarz Box-Jenkins modeli; digeri ise modern
yontem yapay sinir aglari modelidir. Uygulama, yazici sarf malzemeler satis

sirketlerinin zaman serilerine uygulanir.

Kestirim modellerini olugturmak i¢in bircok yontem vardir, ancak bunlardan, farkli
alanlarda en kullanislisi, yontem degisik zaman serisi analizi yOntemidir. Bu
alanlardan en Onemlisi de Irak ekonomisi iizerinde biiyiik etkisi olan yazic1 sarf

malzemeler (toner) alanidir.



Aragtirmacilar simiilasyon yazilimlar1 kullanarak veri iiretebilirler, ¢iinkii bunlar
gereken verilerin bulunmadigi durumlarda istatistiksel modellerin sonuglarinin
ozellik ve titizligini belirlemede oldukca faydalidir, ¢linkii simiilasyon yontemi

hacim ve nitelik agisindan farkli veri iiretimi saglar.

Zaman serisinde kestirim siireci, zaman serisi verileri i¢in uygun model se¢iminden
direk etkilenir. Kestirim dogrulugu, zaman serilerinin gdézlem hacminden de
etkilenebilir. Bu nedenle bu arastirmanin sorunu, Box and Jenkins (B-J) modeli ile
yapay sinir aglar1 Artificial Neural Networks (ANN) modelinin arasinda kestirim
dogrulugu karsilagtirmast yaptiktan sonra zaman serileri kestiriminin en dogru

modelini bilmektir.

Yazici sarf malzemeleri, dijital diinyanin gelisimine ragmen fark edemedigimiz ve
giinliik islerde siklikla kullandigimiz ihtiyaglardan biridir. Yazic1 sarf malzemeler;
reklam, yayin, okul kullanimi, kamu kitaplarinin ve digerlerinin basimi dahil tiim
alanlarda kullanilmaktadir. Yazici sarf malzemeler, giinliik hayatta fark edilmeyen ve
dikkate alinmayan pek c¢ok alanda kullanilir en 6nemli malzemedir. Yazic1 sarf
malzemeler; giinliik hayatta kullanilan yasam gereksinimlerindendir. Kitap basimi ve
diger fotokopi fiyatlarinin yiikselmemesi i¢in bu alanda calisan yatirimeilar yazici

sarf malzemeler fiyatin1 en diisiik seviyede tutmaya ¢alismaktadirlar.

Ulkede yasanan ekonomik ve politik olaylardan dolay1 diger malzemeler gibi yazici
sarf malzemelerin de fiyat: dalgalanmaya ve yiikselmeye maruz kalir. Ulkenin politik
dalgalanmasi ve degisken ekonomik sartlar nedeniyle yazici sarf malzemeler de satis
miktar1 ve fiyat degisikligi acisindan bu durumdan fazlasiyla etkilenir. Bu nedenle
yatirimcilar istatistik yontemler kullanarak yazici sarf malzemelerin satis miktarini
ve fiyatin1 tahmin etmeye ihtiya¢ duyar. Yukaridakilere dayanarak, ¢aligma sorunu

asagidaki ana soruya odaklanmistir:

Irak’taki yazict sarf malzemeler satislarinin miktarini 6ngérmede en uygun

istatistiksel model nedir?



Bu calismanin amaci, Box—Jenkins (p, d, ) SARIMA ve Yapay Sinir Ag1 (YSA)
modellerinden hangisinin yazici sarf malzemeler satis miktarin1 6ngérmede daha
uygun model oldugunu belirleme ve segilen modelin Irak’taki yazici sarf malzemeler

satiglarinin gelecekteki miktarini tahmin edebilme konusu lizerinde odaklanmaktadir.

Yazict sarf malzemeler le ilgili calisma verileri, yazici sarf malzemeler satici
firmalarma ait elle yazilmis kendi kayitlarindan alinmaktadir. Ciinkdi bu firmalarin
veri tabanlari yoktu. Veriler Ocak 2008 — Aralik 2018 yillar1 arasinda alinan

verilerdir.

Calisma sinirlar soyle ayrilmistir:

o Zaman Sinirlari: Ocak 2008 — Aralik 2018 arasinda.
o Mekansal limitler: Irak’taki yazict sarf malzemeler satis firmalari.

. Nesnel sinirlar: Yazict sarf malzemeler satiglarinin miktari.

Bu calisma bes béliimden olusuyor. i1k bdliim, 6ns6z: Calismanin sorunu, ¢alismanin
amacini igeren genel bir giris ile ilgilidir. ikinci boliimde; onceki c¢alismalar ele
almacaktir. Uciincii boliimde, kullanilan zaman serisi modellerinin teorik gergevesi,
zaman serilerinin tanimi ve bilesenleri, otokorelasyon fonksiyonu, Box-Jenkins
metodolojisinin  en Onemli modelleri, ARIMA tani testlerinin yani sira
degerlendirmesi ve tahminler, sinir aglarmin tanimi, kullanimlari, c¢alisma
mekanizmalari, bilesenleri, yapilari, sinir aglarinin egitilmesi ve tahminlerini igeren
yapay sinir aglar agiklanacaktir. Dordiincti bolim, Box-Jenkins yontemi ile yapay
sinir ag1 yontemi kullanilarak, Yazici sarf malzemeler satis hacmine iligkin seri
verileri inceleniyor. S6z konusu serinin gelecek degerleri tahmin etmenin en iyi
yolunu belirlemek, iki model arasinda ayrim yapmak icin uygun istatistiksel testleri
kullanmaya yoneliktir. Caligmanin besinci boliimiindeyse ana onerileri ve ¢alismada

kullanilan referanslar sunulacaktir.



2. KAYNAK OZETLERI

Yapay sinir aglarin1 ve Box-Jenkins (B-J) metodunu kullanarak bir¢ok zaman serisi
caligmalar1 vardir. Bu boliimde, bu konuyla ilgili daha oOnceki c¢alismalar

sunulacaktir.

Gerra (1959), yumurta endiistrisi i¢in temel ekonomik sistemi tesvik ettigine inanilan
bir dizi davranis iliskileri ve kimlikler sundu. Denklemlerin uygulandigi yillarin
Otesinde yumurta endiistrisindeki degiskenlerin degerlerini tahmin etmeye yonelik
denklemlerin (bir ekonometrik model) kullanilmasiyla, yillik miktar degiskeni (yerli
yumurta tiiketimi, ¢iftliklerde yumurta tiretimi, ortalama say1) i¢in daha iyi tahminler
yapildigim1 belirtmistir. Ciftliklerdeki tabakalar ve satilan sayr esanli denklem
yaklagimindan elde edilmis, depolama hareketi ve fiyat degiskenleri gibi bazi

degiskenler i¢in daha iyi tahminler en kii¢iik kareler yontemi ile elde edilmistir.

Suits (1962), ABD ekonomisinin ekonometrik bir modelini sunarken bir tahmin araci
olarak kullanimin1 gosterdi ve politika analizi i¢in etkilerini arastirdi. Sunumu iki
boliime ayirdi. Boliim-I, ekonometrik modellerin genel dogasi ile son derece
sadelestirilmis sematik bir Ornek kullanarak, bir modelle tahminlerin nasil
yapildigini, bir modelin ek bilgi ve muhakeme kararmmin verilmesine nasil izin
verilecegini ve kisa siireli ve uzun vadede nasil ¢alistigin1 gostermektedir. Model
politika carpanlari modelin tersinden elde edildi. Pat-ll, ekonomide 32 denklemi

sunmustur.

Bluestone (1963), broyler dongiilerini tahmin etmek igin geleneksel mevsimsel
ayarlama ve veri filtreleme yontemlerini uygulamistir. Dénemsel uyum igin niifus
sayimi1 yontemini istihdam etti ve “iyi tanimlanmis 4 dongii” olarak adlandirdig: seyi
buldu. Broyler civciv yerlesimleri i¢in yaklasik 27 aylik bir dongii gereklidir ve
broyler fiyatlar i¢in yaklasik 30 aylik bir dongii 6nerilmistir. Bu dongtilerde broiler
fiyatlarinda yaklasik 21 aydir.

Tobin ve Arthur (1964), broyler pili¢ fiyatlar1 i¢in alti aylik bir uzun gecis filtresi
(basit Hareketli Ortalama) ve kulucgka tedarik siiriilerinde on iki aylik bir uzunluk

kullanmustir. Elde edilen filtrelenmis seri, her iki seri i¢in yaklasik 30 aylik dongiileri



ortaya ¢ikarmistir. 30 aylik dongiiniin iki serisinin zirveleri arasinda 12 ila 18 aylik

bir zaman farki vardi. Benzer bulgular Gross ve Ray tarafindan da gézlemlenmistir.

Schmitz ve Watts (1970), Amerika Birlesik Devletleri, Kanada, Avusturya ve
Arjantin'deki bugday verimlerini tahmin etmek i¢in parametrik modelleme
kullanmiglardir. Bu yaklagimin 6zii, verilerin, hareketli ortalama ve otoregresif siireg
bicimindeki rastgele bilesenlerin tahminini tanimlamak i¢in kullanilmasidir.
Ekonometrik modellerle tahmin yapilirken denendigi gibi yapisal iliskiyi belirlemedi
ve 0lgmedi. Amerika Birlesik Devletleri ve Kanada'daki verimi tahmin etmek icin
issel diizlestirme kullandilar. Ayrica parametrik modelleme ile iistel diizeltme

arasindaki tahmin dogruluklarini karsilastirmiglardir.

Leuthold vd. (1970), Giinliik domuz eti fiyatinin ve niceligin tahmin edilmesine
yonelik yaptiklar1 ¢alismada, farkli tahmin yaklagimlarinin tahminsel dogrulugunu
karsilagtirmak icin Theil'in esitsizlik katsayist kullanilmistir. Fiyat tahminine gore,
ekonometrik model, rassal yiiriiyiis modeli ve ortalama model ile arz tahminleri i¢in
ekonometrik model, rassal yiirliylis modeli, ortalama model ve zaman serisi
modelleri karsilastirilmistir. Zaman serileri modellemesi i¢in gerekli olan verilerin
tahmin edilecek olan degiskenle ilgili veriler oldugu, ekonometrik modeller i¢in ise
hem regresor hem de regresyonda verilere ihtiya¢ duyuldugu sonucuna varmisglardir.
Bu nedenle ekonometrik model kullanan tahminler stokastik olmayan gegici bir
cerceve ¢alismasi kullananlardan biraz daha iyidir. Ayrica, ikincisinin kullaniminda
biraz daha biiyilik hata yapma maliyeti, bir ekonometrik modelin olusturulmasinda ve

verilerin toplanmasinda ek maliyetten daha az olacaktir.

Montanes et al. (2002), niikleer enerji verileri ile yaptiklar1 analiz sonucunda,
YSA’nin daha iyi tahmin performansina sahip oldugu ve ARIMA modellerinin

zaman serisindeki sistematik degisiklikleri tahmin etmedigi sonucuna varmiglardir.

Ture ve Kurt (2006), hepatit A viriisli vakalarinin 6ngoriisii i¢in ¢cok katmanli, radyal
tabanli ve zaman gecikmeli olmak iizere ii¢ farkli YSA ile ARIMA modellerini
kullanmugtir. 13 yillik zaman serilerinin analizinin sonucu olarak, ¢ok katmanli YSA
programinin diger yontemlerden daha iyi tahmin performansina sahip oldugu

goriilmektedir.



Karaboga (2007), Kanyakumari Bolgesi'ne ait segilmis mallarin fiyatlarini tahmin

etmek i¢in sadece Zaman serisi modelleri kullanmistir.

Commandeur ve Koopman (2007), Box-Jenkins yaklagiminin temelde sorunlu
oldugunu ileri siirmektedir. Sorun su sekilde ortaya c¢ikmaktadir: “Ekonomik ve
sosyal alanlarda, gergek seriler asla duragan degildir, ancak ¢ok farklidir”. Boylece
aragtirmacit soruyla yiizlesmek zorunda: duraganlia ne kadar yakin yeterli?
Yazarlarin belirttigi gibi, "Bu cevaplanmasi zor bir soru". Yazarlar ayrica Box—
Jenkins't kullanmak yerine, zaman serisinin duraganliginin gerekmedigi hallerde,

durum alan1 yontemlerini kullanmanin daha iyi oldugunu tartismaktadirlar.

Cancela (2008), Bu calisma, ortalama 4175 goriintiileme ile 1-2-1991 ile 1-2-2006
arasindaki giinliik zaman serisi verilerine dayanarak sinir ag1 modelleri ve dort tilke
icin (Almanya, italya, Yunanistan ve Portekiz) ARIMA déviz kurlar1 arasindaki
karsilagtirmay1 incelemektedir. Sonug, YSA modelinin iistiin oldugunu goéstermistir

ve tahminde kullanilmigtir.

Hamzagebi et al. (2009), yaptiklar1 tahmin c¢alismasinda YSA, ARIMA ve kismi
uyarlamali tahmin tekniklerini karsilastirmiglardir. Calismanin sonuglari YSA’nin

diger metotlardan daha iyi tahmin performansina sahip olduguna isaret etmektedir.

Akdag (2015), Enflasyon beklentileri iilkeler i¢in biiyiik bir dnem tagimaktadir ve bu
tahminlere goére yatirimlar yapilmaktadir. Gelismekte olan iilkeler agisindan
enflasyon oraninin diisiik seyretmesi dnemli hedeflerden birisidir. Bu nedenle ge¢mis
verilere bakarak gelecege yonelik dogru tahminlerde bulunulmasi énemlidir. Kisa
vadeli takdir caligsmalarinda en uygun yontemlerden birisi zaman serileridir. Bu
calismada Box-Jenkins ve Yapay Sinir. Aglar1 olarak bilinen yontemlerle enflasyon
verisine ait zaman serisi analizi kullanilmis ve sonuglar karsilagtirmali olarak

sunulmustur.

Garg vd. (2016), Bu c¢alisma, Delhi i¢in Girilti Kontrol Miihendisligi
Enstitiisii'nden Aralik 2013 ile Agustos 2014 arasindaki donemde elde edilen giinliik

verilere dayanarak Box-Jenkins Modelleri ile yapay sinir aglarinin tahmin



yeteneklerini karsilagtirmaktadir. Sonu¢ olarak, YSA modeli, uyum saglama

konusunda ARIMA’dan daha iyi performans gostermistir.

Safi (2016), Bu calisma, 2000-2014 donemi icin Filistin Devleti’nin GSYIH
verilerine dayanarak Box-Jenkins Modelleri ile yapay sinir aglarinin tahmin
yeteneklerini  karsilagtirmaktadir. Sonug, YSA modelinin  ARIMA modelinin

performansindan daha {istlin oldugunu gostermistir.

Gao et al. (2017), Bu ¢alisma, ARIMA ve Yapay Sinir Ag1 YSA modellerini, 22
Mart — 14 Temmuz 2010 tarihleri arasindaki zaman serisi verilerine dayanarak
Ingiltere enerji piyasasi icin elektrik fiyatlar1 ile karsilastirmaktadir. Calisma,
ARIMA modelinin, RMSE 6lgeginin 6ngérme dogruluguna gére YSA modeline

kiyasla iy1 bir gelisme sagladigini gostermistir.

Nury vd. (2017), Bu ¢alisma, Kuzeydogu Banglades’in sicaklik verilerine dayanarak
Box-Jenkins Modelleri ile yapay sinir aglarinin tahmin yeteneklerinin arasindaki
karsilastirmay1 incelemistir. Bu karsilastirma modelleme i¢in 1957-2000 yillari
arasindaki egitim verileri ve performanslarin1 tahmin etmek icin 2001-2012 yillart
arasindaki veri grubundan olusan iki veri kiimesidir. Sonuglar Box-Jenkins’in Modeli

olan ARIMA YSA modelinden daha iyi performans sahip oldugu gosterdi

Ighravwe ve Anyaeche (2019), Bu ¢alisma, Nijerya'nin Apapa limanindan toplanan
verilere dayanarak Box-Jenkins Modelleri ile yapay sinir aglarinin tahmin
yeteneklerinin arasindaki karsilastirmay1 incelemistir. Geminin limanda ve rihtimda
gecirdigi gilinlerdir. Calisma, YSA modelinin ARIMA modelinden daha {istiin

oldugunu gostermistir.

Pandey (2019), Bu ¢alisma, Ocak 2007-Aralik 2016 tarihleri arasinda Hindistan’da
borsa giinliik verilerine dayanarak Box-Jenkins Modelleri ile yapay sinir aglarinin
tahmin yeteneklerini karsilastirmaktadir. Sonug¢, YSA modelinin  ARIMA

modelinden daha {istiin oldugunu gdstermistir.



3. MATERYAL VE YONTEM

Istatistiksel alanlarda kesin tahminler olduk¢a &nemlidir. Bu nedenle bu ¢alismada,
Irak’taki yazic1 sarf malzemeler satis miktarmin tahmini i¢in Box-Jenkins (B-J)
Otoregresif ve Biitiinlesik Hareketli Ortalama ARIMA (p,d,q) modeli
metodolojisinin kullanim1 ele alinacaktir. Box-Jenkins metodolojisinin kullanim
birka¢ asamadan ge¢melidir (Abraham, 1983). Birincisi tanimlama asamasidir. Bu
asamada, verilere uygun baslangic modeli se¢mek igin otokorelasyon’un nasil
kullanilacag: belirlenecektir. Ikinci asamada, verilere uygun model parametrelerinin
tahmin edilmesi gerekir. Ugiincii asama, ilk modelin uygunlugunu arastirmak icin
oncelikli testler ve belirtme incelemeleri ile ilgili ¢aligmalarla odaklanilacaktir. Son
olarak dordiincii asamadaysa, onerilen tahmin yontemi, 6zellikleri, hatalarin tahmini
ve calisilan seri verilerinin gelecekteki degerlerinin nasil tahmin edilecegi ele

alinacaktir.

Yapay Sinir Aglar1 (YSA), YSA tahmini, modern bir tahmin aracidir. YSA, agi
ogrenme ve kendiliginden egitme yoluyla herhangi bir model (seri) ile basa ¢ikma

yetenegine sahiptir.

YSA, birbiriyle iligkili birka¢ islem elementinden olusan aritmetik bir sistem
(Elements Processing) olarak tanimlanmakta ve i¢ine giren verilerin islenmesinde
dengeli, dinamik yapisi ile karakterize edilmektedir. YSA, bilinebildigi kadariyla
canli organizmalarda sinir agini simiile etmek i¢in kullanildigindan dolay1 kendisine

"Yapay Sinir Ag1" adi verilmistir (Allend, 1999).

YSA bilesenleri: Yapay sinir agi, ndron adi verilen bir hiicre grubundan veya
norotransmiter (Connections Neural) ile birbirine bagli bir grup diigiimden ya da bir

grup agirliklardan olugmaktadir.



3.1. Zaman Serisi

Zaman Serisi (Time Series); zaman silsilesine dayali olarak siralanmis belli bir
istatiksel gostergenin takim degerleri olarak tanimlanabilir. Zaman Serisi kavraminin
basit analizi ise belli bir olayin tarihsel siralamasini agiklayabilen matematiksel bir
modelin Kkestirilmesi veya Ongoriilmesidir, bu model sayesinde zaman serisi
degerlerini ¢ok net ve dakik olarak kestirebilme imkéan1 vermenin yani sira belli olan
olayin ileriki degerlerini 6ngérme ve tahmin etmek i¢in kullanilabilir. Zaman serisi
analiz yontemi ise, aralarinda herhangi bir i¢ baglant1 olmayan, kalint1 (hatalar) orani
en diisiikk seviyede birakan verilerin tabiatina uygun matematiksel bir modelin

olusturulmasina dayanmaktadir (Anderson, 1971).

Zaman Serisini ¢esitli bilgi ve degisik uygulama alanlarinda gozlemek miimkiindiir,
bu ve uygulama alanlarinin basinda ekonomi, egitim, tip, ¢cevre, meteoroloji, tarim,
kimya ve miihendislik gelmektedir, zaman serisinin bir kismi1 olan talepler ile ilgili
veriler gilin, ay ve yil gibi tarihsel olarak temsil edilmektedir. Bununla birlikte zaman
serisi, olus zamanma gore siralanmis degiskenlerden alinmis Ol¢limlerin bir
grubundan ibarettir. Milli gelir, issizlik, sanayi tiretimi ve benzeri ekonomik
etkinliklere dair zaman serisi 6onemli zaman serilerinden sayilmaktadir, aymi sekilde
ticaret ve sanayi sirketlerinin belli bir zaman siireci i¢erisinde yillik satis cirolari i¢in
de gecerlidir. Bu demek degildir ki zaman serisi sadece ticaret ve ekonomi alani i¢in
gecerlidir, bu konu 6rnegin belli bir bolgedeki yagmur miktarinin 6l¢imlenmesi,
herhangi bir egitim kurumundaki 6grenci sayisi veya belli bir bolgenin niifus
yogunlugu gibi alanlar1 da kapsar. Ongorii islemi elektrik, ekonomi ve benzeri birgok
bilim alam1 i¢in yaygin bir konu oldugundan uzunca zaman Oncesinden

istatistikg¢ilerin dikkatini ¢gekmektedir (Lendasse, 2000).

3.1.1. Zaman Serisi Cesitleri

Zaman Serisi; zaman silirecine gore birbirlerine bagh siirekli (Continuous) ve ayrik
olarak stirekli olmayan (Discrete) iki g¢esit olarak tasnif edilebildigi gibi zaman

etkisine bagli olmayan 6zelliklere sahip olan serilere istikrarli, zaman etkisine bagh

olan 6zelliklere sahip serilere ise istikrarsiz seriler denir.
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(Box ve Jenkins, 1976) Zaman Serisini; belli bir olayin zaman siireci igerisinde
(Y1llik, ¢eyrek yillik, aylik, haftalik, glinliik) kayit altina alinmis birbirine bagli seri
gbzlemler grubu olarak tanimlamistir, bu zaman serisi aralikli ve araliksiz siirekli

olan iki ¢esit silsileye ayrilmaktadir.

Zaman Serisi modeli, zaman serisi degerlerini hatalar1 ile onceki degerlere baglayan

fonksiyondur, istatistiksel zaman serisini bu formiille gosterebiliriz:
Zi=f®)+e&.;t=0+112 (3.1)
f(t): Matematiksel fonksiyon ile gosterilen diizenli kism1 temsil eder.

&:: Beyaz giirtiltii diye adlandirilan rasgele kismi temsil eder.

3.1.2. Zaman Serisinin Ogeleri

Zaman Serisinin incelenmesinin bir amaci da inceleme konusu olgunun tanimini
yapmak ve bu olguyu toplam siire igerisinde direkt olarak etkiyen veya maruz kaldig:
degisik etkenleri bilmektir. Aslinda diyebiliriz ki, bu olguda muhtelif zaman dilimleri
(periyotlar) icerisinde meydana gelen degisikliklere dort ayr1 etken neden olmaktadir

(Anderson, 1971) bunlar da:

o Genel Egilim (Yon)

. Mevsimsel Degisimler
. Donemsel Degisimler
o Arnizi veya Diizensiz Degisimler

3.1.2.1. Genel Egilim

Zaman Serisi genel trendi uzun vadeli temel degisimlerdir, bu degisimlerin en 6nemli
ozelligi ise degisimin ¢ok yavas ilerlemesi ve kademeli olarak kendini gostermesidir,
kisa siirelerde goriilmezken uzunca bir siire sonra belirlenmeye baglar ve aym

zamanda uzunca bir siire tek bir yonde devam eder. Genel Trend disiincesi uzun
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vadeli planlama isleri i¢in ¢ok faydali olmustur, 6zellikle de istikrarli ve siirekli
etkenlerden etkilenen niifus artis1 ve ekonomik kalkinma gibi sosyal ve ekonomik
olusumlarin Slgiimlemesinde yararli oldugu goriilmektedir. Uzun vadeli etenlerden
etkilenmeyen ekonomik faaliyetlerin oOl¢iimlemesinde genel trend metodunu
kullanmak miimkiin olmadigindan bu gibi 6l¢limlemelerde donemsel, mevsimsel ve
arizi etkenlerden olusan zaman serisinin istikrarli olmayan 6gesine basvurmamiz
gerekmektedir. Kamu biit¢esinin yonetimi gibi planlama ve kisa vadeli dngoriilerin

olusmasinda 6nemli bir yer alan etkenlerdir.

3.1.2.2. Mevsimsel Degisimler

Bazen haftalik, bazen aylik veya mevsimlik olmak iizere siiresi bir yili gegmeyen ve
belli zaman araliklarinda meydana gelen degisimlerdir. Yani degisik zaman dilimleri
igcerisindeki haftalarda, aylarda veya mevsimlerde ortaya ¢ikan benzer degisimlerdir
diye tamimlayabiliriz. Buna 6rnek olarak Bayram zamanlarinda elbise satislari,

elektrik enerjisi tiikketimi, bayram ve belli giinlerde tebrik kartlarinin satisi.

3.1.2.3. Donemsel Degisimler

Zaman serisi degerlerinde meydana gelen ve siiresi bir yi1ldan fazla olan diizenli veya
diizensiz degisimler ile degisik uzunluk ve hacimdeki zaman serisi verilerinin belli
donemlerde gosterdigi degisikliklerdir. Buna 6rnek olarak devletlerin kalkinma,
duraklama ve sonrasinda gelen gerileme donemlerindeki ekonomik gelisim

slireglerine orantili olan ekonomik faaliyetlerin degisim etkisini gosterebiliriz.

3.1.2.4. Anizi veya Diizensiz Degisimler

Yukarida siraladigimiz kategorilere girmeyen ve aciklanmasi miimkiin olmayan
hatalara dayali olarak ortaya c¢ikan etkenleri arizi veya ani degisimler olarak
niteleyebiliriz, bunlarin sonucu olarak diizenli olmayan tesadiifi etkenler diye
adlandirilir, 6rnek olarak savas, deprem, su taskinlari ve siyasi gelismeler gibi
olaylarin satiglar1 etkileyen olaganiistii etkenlere gelisigiizel degisimler diye

tanimlanir ve etkileri de olayin sona ermesinden sonra ortadan kalkar.
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Son olarak, bu 06geleri tanimak ve degerlendirmek zaman serisi c¢alismasinin
hedeflerinden birisidir. Genel trendi bilmek bize uzun vadeli planlama yapmamiza
yardimct olacagi gibi ileride meydana gelebilecek olan olaylari da kestirmemize
vesile olur, mevsimsel veya donemsel degisimleri bilmemiz ise bizlere kisa vadeli

planlamada yardime1 olacaktir.

3.1.3. Zaman Serisi Kavramlari

Zaman Serilerini analiz edebilmek i¢in asagida siralanan kavramlara deginmek

gerekir:

Zaman Serisini iki ayr1 sinifa ayirmak miimkiindiir, bunlar istikrarli zaman serisi ile

istikrarsiz zaman serisidir.

Zaman serisi analizlerinde ve uygun matematiksel modelin kurulmasinda, verilerin
istikrarli veya istikrarsiz olmasi énem arz etmektedir. (t, h + t) siireci igerisinde
zaman serisinin ¢izimi bazi zamanlarda bagka bir siire¢ icerisinde (s, h + s) ¢izilen
zaman serisi ile ayn1 olabilir, bu demektir ki serilerin davranislar1 arasinda zamansal
bir uyum s6z konusu oldugu ve buna da istikrarli yani diizenlilik (Stationary) denir

(Voind, 1999).

Biitiin ekonomik uygulamalarda zaman serisinin duraganlik ozelligi tasidigi
varsayilir, burada Box-Jenkins modellerinin analizindeki ilk adimin zaman serisinin
duragan ve hareketsiz olmasindan emin olunmasi gelmektedir, duraganlik ise
istatistikte zaman serisi hesaplama ortami ile bilinenlerin sabit oldugu anlamina

gelmektedir (Lendasse, 2000).

Zaman siireci icerisinde istatistiksel Ozelliklerin sabit olmasi durumunda zaman
serisinin duragandir denir, yani bu Ozelliklerin ileri veya geri yayilim durumu
bulunmamakla birlikte zaman birimleri sayis1 da tam istikrarli ve zayif istikrali diye

iki gesitten olusur (Voind, 1999).
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3.1.3.1. Tam Istikrarh

Herhangi sabit bir veriden segilen biitiin zaman noktalarinin (t1, t,...,tm) herhangi bir
gozlem (degiskenler) grubu ortak dagilim olasiligt (Xu, Xtz,...,Xtm) ile (Xt+k, Xto+k,
...,Xtm+k) ortak dagilim olasiliginin ayni olmasi durumunda o zaman serisi veya
rastgele isleme (Y1) tam duragan (istikrarli) denir (Priestley, 1981).

Pr (Xt1,Xt2,...Xtm) = Pr (Xtl + k Xt2 + k,..Xtm + k) (3.2)
Yukaridaki sartin yerine getirilmesi halinde bu seri tam duragan (istikrarli) olur.
3.1.3.2. Zayif Istikrarh

Zayif duraganlik kavrami, ortalama ile varyansin sabit olmasi kaydiyla zamanla
degiskenler ortak dagilim olasiliginin (Xt2, Xt1, Xum...) belli diizeylerde degismesine
izin vermektedir, ayn1 zamanda degisimin COV(Xt, Xt+k) zamana (1) dayali olmayip
sadece yavaslama siirelerinin (K) gostergesi olmas1 gerekmektedir. Ozel bir halde

ise, E(Xt = n) nin zamana (i) dayali olmayip sabit bir miktar oldugunda zaman

serisine (Xt) Birinci Dereceden Istikrarli (First Order Stationary) denir.

Asagida siralanan sartlarin olusmasi durumunda ise zaman serisine (Xt) Ikinci

Dereceden Istikrarli (Second Order Stationary) zaman serisi denir (Priestley, 1981).

e Zaman serisi ortalamasi sabit oldugunda
EXt)=pn (3.3)

Burada (u) rasgele siirecin ortalamasi olup zamana (t) dayali olmayip sabittir. Bu

ortalama asagida yer alan zaman serisi gézlemlerinden tahmin edilir:

~ T 1

=X = ;Z?=1 Y (3.4)
e Zaman serisi varyansi sabit oldugunda
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var(Xy) = EX,—w? = 02 = vy, ... (3.5)

Burada ( y, ) rasgele siirecin farkliligi olup zamana ( t ) dayali olmayip sabittir. Bu

farklilik asagida yer alan zaman serisi gbzlemlerinden tahmin edilir:

Yo = = T, (X, — X)? (36)
e Oto — Degisim (Zaman Serisi Ortak Varyansi)

cov(Xy, Xepr) = EXp — WXy — 1) = Vi 3.7)
Burada yisapma K sirasindaki rasgele islemin oto-degisimini gosterir, k dan itibaren

biitlin gercek degerleri i¢in zamana (t) dayali olmayip sabittir. Bu farklilik asagida

yer alan zaman serisi gézlemlerinden tahmin edilir:
o 1 G G
Yk = ;Z?+1(Xt = X) Kerk — X) - (3.8)

(Yiok=0=1..) Grubuna Oto-Degisim Fonksiyonu (Auto Covariance Function)

denir.
3.1.4. Zaman Serilerini Diizenli Hale Getirmek
Zaman serileri genellikle ya siire¢ ortalamasinda ya da degiskenlerinde sabit degildir.

Zaman Serisinin diizenli bir silsileye donistiiriilmesi i¢in birden ¢ok metot

bulunmaktadir (Hamilton, 1994).

3.1.4.1. Siire¢c Ortalamasinda Diizensiz Olan Zaman Serileri
Zaman serisi verilerinin sabit bir ortam ¢evresinde akmamasi halinde, bu ortalamada

diizenli olmayan zaman serisi demektir, siire¢ ortalamasinda serinin diizenli olmasin1

saglamak i¢in uygun olan degiskenleri (d) alinz.
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Eger Xt Serisi diizenli olmayan bir zaman serisini gosteriyor ise; bu serinin diizenli

hale doniistiiriilmesi bu sekilde olur (Spyros, 1983):

Y, = A%X, (3.9)

Burada A = B-1 : Sayet

BX, = X,_; (3.10)

B2X, = X,_, (3.11)

B geriye dogru kaydirma etkeni olarak adlandirilir.

Zaman serisinin degiskenlerini (d) ele almanin amaci o zaman serisinin diizenligini
(istikrarin1) saglamaktir, genellikle de bunun degeri d = 1, 2 ye esittir (Anderson,
1976).

Degiskenler siireci, 6z baglanti degerlerinin sifira diisiiriilmesi i¢in siirekli olan
mekanik bir gorevdir. Bu gorev iki veya ii¢ geriye dogru zaman siireglerinde
gergeklesir (Ljung, G., 1985) Birden fazla bir farkliligi uygulamakta miimkiin

olmakla birlikte genellikle Birinci ve Ikinci fark yeterlidir.

3.1.4.2. Degiskenlerde Diizenli Olmayan Zaman Serileri

Saglam ve dinamik bir modelin elde edilmesinin en temel problemlerinden birisi de
degiskenlerin sabit olmamasidir. Bu problemin giderilmesi yolu ise zaman serisi
dontistiirticiilerinin (Logaritma veya Karekok ...v.b. gibi) alinmasidir (Vandaele,
1990) zaman serisi doniistiiriiciilerinin alinmasi suretiyle diizenli zaman serileri elde

etmemize yardimci olur.
Ozellikle pozitif bir seri icin gecerli yaygin olan Dért adet doniistiiriicii

bulunmaktadir, varsayalim asli seri olan Yt> 0 ve Xt de doniistiiriilen seridir, buna

gore doniistimler (Priestley, 1981):
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o X; = In(Y;) ... ... ... ... .Algoritma Doniistimii

. X, =1In (1—Cth) ......... Lojistik Doniisiim

. X =+ 1/y¢ eon oo oe o Karekok Doniistimii

A
Yiiq

. X¢=91 2 v veen. Box & Cox DOniigtimii
In(y)

3.1.5. Diizenlilik Ol¢me Testleri

Herhangi bir zaman serisinin diizenliligini 6l¢gmek ic¢in cok sayida test metodu

bulunmaktadir, bu testlerden bir kismi1 agsagida gosterilmektedir:
3.1.5.1. Dickey — Fuller Testi

Bu test sayesinde serinin diizenli olup veya olmadigina karar verilebilir. Basit olan
Dickey — Fuller (DF) testi ti¢ adet basit denkleme dayanmaktadir, bu denklemlerde
(1) inci seviye 6z sapma modellerinden rasgele olgunun bulundugu varsayilmaktadir

(Dickey, 1981):

1—AX, = X,y + e (3.12)
2 - AXt == ao + O(1Xt_1 + et (3.13)
3 - AXt - O(O + (X1Xt_1 + Bt + et (314)

A : Birinci Degisken Katsayisi, yani Xt = Xt — X1
e;: Beyaz Giiriiltii Degiskeni (White Process Noise)

3.1.5.2. Genisletilmis Dickey Fuller Testi
Basit Dickey Fuller testi (DF) sadece (1) inci seviyeden olan 6z sapma modelleri ile
siirli kalmaktadir. Dickey& Fuller bu sefer (1) inci seviyeden biiyiik olan 6z sapma

modellerini kapsayacak sekilde testi biiyiitme yoluna gitmistir. Bu test asagida

siralanan Ug denkleme dayanmaktadir (Dickey, 1981):
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AX; = oy X5 BjAX( 1 + ey .. (3.15)
AXt = (XO + alxt—l + ZJP=1 BjAXt—l + et (3.16)

AX; = o + oy X + X7 BjAX g + e ... (3.17)
e;: Beyaz Giiriiltii Degiskenini temsil etmektedir.

Burada gergeklesen test Basit Dickey Fuller testinin aynisidir Ho:ay—, (Birlesme

Kokii Bulunmakta)
3.1.5.3. Phillips ve Perron (PP) Testi

Bu testte (Perron, 1987) basit Dickey Fuller testinde karsilasilan rasgele hatanin
belirlenmemesi ile standart olmayan otokorelasyon fonksiyon problemlerini ortadan
kaldirmaktadir.

3.1.5.4. KPSS Testi

(Kwiatkowski ve Phillips, 1992) Zaman serisi istikrarini test etmek lizere gelistirilen
Dickey—Fuller Testinin tamamlayicisi olan yeni bir testi gelistirdi. Bu testte; Dickey—
Fuller testinde varsayilan zaman serisinin diizenli olmamasi ve yoniiniin

olmamasinin aksine, zaman serisinin diizenli ve istikrarli oldugu varsayilmaktadir.

3.1.5.5. Ljung-Box Testi

Box-Pierce testinin aynisi olan alternatif bir test daha bulunmaktadir, bu testin adi
Box-Ljung olup Q 6rneklemesi halinde bu formiil ile gdsterilmekte ve m den daha

dogru sonuglar vermektedir (Hill, 2011).

LB = n(n +2) X, —— (3.18)

n—

m: Zaman araliklarinin sayist
Bu testin biiyiikk hacimli 6rneklerin yani sira kii¢iik hacimli 6rneklerin en kiigiik

hacimli Q degerinden biiyiik olan degere esit karekoklii dagilima sahiptir, burada

elde edilecek olan Q degeri tablo degerinden biiyiik ise otokorelasyon fonksiyonun
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parametreleri sifira esit oldugu varsayimini reddederek serinin duragan olmadigini

Kabul edebiliriz, H:Pk = 0 varsayimin reddi.

3.1.5.6. Fonksiyonu ile Kismi Otokorelasyon Fonksiyonu

Incelenmekte olan bir zaman serisinin diizenli olup veya olmadiginin bilinmesi
hususunda Otokorelasyon Fonksiyonu (ACF) ile Kismi Oto-Korelasyon Fonksiyonu
(PACF) konusunu arastirmak 6nem arz etmektedir. Bu arastirma ve inceleme, ya
calismaya konu olan olayimn grafiginin ya da Otokorelasyon Fonksiyonu (ACF) ile
Kismi Oto-Korelasyon Fonksiyonunun (PACF) gézlemlenmesi ile miimkiin olur, bu

konu asagida daha detayli bir sekilde ele alinmastir:

o Otokorelasyon Fonksiyonu (ACF)

Degiskenler arasinda korelasyonun (Baglanti) anlam1 bir zaman serisi igerisinde yer
alan seri degiskenlerin arasinda bir iliskinin var oldugudur, degiskenler veya

gozlemler birbirleri ile baglantilidir denilmektedir.

Otokorelasyon ise muhtelif sapma siireglerinde (k) ayn1 degisken igerisinde bulunana
deger arasinda var olan iligki derecesini agiklayan bir gosterge olup bunun degeri de
(1 veya — 1) arasinda degismekte yani (-1>pk >1) oldugu ve bu formiil ile hesaplanir
(Box, 1970):

Yk __ k Noktasindaki Degisim

Pk = Yo Farklihk (3.19)
Zira:

t—y) (yt+k -y
Vi = Xy n}:)liy_ - y) (3.20)
n = Ornegin Hacmi.
K = Zaman Dilimi Uzunlugu

_ 2
yo = 29" (3.21)

2n-1

19



Oto—Korelasyon islemlerinin istatistiksel dagilimi sifir ortalamali ve i farkli hesap

ortaminda dogal bir dagilimdir. Buradan=0, 1, 2, 3,.....p,~N (O, %) (Bartlett, 1946)

Zaman serisi ortalamasinda ¢ikis veya inis yoniinde bir hareketlenmenin
bulunmasindan dolay1 diizensiz bir zaman serisi ise, ornegin (ACF) fonksiyonu
kesilmez ve sifira dogru yavasca sapmaz, bunda nedeni gozlemler, zaman serisinin
birden ¢ok zaman siiregleri icerisinde hesap ortaminin yoniine dogru sapmaya meyilli
oldugundandir. Bunun sonucu olarak da uzun vadeli sapma siire¢lerinde ¢ok sayida

oto — korelasyona rastlamak miimkiindiir (Brockwell, 1994).

Kalintilara ait Oto—korelasyon fonksiyonu, modelin uygunlugunun test edilmesi i¢in
onemli bir ara¢ olup bu testte kalint1 hatalarinin rastlantilarini test etme yolu ile bu

sekilde olur (Vandall ve Walter, 2004).

_ {1k=0
Pk = Lok =0

Oto—Korelasyon Fonksiyonu (ACF) Ozellikleri
e 1 =p, demektir ki otokorelasyon (ACF) katsayisinin 0 noktasinda tam Birdir.

® py = p_x Burada otokorelasyon (ACF) fonksiyonu, énemli olan siire¢ boyu K

oldugundan 6niindeki isarete bakilmaksizin pozitif deger alir.

¢ |pi| < 1 Otokorelasyon (ACF) katsayisinin mutlak degeri Bire esit veya daha

azdir.

e pxDegerinin Tam Bire yakin (+1.0) veya (- 1.0) ise seri olan pozitif veya negatif

zaman serisi gozlemleri arasindaki iligki biiyiik olur.

e pyDegeri sifira yaklastigi slirece zaman serisi gozlemleri arasindaki iligki de
zayiflar, bu deger sifira esit olmasi halinde ise goézlenen degerler arasinda

herhangi bir baglantinin bulunmadig1 demektir.

e Otokorelasyon serisi her zaman tam pozitiftir (Shaarawi, 2005)
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e Kismi Otokorelasyon Fonksiyonu (PACF)

Zaman serisi degerlerinin sabit oldugu varsayilarak ayni seri icerisindeki Z;_, Z;
arasinda asili kalanlar1 6lgen bir gostergedir. Bu gosterge AR(P) Seviyesindeki oto-
sapma modelinin en son sinir1 olarak tanimlanmaktadir. Kismi otokorelasyon

fonksiyonu katsayisi oto-baglanti yolu ile elde edilebilir (Shaarawi, 2005).

Kismi otokorelasyon fonksiyonu (PACF) zaman serisi analizinde kullanildigi gibi
istikrarli olan rasgele islem modelleri grubu igerisinden en uygun modeli se¢mek,
seviyesini belirlemek ve kalinti hatalarinin rasgele testi yolu ile 6rnek verilerine

uygun olup veya olmadigini test etmek i¢inde kullanilmaktadir.

@ik Degeri, aralarinda olusanz;_q, Z;_, ... ..... Zs_r_1degisenler sonucu ortaya ¢ikan
baglant1 etkisinin giderilmesinden sonra Zi ve Zwk arasindaki baglanti degerini
vermektedir. Geri yayilma (k) siirecinde (Dkk) ile sembolize edilir ve

hesaplanmasinin bir metodu da kismi sapma katsayis1 Gkk hesabi ile yapilmaktadir.
Diizenli olan zaman serisine ait kismi otokorelasyon fonksiyonu (PACF), sapma
stireleri arttikga sifira dogru hizli bir sapma egilimi gosterir veya belli sayidaki (k)
sapma siireleri sonrasinda tamamen kesilir (Anderson, 1942).

Kismi Otokorelasyon Fonksiyonunun (PACF) Ozellikleri

e Kismi otokorelasyon fonksiyonu (PACF) katsayisi, herhangi bir diizenli islemde

Sifir noktasinda Bire esit olur, yani Goo= 1dir.
o Ok Degeri her zaman kapali siireg [-1, 1] igerisinde yer alir.
e Zi, Zi1 arasinda degiskenlerin bulunmamasindan 6tiirli, Birinci zaman dilimi

igerisindeki kismi otokorelasyon fonksiyonu (PACF) katsayist daima birinci

zaman dilimi icerisindeki otokorelasyon fonksiyonuna esittir, yani@,, = padir.
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e Sayet Qkk = 0 ise bu demektir ki herhangi bir zaman dilimi degiskenleri K
arasinda kismi dogrusal bir iligkinin bulunmadigi anlamma gelmektedir, buna
ragmen aralarinda dogrusal olmayan kismi bir iliskinin bulunmasi da miimkiindiir

(Shaarawi, 2005).

3.1.6. Zaman Serisi Modelleri

Bu boliimde rastlanti sonucu olusan zaman serileri modellerini ele alacagiz, bu
modellerin en 6nemli olanlar1 ise Otoregresif Modeli (Autoregressive Model (AR)),
Hareketli Ortalama Modeli (Moving Model Average (MA)), Otoregresif Hareketli
Ortalama Modeli (Mixed Autoregressive Moving Average Model (ARMA)),
Biitiinlesmis Otoregresif Hareketli Ortalama Modeli Autoregressive Integrated
Moving Average Models (ARIMA) ve Donemsel Biitliinlesmis Karmasik Ortalama
Modeli (SARIMA) dir.

3.1.6.1. Donemsel Olmayan Otoregresif Model (AR)
Duragan ya da istikrarli zaman serilerini inceleyenlerin onciilerinden olan Yule, 1926
Yilinda otoregresif AR (P) modelini ele almis ancak 1931 Yilinda Wlker isimli bilim

Insan1 tarafindan otoregresif modelleri icin genel bir modeli ortaya cikarmistir

(Priestley, 1981).

{a;Jt € T} nin 0 ortalama ve a2 varyans: ile Beyaz giiriilti islemi oldugunu
varsayalim, bu isleme {X(|t € T} p seviyesinde otoregresif AR (p) islem denilir
(Anderson, 1976; Powell, 1997; Xuan, 2004).

p seviyesinde otoregresif AR (p) Islem Modeli Genel Karakteristigi ise:

Ve = B +P1ye-1 + Py + 0+ PpYep + & (3.22)
€ Beyaz giiriltii egimini (Rasgele Egim) temsil etmekte olup 0 ortalama ve

o2 varyanst ile dogal bir dagilim gosterir. u sabittir ve 1 <@ < 1dir.

D1, D1, .. ... @, Otoregresif modelin bilinenlerini temsi eder.
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Bu karaktere otoregresif AR denir ve simdiki ile onceki 6zlemler arasinda olan

iliskiyi temsil eder.

Bu tiirden olan AR Modelinin otokorelasyon fonksiyonu kademeli bir sekilde
asagiya azalarak egik bir sekil almakla birlikte sapma periyotlar1 (k) artar ve p
periyodu sonunda buna ait olan kismi otokorelasyon fonksiyonu kesilir (Ameen,
2005).

3.1.6.2. Donemsel Otoregresif Modeli (SAR)

Bu modelin genel sekli bu sekilde formiile edilebilir:

Ve = Ps¥is + DosYi—2s + (I)pSYt—pS + & (3.23)

Burada: ¢, Donemsel otoregresif karakterini gosterir, P Donemsel modelin

derecesini gosterir.

3.1.6.3. Donemsel Olmayan Hareketli Ortalama Modeli (MA)

{e;|t € T}nin 0 ortalama ve o? varyans1 ile Beyaz giiriiltii islemi oldugunu
varsayalim, bu isleme {x.|t € T} q seviyesinde hareketli ortalama MA(Q) islem
denilir (Vandaele, 1990; Powell, 1997).

Birdn fazla Bilim Insan1 hareketli ortalama MA(q) modelini incelemis ve bu modeli

(q) seviyesinde bu sekilde formiile etmistir:

Ve = W= 0181 — 0285 — 08 q + & (3.24)

Burada:
g, Rasgele egimi temsil etmekte olup 0 ortalama ve o2 varyansi ile dogal bir dagilim

gosterir, u sabittirve —1 < @ < 1 dir.

@1, D1, ... ..... @, Otoregresif modelin bilinenlerini temsi eder ve halihazir gézlem

degeri ise simdiki ile onceki gbzlemler arasindaki rasgele hatalara dayanur.
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Bu tiirden olan MA Modelinin otokorelasyon fonksiyonu (ACF) (q) Sapmasindan
sonra kesilir ya da sifira dogu yaklasirken kismi otokorelasyon fonksiyonu (PACF)

egik bir sekilde azalir (Ameen, 2005 ).

3.1.6.4. Donemsel Hareketli Ortalama Modeli (SMA)

Yavaglama (L) Faktoriinii kullandigimiz zaman:

Y = 05(L%) g = (1 — O5L5 — 0,517 — -+ — O L) (3.25)

Q seviyesinde donemsel hareketli ortalama modeli ana formiilii bu sekilde olur:

Y = & — O58s — Ops&_35 — * — OQsEr—qs (3.26)
Burada O, donemsel hareketli ortalama modeli —1 < @ > 1 karakterini temsil
etmektedir, Q Donemsel Modelin derecesini, S Dénem periyodu uzunlugunu temsil

eder.

3.1.6.5. Karmasik Model (Otoregresif ve Hareketli Ortalama) (ARMA)

Bu model otoregresif modeller ile hareketli ortalama modellerinin karisimindan
ortaya ¢ikmakta olup ARMA (p.q) ile gosterilmekte ve verilerin duragan yani
istikrarli olmast halinde kullanilmaktadir. Bu modelin (p.q) derecesindeki genel

formiilii ise (Box — Jenkins, 1976):

Ve = B+ D1Yic1 + Doyea + o0 + OpViop T & — 0181 — 0282 — -+ 03€q
(3.27)

Bunun otokorelasyon fonksiyonu ile kismi otokorelasyon fonksiyonu kademeli

olarak azalmaktadir.

Geri yayilim katsayisini (B) kullandigimizda seriyi bu sekilde gosterebiliriz:

$p(B)yr = o + 64(B)e, (3.28)
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¢, (B) otoregresif (¢, ... ¢ ) bilinenleri (B) smir1 igerisinde miiteaddittir.

0, (B) otoregresif (6, ... 0 ) bilinenleri (B)Sinir1 igerisinde miiteaddittir.

Bu modelde duraganligin saglanmasi i¢in (¢pp,(B) = 0) denkleminin kokleri birim

¢cemberinin diginda olmasit gerekmektedir.

Ayni sekilde:(6_q (B)0) denkleminin kokleri birim ¢emberi i¢in de gecerlidir
(Aljubouri, 2010).

3.1.6.6. Dionemsel Karmasik Model (Donemsel Otoregresif ve Hareketli

Ortalama)

Bu genel sekilde gosterilir:

Ve = Ps¥ios T PosVios + - + PpsVips T & — Os€g — O25€_25 — *** — OgsEr_qs
(3.29)

3.1.6.7. Biitiinlesmis Otoregresif ve Hareketli Ortalama Modeli (ARIMA)

ARIMA Modeli tek degiskenli modeller arasinda kullanim1 en yaygin olan modeldir.
Genel olarak bu model esya fiyatlari, enflasyon ve {irlin fiyatlar1 gibi birgok
ekonomik olaylarin degerinin Ongoriilmesi i¢in kullanilmaktadir (Meyler, 1998;
Fkiring, 1991). Bu model ayn1 zamanda 6rnegin bazi hastaliklarin yillar igerisindeki
gelisimini tahmin etmek gibi ekonomik olmaya baska degiskenlerin de dngoriilmesi

i¢in kullanilmaktadir (Purohit, 1998).

Bazi zaman serileri modelleri kendi igerisinde istikrarsizdir, ancak yapilacak olan
bazi miidahaleler ya da varyansini degistirmek gibi islemlerden sonra istikrarl
(duragan) hale gelir. Dolayisiyla bu islemi tabir eden model ana modelden farkli
olacagindan gergeklestirilmis olan miidahale ve islemleri icermis olmasi
gerekmektedir. Bu tiirden olan istikrarli modellere Biitlinlestirilmis Otoregresif ve

Hareketli Ortalama Modeli ad1 verilir (Dobre, 2008).
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(ARIMA) Modeli zaman serileri modelleri arasinda en ¢ok kullanilan model olup bu
model igerisinden gerek otoregresif ve hareketli ortalama gerekse karmasik olan
modelleri elde edebiliriz, bu modeller {i¢ ayr1 kisimdan olugmaktadir, Birinci kismi1
genel olarak zaman serisi Ongorilerini belirlemek gibi islemlerde kullanilan
otoregresif (AR(p)) modeli, Ikinci kismi da hareketli ortalamay1 (MA(q)), Ugiincii
kisim ise serinin istikrarli olmasi i¢in gerekli olan varyanslart (I(d)) tabir eder. Bu
model geri yayilim katsayilarin1 (B) kullanarak bu genel sekil ile gosterilir (Dobre,
2008):

d(B)(1 — B)IX, = ¢y + 0(B)e, (3.30)
¢B) = (1 — ¢4B — - $,BP) (3.31)
6(B) = (1 — 6B —--6,B9) (3.32)
(1-B)4 =d (3.33)

Z, = A%X, Varsayilarak biitiinlestirilmis otoregresif ve hareketli ortalama modelin
ARIMA (p, d, q) genel sekli boyle olur:

Zt = U + ¢)1Zt_1+ e +¢pZt_p + -+ EZt—p—d + & — elst_l — e qut_q
(3.34)

Bu ozellikten dolayr ARIMA Modeli derece farkliligi olmakla birlikte ARMA
Modelinin istikrarl bir tiirli olarak kabul edilir (Kaiser ve Maravall, 2001).

3.1.6.8. Donemsel Biitiinlesmis Otoregresif ve Hareketli Ortalama Modeli
(SARIMA)

Zaman serileri aslinda donemsel etki faktorleri igermektedir, bu faktorler p ve q
degerlerinin yiikselmesine neden olarak Ongorii tahminlerini zorlastirmaktadir.
Bundan dolay1 da donemsel etki faktorlii biitiinlestirilmis SARIMA (p,d,q) adh

model olusturulmus ve matematiksel olarak bu sekilde formiile edilmistir:

¢ (L)P(LHVIVRY, = 8(L)O(L S)e, (3.35)

Burada:
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D(L%) =1 — P15 — 125 — (I)prS (3.36)
O(LS) = 1 — 6,15 — 6,17 — B, LIS (3.37)
V2= (1 — L5)P Dénemsel farkliliklar1 (D) gostermekte ve V4= (1 — L)% de gerekli

olan duraganligi yt saglayan (d) derecesindeki seri farkliliklart gdsterir.

3.2. Box-Jenkins (B-J) Metodolojisi

Bilim insanlar1 Box ve Jenkins’in 1970 Yilinda yayimlanan eserlerinde orta
koyduklar1 analiz metodu, en giivenilir modern analiz tisluplarindan birisi sayilabilen
zaman serisi modern analiz metodu olarak kabul edilmistir. Ortaya koydukklar1 bu
metot, diger bir¢ok baska Ongoérii metotlarindan farklt olup bu o6zellikleri

bulunmaktadir (Sharawi, 2005):

o Kapsamli, diizenli ve giivenilir bir 6ngoérii ve modelleme sistemidir. Bu
demektir ki, zaman serilerinin analizinin; uygun modelin segilmesi asamasindan
baslayip bu modelin 6zelliklerini tahmin ve teshis etmek ve daha sonra ileride elde
edilecek olan gozlemleri 6ngérme asamasina kadar olan biitlin asamalarinda kesin ve
kapsamli ¢oziimler sunmaktadir.

o Serinin gbzlemleri arasinda bagimsizlig1 varsaymamakta olup bunun yerine,
pratikte karsilastigimiz birgok zaman serisi modelinin aksine kuvveti ve kudreti ile
bilinen ARMA modelleri araciligiyla verilerin igerisinde yerlesmis olan baglanti
modellerini kullanarak sonugta istatistiksel olarak koordineli ve giivenilir dngoriileri
elde etmemizi saglar.

. Gerekli olan verilerin tamami1 veya yeterli kadarinin bulunmasi1 durumunda,
baska metotlardan daha dakik ve kapsamli 6ngoriiler elde edilir.

. Baska metotlarla elde edilmesi miimkiin olmayan, donemsel olan ve olmayan

uygun ileri gozlemler icin giivenilir zaman periyotlar1 verir.
Box—Jenkins metodolojisini kullanarak zaman serileri modellerinin olusturulmasi

Dort ayrn siirecte gergeklesir bunlar; belirleme siireci, tahmin siireci, teshis siireci ve

son olarak da 6ngori siirecidir (Box ve Jenkins, 1976).
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3.2.1. Model Belirleme

Zaman serileri modellerinin belirlenmesi siireci, zaman serileri modellerinin
kurulmasinda en 6nemli asamadir. Bu algoritma siirecinin ilk agamanin temelini
1976 yilinda iki bilim insan1 olan Box ve Jenkins olusturmustur. Belirleme siireci
oncesinde ise verilerin hazirlanmasi asamasi gelir, verilerin ¢izime doniistiiriilmesi,
tam ve kismi otokorelasyon baglantilarinin gbzlemleri sirasinda verilerin diizenli
olmasi halinde bu veriler taninmaya veya belirlenmeye hazirdir anlamina gelir,
serinin ortalama ve varyansinda diizensizliklerin bulunmas: halinde ise, bu
diizensizligin ortalamada giderilmesi i¢in birinci varyansilari (d=1) alinir. Bu isleme
ragmen diizensizligin giderilmemesi halinde de ikinci varyans (d=2) alinr.
Genellikle birinci veya ikinci varyansi alinca seri diizenli hale gelir. Diizensizligin
varyansta olmasi durumunda ise bu diizensizlik verilerin uygun doniisiimii yolu ile
giderilir. Zaman serisi istikrara (diizene) kavusmasindan sonra model belirleme
asamasina gegcilir, bu asama zaman serisini olusturan veriler ile baska bilgilerin
kullanilmasina gecilmesi anlamina gelir. Burada asil amag¢ Genel Dogrusal Modeli

ARIMA igin gerekli olan (p,d,q) degerinin elde edilmesidir (Box ve Jenkins, 1976).

Modeli ve derecesini belirlemede kullanilan iki Fonksiyon ise otokorelayon (ACF)
ile kismi otokorelasyon (PACF) Fonksiyonlaridir. Bu iki fonksiyonun grafigi
cizilerek otokorelayon ve kismi otokorelayon islemlerinin, otokorelayon (ACF) ile
kismi otokorelasyon (PACF) Fonksiyonlar1 teorik davranist ile uyumu saglanir

(Ameen, 2005).

3.2.2. Modelin Tahmini

Modelin tahmini siireci, zaman serilerinin incelenmesi ve analizinin Ikinci
asamasidir, bu asama oncesi olusturulmasi istenilen zaman serisi i¢in uygun bir
modelin belirlenmesidir. Kurulmas istenilen modelin ana amacinin gergeklesmesi
i¢cin de dogru 6ngoriiniin olusturulmasi gerekmektedir, bu olusturma islemi sirasinda
da Ongoriiniin tahmin kalitesi ile ele alinan zaman serisine uygunlugunun garanti
edilmesi gerekir, model tahminin diizgilin yapilmasi i¢in bir¢ok metot bulunmaktadir,

bunlarin en 6nemlileri ise (Pirece, 1971):
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o Olagan En Kiigiik Kareler Metodu (Method of Ordinary Least Squanes
(OLSE), Bu metot tahmini hata karelerinin azaltilmasi ve minimum diizeye
getirilmesi esasina dayanmaktadir.

o Maksimum Olasiliklar Metodu (Method Maxsimum Likelihood MLE), bu
metodu bu sekilde Ozetlemek miimkiindiir, tahmin edilmesi diisiiniilen modelin
siralanmig degerlerinin belirlenmesi; hata karelerini en aza indirgeyen olasilik

fonksiyonun biiylitiilmesi esasina gore yapilmasidir.

3.2.3. Modelin Teshisi

Birinci agamada olusturulan zaman serisi modeli; modelin verilerini, genel yapisini
ve rasgele degiskenleri (g;) olusturan rasgele islemlere dair birtakim 6nemli teorik
varsayimlara dayanir. Model taslagini tanima ve 6zelliklerinin tahmin edilmesinden
sonra bu modelin degerlendirilmesi yapilarak bu teorik varsayimlara uygun olup
veya olmadigindan emin olunmasi gerekmektedir. Teshis asamasinda yapilanlar ise

bir¢ok test ve analizlerin yapilmasindan ibarettir (Sharawi, 2005).

. Duraganlik Analizi

Tahmin asamasinda elde etmis oldugumuz otoregresif 6zellikleri degerlendirilerek
duraganlik 6zelliginin gerceklesmis olup veya olmadigindan emin olunur. Bu da
demektir ki denklem karekoklerinin tamami birim dairesi disinda kalmasidir
(p(B) = 0), yani her bir karekok mutlak degerinin tam Birden fazla olmasi halinde

bu rasgele islemin duragan olduguna isarettir.

° Yansitma Analizi

Denklem karekoklerinin (¢p(B) = 0) tamami birim dairesi diginda kalmis olmasi
halinde, hareketli ortalamaya dair degerlendirmeler yansitma sartlarinin olustugunu
gosterir. Yani her bir karekok mutlak degerinin tam Birden fazla olmas1 halinde esas
modelin yansitildigi anlamina gelir, karekoklerden herhangi birisinin degeri 1°e

yakin ise bu demektir ki gerekli olmayan varyanslar kullanilmistir.
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o Kalint1 Analizi (Artiklar Analizi)

Model ile ilgili olan 6&zelliklerin belirlenmesinden sonra ARIMA ile ilgili olan
varsayimlarin bulunmasindan emin olunmasi gerekmektedir. Bu modelin esas
varsayimi ise kalintilar, Sifir ortalama ve sabit varyansiyla bagimsiz rasgele
degiskenleri temsil eder. Kalintilarin grafige cizilmesi ile birlikte; istatiksel testler ile
ortaya ¢ikmasi veya bulunmasi miimkiin olmayan genel trend, ayristirma ve aykiri

veriler gibi kalintilarin ana goriintiisii ortaya ¢ikar (Sharawi, 2005).

Ayni zamanda kalintilarin otokorelasyon analizleri kanaliyla iki metot ile modelin
uygun olup veya olmadigi ile bu modelin zaman serisi verilerini temsil etme

yeterliliginin bulunup veya bulunmadig test edilir (Aljubouri, 2010).
Birinci Metot

Asagida yazili olan yokluk hipotezini (Ljung-Box(Q)) test etmek i¢in kullanilan seri

bagimsizlik testine dayanan bir metottur:

Ho:py = p2 = =ps =0 (3.38)

Bu metot kalintilara dair otoregresif fonksiyonlara dayali olup, (Q) Testi istatistiksel

matematik Formuli de:

Q) = n(n + %5 (> —K)rf (339)

Q Testi dlgiiti x2 dagilimini izlemekte ve Q(S)~X€(s—m),a) dir.

m = Tahmini katsay1 adedi
K = Toplam sapma adedi

S = Miimkiin olan maksimum sapma
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Ikinci Metot

Bu metot, (0,95) Olasilikla (+ % ) Sinirlar igerisinde kalmast gerekli olan tahmini

otokorelasyon fonksiyonun giliven smirlarina dayali olan bir metottur. Bunun
gerceklesmesi ile kalintilarin rasgele dagildigi anlamina gelir ve modelin verileri tam

bir sekilde temsil ettiginden 6ngorii olusturulmasi i¢in kullanilabilir olur. Kalintilarin
otokolerasyon fonksiyonlar1 ise Sifir ortalama ve (%) varyanstyla dogal dagilim

gosterir.

3.2.4. Ongorii

Ongoriiniin  nesnel hedefi (Object Forecasting) 6ngodrii hatast minimum kare

ortalamasini elde etmektir (Minimize Mean Square of Forecating) (Powell, 1997).

Burada (t), istenilen 6ngorii hesaplamasinda (h) kadar zaman periyotlari igerisinde
olusacak olan gozlem degerindeki hali hazir zamani gosterir. Yani henliz
gerceklesmeyen gozlem degerinin (y;,j) Ongoriilmesidir. Bu durumda (h) ye 6ngorii

ufku (Prediction—Horizon) ya da rehber zaman (Time Lead) denir (Girard, 2002).

Ayni zamanda (h)y: de (h) kadar zaman periyotlar1 sonrasinda olusacak olan gozlem
degerinin (y;,,) zaman periyodu (t) igerisinde elde edecegimiz Ongorii degerini
gostermektedir. Ornegin ( h = 1 ) ise, (1)yt de tek bir zaman periyodu sonrasi
olusacak olan yw1 Gozleminin (t) siirecinde elde edilen Ongdrii degerini

gostermektedir (Vandaele, 1990).

Ongorii siireci zaman serileri modellerinin olusturulmasi ve analizinin son asamasi
olup islemin ana hedefidir. Eldeki verilere uygun olan modelin belirlenmesinden
sonra bu modelin belli periyotlar (L) igerisinde ileriki olgunun degerlerini 6lgmek
icin kullanilir ve ayni sekilde (L) basamaklar1 sonrasinda 6ngorii hesaplamasi da bu

formiille yapilir (Douglas, 1976):

2t+1 = E{Zt+1|Zt,Zt_1, Zt_z e ..}fOI‘L > 1 (3.4’0)
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Bu asamaya; ancak taslak modelin dogrulugunun ve teorik varsayimlara
uygunlugundan emin olmak igin yapilacak olan biitiin test ve teshis deneylerinden
basariyla gegmesinden sonra gegcmek miimkiin olur. Yapilacak olan bunca test ve
deney sonrasinda modelin basarili olmamasi halinde bu modeli yukarida teshis
metodunda yazili oldugu sekilde ayni islemlerden gecirilmesi ve basar1 saglamasi

kaydiyla daha performansh baska bir model ile degistirmek gerekir.

3.3. Yapay Sinir Aglar

Yapay Sinir Aglar1 (YSA); insan beyni yerine diisiinme, anlama, duyma, konusma ve
hareket gibi olgular1 isleme koyan bilgisayarlarin insan zekasina esdeger diizeyde
programlar tasarlayan bilgi islem dalinin bir tiirevi olan yapay zeka bilimine bagl bir
bilim dalidir (Shragawi, 1996).

YSA, bilinen klasik metotlardan farkli bir sekilde degiskenler arasi iliskileri
tanimlamak i¢in en uygun bir metottur. YSA aym zamanda dis girdileri
cevaplandirmak gibi verilerin dinamik bir {slupla calistirilmasina imkan veren
birbirlerine bagli basit unsurlar gruplarindan olusan bir hesaplama sistemidir.
Bundan dolay1 YSA, biyolojik sinir aglarina esdeger iislupla belli gérevleri yerine

getirme dzelligi olan bir bilgi islem sistemi olarak kabul edilmektedir (issa, 2000).

Gliniimiizde YSA, degisik alanlarda karsilastigimiz genis gruplara dair problemlerin
ortak bir ¢6zlim araci olmustur. YSA, yap1 ve calisma yoniinden biyolojik insan
beynine benzer modern zeka teknolojisi olarak kabul goérmekle birlikte, belli bir
gorevi yerine getirmek i¢in basit islem birimlerinden olusan ve paralel dagilimli dev
islemleri gergeklestiren, insan beynine c¢ok yakin bir islevi olan bir hesaplama
sistemidir. Burada sozii edilen basit islemlere ise (Noron) adi verilmektedir Sekil

3.1" te gosterilmektedir.
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Sekil 3.1. Hiicre Detaylarinin Agiklamasi (Ciaburro ve Venkateswaran, 2017)

Yapay Sinir Aglarinin yapisi, sinir hiicreleri arasindaki elektrik frekanslariin
aligverisinden olusan karisik bir sistem ile caligmakta olan, egitim yolu ile bilgi alma
ve gecmisten 0grenme gibi fonksiyonlar1 bakimindan insan beyni yapisina benzerlik
gostermektedir. Bu gercekten dolay1 da diislince bilimleri alaninda ¢alismakta olan
bir¢cok bilim insan1 ve arastirmacilar1 Yapay Zeka konusunda arastirmaya zorlamis
ve neticesinde de Yapay Aglara ve bunun gelistirilmesi yolarinin bulunmasina

ulagilmistir (Zurada, 1992).

Calismamizin bu boliimiinde, YSA ele alinarak bunun igerisinde yer alan tanimlar,
tarihsel gelisim siireci, nasil basladigi, kullanma alanlar1, nelerden olustugu, ¢alisma
mekanizmasi, egitim ve alistirma islemlerinin ne sekilde yapildigi ile son olarak da

Y SA kullanilarak 6ngorii (Kestirim) islemi basamaklarina deginilecektir.

YSA {izerindeki calismalarin gegen ylizyilda basladigini sdyleyebiliriz, zira Freud
isimli diisiiniir bu olgunun genel diisiincesinin felsefi ydniine deginmistir. Ilkel
aglarin ilk uygulamasi ise 1913 Yilinda Russell isimli kisi tarafindan bu aglarin genel
yapisina dayali olan bir hidrolik cihaz ile baglamis olsa da 1940 — 1950 Yillarin ise
bu aglarin gelismeye basladigi yillar oldugunu kabul edebiliriz zira, bu yillarda
birgok bilim insan1 ve miihendisin bu aglar1 gelistirmede biiyilik katkilar1 olmustur
ancak, Yetmisli yillar ise YSA gercek sigrama yillar1 oldugu bilinmektedir
(Shragawi, 1996).

Yapay Sinir Aglar1 (YSA), giren verileri isleyen, birbirleri ile baglantili, paralel ve

dinamik yapiya olan birtakim bilgi islem birimlerinden olusan bir matematik sistemi

olarak tanimlanir (Kumar, 2004).
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(Shragawi, 1996) tarafindan yapilan tanimda ise YSA’nin kenar agirliklar
degerlerinin tadili ile sekil ve grafikleri (Patterns) depolama kapasitesi olan kenar
agirlikli yonlendirilmis grafikler olarak tanimlamistir. Buna gore de bu aglar giren
verilen tanimlanmamis bilinmeyen (Unknown) olmasi veya tam (Incomplate)
olmamas1 durumunda bu sekil ve grafikleri tekrardan tanima imkan1 olacaktir. Biitiin

YSA asagida siralanan ayni 6zelliklere sahiptir:

o Dagitilmig temsil (Distributed Representative)
o Yerinde isleme (LocalProcessing)
o Dogrusal olmayan isleme (Non liner Processing)

Sinir aglari, klasik metot ve algoritmalar ile ¢oziilmesi giic olan bir¢ok uygulamada
kullanilan bir yontem olup zira biitlin sinir aglar1 problem ¢6zmede gercek durumun
simiilasyonu iislubuna dayal1 olarak calismaktadir. Dolayisiyla YSA, modiil tasnifi
(Pattern Classification) ve modiil tanima (Pattern Recogniaition) dahil bir¢ok konuyu
¢ozmek i¢in etkili bir ara¢ oldugundan bir¢ok mali, tip, jeoloji ve miihendislik
dallarinda 6ngorii, tasnif ve kiimelenme (Clustering) gibi problemlerin ¢éziimiinde

kullanilmaktadir (Christopher, 2000).

Son yillarda YSA’nin kullanimi bir hayli gelismis ve klasik modellerin yerini
almistir. Sinir aglart modelleri klasik istatistik modellerine kiyasla daha dakik ve
daha kolay ongdérme yetenegini kanitladigindan dolay1 klasik modellerin yerini
almigtir. YSA modeli gerekli olan degiskenlerin yapisi ile ilgili olan belli varsayimlar
ile bu degiskenlerin birbirleri ile olan iliskilerin bilinmesine gerek kalmadan, normal
ve klasik ongorii modellerinin aksine YSA’nin kullanilmasi miimkiindiir. Bununla
birlikte, YSA’nin kullanilmasi bash basina bir hedef olmayip uygulama alanlarinin
herhangi birisinde herhangi bir olaym veyahut toplam degiskenler grubunun ileride
olusacak olan degerlerinin ongdriilmesi icin aktif ve garantili bir aractir (Mitchell,
1997).

. Tip Alani: insan beyninde oldugu gibi hatirlamaya dayali ani karar verme
uygulamasi, yani hastaligin teshisi ilkesi.

. Telli ve Telsiz Haberlesme: Genellikle telefon hatlarinda oldugu gibi ses

yankilarindan kurtulma ve hedef belirleyen askeri radar cihazlarinda.
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o Bankacilik Alaninda: Dokunma ya da goz bebegi tanima yolu ile banka
hesab1 agma ve imza ile el yazisi tanima gibi islemlerde.
. Is Alaninda: Ozellikle ekonomik alanina giren islerde olmak iizere birgok is

alanlarinda kullanilmaktadir.

3.3.1. Yapay Sinir Aglarinin Temel Kavrami

Genel olarak her bir Sinir Agi, yapay noron katmanlari seklinde siralandigini
sOyleyebiliriz, girdi katmani, ¢iki katmani ve bu iki katman arasinda bulunan gizli bir

katman bulunur Sekil 3.2' te gosterilmektedir (Zurada, 1992; Shargawi, 1996).
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Sekil 3.2. Yapay Sinir Ag1 Genel Plani (Ciaburro ve Venkateswaran, 2017)

Bu katmanlardan herhangi birisinde bulunan her bir ndéron odan sonra gelen
katmanin igerisinde bulunan biitiin néronlarla baglantilidir, dnceki katmandan gelen
sinyal veya degeri isler ve sonug degerini ¢ikisa gonderir, buradan gelen tek sonugta
bir sonraki katmanda bulunan biitiin néronlara transfer olur. Her bir néron birden ¢ok
degeri girdiden (Input) alir ve ¢ikt1 (Output) tek bir deger gonderir. Bilindigi iizere
yapay ndronun calisma mekanizmasi biyolojik beyin ndronlarindan esinlenerek
gelistirilmistir, Biyolojik noronlarda her bir Gelen Baglanti Agina (Incoming
Synapse) yani Feri Sinir Aglarina (Dendrite Weight) Ag Agirligi denilen bir deger
verilir, bu deger kendi degerini ve Onemini belirleyerek agin modellenmesine
yardimci olur. Bu agirlik o agin degerini ve nérona olan etkisini belirler. Her bir ag
agirhigi girdi degerleri carpilir ve daha sonra gelen aglarin ¢arpim sonuglari toplanir.

Genelde biyolojik noronlar esik degeri kuralina tabidir. Sayet girdi degerleri agirliklt
toplam1 (Weighted Sum) esik (Threshold) denen belli bir degerden biiyiik ise bu

noron, sinir ekseni (Axon) boyunca “Geciken Tepki” adi verilen bir tepki veya
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elektrik sinyali tiretir. Bu sinyal feri eksenler yoluyla diger biitiin ¢ikt1 aglarina

(Outgoing Synapses) ulasir. Buradan da beyinde bulunan diger néronlara dagilir.

Model Noron Aglart bu tiir davranisi taklit etmeye c¢alisir, her bir néron kiimesi
kendisinden Onceki noronlarla olan baglantilar1 yolu ile bir grup girdi alir. Her bir
kiimenin kendine ait aktivasyon fonksiyonu (Activation Function) veya transfer
fonksiyonu (Transfer Function) Bulunmaktadir, bu fonksiyonlar yoluyla biyolojik
noronlarda oldugu gibi kiimenin hangi anda ve nasil ¢alisacagi ve vermesi gerekli

olan ¢ikt1 degerini belirler.

Yapay Sinir Aglari, merkez islemci birimlerinden olusan baglayici bir sistemdir, bu
demektir ki, belli bir yap1 sekli alabilmek i¢in birbirine bagh degisik islem icra etme
yetenegi olan ve lokal bir hafiza olarak ¢alisabilen islemci eleman (Processing
Element) dir. Bu biyolojik agin yapis1 Sekil 3.3' te gosterilmektedir (Fahmi, 1994).

a-o-Q'
" = 1Y
ﬁ e .
Dendrit kabul 7 4<
\ Bilgi transferi — 5 @g K
\ .‘?/f‘
AKson (islem i/p) "ﬁ

™
[ —

sinir diirtii

Sekil 3.3. Ag Yapist Modeli (Fahmi, 1994)

o Sinir, Insan beyninin ana kismudir, dendrit (Dallanma) ad: verilen dahili algt
govdesi kanaliyla diger sinirler tarafindan gonderilen sinyalleri karsilama ve

karistirma gbrevi yapan basit bir islem birimidir.

o Sinir Ag1, Sinir hiicresi ekseni ile sinir teferruati arasinda baglantiy1 saglayan
eksendir, aslinda bu eksen dogal kimyasal birimlerden olugmakla birlikte elektrikli
bir yonii de bulunmaktadir. Insan beyni daha ¢ok 6grendikce bu aglarin birlesme
kuvvetini tadil eder ve degistirir, bu sinirlerden insan beyninde siddetli yogunlukta

birbirine bagh tasavvur edilemeyecek sekilde on milyarlarca bulunmaktadir.
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Burada deginilmesi gerekli olan bir husus ise, yapay sinir aglarinda veri isleme
islemi, ag icerisinde bulunan hiicreler arasina yerlesik sinir parcaciklar1 yoluyla
sinyallerin transferi kanaliyla gerceklesmekte olup bu parcaciklarin her birinin
“Agirhik” adi verilen belli bir degerde tercihi bulunmaktadir, bu agirlik degeri ayni
parcacigin sinyal degeri ile ¢arpilir, ayn1 zamanda her bir hiicrenin, belli bir hiicre net
girdilerini ¢ikt1 sinyallerine (Output Signals) doniistiiren Aktivasyon Fonksiyonu

(Activation Function) bulunmaktadir.

3.3.2. Yapay sinir aglarinin 6zellikleri ve bilesenleri teknik kavramlari

o Katmanlar (Layers), Sinir ag1 katmanlarinin toplan adedidir. Girdi kiimeleri
(Nodes) sadece agirliklarin dagilimi i¢in kullanildig:r dikkate alinarak katmanlar,
girdi katmanlar1 (Input Layers) ile ¢ikti katmanlarindan (Output Layers)
olusmaktadir.

o Katman Hacmi (Layers Size), Yapay sinir agi calistirma programinda
belirlenmis olan hafiza hacmini belirler.

o Kullanilan Sinir Fonksiyonu (Neural Function), lojistik fonksiyondur.

1
1+e %i

f(x) = (3.41)

Yapay sinir aglar1 bircok Ozellige sahiptir, bunlardan bir kismi (Fahmi, 1994)

Kuvvetli bir matematik esasina dayanir.

o Insan beynini taklit ydntemi ile zeki bilgi isleme teknolojisinin bir
uygulamasidir.

o Her tiirden nesnel ve her miktarda bilgiyi kabul eder.

o Ag lizerinde c¢alistirilan haller kanaliyla kazanilan bilgileri depolama

yeteneginin bulunmasi.

o Mubhtelif bilimsel alanda kullanma ve uygulama imkéanin bulunmasi.
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girisler agrliklar

G (T -
P . L Etkinlestirme
. "‘HH_.. net girig fonksivonu
X ._,,(n.m__\.:) ME:@ net, f(S)
— o -
X3 ..—...fl-l(h ..---"';/(_' T Etkinlest:
A - nlestirme
: : e transfer .
X f’;‘._'“\_,,-»"'/ fonksivonu o,
N esik

Sekil 3.4. Yapay Noron Ogeleri (Krose ve Smagt, 1996).

Yukarida agikladigimiz iizere néron aglarmin bir grup islem biriminden olustugu,
altta yer alan 3.4' No.lu sekilde noron 6geleri gosterilmektedir. Insanoglunun dis
diinya ile baglantisin1 saglayan girdi birimleri bulunmaktadir, bunlar bes duyu
organlaridir. Ayni sekilde yapay sinir aglar1 da girdi birimleri ile bu girdileri isleyen
birimlere ihtiyaci bulunmaktadir. Bu islem birimlerinde agirliklarin kontroliinde bir
takim matematiksel islen gerceklesir ve bunun sonucunda aga girene her bir girdi

karsiliginda uygun bir tepki ortaya cikar.

Girdi birimleri kendi basina girdi katmani denilen katmani olusturur, iglem birimleri
ise bu girdileri isleme katmani islevini goriir ve sonuclar1 ortaya cikartir. Bu
katmanlarin arasinda o katmani sonrasinda gelen katmanla baglayan ara baglanti
elemanlar1 bulunmakta ve bunlarin vasitasiyla da bu ara baglanti elemanlarinin
agirliklart kontrol altina alimir. Ag igerisinde girdi katmanindan sadece bir adet
bulunmakla birlikte, biden ¢ok isleme katmani da bulunmaktadir (Krose ve Smagt,
1996).

Yukarida yer alan 3.4' No.lu sekilde goriildiigii gibi her bir néron bu 6gelerden
olusmaktadir:

o Girdi Sinyalleri (Input): (x1,X2,X3...Xxn) Bu sinyaller nicel ve nitel veriler
seklinde olabilir veya baska bir islem birimi i¢in ¢ikt1 veya metin, sekil, ses veya
baska tiirlii bir olgu sekilde de olabilir.

. Agirliklar Kuvveti (Weights): (Wj1,Wj2,Wjs...Wijn) Burada agirlik bir dnceki
ve bir sonraki 6gelerin baglant1 siddetini ifade eder. Yapay sinir aglar1 her 6genin,
oransal dnemi ile girdi verilerinin matematiksel degerini ifade eden tercihli agirligina

dayanir. Agirliklar ag igerisinde bulunan katmanlar arasinda veri transferini saglar ve
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cikt1 degerlerini etkiler, Toplam Fonksiyonu denilen ag i¢i 6grenme 6zelligi yolu ile

de bu agirliklarin tadil edilmesi miimkiindiir.

o Isleme Ogesi (J) (Processing Element): Bu 6ge iki boliime ayrilmaktadir:

1. Toplama (Summation Function) Fonksiyonu, bu fonksiyon ile girdi sinyalleri
toplanir ve giris yapan her bir girdi 0gesi i¢in tercihli agirlikli toplamin (Sum
Weighted) bulunmasina yardimci olur ve bunun sonucunda da en uygun tercihli

toplam elde edilir.

2. Transfer ya da Aktivasyon Fonksiyonu (Activation Function) bu fonksiyon
noron ¢iktisini siirlar ve bu 6zelliginden 6tiirii bu fonksiyona sikistirma (Squashing)
bagi denilmektedir, bu fonksiyon ¢iktilarin [-1, 1] veya [0, 1] araliginda ve olmasini

saglar ¢ikt1 (Output) (Xj) ise bir sonug ya da problemin ¢oziimiinden ibarettir.

Sinir aglari, noéron denilen birtakim komplike islemci 06geleri grubundan

olusmaktadir, bu 6geler belli sayida adimlar ile matematik islemlerini yapmaya

muktedirdir (Landt, 1975).

Bilgi isleme ilk dnce basit isleme dgelerinden geger, sinyallerde transfer 6zelligi olan
baglant1 hatlar kanaliyla sinirler arasindan geger. Bu baglanti hatlarinda her bir

girdiye belli bir agirlik verilir ve ndrone giren sinyal ile ¢arpilir.

Girdi Katmani Gizli Katman Cikt: Katmani

Q Chiket: Katman

Sekil 3.5. Yapay Sinir Ag1 Modeli (Ciaburro ve Venkateswaran, 2017)

Yukarida yer alan 3.5' No.lu sekilde gordiigi iizere sinir aglar ii¢ ayr1 katmandan

olusmaktadir. Bunlar:
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. Girdi Katmani (Input Layer)
o Gizli Katman (Hidden Layer)
o Cikt1 Katmani (Output Layer)

Bununla birlikte, YSA’nin ti¢ ayr1 6zelligi de bulunmaktadir, bu 6zellikler ile yapay
sinir aglarmin tanimi yapilir. Bunlar (Allend, 1999; ssa, 2000):

o Noronlar arast baglanti sekli (Mimari Yap1 Denilmekte)
o Bu baglantilarin  agirliklarini  belirleyen  yontem  (Egitim, Ogrenme,
Algoritma) denir.

o Kullanilan aktivasyon fonksiyonu.

3.3.2.1. Aktivasyon Fonksiyonu

Aktivasyon Fonksiyonu néron ¢iktilarimi sinirlar ve asagida siralanan ozelliklere

sahip olmasi1 gerekmektedir:

° Stireklilik halinde olmasi,
o Ayrigmaya elverisli ve hesaplamasinin kolay olmasi,
. Akiskan olmasi ve celiskili olmamasi.

Aktivasyon Fonksiyonu (a) sembolii ile gosterilmekte olup {i¢ ayri tiirdedir
(Kabundi, 2002; Haykin, 1994).

3.3.2.2. Esik veya Adim Fonksiyonu

a _{1,if22 0
“10,ifz< 0

Bu Fonksiyon ¢ikti miktarini sinirlar ve girdinin sifira esit veya daha biiyiik olmasi
halinde c¢iktilarin bire esit olmasini saglar. Girdinin sifirdan az olmasi halinde de
ciktinin Sifira esit olmasini saglar, bu durun Sekil 3.6'da gosterilmektedir. Bu
fonksiyon, modiillerin tasnifi ve tanimlamasi gibi islevleri kararlagtiran noéronlarda

Sert Sinir Fonksiyonu (Hard Limit Function) olarak tanimlanmaktadir.
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Eirim adim fonksivenu

Sekil 3.6. Esik (Adim) Fonksiyonu Ag¢iklamasi (Ciaburro ve Venkateswaran, 2017)

3.3.2.3. Cizgisel veya Parcal Fonksiyon

1ifz>=0.5
a =14zif —05 <z<0.5
0ifz < —-0.5

Bu Fonksiyon ¢izgisel ¢oziimlerde kullanilan noronlarda bulunur. Sekil 3.7'deki gibi.

Dogrusal fonk sivon

Sekil 3.7. Cizgisel Fonksiyonun A¢iklamali Sekli (Ciaburro & Venkateswaran, 2017)

3.3.2.4. Sigmoid Fonksiyon

a=—— (3.42)

- 1+exp(—az)

Sigmoid iglevi

Sekil 3.8. Sigmoid Fonksiyonunun Agiklamasi (Ciaburro ve Venkateswaran, 2017)
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Bu fonksiyon (—oo¢00) arasindaki girdi degerini alir ve ¢ikti degerini 0 ile 1 Arasinda
sikistirir. Bu fonksiyonun kolay tiirevlerinin alinmasi ve bol ¢esitliligi ile yaygin bir

sekilde kullanilmaktadir. Sekil 3.8 Sigmoid Fonksiyonunu gostermektedir.

3.3.3. Yapay Sinir Aglarinin Yapis1 (Mimarisi)

Noronlarin katmanlardaki veya diizlemlerdeki dizilisi ile katmanlar arasinda veya
icerisindeki baglanti sekillerine sinir aglarinin mithendislik veya mimari yapist denir.
Ag igerisindeki katmanlarin hesaplamasi girdi katmanlar1 géz ardi edilerek yapilir ya

da noronlar aras1 baglant1 adedi ile bilinebilir (issa, 2000).

Yapay Sinir Aglar1 icerdigi katman adedi ydniinden Iki tiire ayrilir (Moseley, 2003;
Kumar, 2004; issa, 2000).

3.3.3.1. Tek Katmanh Aglar

Bu tiir aglar sadece Iki katmandan olusur bunlar, Girdi Katmani1 (Input Layer) ve
Cikt1 Katmani (Output Layer) buraya giris yapan sinyaller girdi katmanindan ileriye

dogru akarak ¢ikt1 katmani yoniine yol alir, sekilde goriildiigii gibi.

3.3.3.2. Cok Katmanh Aglar

Icerisinde bir veya birden fazla sayida gizli katmanlarin yer aldig1 aglardir. Burada
bulunan bu gizli katman veya katmanlar biitiin problemleri ¢ézmeye yeterli

olmaktadir.

Bu tiir aglarin girdi ve ciktilar arasinda fonksiyon transferine daha bir esneklik
kazandiran orta katmanlarin bulunmasi nedeniyle, tek katmanli aglarda ¢6ziilebilen
konulardan daha da zor ve komplike konularin bu tiir aglarda ¢oziilebilme 6zelligi
bulunmaktadir. Bu tlir aglarda egitimin her ne kadar uzunca bir siire almasina
ragmen ancak burada yapilan egitimlerin baskalarima kiyasla daha da basarili
sonuclar vermektedir. Bazen uzunca bir siire egitim yapmamiza ragmen tek katmanli
bir agda problemin kesin ¢oziimiine ulasilmadigina rastlanabilir, bundan dolay1

birgok problemin ¢ok katmanli aglarda ¢oziilmesi yoluna gidilir, aslinda problemin
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kendi 6zelliklerine bakildiginda bu problemin hangi tiir bir agda ¢oziilecegi veya ne
tiir bir agin kullanilmasinin gerekli oldugu kendiliginden ortaya ¢ikar. Bu tiir aglar
kendi icerisinde iki tiire ayrilmaktadir bunlar, “Ileri Beslemeli Aglar” ile “Geri (Ters)
Beslemeli Aglar’ olmakla birlikte bu aglarda “U¢ Katman Agirlik” da bulunmaktadir
bunlar da (issa, 2000):

o Girdi Diizlemi ile Gizli Diizlem Arasi Agirlhik Katmani (Input to Hidden
Weights)

. Gizli Diizlemler Aras1 Agirlik Katmani (Hidden Weights)

o Cikt1 Diizlemi ile Gizli Diizlem Aras1 Agirlik Katmani (Output to Hidden
Weights)

3.3.4. Yapay Sinir Aglan Tiirleri

Yapay Sinir Aglar1 (YSA) birden fazla sekillerde tasarlanir, bunun anlami da sinir

hiicrelerinin degisik yollarla ulagtirllmasinin saglanmasi demektir, bunlarin bir kismi

da (Mitchell, 1997):

3.3.4.1. ileri Beslemeli Sinir Aglari

Bu tiir aglar, yapisi itibariyla kendisini olusturan birimler arasinda baglayici kapali
devrenin bulunmamasidir. Bu tlirden olan aglarin kullanimi olduk¢a yaygindir. Bu
tiirden olan aglarda minimum iki katmandan olusmaktadir, bu tiiriin bircogunda da
girdi katmani ile ¢ikti katmani arasinda gizli bir katman (Layer Hidden) bulunur,
matematik islemler girdi katmanindan sadece ileriye dogru hareket ederek gizli

katmanlar tizerinden ¢ikt1 katmanina sekil 3.9' te izah edildigi sekilde transfer olur:

Tleri Beslem eli Sinir Az

Sekil 3.9. Ileri Beslemeli Sinir Ag1 Ornegi (Ciaburro ve Venkateswaran, 2017)
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3.3.4.2. Geri Beslemeli Sinir Aglar:

Daha miikemmel sonuglar elde etmek amaciyla bu tiir aglarin ¢iktilarinda bulunan
geri besleme yolu kanaliyla ¢ikan sonuglar tekrar girdi olarak sisteme yeniden

aktarilir.

3.3.4.3. Otobaglantili Sinir Aglar

Kendisini olusturan biitiin 6gelerin 6nemli islevler iistlendigi tiirden aglar olup ayni

anda girdileri karsilar ve ¢ikt1 olarak iletir.

3.3.5. Yapay Sinir Aglar1 Egitimi

Yapay Sinir Aglarinda (YSA) c¢ikti sinyalleri her zaman girdi sinyallarina bagh
olarak ¢ikis yapar (Kumar, 2004).

Bu aglar genellikle siireli olmayip tekrar1 yoktur, baska bir anlatimla da kiimeler
arasindaki baglantilar siireli degildir. Yapay Sinir Aglar1 hata hacmine (Hata Karesi
Ortalamas1) dayali olan O6grenme ilkesine dayanir. Katmanlar arasinda olusan
agirliklar, ayn1 agirligin hatanin olugmasina olan katkist kadardir. Ag, modiiliin en
uygun ve kabul edilebilir sonuglar1 gergeklestirecek olan ideal agirligi elde edinceye

degin agirliklarin giincellenmesine devam eder (Christopher, 2000).

Sinir aglart egitimi, 6grenme algoritmalar1 (Learning Algorithms) denilen uzman
algoritmalar vasitasiyla gergeklesir. Bu algoritmalarin gorevi; agin elde edilmesi
istenilen sonuca tam veya en yakin bir mertebede ulagsmasini saglayan ideal agirlik
degerini ortaya koyan belli bir dlgege dayali olarak agin islevini iyilestirmek ve
hatalar1 (Signal Error) minimum diizeye indirilmesini saglayan agirliklar tadil etmek
yani uyarlamaktir. Agirlik tadili her bir devrede kismen gerceklesir, hata sinyali de
gercek degere ne kadar yakin veya uzak olduguna dair bir gosterge veya rehber

olarak alnir. Sekil 3.10'te agirlik uyarlanmasi genel grafigini gostermektedir
(Christopher, 2000).
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Girdi agirlildar Gizli Hedef

Katmani Katman

ag hatast

Apgirlikdan ayarlamak

Sekil 3.10. Agirlik Tadili (Uyarlanmasi) Genel Grafigi (Alobaidi, 2000)

Yonlendirilmis egitimde bilinen en iinlii algoritmalardan birisi “Hata Geri Yayilim
Algoritmasi”dir (Back Propagation), buna “Genellestirilmis Delta Kurali”
algoritmasi (Generalized Rule Delta) denir. Bu algoritma yapay sinir aglar1 (YSA)
egitiminde ornek bir metot olmakla birlikte yaygin bir sekilde de kullanilmaktadir.
Bu metot Standart En Diisiik Ortalama Kareleri (MSE) olup hatayr en aza
indirgemektedir (Basit bir anlatimla, bu metot; ag tarafindan hesaplanan ¢ikti
degerindeki toplam hata karesi minimum degerini bulmak i¢in kullanilan kademeli
egim (Descent Gradient) metodundan ibarettir). Sonugta, herhangi bir 6grenme ve
egitime tabi olmayan yeni verileri 6ngoérmede itimat edebilecegimiz ideal agirliklara
ulasma imkanmmz olur. Iste yapay sinir aglarinin egitim amaci da budur, bu

algoritmalar ¢ok katmanl aglarin egitiminde kullamlir (Kisi, 2005; ssa, 2000)

Aw;, (k + 1) = n8jx; + pAw;i(k) (3.43)
Burada

8; = f'(net)(d; —y;)

8; = f' (net)}.8;ij

p: Momentum Katsayis1 (Momentum Term)

Awj, A, j: Hiicreleri Agirliklarimin Tadili Miktar

n: Ogrenme Oran1 Katsayis1 (Learning Rate)

§: Agilik Tadili Katsayisi (Istenilen Deger ile Cikt1 Sinyali arasindaki Fark)

d: Istenilen Deger (Desired Value).

Y: Cikt1 Sinyali Degeri

K: Tekrarlama Gostergesi (Iteration Index).
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3.3.6. Yapay Sinir Aglarinda Ogrenme Algoritmalari

Ag egitimi, 6zenle se¢ilmis olan Ornekler grubunun verilmesi ile gerceklesir, bu
sekilde agin hizli 6grenme yoluna girmesine katki saglar. Bu Ornekler grubuna
Egitim Kategorisi adi verilir. Yapay Sinir Aglarmin egitim metodu egitim
kategorisine bagli olarak Iki boliime ayrilir bunlar, Kontrollii Egitim ve Kontrolsiiz
Egitimdir (Gadoue, 2005). Yapay Sinir Aglarindaki egitim algoritmalarinin amaci ise
tercihli agirhiklarin degerini belirlemektir, bu amag ag1 bu Ug metot ile egitilmesi ile

miimkiin olur (Mitchell, 1997):

e (Gozetimli Egitim (Supervised Learning)

Yapay Sinir Aglarinin kontrollii egitimi, verilerin Girdi Modeli (Input Pattern) ve
Ciktt Modeli (Output Pattern) denilen bir cift model seklinde aga verilmesi
diisiincesine dayanir. Bu iki modelde hedeflenmis ¢iktilar vektoriine baglidir (Target
Output Vector). Ag; ag ciktilar1 ile gergek ¢iktilar arasindaki farki, daha sonra ag
ciktilar1 ile gergek ciktilar arasinda olusan farki aza indirgemek i¢in kullanilacak olan
agirlik tadil fonksiyonunun “Delta Fonksiyonu” (Delta Function) hesaplanmasinda
kullanir. Agirlik tadilinin amact ise agirlik gilincelleme fonksiyonu veya 6grenme
fonksiyonu (Learning Function) kullanmak yoluyla bir yapay sinir ag1 olusmasi igin

gerekli olan en uygun sonuglari elde etmektir.

o Kontrolsiiz Egitim (Unsupervised Learning)

Yapay Sinir Aglarinin kontrolsiiz egitimi ya da kendi kendine egitimin esasi,
ciktilara verilecek olan bir grup verilerden elde edecegi girdi 6zelliklerini tanima ve
ayirt etme yetenegine dayanmaktadir. Bu metot bir onceki kontrollii egitimin aksine,
verecegi sonuclart daha oOnceden hi¢ gormedigi ve bilmedigi Orneklerden
esinlenmeden verebilmesidir. Bu demektir ki, sinir aglar1 gdsterilen modellerin
Ozelliklerine uygun olarak baglanti agirliklar1 diizenleme ve kendi birimlerini

calistirma yetenegine sahiptir.

Bu tiir 6grenme tiiriinde agin belli bir girdiye karsilik uygun bir ¢ikti elde edilmesi

icin egitim yapilmaz. Burada aga sadece egitim grubu girdi 6geleri verilir ve ag
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birbirleri ile benzer olan 6geleri bir grup igerisinde toplar ve 6grenme algoritmalari
da ag icerisinde bulunan baglant1 agirliklarim1 diizenler ve benzer gruplara transfer

eder.

. Yeniden Destekleme Yolu ile Egitim (Learning Reinforcement)

Destekleme egitimi kontrollii ve kontrolsiiz egitim metotlarinin karigimi esasina
dayanmaktadir. Burada kontrolsiiz egitimde oldugu gibi ¢iktilarin gercek degerleri
aga bildirilmez, ancak burada kontrollii egitimde oldugu gibi aga sonuglarinin dogru
ya da yanlis oldugu sekline isaret edilir. Bu tiirden olan aglarin egitimi i¢in muhtelif

algoritmalar bulunmakta, bunlardan bazilar ise:

o Geri Yayiliml Sinir Aglar1 (Back Propagation Neural Networks)

Geri veya ters yayilimli sinir aglari, ag ierisinde bulunan devreler vasitasiyla her iki
yonde hareket edebilen ve transfer olabilen sinyallere sahip olabilir. Bu tiir aglar
kuvvetli ve bir hayli komplike yapiya sahip olmakla birlikte denge noktasina varana
degin siirekli bir sekilde hareket eder ve duraganligini degistirir, yani girdiler

degiseceginden yeniden denge olusturmaya yonelir (Stergiou, ve Siganos, 1996).

Ayni zamanda hata geri yayilimli sinir aglari, ag ¢iktisi tarafindan hesaplanan hata
karesinin en diisiik degerini saptayan ortalama hata karesi prensibine dayanir, modele
en uygun sonucu veren ideal agirlik degeri bulununcaya degin agirliklar, katmanlar
arasinda yenilenerek tekrarlanir. Hata geri yayilimi kontrollii egitim (Supervised
Learning) metodunu kullanir, buda aga hesaplanmasi istenilen girdi ve ¢ikti drnegi
verilir demektir ve sonugta hata payr hesaplanir (Gergek ve tahmin edilen degerler
arasindaki fark). Geri yayilimli aglarin ana diisiincesi agin egitim yolu ile 6grenmek
suretiyle hatanin en aza indirilmesidir. Egitim, agin uyarlanmasi amaciyla hatanin en

diisiik diizeye kalmasini saglamak i¢in rasgele agirliklar ile baslar (Zurada, 1992).

o Geri Yayilimli Sinir Aglarinin Algoritmasi

Hata geri yayilimli sinir aglarinin algoritmasi egitim aglarinda kullanilan en 6nemli

algoritmalardan birisidir. Bu algoritma, ger¢ek sonuglar ve elde edilmesi istenilen
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sonuglariyla degeri belirlenen uygun hata fonksiyonu se¢imine dayanmanin yani sira

agirliklar ve esikler gibi agin 6zelliklerine de dayanmaktadir.

no= XL, wix; (3.44)
Y = f(u—0) (3.45)
Burada:

(X1, X2, ...Xn) Ciktilar1 temsil eder.
(W1, W2, ...Whn) Agirliklar1 temsil eder.
p = Noron hassasligi temsil eder.

0= Esigi temsil eder.

Y= Ag c¢iktisin1 temsil eder.

f() = Hassasiyet Fonksiyonunu temsil eder.

Hata geri yayilim algoritmasi ki ayr1 metot ile uygulanabilir bunlar, on-line mode ve
batch mode metotlaridir. On-line modiiliinde hata fonksiyonu her girdi modiiliinde
hesaplanir ve hata sinyali de ag icerisinde geri teperek agirliklar1 tadil eder.
Hesaplanan hata fonksiyonu ise burada gercek degerler ile elde edilmesi istenilen
degerler arasindaki ortalama hata karesidir MSE, yeni elde edilen agirliklar ise,
modiiliin hesaplamasinda kullanilir ve tiim modiilleri temsil eder buna da tekrar

(Iteration) denir.

Batch Modiiliinde ise hata sinyalleri her bir girdide yeniden hesaplanir, agirliklarda
tiim degerlerin girmesi ve degerlendirilmesinden sonra tadil edilir ve diizeltilir, hata
fonksiyonu da tiim sinyallerin hata grubunu MSE hesaplar, bu demektir ki bu modiil

her bir ¢ikt1 birimi veya tiim modiillerin MSE hesaplar (Ampazis, 1998).

3.3.7. Bilgilerin Yapay Sinir Aglarinda Islenmesi

Bilgilerin yapay sinir aglarinda islenmesini 6grenmek icin asagida siralanan

terimlerin ne anlama geldiginin bilinmesi gerekmektedir:

o Girdiler (Input)
. Ciktilar (Output)
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o Agirliklar (Weights)

o Aktarma Fonksiyonu (Transformation Function)

Aktarma fonksiyonu i¢ aktiflesmeyi temsil eden toplayici ve birlestirici fonksiyon
olan Y = }iL, X;;W;; ye dayahdir, buna tetikleme fonksiyonu da denir. Burada sinir
diger sinirlerden veya dis kaynaktan gelen girdileri karsilar ve ¢iktiya goénderir.
Lojistik Fonksiyonu ile Lojistik Aktarma Fonksiyonu biitiin arastirmalarda kullanilan
fonksiyonlardir, zira burada elde edilen ¢iktilar sifir ile tam bir arasinda sikigmig

rakamlar olarak ortaya ¢ikar ve fonksiyon bu sekli alir (Haykin, 1999; Kumar, 2004):

Y, = — (3.46)

T 14e7X

Burada:

Yx :Aktarma Fonksiyonu
Y: Sinirler Aras1 Tercihli Agirliklar1 Gosteren Bilesik Rakamdir.

o Verilerin Toplanmas1 ve Hazirlanmasi

Bu islem ikiye ayrilmaktadir bunlar, Egitim (Training) ve Test olup bu sekilde

acgiklamasi miimkiindiir:

o Egitim

Yapay Sinir Aglarinin iki tiir egitimi bulunmaktadir bunlar:

1 — Denetimli Egitim Metodu (Supervised)

Bu metot ile veriler toplanir ve Girdi verileri ile Cikt1 verileri olarak Iki ayr tiire
boliiniir. Girdi verileri ileride 6ngoriilen degerleri elde etmek amaciyla islenir ve

sonuglar1 ¢ikti degerleri ile karsilastirilir, buna goére de agirliklarin tadili yani

diizeltilmesi yoluna gidilir.
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2 — Denetimsiz Egitim Metodu (Unupervised)

Bu metot ile bir 6nceki metot arasinda biiyiik bir benzerlik olmakla birlikte, ancak bu
metotta ¢iktt degiskenlerinin herhangi bir degerinin bulunmamas:1 farki yer
almaktadir. Girdi verileri gruplara ayrilarak ag tarafindan goriilmeyen o6zellikleri

bulunur, daha sonra girdi verileri gruplara ayrilarak kendi aralarinda karsilagtirilir.
o Test

Yapay Sinir Aglar1 baglant1 kiimelerinin orantili agirlik degisimi esasina dayanir,
dolayisiyla bu tiir aglarin asagida agiklanan iki asamada gergeklesen Ogrenme

kurallar1 yaratma imkanina sahiptir:

Birinci asama, bu asamada orantili agirliklarin ilkel degerleri segilir veya ag baglanti
kiimeleri arasindaki agirliklarin ilkel degerleri rasgele segilir. Agirliklarin
gelistirilmesi girdi verilerinin ¢iktilarinin hesaplanmasi egitiminde oldukga etkili bir
roli. bulunmakta, daha sonra hali hazir c¢iktilar ile agda hedeflenen c¢iktilarin
karsilastirilmasina baslanir.

Ikinci Asama, Bu asamada ise, halihazir ¢iktilar ile agda hedeflenen ¢iktilarin hata
karelerinin en diisiik toplaminin hesaplanmasi yoluyla yapilan karsilastirma islemi

sonucunda elde edilen hata hesaplanir:

k
E=Y ", %5, (X;— Wy)? (3.47)
i=12..n, j=12..k

Burada:

n = Numune Hacmi

K = Numune Adedi

i = Cikt1 Katmaninda Islem Géren Ogelerin Adedi

x = Hedeflenen Ciktilar

y = Cikt1 Katmaninda Islem Géren Ogeleri Temsil Eden Ag Ciktilart
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Hata Geri Yayilim yolu ile egitim (Propagation Back-Error), ileri beslemeli sinir
aglarmin en énemli yonlendirilmis 6grenme yollarindan birisidir, bu asama Ug ayr1

faz ile uygulanir, bunlar:

1 — ilerleme Faz1 (Forward Phase)

Burada egitim modiilleri, her bir girdi i¢in tahmin edilen ¢ikt1 tahsis etmek suretiyle
sinir agina tanitilir, gercek deger ile tahmin edilen deger arasindaki hata (Error)
hesaplanir.

2 — Gerileme Faz1 (Backward Phase)

Bu fazda, bir onceki fazda elde edilen gercek deger ile tahmin edilen deger

arasindaki farki ileri itme veya geri ¢gekme islemi uygulanir.

3 — Agirliklarin Tadili veya Diizeltilmesi Fazi1 (Adaptation of Weight Phase)

Burada ¢ikt1 modiilii ile sinir ag1 ¢iktisi arasindaki fark azaltilir, bu islem asagida yer

alan 3.11' No.lu sekilde gosterilmektedir:

Geri yayilim

Agiliklan ayarlamak

ry Hata
Siyah
_  ktu f—>
Prediktorlerni l}
Hedef

Sekil 3.11. Hata Geri Yayilma Metodu (Alotaibi, 2003)
3.3.8. Yapay Sinir Aglar1 Kullanim ile Ongorii (Kestirim)

Yapay Sinir Aglarii kullanmak suretiyle ongoriilerde bulunma bir¢ok alanda 6nem
kazanan modern bilimsel uygulamalardan birisi olmustur. Girdigi alanlar arasinda

ornegin doviz fiyatlari, mali gelir ve benzeri konularin 6ngorii i¢in ¢ok kat1 ve dakik
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sartlart gerektirmediginden yaygin bir sekilde kullanilmakta ve aymi zamanda

olmayan verilerin davranigini a¢iklamaktadir.

Hata geri yayilimli aglarin 6ngorii islevini asagida siralanan adimlarla 6zetleyebiliriz

(Sinha, 2002):

Birinci Adim, degiskenlerin se¢imi (Variables Selection), problemi ¢ok iyi bir

sekilde temsil edecek olan degiskenlerin se¢ilmesi sarttir.

Ikinci Adim, verilerin islenmesi (Data Processing), kullanilacak olan veriler iizerinde
genel yon belirleme, degiskenler arasi iligkiler ve verilerin daglimi degerinin

bulunmasi gibi bazi islemlerin ger¢eklestirilmesi.

Ucgiincii Adim, verilerin gruplara ayrilmas1 (Divide Data Set Into), var olan veriler bu
gruplara ayrilir:

o Egitim Grubu (Training Set) Veri numunesi 6grenme ve belirleme grubu.

o Test Grubu (Testing Set) Bu yolla varsayilan agin yeteneginin test edilmesi
ve kullanma imkaninin bulunup veya bulunmamasina karar verilir.

o Gegerlilik Grubu (Valid Action) Agin nihai performansini test eden gruptur.
Dérdiincii Adim, sinir ag1 modeli (Ornegi) (Neural Network Paradigm) Sinir ag1
modelinin belirlenmesi sirasinda asagida yazili olanlarin belirlenmis olmasi

gerekmektedir:

o Girdi Noronlari, bagimsiz degiskenlerin sayisina esit olan.

. Gizli Katmanlarin Adedi, agda kullanilacak olan hata degerine dayali1 olan.
. Gizli Noronlarin Sayisi, test yolu ile belirlenir.

o Cikt1 Noronu, genellikle Bire esit olur.

Besinci Adim, degerlendirme oOl¢iitii (Evaluation Criteria) Hata degerlendirilmesi
i¢in geri yayilimli aglarda kullanilan 6l¢iit Hata Kareleri Toplamidir (MSE).

Altinc1t Adim, agin egitimi (Neural Network Training) bu adimlardan olusmaktadir:

52



. Modiiliin Egitimi: Hata karesinin en diisiik degerini belirleyen néronler arasi
agirliklarin toplaminin bulunmast,

. Hata Geri Yayilimli Ag Algoritmasi: Egriligi azaltmak icin egitim
algoritmasi kullanilir.

Yedinci Adim, uygulama (Implementation) bu adimda agin verilerdeki degisiklikler
ile olan uyumu, egitimin tekrar1 imkani ve veri degisiminde en diigiik hata karesinin
elde edilmesi gibi hususlarin test edildiginden bu adimin en 6énemli adimlardan birisi
oldugu kabul edilmektedir, Sinir aglarinin kurulmasi programlama yolu ile olur
(Yapay sinir aglar1 bir bilgisayar programindan ibarettir), bu program belli bir

problemi ¢6zmek i¢in ¢ok sayida devreden olusmaktadir (Ameen, 2005).

3.3.9. Modeller Arasi Tercih Kriterleri

Gelecekteki degerleri ongérme isleminde kullanilan modeller arasindan en uygun

modeli segme kriterleri asagida siralanmaktadir:

3.3.9.1. Akaike Bilgi Kriteri (AIC)

Akaike isimli aragtirmaci (1973) Akaike Bilgi Kriteri adiyla bilinen (AIC) Kriterini
bulmustur:

AIC = -2 (maksimum sartli olasilik) + 2M

Model verilere gére M bilgisinde ise AIC Kiriteri, kesin hata farki miktar1 delaletiyle

bu sekilde olur:
AIC (M) = nlno? + 2M (3.48)
Burada:

M: Modelin Seviyesi
n: Gozlem Adedi
o? :Hata Farki Miktar1 olup 62 = Y1, (y; — §)/(n — p) formiilii ile yazilir.

Kriterin en diislik degerini kargilayan model segilir.
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3.3.9.2. Bilgi Kriteri (BIC)

Arastirmac1 Akaike 1978 — 1979 Yillarinda (AIC) Kriterini gelistirerek (BIC) adi
verilen yeni bir kriteri (Bayesian Information Criterion) ortaya g¢ikarmistir, bunun

formiilii de soyledir:

| Q
N[ <N

BIC (M) = nlnc? — (n — M)In (1 - %) + MiIn(n) + Min |= (3.49)

Burada:

02: Hata Farki Miktari
n: Bilgi Adedi

M: Modelin Seviyesi

632,: Seri Farki Miktari

Kriterin en diislik degerini karsilayan model segilir.

3.3.10. Yapay Sinir Aglar1 ve Zaman Serileri

Aktif bir uygulama alan1 olan Zaman Serisi kanaliyla gelecegi kestirim uygulamasi
sirasinda yapay sinir aglariin kullanimi pek yaygindir. Zaman serileri ile Kestirim
(Ongorii) metodunun kullanildig: ve genel olarak zaman serileri analizi yontemleri
olarak bilinen klasik yontemlerden olan hareketli ortalama, sigmoid fonksiyonu ve
Box-Jenkins modelleri gibi ¢ok sayida klasik istatistik uygulamalarina alternatif veya
paralel metot olarak yapay sinir aglari teknigi kullanilmaya baslandi. Ongorii
uygulamalarinda kullanilan yapay sinir aglart modelleri klasik 6ngdrii uygulamalar:
ile rekabet ederek elde etigi sonuglarin giivenirligi ve dogrulugu ile bir¢ok durumda
daha da tstiinliik kazanmistir. Yapay sinir aglarinin zaman serileri igerisinde ongdrii
yetenegini ortaya koyarak cizgisel olmayan verileri islemede bir hayli yetenekli
oldugunu kanitlamistir. Aslinda, biitiin veri serileri dogrudan ¢izgisel olmayan
iligkiler ortaya koymaktadir, bu durumda yapay sinir aglarina klasik Ongdri
metotlarina kiyasla daha bir istiinliikk saglamaktadir. Zira bir¢ok klasik ongdri

metodu ¢izgisel tislup kullanmakta yani ¢izgisel verileri ile islem yapmaktadir.
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Zaman serileriyle Oongorii uygulamalar1 amaciyla yapay sinir aglarimin kullanimi
Seksenli Yillarin sonunda baglanmistir, bunun ilk girisimi 1987 Yilinda (Farber) ve
(Lapeds) tarafindan gerceklestirilmistir, istikrarli olmayan zaman serisiyle ongori
icin ¢ok katmanli Multi Layer Perceptron ve geri yayilim algoritmasini
kullanmiglardir. Bu ¢alisma dogrusal regresif ve Box-Jenkins modelleri gibi ¢ok
sayida klasik istatistik uygulamalarina kiyasla daha iistiin sonuglar verdi. Simdi ise
yapay sinir aglar1 zaman serileri igerisinde kullanilan en yaygin ve temel isliilerin

basinda gelmektedir.

3.3.10.1. Zaman Serileri ile Ongérii Tahminlerinde Yapay Sinir Aglarinin

Uygulanmasi icin Gerekli olan Kararlar

Zaman serileriyle 6ngoriilerde bulunmak amaciyla yapay sinir ag1 kurulmasi gerekli

olan islemler asagida siralanmaktadir:

. Sinir aginin mimari yapisinin belirlenmesi, yani istenilen katman sayisinin ve
katmanlar igerisindeki néronlarin sayilarinin belirlenmesi.

o Ongoriiyii olusturmadan kullanilan zaman verileri miktari belirleyen girdi
katmanindaki néron adedinin belirlenmesi.

. Sadece tek 6ngorii ile uyusan noronlari igeren ¢ikti katmani.

o Agin, zaman serisi egilimleri ile elde edilen ongoriiler arasindaki dogrusal
olmayan iliski yaklasimi performansini belirleyen gizli katmandaki néron adedinin
belirlenmesi.

o Yapay sinir agma girilecek olan veriler ilizerinde bir takim matematiksel
dontisiimler yapmak suretiyle hazirlanmasi agin performans ve islevini
kolaylagtiracaktir.

o Yapay sinir aglar1 uygulamalarinda en 6nemli faktor olan uygun nitelikteki

egitim algoritmasinin seg¢ilmesi.

3.3.10.2. Zaman Serileri ile Ongérii Tahminlerinde Kullanilan Yapay Sinir

Aglan Tiirleri

Zaman serileriyle ongoriilerde bulunmak amaciyla kullanilan yapay sinir agilarinin

en yaygin olan tiirleri asagida siralanmaktadir:
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1 Cok Katmanli Multi Layer Perceptron (MLP) Agi.

2 Isin Tabanli Fonksiyonlu Ag (Radial Basis Function) (RBF).

3 Geri Dontigiimlii Ag (Recurrent Networks).

4. Sigma — pi & pi Sigma Agi.

5 Ridge Polynominal Agi.

6 Asir1 Ogrenme Aleti (Prediction of the Concentration of Air Polluatants
Based on ELM).

Yukarida siralanan bu aglardan bazilarim1 agiklamaya calisacagiz ve bunlardan en
onemli olan1 ¢ok katmanli Multi Layer Perceptron (MLP) ag1 olup bazi mallarin

satistyla ilgili zaman serisiyle veri analizlerinde kullanilmistir.

Cok Katmanli Multi Layer Perceptron (MLP) Ag1: Zaman serileriyle dngoriilerde
bulunmak amaciyla kullanilan yapay sinir agilarmin en yaygin olanidir, bu agin
calisma diizeni zaman serisinin Onceki degerlerinin aga girdi olarak verilmesidir,
dogrusal olmayan donistiirtici kullanilarak girdi agirliklar1 gizli katmanda toplanir.

Ongoriide kullanilan MLP Ag1 genel formiilii de:
X~(t) = Wy + Z]h=1 W]f] [Z?=1 Wij X(k - 1)]] + WjO (350)

Burada:
h.: Gizli Katman Birim Adedi
n.: Girdiler Birim Adedi

wij;.: Girdiler ile Gizli Katman Arasindaki Agirliklar
wj.: Cikt1 Katmani ile Gizli Katman Arasindaki Agirliklar

f;.: Gizli Birimler Tetikleme Fonksiyonu
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4. ARASTIRMA BULGULARI VE TARTISMA

Bu boliimde, yazict sarf malzeme satiglart gostergesi zaman serisi verilerinin analizi
icin gerekli olan biitiin bilimsel metotlar ele alinacaktir. Amag, arastirma modeli
tizerine Box—Jenkins (B-J) metodu ile yapay sinir aglart metodu uygulanarak,
sonuclarina gore hangi metodun gelecek degerleri ongérmede daha uygun oldugunu

saptamaktir.

Ayn1 zamanda bu boliim kapsaminda biitiin veriler ile bunlarin “R 3.6.17, “Microsoft
Excel” "IBM-SPSS-Statistics25" ve “Minitab” gibi istatistikte kullanilan programlari
kullanarak yapilan analizleri de yer almaktadir. Baslangi¢cta miimkiin olan Biitiinlesik
Otoregresif Hareketli Ortalama SARIMA (p, d, q) modellerinden en uygun olanini
isleme uyarlama ve daha sonrada yapay sinir aglart (YSA) kullanilarak en uygun
model belirlenir. Bu islemlerden sonra 6zel istatistik 6lgtimlerin kullanilmasiyla her
iki modelden elde edilen sonuglar karsilastirilarak serinin ileriki degerlerini
ongormek i¢in en uygun olan model belirlendikten sonra en uygun olan bu model

tizerinden seri degerlerinin 6ngdérme agamasina gegilir.
4.1. Verilerin Tanimi

Elimizde bulunan veriler 132 aylik gozlemden olusan Ocak 2008 ile Aralik 2018
Aylar1 arasinda ABD dolar ile gergeklesen aylik yazici sarf malzemeler satiglart
verileridir. Verilerin toplanmasi ve analiz edilmesi istatistik biliminin en Onemli
gorevlerinden birisidir. Bu verilerin 6zellikleri ile ilgili genel bir bilgi elde edebilmek
icin bu verilerin bir takim tanimsal istatistiklerini siralamak gerekir. Siralama “R
3.6.17 programim1 kullanarak asagida elde edilen sonuglar Cizelge 4.1'de

gosterilmektedir:

Cizelge 4.1. Istatistiksel Tanimlar

Ornek _
_ | Min. Max. Hesap Ortak )
Veri Hacmi Egim Basiklik
) Deger | Deger | Ortalamasi | Payda

Deger 132 240 698 464.704545 484 -0.272863 | -0.920264
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4.2. Verilerin Hazirlanmasi

Dort asamali Box-Jenkins Metodu kullanmadan Once biitiin verilen ortalama ve
farkliliklar1 yoniinden duragan hale getirilmeleri i¢in gerekli olan doniisiimlerin
uygulanmas1 gerekmektedir. Bunu gergeklestirmek i¢in de zaman serisinin grafigi
cizilir. Bu grafikte ¢aligma konusu olan yazici sarf malzeme satiglari miktarlarinin
gelisim modelini gosterilmekte olup bununla da bu satislarin genel bir yoniiniin
bulunup veya bulunmadigi, farkliliklarin bulunmadiginin belirlenmesi, seri i¢erisinde
asirt veya aykiri herhangi bir degerin bulunup veya bulunmadigi gibi temel

ozelliklerine ulagsma imkan1 saglanir.
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Sekil 4.1. ABD Dolart ile Aylik Yazici Sarf Malzemeler Satisla Miktar1 Zaman
Serisi Grafigi (2008-2018 Yillar Arasi)

Sekil 4.1 ise “R 3.6.1” Programini kullanarak elde edilen o zaman serisinin resmini
gostermektedir. Burada anlasildigi ilizere zaman serisinin davranisinin donemsel

oldugunu ve ortalamada duragan olmadigini1 gostermektedir.

Gerileme zamanlarinin (Lags) toplam agirliklarini incelemek amaciyla Cizelge 4.2
tizerinden ele alindiginda en son ¢izgi olan (24) sinirinda (Ljung-Box) (Q- stat) in

hesaplanabilir degeri (1452.67) oldugu goriilmektedir. Bu deger (X 2(0.05‘24) =

36.42) istatistigi cizgisel degerinden biiylik oldugundan otokorelasyon fonksiyonu
islemleri sifira esittir. Varsayimimi dikkate alarak serinin duragan olmadigina karar

verebilir. Cizelge 4.2'deki sonuglar "Minitab" kullanarak elde edilmistir.
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Cizelge 4.2. Zaman Serisinin Duraganlik Testleri

Lag ACF LBQ PACF
1 0.975499 128.49 0.975499
2 0.950735 251.47 -0.017835
3 0.923758 368.48 -0.058390
4 0.895162 479.21 -0.047199
5 0.865140 583.45 -0.042539
6 0.834672 681.25 -0.022448
7 0.803172 772,54 -0.034679
8 0.771355 857.41 -0.021747
9 0.739282 936.00 -0.020529
10 0.707036 1008.48 -0.020101
11 0.674334 1074.95 -0.026767
12 0.642123 1135.73 -0.008407
13 0.603694 1189.90 -0.148129
14 0.565439 1237.83 -0.021455
15 0.527864 1279.95 -0.000749
16 0.489843 1316.54 -0.027900
17 0.451452 1347.88 -0.029259
18 0.412619 1374.30 -0.036368
19 0.373745 1396.17 -0.025247
20 0.335092 1413.90 -0.022430
21 0.297634 1428.02 -0.003689
22 0.260477 1438.93 -0.023026
23 0.222924 1446.99 -0.039161
24 0.186215 1452.67 -0.018061

Bununla birlikte, temel seri verilerinin otokorelasyon ve kismi otokorelasyon
Fonksiyonlarini gosteren Sekil 4.2 ve 4.3'dan Goriildigi tizere, temel seri verilerinin
otokorelasyon fonksiyonu ile kismi otokorelasyon islemleri giivenlik sinir1 diginda

kalmaktadir. Bu demektir ki, islemlerin %35’lik agirlik seviyesi igerisinde agirlik
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olarak Sifirdan farklidir, bunun da anlami zaman serisinin duragan olmadigidir. Sekil

4.2'deki sonuglar “R 3.6.1” kullanarak elde edilmistir.
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Sekil 4.2. Temel Seri Otokorelasyon Fonksiyonu (AFC)
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Sekil 4.3. Temel Seri Kismi Otokorelasyon Fonksiyonu (PAFC)

Ortalamanin duragan olmadigindan emin olmamak i¢in kok birim testlerinden olan
(KPSS), (ADF) ve (PP) Testleri uygulanmistir. Asagida yer alan Cizelge 4.3'de bu
testlerin sonuglart yer almaktadir. Sekil 4.3'deki sonuglar “R 3.6.1” kullanarak elde

edilmisgtir.
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Cizelge 4.3. Yazic1 Sarf Malzemeler Satislar1 Serisi igin KPSS, PP ve ADF Testleri

Sonuglar1
Testin Adi Degeri P — Degeri Durum
Dickey — Fuller (ADF) Testi 221917 0.4968 Duragan degil
Phillps — Perron (PP) Testi -6.1868 0.7589 Duragan degil
KPSS Testi 2 2064 0.01 Duragan degil

Cizelge 4.3'ten anlasildig: tizere Dickey—Fuller (ADF) testi ve Phillips—Perron (PP)
testlerinin P degeri 0.05 ten biiyiik oldugu ayni zamanda da bu deger (KPSS) testinde
ise 0.05 ten kiigiik oldugu goriilmektedir, bu durumda zaman serisinin ortalamada
duragan olmadiginin bir kanitidir. Cizelge 4.3'deki sonuglar “R 3.6.1” kullanarak

elde edilmistir.

Bundan dolayr Sekil 4.4'te agiklandig1 gibi zaman serisinin Birinci Donemsel Farki

“R 3.6.1” kullanarak alinmis gostermektedir.
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Sekil 4.4. Birinci Donemsel Farktan Sonra Yazicit Sarf Malzemeler Satiglart Zaman
Serisi

Esas veya temel zaman serisi verilerinin birinci donemsel farki alindiginda, Sekil

4.4'de gorildiigii gibi zaman serisi, Otokorelasyon ve Kismi Otokorelasyon

Fonksiyonlar1 degerlerinin tamami giiven sinir1 icerisinde kalir. Sekil 4.5 ve 4.6, aynmi

zamanda Cizelge 4.4'da gorildigi gibi ¢izgi (24)'e denk gelen (Ljung-Box)
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Hesaplanabilir Degeri (11.5806 < X %0_05,24) = 36.42) degerinden diisiik oldugu bu
demektir ki serinin Birinci Dénemsel Farkinin alinmasindan sonra duragan hale

gelmistir.
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Sekil 4.5. Yazict Sarf Malzemeler Satislari Birinci Dénemsel Fark Sonrasi
Otokorelasyon Fonksiyonu
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Sekil 4.6. Yazic1 Sarf Malzemeler Satislar1 Birinci Dénemsel Fark Sonrasi Kismi
Otokorelasyon Fonksiyonu
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Cizelge 4.4. Zaman Serisi Birinci Donemsel Fark Sonras1 Duraganlik Testleri

Lag ACF LBQ PACF

1 0.078403 0.8239 0.078403

2 0.097760 2.1146 0.092180

3 0.108543 3.7183 0.095755

4 0.098317 5.0444 0.077528

5 0.021260 5.1069 -0.007887

6 0.068426 5.7595 0.043788

7 -0.004376 | 5.7622 -0.029870

8 0.015426 5.7959 -0.000231

9 -0.001402 | 5.7962 -0.011308

10 | 0.035758 5.9803 0.030358

11 | -0.023900 | 6.0633 -0.026038

12 | -0.160263 | 9.8237 -0.170695

13 | 0.008582 9.8346 0.029787

14 | -0.052069 | 10.2383 | -0.031724

15 | 0.017563 | 10.2847 | 0.058949

16 | 0.012912 | 10.3099 | 0.037566

17 | -0.006014 | 10.3155 | -0.005141

18 | -0.036794 | 10.5242 | -0.024418

19 | -0.047591 | 10.8765 | -0.067653

20 | -0.041433 | 11.1460 | -0.027562

21 | -0.040903 | 11.4110 | -0.030029

22 | -0.030947 | 11.5641 0.007405

23 | -0.009702 | 11.5793 | 0.006119

24 | -0.002880 | 11.5806 | -0.009737
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Buna gore diyebiliriz ki, zaman serisi Birinci Fark islemi sonrasinda duragan hal

gelmistir. Serinin duraganlastirilmasi i¢in gerekli olan farkliligin minimum degeri

(d=1) olur.

Ortalamanin duraganlhigindan emin olmak i¢in kok birim testlerinden olan (KPSS),
(ADF) ve (PP) Testleri uygulanmistir. Asagida yer alan Cizelge 4.5'de “R 3.6.1”

kullanarak bu testlerin sonuglar1 yer almaktadir.

Cizelge 4.5. Yazic1 Sarf Malzemeler Satislar1 Serisi igin KPSS, PP ve ADF Testleri

Sonuglari
Testin Ad1 Degeri P — Degeri Durum
Dickey—Fuller (ADF) Testi -3.6608 0.03 Duragan
Phillips—Perron (PP) Testi -132.68 0.01 Duragan
KPSS Testi 0.091759 0.1 Duragan

Yukarida yer alan Cizelge 4.5'den anlasildig: tizere, (ADF) ve (PP) Testlerindeki P-
Degeri 0.05 ten az oldugudur. Bu da ki yokluk olasilig1 teorisinin reddedildigi (Ho:
Kok birim varligl) anlamina gelir. (KPSS) Testinde ise bu deger 0.05 ten biiyiik
oldugu goriilmekte olup bu da yokluk olasiligi teorisinin reddedilmedigi (Ho: Kok
birim bulunmamasi) anlamima gelir. Dolayisiyla ilk farklilik serisinin duragan
olmasina neden olmakta ve bu testlerin sonucunda ¢alismamiz konusu olan zaman

serisinin duragan oldugunu kanitlamaktadir.

4.3. Box-Jenkins Metodu Kullanilarak ARIMA Modelinin Olusturulmasi

Yazic1 sarf malzemeler satigi miktarlarin1 asamalarina gore Box-Jenkins Metodu

uygulayarak 6ngoriide bulunmaya galigilmustir.
4.3.1.Tanim ve Belirlenmesi Asamasi

Duragan bir zaman serisine ulasildiktan sonraki adimda ilk olarak calisma konusu
zaman serisine uygun donemsel modelin belirlenmesine gegilir. Cizelge 4.6'de
aciklandigi gibi (RMSE, MAE, MAPE, MASE, AIC, BIC) dlgiitlerine dayanilarak

(R 3.6.1) programi vasitasiyla birden fazla model ele alinmistir.
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Cizelge 4.6. Zaman Serisi i¢in En Uygun Donemsel Modelin Se¢imi

Model RMSE MAE MAPE | MASE AlIC BIC
ARIMA(0,1,0) (0,0,1) |14.31712 (6.47052 |1.451328 |0.093595 (1076.64 (1085.26

ARIMA(0,1,0) (0,0,0) |14.92483 (7.176106 |1.556303 |0.103801 ({1082.95 (1085.83
ARIMA(0,1,0) (1,0,0) |14.80679 [7.610727 |1.642465 |0.110088 |1083.09 |1088.84
ARIMA(0,1,0) (1,0,1) |14.78277 |7.558436 |1.634145 |0.109331 (1084.78 (1093.41

Cizelge 4.6' te goriildiigii gibi bu tabloda goriildiigii iizere en uygun modelin ARIMA
(0,1,0) (0,0,1) oldugudur zira bu model en diisiik istatistiksel Ol¢iit degerlerini
(RMSE, MAE, MAPE, MASE, AIC, BIC) igermektedir. Dolayisiyla 6ngorii igin
onerilen en uygun modelin ARIMA (0,1,0) (0,0,1) Modeli oldugu goriilmektedir.

Bu modelin fonksiyon degerleri “R 3.6.1” kullanarak asagida Cizelge 4.7'te

gosterilmektedir:

Cizelge 4.7. Onerilen ARIMA(0,1,0) (0,0,1) Modeli Fonksiyon Tahmini

Model Fonksiyonu Degeri Standart Hata

MA(1) 0, -0.2168 0.0950

Bu tablodan anlasildig iizere, 8; Fonksiyonun tahmin edilen mutlak degeri standart
hatanin (0.4336) iki mislinden daha da biiyiiktiir, bu da 6nerilen model fonksiyonun

saglamligini gostermektedir.

4.3.2. Teshis Asamasi

Bu asama Box-Jenkins Metodolojisinde temel asamalardan birisi olarak kabul
edilmektedir. Bu asamada Onerilmis olan modelin ne derecede kabul gordiigi
saptanir. Bu asama ile ya kullanilmakta olan modelle analizlere ve istenilen hedefe
dogru devam edilmesi ya da bunu birakip tekrar basa doniilmesine karar verilir.
Burada ele alinan model birden fazla istatiksel testlere tabi tutulur, model bu testleri
basar1 ile gectigi durumda kullanmaya elverisli oldugu demektir. S6z konusu bu
testler ise duraganlik, yansitma, kalintilarin analizi ile modelin en diisiik ve en

yiiksek uygunluk belirleme testleridir.
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4.3.2.1. Duraganhk ve yansima Arastirmasi (Stillness and reflection)

Bir modelin duraganlik ve yansitma sartlarinin olugsmasi o modele girilen verileri
alma ve kabul etme kapasitesinin gostergesidir. Bilindigi iizere biitiin hareketli
ortalama serileri, 8 Fonksiyonu {izerine herhangi bir kayit veya sart getirmeden her
zaman duragandir ve hareketli ortalama islemi ayn1 zamanda da yansitma sartlarini

gerceklestirmektedir, bu modelin yansitma sarti da |6, < 1 dir.

Bu da bu model icin kabul edilebilir bir degerdir zira Tablo 5.4'te goriildigu gibi
6. = 0.2168 < 1 dir.

4.3.2.2. Kalint1 Analizi - Artiklar Analizi (Residual analysis)

Modelin teshis ve 6ngorii islemlerine olan uygunlugundan emin olmak amaciyla,
secili model kalintilarinin (Hatalarin) Otokorelasyon ve Kismi Otokorelasyon
Fonksiyonlar test edilir Sekil 4.7' de Burada goriildiigii gibi biitiin Otokorelasyon ve
Kismi Otokorelasyon Fonksiyonlar1 degerlerinin tamami gliven simiri igerisinde
kalmaktadir. Bu demektir ki, modelin biitiin hatalar1 rastgele degiskenlerden ibaret

olup Sekil 4.7' de goriildiigi gibi dogal dagilim trendi izlemektedir.

Sekil 4.7'dan anlasildig tizere kalint1 (Residuals) serisinin “R 3.6.1” kullanarak sifir

cevresinde nispeten toparlandigi goriilmektedir.
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Sekil 4.7. ARIMA (0,1,0) (0,0,1) Modeli Kalinti, Otokorelasyon ve Ljung — Box
Testi Grafigi

Ljung — Box Testi ile ilgili olan Sekil 4.7. son kismindan anlagildig: lizere P-Value
degerlerinin tamamu biitiin zaman dilimlerinde 0.05'ten fazla oldugudur. Kalintilarin
rasgele olusundan emin olmak i¢inse Otokorelasyon Fonksiyonuna (ACF) bakmak
yeterlidir. Ayn1 sekil 4.7'nin ikinci kisminda ise her bir zaman dilimi igerisindeki
kalintilarin biitiin Otokorelasyon Fonksiyonlar: gliven sinir1 igerisinde kalmaktadir,
bu demektir ki bu modelin kalintilar1 birbirleri ile baglantili olmayip bu kalintilar

rasgele siralanmaktadir.

Kalintilarin tekrarlanan egim ve Normal Q-Q c¢izimi sekilleri bu kalintilarin
dagilmmi (Standardized Residuals) belirlemektedir. Kalintilarin  (Residuals)
tekrarlanan egimini temsil eden Sekil 4.8'de goriildiigii tizere bu kalintilarin tam
olmasa bile dogal diizene meyilli oldugu ve Normal Q-Q ¢iziminde temsil eden yine
bu sekilden biitiin kalintilarin (Residuals) “R 3.5.1” kullanarak dogru bir ¢izgi
etrafindan siralandig1 goriilmektedir. Ancak sag tarafta bulunan bazi degerlerin egim
cizgisinden uzaklastigi goriilmektedir. Bu da kalinti dagiliminin (Standardized

Residuals) dogal olmadiginin bir kaniti olarak kabul edilebilir.
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Sekil 4.8. Kalintilarin Tekrarlanan Egimi ve Normal Q-Q Cizimi

Bu islemden emin olmak amaciyla kalintilarin dagilim &zellikleri Jarque — Bera

Testine tabi tutularak asagida yer alan Cizelge 4.8'da gésterilmektedir:

Cizelge 4.8. Kalintilarin Dagilim Ozelliklerini Belirten Jarque — Bera Testi Sonuglari

X-squared DF p-value

Jarque-Bera Test
2740.2 2 2.2e-16

Burada goriildiigii iizere p degeri 0.05 ten az oldugu ve bunun da Sifir Teorisini (Ho :
Kalinti Dogal Dagilimi) reddetmek icin yeterli bir neden oldugu ve ayni zamanda
kalintilarda dogrusal olmayan bir diizenin bulundugunun kanitidir, bundan dolay1

dogrusal olmayan diger modellerin kullanilmasinin gerekli oldugunu géstermektedir.

4.3.3. Degerlendirme Asamasi

ARIMA(0,1,0) (0,0,1) Modeli degerlendirme sonuglari ile ilgili olan Cizelge 4.9'den
anlasildig1 iizere “Minitab” kullanarak SAM(01) Modeli parametrelerinin tahmini
degerinin tamami; fonksiyon seviyesi degerinin (P-value) %5 agirlik seviyesinden

diisiik olmasi halinde agirlikli olur.
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Cizelge 4.9. ARIMA (0,1,0) (0,0,1) Modeli Parametreleri Test ve Degerlendirmesi

Parameter

Estimate

Std. Error

T

P-value

SMA(01)

0.2443

0.0958

2.55

0.012

Yaptigimiz ¢alisma sonunda yazici sarf malzemeler satist miktarinin 6ngoriilmesi
icin gerekli olan biitliin muayene ve teshis testlerini iistiin basariyla geg¢mis ve
kanitlanmis olan modelin diger modellere nazaran ARIMA(0,1,0) (0,0,1) Modeli

oldugunu saptamistir.

ARIMA(0,1,0) (0,0,1) Modeli kullanilarak filen gerceklesen degerleri ile dngoriilen
degerler arasindaki 6ngorii hata miktarini saptamak icin ongoérii Dogrulugu olgiitii
olan MAE, MAPE ve RMSE kullanilmis ve bu sonuglar “R 3.6.1” kullanarak elde
edilmistir. Cizelge 4.10'da gorildigi gibidir.

Cizelge 4.10. ARIMA(0,1,1) Modeli Ongérii Dogrulugu Olgiitii

MAE RMSE MAPE

ARIMA(0,1,0) (0,0,1)

64.99551 65.10048 9.481377

4.4. Yapay Sinir Aglar1 (YSA) Modelinin Olusturulmasi

YSA zaman serilerinin analizi i¢in kullanilan en uygun ve kolay metotlardan
birisidir, burada verileri herhangi bir isleme tabi tutmadan kullanmak miimkiindiir.
Aragtirmacilar, zaman serilerinin ongoriilerinde degisik aglar1 kullanmig ancak
bunlarin igerisinde ve bu calismamizda kullanmis oldugumuz MLP Sinir Ag1 en

yaygin kullanima sahip sinir ag1 olmustur.

Veriler rastgele segilmis olup bunlarin %80 egitim ve %20 testi kullanilmigtir. Ayni
zamanda Sinir Aglar1 Araglarinin (Neural Network Toolbox) uygulama metodunu

belirlemek i¢in de IBMSPSS Statistics25 Programi kullanilmistir.
Verileri aga girmeden 6nce ¢alismamizin konusu olan seri yapay sinir aglari ile bazi

boliimlendirmeler ile donatilmistir, zira yazici sarf malzemeler satiglar1 zaman serisi

bircok dis faktorden etkilenmektedir. Bunlar, dolar fiyatindaki dalgalanmalar,
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miirekkebin kalitesi, tiirii, rengi ve satis fiyatlar1 gibi faktorlerin yani sira mevsimsel
veya siyasi degisikliklerde zaman serisini etkilemektedir. Buna gore de girdi ve ¢ikti
katmanlar1 zaman serisinin boliinmiis degerleri Sekil 4.9'te gosterildigi gibi insa
etmis oldugumuz Alt1 adet veri grubunun her birisi i¢in bu sekilde olusmaktadir (X:-

12, Xt-24.. . Xtk).

Girizler Cikislar
ti2 t24 tzg tag teo t72
t24 tze tag teo ts2 tas
LTS tag tso t7z tge tse

t72 tzs LCT> tios t120 t132

Sekil 4.9. Yapay Sinir Aglart Modelinde Kullanilan Veriler

Modelleri muhtelif sayida gizli katman ve muhtelif sayida sinir hiicreleri ile (1-50)
tasarlanmis ve rastgele secilmis muhtelif tekrarlar1 (epoch) ile birden ¢ok teste tabi

tutulmustur, verilerden elde edilen modeller se¢ilmistir.

Agin egitimi ve On beslemeli sinir aglarinin geri yayilim algoritmasinin
uygulanmasindan sonra, YSA modeli Cizelge 4.11'de goriildigii gibi MAPE ve
RMSE ile “R 3.5.1” kullanarak elde edilmistir.

Cizelge 4.11. Yapay Sinir Aglart Modeli

Kullanilan Girig Gizli Cikis MAPE | RMSE
Zaman Katmanindaki Katman Katmani (%)
Serisi Noron Sayisi Sayist
YSA 5 5 1 0.061 1.283

4.11'lu Cizelgeyi inceledigimizde, Modelde YSA (5.5.1) bir giris katmani, bir gizli
katman ve bir ¢ikis katmani bulunmaktadir. Girig katmaninda bes, gizli katmanda

bes, ¢ikis katmaninda ise bir néron bulunmaktadir.
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Bu modelde bilgi giincellenmesi i¢in 6n beslemeli sinir aglar1 i¢in geri yayilim
algoritmast uygulanmistir. Aktarma Fonksiyonu olarak (Normalized) se¢ilmis ve
gizli katmanlar i¢inde minimum ve maksimum degeri (1-50) arasi olan
(Architecture) belirlenmistir. Egitim tiiriiden (Type of Training) egitim fonksiyonu
olarak (Batch) sec¢ilmistir, iyilestirme algoritmasindan (Optimization Algorithm)
(Scaled Conjugate Gradient) secilmis, ag egitimi islev kalitesi i¢in de (Mean of
Squares Error Performans) belirlenmis ve (Maximum Training Epochs)
kendiliginden hesaplanmustir. Sekil 4.10'te “SPSS” kullanarak elde edilmis olan

yapay sinir ag1 modelinin temsil etmektedir.

Ciris katman Gizli katman Cikig katman
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Sekil 4.10. Deneylerden Elde Edilmis olan Yapay Sinir Ag1 Modeli

4.5. Yapay Sinir Aglar1 Metodu ile Box — Jenkins Metodunun karsilastirilmasi

ve Ongorii Talebi

Cizelge 4.12'te yazic1 sarf malzemeler satislarinin 6ngoriisii i¢in kullanilacak olan en
uygun modelin belirlenmesi amaciyla Irak cumhuriyetinin farkli illerinde
gerceklesen yazici sarf malzemeler satisi verileri igin kullanilan metotlardan elde
edilen RMSE, MAE ve MAPE o6ngorii dogrulugu olgiti “R 3.5.1” kullanarak

gosterilmektedir.
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Cizelge 4.12. Box-Jenkins Metodu ile Yapay Sinir Aglart Metodunun Ongorii
Dogrulugu Olgiitlerinin Karsilastirilmasi

Model MAE RMSE MAPE
ARIMA(0,1,0) (0,0,1) | 64.99551 65.10048 9.481377
YSA(55.1) 19.05708 22.89402 2.97907

Yukarida Cizelge 4.12'te goriildiigii tizere RMSE, MAE, MAPE 6ngorii dogrulugu
oOl¢iitiine dayal1 olarak yapilan karsilastirmada YSA(5.5.1) sinir ag1 modelinin 6ngorii
dogrulugu olgiitii degeri daha diisiikk oldugundan ARIMA(0,1,0) (0,0,1) Modelinden
daha {istlin oldugu, dolayisiyla calisma konusu i¢in en uygun ve ileriki dngoriiler i¢in

daha elverigli olan model YSA(5.5.1) sinir ag1 modelidir.

Ongoriide bulunmak zaman serilerinin modern analizlerinin en son asamasidir, bu
asamaya ancak yapay sinir aglar1 ile Box—Jenkins modellerinin arasindan en uygun
olanin segildiginden emin olunmas1 gerekir. MAPE Olgiitiiniin en diisiik degerini
bulmak i¢in YSA (5.5.1) Modeli kullanilmis ve Ocak 2019 ile Aralik 2020 Aylari
aras1 24 adet ileriki deger igin 6ngériide bulunulmustur. Ongériide bulundugumuz 24
adet sonucu daha oOnceden bilgi sahibi oldugumuz filen gerceklesen sonuglarla
karsilagtirarak asagida Cizelge 4.13'te yer alan sonuglar “SPSS” kullanarak elde
edilmistir. Bundan 2020 yilindaki tahminleri, yazici sarf malzemeleri satislarinin

miktarinda bir iyilesme oldugunu gostermektedir.
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Cizelge 4.13. YSA (5.5.1) Modeli Ongoérii Degerleri

Gercek Veriler Ongoriiler Veriler
Aylar 2017 2018 2019 2020
Degerleri Degerleri Degerleri Degerleri

Ocak | 602 641 638.18 616.31
Subat | 606 655 637.33 615.54
Mart | 610 653 627.86 624.14
Nisan | 613 658 625.66 625.42
Mayis | 614 662 612.41 635.67
Haziran | 616 664 685.23 638.91
Temmuz | 624 668 676.54 640.38
ABustos | 626 673 674.88 643.22
Eylil | g29 677 667.76 648.15
Ekim | 630 682 662.5 650.61
Kasim | 634 689 656.6 650.16
Aralik | g47 698 644.49 646.53

Sekil 4.11'te orijinal ile tahmini seri egrileri arasindaki benzerligi goriilebilir.
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Sekil 4.11. YSA (5.5.1) Modelin Gergek ve tahmini degerleri.
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5. SONUC ve ONERILER

Istikrarsiz ve yenilesmekte olan bir c¢evrenin gerektirdigi yenilesen bilgi ¢aginda
etkin, hizli ve siirekli performans iyilestirmeler gerekmektedir. Bu nedenle
kurumlarin bu degisken ortamda devamlilik, dayanabilirlik ve uyum saglayabilmeleri
sarttir. O yiizden satis miktarlarinin gelecegini 6ngérmek igin en uygun modelin
olusturulmas1 hedef olarak koyulmasi faydali olacaktir. Bu caligmada iki adet
istatiksel model kullanilmis olup bunlarin birincisi Biitiinlesmis Otoregresit Ortalama
Modeli (ARIMA) ikincisi ise Yapay Sinir Aglar1 (YSA) modelidir. Bu iki model
yazict sarf malzeme satislart miktarlarimin karsilastirilmasi amaciyla uygulanmis

olup asagidaki sonuglar elde edilmistir.

Bu caligmada zaman serisi yontemlerinden, “Box-Jenkins (ARIMA)” ve “Yapay
Sinir Aglar1” yontemlerinin 6ngorii  dogruluklarimi karsilastirarak en yiiksek
dogrulugu saglayan yontem ve modelin belirlenmesi ve belirlenen model yardimiyla
2008-2018 yillar1 icin lrak’taki yazici sarf malzemelerin satis miktarini aylar
itibariyle modellenmesi amaglanmistir. Yazict sarf malzemeleri satislari zaman
serisi, varyans ve ortalama yonleri ile duragan olmayan bir seridir. Aylik zaman
serileri i¢in gerekli olan duragan ve tahmin ile 6ngodriide bulunmaya uygun bir
modelin elde edilmesi i¢in ister girdi isterse gizli katmanlar olsun ¢ok katmanlh
modellere ihtiya¢ vardir. Calismamin sonunda, Yyazici sarf malzemeler satislarinin
tanimi ve tahmini i¢in Sinir Aglar1 modellerin olan MLP-5-5-1, Box-Jenkins
yonteminin olan SARIMA(0,1,0)(0,0,1) modeline gore daha uygun oldugu
saptanmistir. Yapay sinir aglar1 yontemi ile serinin duragan hale getirilmesi i¢in
doniistiirme fonksiyonlarina bagvurmaya gerek kalmadan degiskenler arasi dogrusal
olmayan problemlerin ortadan kaldirilmast miimkiindiir. Elde edilmis olan modelin,
planlama ve uygulama birimlerince serinin trendlerini 6grenmek ve olayin analizi ile
etiidiinli yapmak amaciyla kullanilmasi miimkiindiir. Box—Jenkins Y&ntemi ile Sinir
Aglar1 Yontemini karsilastirildi§inda istatistik tahmin o6lgiitlerinin farkli oldugu
goriilmektedir. Sonuglardan goriilecegi lizere yapay sinir aglarn istatistiksel

hesaplamalarin biitiin degigkenleri ile hazir olan verilerini dikkate alan bir yontemdir.

Ileriye yonelik, yazic1 sarf malzemelerin sirketi iiretim, pazarlama, isletme ydnetimi

gibi konulara daha fazla 6nem vermesi ve gelistirmesinin yan sira satig miktarlarinin
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artirilmast i¢in de pazarlama ve satis konularinda yeni yontemleri gelistirmesi
gerekmektedir. Gelecekte, yapilacak caligmalar igin; farkli mimarilere sahip yapay
sinir ag1 modelleri kullanilarak, tahmin ¢aligmalar1 onerilebilir. Ongdrii metotlar:
arasinda en uygun olanini belirlemek amaciyla yeni tahmin ve ongorii testlerinin
yapilmasi, bu amagla Box—Jenkins yontemi ile sinir aglar1 yontemi karisimi homojen

metotlarin kullanmak 6nemlidir.

Tahmin igin kullanilan bu modeldeki ¢alisma; "Garg et al. (2016), Safi (2016),
Ighravwe ve Anyaeche (2019), Pandey (2019)", ¢alismasiyla benzerlik gosterirken,
"Gao et al. (2017), Nury et al. (2017)" galismasiyla farklilasmaktadir. Calismada en
uygun model, Box—Jenkins yontemi oldugu goriilmektedir. Bunun nedeni, Box—
Jenkins modelinin dogrusal veriye sahip olan modellerde kullanilmasidir. Dogrusal

olmayan verilerde ise dogru sonu¢ her zaman alinamamaktadir.

Caligsma sonuglarindan da goriilecegi lizere, tiim durumlar i¢in uygun 6zel bir tahmin
yontemi yoktur. Verinin durumuna bakilarak en uygun modelin secilmesi ve
sonucunda da gerekli kontrollerin yapilmasi 6nemlidir. Baz1 durumlarda birden fazla

yontemin birlikte kullanilmasi dogruluk oranini arttirabilmektedir.
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