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OZET

Telekomiinikasyon Sektériinde Aboneliklerini Iptal
Edecek Miisterilerin Yapay Ogrenme Yéntemleri ile

Tahmin Edilmesi

Ayse SENYUREK

Endistri Miihendisligi Anabilim Dal

Yuksek Lisans Tezi

Danisman: Dog. Dr. Selguk ALP

Glinimuz is dinyasinin rekabet ortaminda firmalarin ayakta kalabilmesi i¢in
aboneliklerini sonlandiracak miisterilerin tahmini (churn analizi) olduk¢a 6nemli
bir hale gelmistir. Miisteri kaybinin tahmini i¢in firmalar ¢alismalar yapmaktadir.
Yapay 6grenme uygulamalar1 da bu konuda etkin bir sekilde kullanilmaktadir.
Pazarin doymus olmasi ve firmalar arasi rekabetin biiytikliigii nedeniyle ayrilacak
misterilerin analiz ve tahmini telekomiinikasyon sektoériinde yogun bir sekilde
yapilmaktadir. Bu sayede firmalar degerli miisterileri belirleme, bu miisteriler icin
0zel kampanyalar yapma ve miisterilerin deneyimini iyilestirme firsati yakalamaya
calismaktadirlar. Literatiirde, firmalar i¢in yeni miisteri elde etmek yerine mevcut
misterileri elde tutmanin 6nemli 6l¢iide daha erisilebilir ve daha az maliyetli oldugu
bir¢cok calismada belirtilmistir. Miisterilerin abonelik siireleri ne kadar uzun olursa
firmalar icin getirisinin o kadar yiiksek olacagl disiintlmektedir.
Telekomiinikasyon sektoriindeki firmalar i¢cin uzun dénemli s6zlesme, kampanya
veya tarifeler kisa donem miisteri iliskilerine gore daha tercih edilir durumdadir.
Sadik misterilerin daha degerli olmasindan 6tiirti sadakatin olusturulabilmesi icin

miisteri kaybi tahmini uygulanmaktadir.
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Yapay Ogrenme, mevcut verileri ve eski deneyimleri kullanarak tahminlerde
bulunmayr saglayan algoritma uygulamalaridir. Bu uygulamalarda amag
algoritmanin belirli bir 6lciite gore basariy1 artiracak sekilde programlanmasidir.
Yapay oOgrenmenin basarili uygulamalar1 ginimizde her alanda karsimiza
cikmaktadir. Konusma ve yazi tanima, finans sektoriinde kredi risk hesaplari,
soforsiiz araglar, sahtekarlik (fraud) tespiti, borsa, biyoinformatik, robotik,
ulastirma, tibbi tani gibi bir ¢cok alanda kendini gostermektedir. Bu baglamda son
yillarda yapay o6grenme temelli yontemler miisteri kaybi1 tahmini i¢in oldukca

popiler olmustur.

Bu ¢alismanin amaci telekomiinikasyon sektoriinde aboneliklerini iptal edebilecek
abonelerin tahmininin yapildig1 modeli belirlemektir. Bu dogrultuda veri secilmesi,
on hazirhginin yapilmasi, kullanilacak yapay 06grenme yontemi, performans
kriterleri, 6l¢iimleme islemlerinin belirlenmesi amaglanmistir. Bunun igin lojistik
regresyon, yapay sinir aglar1 yontemi, random forest yontemi (rastgele orman
yontemi) ve boosting yontemlerine (sirayla egiterek iteleme) gore potansiyel iptal
abonelerinin tahmini yapilmistir. Calisma sonuglar1 incelendiginde miisteri kaybi
tahmininde boosting yonteminin diger yontemlerden daha dogru ve basarili
sonuglar verdigi gorilmiistiir. Miisteri kaybina neden olan en dnemli etkenlerin
basinda kontrat bitimine kalan siire, miisterin ne kadar siiredir operatoriin abonesi
oldugu, yakin cevresinin hangi operatori tercih ettigi ve sebeke kalitesi oldugu

gorulmustir.

Anahtar Kkelimeler: Misteri kayip analizi, Telekomiinikasyon, Misteri iliskileri

yOnetimi, Yapay 6grenme

YILDIZ TEKNIK UNIVERSITESI
FEN BILIMLERI ENSTITUSU
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ABSTRACT

Churn Prediction in Telecommunication Sector with

Machine Learning Methods

Ayse SENYUREK

Department of Industrial Engineering

Master of Science Thesis

Advisor: Assoc. Prof. Dr. Selguk ALP

In the competitive environment of today's business world, in order to survive the
churn analysis has become quite important. Companies are making efforts to
estimate customer churn. Machine learning applications are also used effectively in
this regard. Due to the fact that the market is saturated and the size of the
competition among the firms, the analysis and prediction of the customers will be
made intensively in the telecommunication sector. In this way, companies are trying
to identify valuable customers, make special campaigns for these customers and
improve the experience of customers. In the literature, many studies have reported
that it is significantly more accessible and less costly to retain existing customers
than to obtain new customers for firms. The longer customers' subscription periods,
the higher the earnings for the companies. Long-term contracts, campaigns or tariffs
for the companies in the telecommunications sector are more preferable than short-
term customer relations. Since loyal customers are more valuable, churn prediction

is applied to create loyalty.

Machine learning is an algorithm application that provides estimations using

existing data and old experiences. In these applications, the goal is to program the
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algorithm to increase the success according to a certain criterion. The successful
applications of machine learning are seen in every field today. Speaking and writing
recognition, creditrisk calculations in the financial sector, non-driver vehicles, fraud
detection, stock market, bioinformatics, robotics, transportation, medical diagnosis
is manifested in many areas such as. In this context, machine learning-based

methods have become very popular in recent years for estimating customer churn.

The aim of this study is to construct a model in which the subscribers are able to
cancel their subscriptions in the telecommunication sector. In this context, it was
aimed to select data, to prepare the preliminary preparation, to use machine
learning method, performance criteria and measurement processes. According to
logistic regression, artificial neural network, random forest and boosting method,
potential churn subscribers were estimated. When the results of the study are
examined, it is seen that the boosting method gives more accurate and successful
results than the other methods. The most important factors causing customer churn
was the period remaining until the end of the contract, tenure, which operator

preferred the close relatives and the quality of the network.

Keywords: Churn analysis, Telecommunication, CRM, Machine learning

YILDIZ TECHNICAL UNIVERSITY
GRADUATE SCHOOL OF NATURAL AND APPLIED SCIENCES
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Giris

1.1 Literatiir Ozeti

Literatir incelendiginde yapay o6grenmenin, popilerligi son yillarda artan bir
arastirma alani oldugu goriilmektedir. Ancak miisteri iligkileri yonetiminin 6nemli
bir konusu olan miisteri kaybi analizi (churn analizi) hakkinda yapay 6g8renme
odakh sinirh sayida arastirma bulunmaktadir. Bu arastirmalarda bir¢ok farkh
O0grenme yontemi sinanmistir. Bunlarin basinda regresyon modelleri, karar agaclari,
rastgele orman (random forest), destek vektdr makinesi (support vector machine),
bayes aglar1 (bayesian network), k-en yakin komsu (k-nearest neighbors) gibi
yontemler var. Bir ¢cok arastirmada hibrit yontemler de kullanilmistir. Ancak en
popiiler teknik, yapay sinir aglari, komite modeller ve hibrit calismalar oldugu

goriilmektedir.

Telekomiinikasyon sektoriinde yapilmis son ¢alismalardan biri olan Coussement ve
arkadaslarinin ¢alismasinda (2017) churn analizi 6ncesinde yapilan bir siire¢ olan
veri setinde yapilan islemlere dair incelemeler yapmistir. Miisteri churn tahmininin,
analistler icin cesitli karar noktalari icerdigi, bu karmasik yapinin CRISP-DM (Cross-
Industry Standard Process for Data Mining) tarafindan isi anlama, veriyi anlama,
veri 6n isleme, modelleme, degerlendirme ve gelistirme olmak iizere 6 asamaya
ayrildigr  belirtilmistir. Calismalarinda bu asamalardan veri o6n islemeye
odaklanmislardir. Veri setlerindeki ayrik ve devamli degiskenlerin formatini uygun
hale getirerek ve miisterilere dair dogru 6znitelikler segerek analiz performansinin
artigini vurgulamislardir. Calismada veri 6n isleme islemleri, veri indirgeme ve veri
hazirlama asamasi olarak iki kisima ayrilmistir. Veri indirgeme yontemlerinin amaci
analizi hangi 6zelliklerin etkiledigini belirleyip etkisi olmayan 6zelliklerin modelden
cikarilmasini saglamak boylelikle veri boyutunu azaltmaktir. Veri hazirlama
yontemleri ise degiskenlerin uygun formatlara dontistiiriilmesi i¢cin gereklidir. Veri

On islememin deger donlsimii ve sunumu olarak iki adimi vardir. Calismada bu iki

1



adim tlzerine analizler yapilmistir. Kullanilan veri setinde 30,104 miisteri vardir.
Degiskenlerin 156’s1 kategorik 800’u siirekli degiskendir. Calismada egitim, se¢im
ve test olmak lizere sirayla veri setinin %50, %20 ve %30’luk kisimlar1 alinarak
kullanilmistir. Veri 6n isleme islemlerinin etkisiyle birlikte Lojistik Regresyon
modeli icin churn tahmini basarisi ol¢iilmustir. Veri 6n isleme islemlerinin tahmin
basarisin1 %34’e kadar ¢ikarabildigi goriulmiustiir. Ayrica ¢alisma sonuglarindan bir
digeri de lojistik regresyon algoritmasinin yapay sinir aglar1 ve destek vektor

makinasi gibi yontemlere gére daha hizli oldugu goriilmustir [1].

Amin ve arkadaslarinin (2017) ¢alismasi, referans veri tabani lizerinde uygulanan
Kapsamli Algoritma (Exhaustive Algorithm), Genetik Algoritma, Kaplama
Algoritmas1 (Covering Algorithm) ve LEM2 Algoritmas1 olan kural tretme
yontemlerini kullanarak miisteri davranisini tahmin etmeyi amaglamaktadir.
Yontemlerin Olciimi icin Kaba Set Siniflandirmasi (Rough Set Classification)
uygulanmistir. Bu islem sonucunda, Genetik Algoritma en iyi miisteri kaybi olasilig1

oranini vermistir [2].

Kaynar ve arkadaslarinin (2017) ¢alismasinda, destek vektor makineleri, Naif Bayes
ve ¢ok katmanl yapay sinir aglar1 kullanilarak 3 model elde edilmistir.
Calismalarinda 4667 adet miisteriden alinan bilgiler kullanilmistir. 21 tane 6znitelik
cikarilmistir. Veri setinde hem kaybedilmis miisteriler hem sadik miisteriler vardir.
Veri setinin rastgele secilmis %75’i 6grenme verisi, kalan %25’[ test verisi olarak
kullanilmistir. Calismada uygulanmis 3 yontem icerisinden modelleme tahmin
basaris1 en yiiksek olan yéntem %92.35 ile yapay sinir aglaridir. Ikinci yéntem
%87.15 basar ile Naif Bayes yéntemidir. Uciincii ise %77.89 basar1 ile DVM
yontemidir. Ayrica Naif Bayes yontemi hassasiyet acisindan en iyi sonucu vermistir.
Yapay Sinir Aglar1 ve Naif Bayes yontemleri ¢alisma icin beklenen basarili sonuglari
verirken, Destek Vektor Makineleri beklenenden diisiik performans gostermistir.
Destek vektdor makinasi yonteminin daha disiik basar1 gostermesinin nedenleri

olarak veri setindeki bazi 6znitelikler ve 6rnek sayisinin yetersizligi 6n gérulmiistir

[3].



Vafeiadis ve arkadaslar1 (2015) YSA, destek vektor makineleri, karar agaglari, Naif
Bayes ve lojistik regresyon gibi sik kullanilan churn tahmin teknikleri ve
telekomiinikasyon endiistrisindeki performans siniflandiricilarini kullanarak bu
algoritmalarin performanslarinin  degerlendirilmesi {izerine c¢alismislardir.
Karsilastirmali sonugclar, telekomiinikasyon endistrisindeki kayip tahmini icin

boosted SVM olarak adlandirilan yontemin en iyi sonucu verdigini gostermistir [4].

Abbasimehr ve arkadaslarinin ¢alismasi (2014), komite 6grenmesi uygulamalarinin
bireysel temel 6greniciler i¢in li¢ performans gostergesi adina, yani AUC, hassasiyet
ve 0zgiilliikk agisindan 6nemli bir gelisme getirdigini gostermektedir. Boosting, diger
tlim yontemler arasinda en iyi sonuglar1 vermistir. Bu sonuglar, komite 6grenmesi
yontemlerinin miisteri kayip tahmini isleri icin en iyi aday olabilecegini

gostermektedir [5].

Kim ve arkadaslarinin ¢alismasinda (2014) miisteri kisisel verilerini ve CDR verisini
iceren telekomiinikasyon firmasindan alinan veri seti kullanilmistir. Kullandiklar:
yontem lojistik regresyon ve ¢ok katmanl algilayicilardir. Veri seti %9.7’si churn
etmis musterilerden olusan 89.412 adet ornek miisteridir. Ag analizi kullanan
onceki calismalarin aksine, ag degiskenini bir yayihm siireci olan SPA'dan
olusturulmus ve modeli egitmek icin geleneksel kisisel degiskenlerle

birlestirilmistir. Bu sekilde etkin bir yaklasim gelistirmislerdir [6].

Keramati ve arkadaslar1 (2014) calismalarinda performanslarini karsilagtirmak icin
karar agaclari, yapay sinir aglari, K-en yakin komsular ve destek vektor makinesi
gibi veri madenciligi siniflandirma tekniklerini kullanmiglardir. Iranli bir mobil
operator sirketinin verilerini kullanarak, bu teknikleri birbirleriyle kiyaslayarak
bazi o6nde gelen farkli veri madenciligi yazilimlar1 arasinda bir paralellik
gostermislerdir. Tekniklerin davranislarini incelemek ve 6zelliklerini bilmek i¢in
bazi degerlendirme olciitlerinin degerinde 6nemli iyilestirmeler yapan bir hibrit
yontem onermektedirler. Onerilen yéntem sonuclari, Geri Cagirma ve Duyarlik icin
%95'in lzerinde duyarligin elde edilebildigini gostermistir. Bunun disinda, veri
setindeki etkili 6zniteliklerin c¢ikarilmasi icin yeni bir yontem tanitilmis ve
deneyimlenmistir. Ek olarak, en etkili 6znitelik setini ¢ikarmak ic¢in yeni bir

boyutsallik azaltma yontemi tanitmislardir. Kullanim sikhig, toplam sikayet sayisi
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ve kullanim siirelerinin etkili 6znitelikler oldugu gosterilmistir. Ayrica, ayni veri seti
tizerinde yapilan 6nceki calismanin aksine, SMS sikliginin, licret tutarinin ve hizmet

tiiriintin en az etkili 6znitelikler oldugununu gostermislerdir [7].

Huang ve arkadaslarinin calismasinda (2012) veri setinden yeni oznitelikler
olusturarak ve oznitelikleri baz1 6zelliklerine gore gruplayarak model basarisini
artirmaya calismislardir. Yeni 6znitelik olusturma, veri setinin biiytkligiine dayanir
Oznitelik gruplari, dogruluk ve performans acisindan en verimli modeli olusturmak
icin U¢ farkh sekilde birlestirilmistir. Siniflandirma isleminde lojistik regresyon,
dogrusal siniflandirma, naif bayes, karar agaci, ¢ok katmanl algilayicilar, destek
vektor makineleri ve deneysel veri isleme algoritmalar kullanilmistir. Sonuglar:
degerlendirmek icin ROC (Receive Operating Curves) o6lc¢iitii kullanilmistir. Veri
setindeki tim Oznitelikleri kullanan destek vektdor makineleri ile yapilan

siniflandirma isleminin en iyi sonuglari verdigi goriilmiistiir [8].

Verbeke ve arkadaslarinin ¢alismasinda (2012) miisteri kayb1 tahmini problemleri
icin komite modellerinin veri madenciliginde yaygin bir kullanimi oldugunu
belirtilir. KDD 2009 veri seti de dahil olmak tlizere telekomiinikasyon servis
saglayicillarindan derlenen bir dizi 6rnek derlemislerdir. Misteri kayb1 tahmin
analizi icin veri setinde hem tek hem de komite algoritmalarini uygulamislardir. En
iyi performans gosteren siniflayiciy1 se¢mek icin kar temelli bir degerlendirme
fonksiyonu onermislerdir. Az sayida degisken kullanmislar ve sonuglarin klasik

degerlendirme yontemlerinden daha iyi oldugunu bildirmislerdir [9].

Kisioglu ve Topg¢u'nun (2011) ¢alisma sonuglarina gore, telekom endiistrisinde
etkin bir misteri kayb1 yonetimi i¢in, ortalama MoU (Minutes of Usage), ortalama
fatura 6demesi, ara baglant1 ¢agrilarinin sayisi ve tarife tiirti miisteri kayip oranini

analiz etmek icin en 6nemli faktorlerdir [10].

1.2 Tezin Amaci

Bu calismanin amaci telekomiinikasyon sektoriinde aboneliklerini iptal edebilecek
abonelerin tahmininin yapildigi modeli kurgulamaktir.  Firmalar acisindan
bakildiginda yeni miisteri elde etmektense mevcut miisterilerin ayrilmasini

engellemek daha karli olmaktadir. Mevcut miisterileri koruma hem zaman hem de
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maliyet acisindan firmalar i¢in daha dogru bir strateji olacaktir. Ozellikle pazarin
doygunluga ulasmis oldugu ve rekabetin yogun oldugu sektérlerde churn analizleri

yogun bir sekilde yapilmaktadir.

Pazar rekabeti gz 6niine alindiginda iptal oraninin aylik %2.2 seviyelerinde olmasi
bu alanda yapilacak calismalarin ne kadar onemli oldugunu acik bir sekilde

gostermektedir [11].

Asagida verilmis olan rakamsal verileri de goz 6niinde bulundurdugumuzda iptal
analizinin telekomiinikasyon sektoriinde o©onemi daha net sekilde ortaya

cikmaktadir;

- Aylik oran1 %2.2 olan miisteri abonelik iptali yillik olarak %25 miisteri abonelik
iptaline karsilik gelmektedir [11].

- Miisteriyi elde tutma maliyeti yeni miisteri kazanma maliyetine kiyasla 5 kat daha
distiktiir[12]. Boylece miisteriyi elde tutmak igin yapilacak kii¢tik bir iyilestirme,

karlilikta 6nemli bir artisa 6n ayak olacaktir.

- Turkiye’de Bilgi Teknoloji Kurumunun (BTK) 2018 son ¢eyrek verilerine gore 14
Subat 2018 tarihi itibariyle toplam 123.194.542 mobil numara tasima islemi
gerceklestirilmistir.

1.3 Hipotez

Bu c¢alismada telekomiinikasyon sektoriinde aboneliklerini sonlandiracak
misterilerin yapay 6grenme yontemleriyle tespit edilebilecegi varsayilmaktadir. Bu
amagla farkli yapay 6grenme yontemleri uygulanmis ve elde edilen sonuglar
birbirleriyle kiyaslanmistir. iclerinden yiiksek dogrulukla tahmin yapan yéntemin
boosting oldugu goriilmustiir. Boylece, calisma dogru abonelere erismek ve yeni

pazarlama stratejileri gelistirmek icin sirketlere olanaklar olusturacaktir.

Bu calisma su sekilde diizenlenmistir. B6liim 1, calisma konusu ile ilgili literattir
taramasini ve tezin amacini gosterir. Bolim 2, telekomiinikasyon sektoriine genel
bir bakis sunmaktadir. Boliim 3, miisteri iliskileri yonetiminin, miisteri kaybinin ve

tahmininin anlatildigi bolimdir. Boélim 4, yapay o6grenme yontemlerini



aciklamaktadir. Bolim 5, uygulamay: icermektedir. Bolim 6’da ise ¢alismada

gerceklestirilen uygulamanin sonuglarina ve onerilere yer verilmistir.



2

Telekomiinikasyon Sektoriine Genel Bakis

2.1 Telekomiinikasyon Pazarinin Kisa Tarihgesi

Telekomiinikasyon sektori, telefon ve/veya internet iizerinden kullanicilara
kiiresel bir sekilde iletisim hizmeti veren sirketleri icermektedir.
Telekomiinikasyon hizmetleri, sirketlerin BT altyapisini, verilerin transferini, ¢cagri

ve kisa mesaj servislerini saglar.

Telgraf zamanla mobil servislere evrilmis ve gecmiste giinler siiren iletisim bu
sayede aninda gerceklestirilebilir olmustur. Teknolojinin geldigi noktada su an ¢ok

biiyiik miktarda veriler eszamanli olarak iletebilir hale gelmistir.

Diinya telekomiinikasyon sektorii 1980’lerde biiyiik bir evrim asamasina gelmistir.
Bu biiyiik 6l¢ekli degisimin ilk fazi, 19. yiizyil sonlarinda ve 20. yiizyilin baslarinda
ABD hiikiimeti tarafindan devlete bagh olarak “Post, Telegraph &
Telecommunication” kurulmasi ile baslamstir. Iletisim sektoriiniin devlet tekeliyle
sinirlandirilmamasi fikri hayata gecirilene kadar uzun bir siire bu sekilde devam
etmistir. Iletisim sektoriinde devletin yam sira o6zel sektoriinde faaliyet
gosterebilmesi i¢in, 1984 yilinda “Amerikan Telefon ve Telgraf’ (AT&T) kurulusu
ikiye bolinmiistiir. AT&T'nin béliinmesiyle birlikte ile telekomiinikasyon sektori
icin yeni bir donem baslamistir ve bu durum ABD'deki telekomiinikasyon sirketleri

arasinda tam rekabet saglamistir [13].

Avrupa’ya bakilacak olursa Ingiltere’de telekomiinikasyon piyasasi 1966’ya kadar
tekel konumunda olan “British Telecom”dan ibaret iken sonrasinda kurum
sirketlesmis ve rekabet piyasasi olusmustur. Telekomiinikasyon sektdriinde
serbestlesmenin baslamasi bir ¢cok 6énemli sonucu beraberinde getirmistir. Piyasaya
giren telekomiinikasyon firmalar1 potansiyel miisterileri kendilerine ¢ekebilmek
icin en gelismis teknolojik imkanlar1 kullanmak istemislerdir. Bu sayede sadece 6zel

firmalar degil, devlet kontroliinde olan firmalar da mevcut miisterilerin kaybini



engellemek icin yeni teknolojileri hem ekonomik hem de teknik sebeplerle gelistirip

adapte olmak mecburiyetinde kalmiglardir.

Yeniliklerin sektorde biiylik bir hizla ilerlemesi, rekabetin olusmasi1 ve diinya
pazarinda biiylik trafik artisinin olmasiyla telekomiinikasyon sektorii hizla bir
bicimde biiyiimeye evrildi. Firmalarin biiytimeyle ilgili beklentisi yillik olarak, 1995
yilinda 588 milyar dolardan 2000 yi1linda 1.06 trilyon dolara yiikselmesi yontindeydi
[14].

Asagida goriildugu gibi, mobil telefon ve veri iletisimine yonelik iki 6nemli egilime

bagl olarak, Sekil 2.1'de dort farkli bolim tanimlanmistir [13]:

e Anave gelisen segment: Sabit Telefon,

e Gelir tireten segment: Mobil Telefon,

e Piyasa lizerinde yikici etkisi olan bir baska gelir artirici bliylime segmenti
(6zellikle veri trafigi): Veri Iletisimi / Internet

e Gelir agisindan biiyiime potansiyeli: Mobil Veri

_______________ >
Mobil Mobil telefon (gelir Mobil veri/ mobil internet
ool blylimesinin ana pay!) (bliyliyen ana kisim) N
1
1
1
1
1970’lerde Veri haberlesmesi I
telekomiinikasyon (baslica trafik artis! :
Sabit sektdri (telefon) nedeni)
Telefon Veri

Sekil 2.1 1970-2003 yillarinda telekomda goriilen ana biiytime egilimleri [13]

Telekomiinikasyon sektorii, 2005'ten bu yana, akilli cihazlariyla biiyiik miktarda
veri tiiketen tiiketiciler nedeniyle olduk¢a gelismistir. Ve sektér 2005 yilindan bu
yana fark edilmeden cesitlenmistir. Miisteri ihtiyaclari ile birlikte rekabet durumu

tahmin edilemeyen bir¢cok yonden farkhlasmistir.

Sektorle ilgili calismalar1 olan EY sirketinin kiiresel telekomitinikasyon calismasi

(2015), endiistrinin gelecege dair beklentileri ve giincel bulgularini géstermektedir:
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Global telekomiinikasyon ¢alismasi temel arastirma bulgulari:

e Rekabetin sertligi sektoriin en biiytuk zorlugudur.

e OTT'ler (Over the Top uygulamalar1) degisen talep senaryolarinda en 6nde
gelen ilerletici glictiir.

e Regilatif belirsizlikler, endiistrideki huzursuzluklarin devam etmesine
neden olmaktadir.

e Miisteri deneyimi yonetimi stratejik olarak birinci dénceliktir.

e Servis seviyeleri ve servisleri kisisellestirme miisteri deneyimi ve miisteri
odaklilik i¢in faydahdir.

o Sebeke Kkalitesi firmalar icin ayrismanin kilit noktasi olmaya devam
etmektedir.

e Iinsanlarin ve siireclerin yeni etkilesimi ceviklik diizeylerinde artisa sebep
olabilir.

e Pazar ici konsolidasyon, birlesme ve devralma sektoriiniin 6énde gelen
faktorudir.

e Dijital hizmetler 2020’e kadar gelir tretimini etkileyecektir.

e TV ve buluta giiven orani yiiksek, ancak IoT gelir artis potansiyeli kesin

degildir.

2.2 Tirkiye Telekomiinikasyon Piyasasinin Giincel Durumu

Kuskusuz giinlimiizde telekomiinikasyon sektoérii Tiirkiye’'nin 6nde gelen
sektorlerinden biridir. Tiirk Telekom’un (TT) analog agini baslattig1 1986 yilindan
beri Tiirkiye'de mobil servisler mevcuttur. Ancak, o yillarda gorevlilerden olusan
yaklasik 150.000 aboneye sahip oldugu ve zaten tam kapasitesine ulastigl icin
onemsizdi. Mobil sektor gercek anlamda 1994 yilinda, Turkcell ve Telsim’in TT’yle
gelir paylasimi anlasmasi yapip faaliyete basladiklar1 anda baslamislardir. Bir yil
sonra, mobil aboneler toplam telefon abonelerinin ytlizde ikisine ulasmistir.
Turkiye'nin sahip oldugu bu oran diinya ortalamasinin bes yili gerisinden gelmek
demekti. 1998’in sonuna gelindiginde mobil penetrasyon, 3,4 milyon abone ile
yluzde 5’e ulasarak ikiye katlanmistir. Abonelerin biliytimesi iki isletmecinin de her

birinin GSM900 lisans1 aldig1 1998 yilindan sonra hizlanmistir. Kapsamli pazarlama


https://eksisozluk.com/?q=birle%c5%9fme+ve+devralma

faaliyetleri ve 6n 6demeli kartlarin piyasaya siirtilmesi, 1999 yilinin sonunda ytizde
12 olan penetrasyonda hizli bir artisa yol agan ana katalizorlerdi. 2000 yilinin ikinci
ve Uglinci ¢eyreginde, yeni miisterilerin yarisindan fazlas1 6n 6demeli abonelerdi

[15].

2001 yilinda Turkcell ve Telsim'e iki yeni operatér katilmistir. Bu yilda Is Bankasi
ve “Telecom Italia Mobile”in sahip oldugu Aria ve Tiirk Telekom'un istiraki olan
Aycell, 25 yillik GSM1800 lisansi almistir. Aria ve Aycell, 6nemli operasyonel ve
finansal sinerjiler olusturmak icin 2004 yilinda Avea ismiyle birlesmistir. Tiirk
Telekom hisselerinin %55'inin 6zellestirme siireci Kasim 2005'te tamamlanmistir.
Buna gore, Oger Telecom, Tirk Telekom'daki %55'lik hissesiyle Avea ile birlikte
Telecom Italia Mobile'in ortak kontroliine sahip olmustur. Telsim, Aralik 2005’te
ingiliz GSM operatorii Vodafone’a satildi. 2015 yilinda Tiirk Telekom Avea
hisselerinin %100’{ine sahip oldu. Mobil, internet, telefon ve TV hizmetlerini tek bir
kanaldan sunabilmek i¢in Avea, Tiirk Telekom ve TTNET markalar:1 “Tiirk Telekom”

tek markasi altinda birlestirildi [16].

Glinimtuze gelecek olursak giincel durumda BTK 2018 yili tiglincii ¢eyrek Pazar
verilerine gore telekomiinikasyon sektoriinde faaliyet gosteren isletmelerin net
satis gelirleri 16 milyar TL'dir [17]. Bu rakam ise yillik olarak Tiirkiye GSYH'nin
yaklasik %2.5'u yapmaktadir. Giincel verilere gore Tiirkiye’deki mobil abone sayisi
yaklasik 80.6 milyon, mobil penetrasyon orani ise %99.8'dir. Makineler arasi
iletisim (M2M) ve 0-9 yas araligindaki nufiisii hesaptan ¢ikardigimizda ise mobil
penetrasyon oraninin %113 oldugu gériilmektedir. On 6demeli mobil genisbant
abone sayis1 25 milyon, faturali mobil genisbant abone sayisi ise 36 milyon
saylilarina erigmistir. Aylik mobil kullanim siiresi ile (460 dk) Tiirkiye, Avrupa
tilkeleri ile kiyaslandiginda 1. Siraya yerlesmektedir [17].

Tiirkiye’deki telekomiinikasyon sektoriiniin genel durumu su sekilde 6zetlenebilir :
Telekomiinikasyon sektoriinde Turkcell, Vodafone ve Tiirk Telekom olmak lizere li¢
adet operatér bulunmaktadir. 2018 yili liglinct li¢ aylik dénem itibariyla abone
sayisina bakildiginda Turkcell'in %43.3, Vodafone’'un %30.9 TT Mobil'in ise
%25.8’lik paya sahip oldugu goriilmektedir. Pazar paylari incelendiginde ise
Turkcell’in pazar payinin %41.4, Vodafone'un pazar paymnin %36.7 ve TT Mobil’in
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pazar payinin ise %21.9 seviyelerinde oldugu gorilmektedir. 2018 yili tgiinci
ceyregi itibariyle TT Mobil abonelerinin %56.5’i, Vodafone abonelerinin ise

%>56.7’si, Turkcell abonelerinin ise %54.5’i, faturali abonelerden olusmaktadir [17].

2016 yilinin 1. Ceyregi itibariyle operatorler arasi1 gecislerde mevcut numarayi
koruyarak tasima olanagi baslamistir. 14 Kasim 2018 tarihi itibariyle toplam
120.186.821 mobil numara tasima islemi gergeklestirilmistir. Tiirkiye’de 2018 3.

ceyreginde yaklasik 2.7 milyon abone numarasini tagimistir.

3.500.000 -
3.000.000 4
2.500.000
2.000.000

1.500.000 A

3.212.126
2.908.718
2.783.905
2.720.425
2.602.313
3.289.530
2.824.568
2.758.676
2.712.164

1.000.000

2.335.202

500.000

0

2016-1 2016-2 2016-3 20164 2017-1 2017-2 2017-3 2017-4 2018-1 2018-2 2018-3

Sekil 2.2 Toplam Mobil Numara Tasima Sayilar1 [17]

Sekil 2.3’te numara tasinabilirligi ile mobil isletmecilere gelen net abone sayilari
tcer aylik donemler halinde gosterilmektedir. Mobil numara tasinabilirligi (MNT)
hizmeti ile 2018 yili liglincii tic aylik donemde TT Mobil yaklasik 147 bin abone,
Vodafone yaklasik 69 bin abone kazanirken, Turkcell ise yaklasik 238 bin abone
kaybetmistir.
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Sekil 2.3 MNT Kapsaminda Mobil Isletmecilerin Net Gelen Abone Sayilari [17]

Sekil 2.4’te 2018 yilinin ti¢iinct ¢ceyregini de kapsayacak sekilde son 12 ay i¢in aylik
bazda mobil isletmecilerin abone kayip oranlarina yer verilmektedir. 2018 y1l1 Eyliil
ay1 itibariyla TT Mobil, Vodafone ve Turkcell’in abone kayip oranlari sirasiyla %2,1,
%2,1 ve %2,2 olarak gerceklesmistir. Abone kayip orani isletmeciler tarafindan
kaybedilen miisterilerin miktarini1 6l¢mek i¢cin kullanilan bir orandir. Abone kayip
oranil belli bir donemde isletmeciden aldig1 hizmeti sona erdiren abonelerin

sayisinin o donemdeki

hesaplanmaktadir [17].
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3

Miisteri Kayb1 Tahmini

3.1 Miisteri iliskileri Yonetimine (CRM) Genel Bakis

CRM, acilimi “Customer Relation Management” olan miisteri iliskileri yonetimini
anlatmak icin yaygin bir sekilde kullanilan bir kisaltmadir. 90’1 yillardan itibaren bu
kavrama ilgi artmistir ve is dinyasinda siklikla kullanilan bir kavram haline

gelmistir.

CRM genel olarak miisterilerle iliskinin uzun vadeli ve karli olmasina destek olan
stratejiler ve siireclerin tamamidir [18]. Daha farkl bir sekilde tanimlanacak olursa
CRM’in bir davranis, ise katilmis deger, is yapis ve yaklasim sekli ve tiim bunlarin
miisteriyle iligkisi oldugu sdylenebilir. Hem miisterilerin zihninde organizasyona
dair bir resim olusmasini ve bu resmin gelismesini hem de sirketin pazar payinin
artmasinl saglayan yontemlerdir [19]. CRM, yeni miisteri elde etmek, mevcut
miusterileri elinde tutmak, sirket karini artirmak icin farkl iletisim kanallariyla
miusteri davraniglarini anlamak ve misteriyle etkilesime ge¢mek icin kullanilan bir

yaklasimdir [20].

Tim bu tanimlardan yola ¢ikarak miisteri iliskileri yonetiminin organizasyon ¢ikari
icin miusteri etkilesiminde kullanilan tim strateji, yontem ve siirecler oldugu
soylenebilir. Boylece miisteri algis1 degistirebilir ve sekillendirebilir, musteri bilgisi
daha fazla 6nem kazanacagi miisteri ile daha yakin iliskiler kurulabilir ve miisterinin
satin alma davraniglari degistirilebilir. Misteri iliskileri yonetiminde basarili olmak
firmalar i¢in rekabet tistiinliigii yaratmaktir. Ayrica iyi bir miisteri iligkileri yonetimi

miisteri memnuniyeti ve miisteriyi elde tutma oranlarini artirmak demektir.

CRM uygulamalar1 organizasyonlarin satin alma stire¢lerinde, harcama ve yatirim
miktarlarinda ve yasam dongiilerini uzatma konularinda miisteri sadakatini ve
karliligini degerlendirmesine yardimci olur. CRM uygulamalar1 hangi {riin ve
hizmetlerin miisteriler icin daha iyi oldugu, misterilerle nasil iletisim kurulmasi

gerektigi, miusterilerin sevdikleri renkler, miisterilerin kiyafet bedenleri vs gibi
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cogaltilabilecek bir ¢ok soruya cevep verebilir. Ozellikle miisterilerin daha iyi bilgi
ve 0zel muamele almanin yani sira zamandan ve paradan tasarruf sagladiklari
inancindan da yararlanirlar. Ayrica, sirketle iletisim kurmak i¢in kullanilan kanal
veya yontem ne olursa olsun (internet, cagr1 merkezleri, satis temsilcileri veya satici
vb.) miisteriler aym tutarli ve verimli hizmet alirlar. Tablo 3.1, CRM’in kurum
genelinde misteri verilerini paylasarak ve yenilik¢i teknolojiyi uygulayarak

sagladig1 bazi faydalara kisa bir genel bakis sunmaktadir[21].

Tablo 3.1 CRM’in faydalar: [21]

Miisteri veri paylagimi
sonuclanan organizasyon: CRM yenilikei teknoloji:

Self servis ve Internet uygulamalart i¢in
Ustiin miisteri hizmetleri seviyeleri misterinin yetenegini arttirir

Kisisellestirilmis iletisim ve gelismis

hedefleme ile mevcut ve yeni

Capraz satis ve satis icin firsatlar miisterileri ceker

Misterilerin aliskanliklar: ve tercihleri  Misteri ve tedarikgi iliskilerini
hakkinda genis bilgi biitlinlestirir

Miisterinin entegre ve eksiksiz Ortak ve benzersiz miisteri modellerini
gorinimu analiz etmek icin 6l¢ctimler olusturur

Segmentlere ve bireysel miisterilere
gelistirilmis hedefleme

Verimli ¢agr1 merkezleri / servis
merkezleri

Kurumsal, miisteri odakli, teknolojiyle bitiinlesik, islevsel bir organizasyon
baglaminda, insanlarin, stireglerin ve teknolojinin li¢ temel boyutunu birlestiren bir

CRM uygulama modeli, Sekil 3.1'de sunulmustur.

Berry ve Linoffun [22] Sekil 3.2’de gosterildigi lizere miisterileri 5 ana gruba

ayirdiklarn goriilmektedir.

1. Olas1 Miisteriler: Hedef pazar icerisinde olan fakat heniiz kazanilmamis

misteriyi belirtmektedir.

2. Cevap Veren Miisteriler: Olasi miisterilerin icerisinde olup ilgisi ve dikkati
cekilebilmis miisterilerdir. Bu miisteriler genellikle anket, form veya bilgilendirme

icin dogrudan iletisim gibi herhangi bir yol ile iletisime gecen miisterilerdir.
3. Yeni Miisteriler: Bir sozlesme ile taahhiit altina girmis miisterilerdir.
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Musteri odakli Islevler arasi
E=

is slreci entegrasyon

N

Sirket capinda Teknoloji

strateji odakli strecler

Sekil 3.5 CRM uygulama modeline bir 6rnek [21]

4. Koklenmis Miisteriler: Daha derin ve gelismis bir iliskinin kuruldugu misteri
segmenti olup genellikle firmadaki stresi uzun olan ve daha fazla satisin

yapilabildigi musterilerdir.

5. Eski Miisteriler: Firma ile bagin1 koparmis olan artik miisteri olmayan gruptur.
Bu miisteriler ya goniilli olarak ayrilmislardir (miisteri rakip firmaya gecmis
olabilir veya misteri Urin ile artik ilgilenmiyordur), ya zorla ayrilmalari
saglanmistir (faturalarin 6denmemesi durumu), ya da beklenen bir ayrilma islemi

(tasinma gibi zorunlu haller dogrultusunda) gerceklesmistir.

Misteri  tanimlarinin  detaylar1  sektore  gore  farkhiik  gosterebilir.

Telekomiinikasyon sektori icin miisteri tanimlar1 degerlendirilecek olursa;

- Olas1 misteriler mevcutta rakip firmalardan hizmet alan ve firmanin gelecekte

hizmet verebilecegi biitiin miisterilerdir.

- Cevap veren miisteriler ¢agri merkezini hizmet, kampanya, tarife gibi bilgileri
almak i¢in firma web sitesine girmis, cagri merkezini aramis veya bayi kanallariyla

iletisime gecmis durumda olan tiim miisterilerdir.



- Yeni miisteriler hizmet almak icin satis kanallarinin herhangi biri yoluyla

basvuruda bulunmus ve hizmeti agilarak faturalama yapilabilen misterilerdir.

| Elde etme> | Aktivasyon | iligki Yénetimi >

Olasi Yeni musteri | Koklenmis musteri Eski musteri
yuLsex Gonalli
9 miusteri
kaybi

Hedef 1| Yeni |[| 1k Yiiksek
pazar miisteri miisteri potansiyel

Zorunlu
Diisiik ™ misteri
potansiyel kaybi

Sekil 3.6 Miisteri Yasam Dongiisti Stireci [22]

- Kazanilan miisteriler mevcuttaki ve daha fazla kar edilebilen miisterilerdir.
Boylelikle up-sell (pahali tarife satis1) ve cross-sell (cihaz veya destekleyici hizmet

satis1) yapilarak daha fazla triin satilabilen miisterilerdir.

- Eski miisteriler rakip operatére gecmis, hizmetini kapatmis veya borctan iptal

durumunda kapatilmis miisterilerdir.

3.2 Miisteri Kayb1 (Churn)

Lazarov ve Capota literatiirde asagida gosterildigi gibi ii¢ tiir miisteri kaybi

tanimlanmistir [23]:

o Aktif Kayip Miisteri (Goniillii): Mevcut operatori birakmayi tercih eden ve
baska bir operatore gecmek isteyen miisteriler. Abonelikleri sonlandirma
ornek olarak mobil telefon cihaz modelini yiikseltme / diisiirme istegi,
sebeke kalitesi faktorii, rakip pazarlama faaliyetleri, yonetmelikler vb.
sayilabilir.

e Pasif Kayip Miisteri (Goniillii olmayan): Fatura borcu nedeniyle sirket

tarafindan atilan misteriler.
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e Rotasyonel Kayip Miisteri (Sessiz): Sozlesmesi 6nceden bildirimde
bulunmaksizin beklenmedik bir sekilde sirket veya miisteriler tarafindan

sonlandirilmis miisteriler.

Miisteri kaybi ile sadakat arasinda dogrudan bir baglanti vardir. Giniimiiziin is
diinyasinda, fiyat indirimleri sadakat icin yeterli degildir. Uriine yeni bir deger
katildig1 takdirle misterilerin daha sadik hale gelmesi beklenir. Miusteri kaybi
analizi icin esas amag, aboneliklerini iptal edecek muhtemel miisterileri tespit

etmek ve geri kazanma ¢abalarinin toplam maliyetini hesaplamaktir.

3.3 Miisteri Kayb1 Yonetimi

Miisteri kaybi analizi ¢esitli sektorlerde yapilmaktadir. Musterilerin davranislarina
ve hareketlerine gore cevik bir yapida olmasi dinamik aksiyonlar gerektirir.
Dolayisiyla analitik olarak ele alinmasi gereken bir konudur. Miisterilerin
davranislari ve aldiklar1 aksiyonlar sirketler icin miisteri kaybi analizinde 6nemli bir

ipucudur.

Telekomiinikasyon sektoriinde miusteri sadakatini artirmak icin kullanilan
stratejilerden en Onemlisi miisterileri 6n O0demeli aboneliklerden faturah
aboneliklere gecirmektir. Bu stratejinin diger 6nemli nedeni faturali miisterilerde
abone basina diisen ortalama gelirin (ARPU) 6n 6demeli miisterilerinkine gore daha
yuksek olmasidir. Literatiirde yapilan calismalar gosteriyor ki miisterilerin
abonelik tipi ile gelirinin, egitim diizeyinin, yasinin, cinsiyetinin, ailesinin egitim
diizeyi, aile gelirinin vb. arasinda iliski mevcuttur [24]. Bu sebeple 6n 6demeli

abonelerde fiyat degisikliklerine olan tolerans faturali abonelere gore diisiiktiir.

Yapilan arastirmalarin diger sonuglari, akranlarin marka degistirme konusundaki
davranislari, misterilerin sosyal c¢evresi, mobil sebeke Kkalitesi ile
karsilastirildiginda misterilerin operator degisikligi kararlar lizerinde ¢ok daha

onemli bir etki yarattigini gostermektedir.

Miisteri kayb1 tahminin temeli daha 6nce kaybedilmis miisteriler hakkinda bilgi
iceren tarihsel verilere dayanir. Mevcut miisteriler ile daha 6nce aboneliklerini

sonlandirmis misteriler kiyaslanir. Olasi kaybedilecek miisteriler, siniflandirmanin
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onceki kaybedilmis miisterilere benzer gsekilde o©nerdigi misteriler olarak

tanimlanmaktadir.
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A

Yapay Ogrenme Teknikleri

4.1 Yapay Ogrenmeye Genel Bakis

Yapay 6grenme hem istatistik biliminin hem de bilgisayar biliminin konusudur. Bu
alan daha ¢ok yakin dénemde duyulmaya baslansa da istatistik biliminin bu alandaki
calismalar1 1950°li yillara dayanmaktadir. O yillarda alanin sadece akademiyle
sinirlh  kalmasinin ve endiistride karsiik bulamamasinin sebebi gelistirilen
algoritmalarin etkin ve hizli bir sekilde calistirilabilecegi bilgisayar yazilim ve
donanimlarinin  bulunmamasidir. Dolayisiyla, yapay 06grenme hakkinda
soylenebilecek ilk sey bu alandaki algoritmalarin faydali olabilmesi icin buyiik
miktarda veri {lzerinde c¢alismalar1 ve gl¢li donanim ve yazilimlar
gerektirmeleridir. 1980’den sonra bilgisayar bilimi alanindaki gelismeler bu
algoritmalarin pratikteki kullanimlarin1 kolaylastirmis ve yayginlastirmis ve bu

alan1 giiniimiizde popiiler bir arastirma ve uygulama mecrasi haline getirmistir.

Bilindigi iizere bilgisayarlar kendilerine ilgili tanimlamalar yapilmadig siirece hig
bir problem ¢ézemezler. Ornegin, bir bilgisayar yazilimindan kahve pisirmesini
isteniyor ise adim adim biitiin islemleri tanitilmasi gerekmektedir. Tahmin edilecegi
lizere kahve pisirmek oldukca basit problemdir. Muhtemelen bir yazilima kahve
pisirmeyi birka¢ adimda tanitabilirsiniz. Fakat kahve pisirmek kadar basit olmayan
problemler de vardir. Tibbi teshis problemi bu tarz problemlere uygun bir 6rnektir.
Bir hastanin kanser olup olmadig1 konusunda karar verecek bir yazilim yazmak
kahve pisirecek bir yazilim yazmak kadar kolay olmayacaktir. Bu tarz problemler
cok fazla parametreye tabiidir ve bu kadar fazla parametreyi hesaba katacak
belirleyici (deterministik) bir yazilim yazmak giiniin sonunda isin i¢inden
cikilamayacak bir hale gelecektir. Belirtildigi gibi, kanser teshisi konusunda
belirleyici bir yazilim yazilamasa da arastirmacinin elinde 6nemli bir avantaj
bulunmaktadir; bu avantaj veridir. Yani bir ¢ok kisinin tahlillerini, demografik

bilgilerini, tibbi bilgilerini ve hastalig1 tasiyip tasimama bilgilerini iceren genis bir
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orneklem elde bulunmaktadir. Dolayisiyla bu 6rneklem kanser hastaligi ile onun
belirleyicileri arasindaki bir ¢ok iligkiyi icermekte ve arastirmaciya kanser teghisini
deterministik bir yazilim yazilmaksizin istatistiksel yontemlerle yapabilme imkani
saglamaktadir. Yapay 6grenme algoritmalarinin temel olarak yaptiklar1 sey budur.
Kanser ornegine donulirse bu algoritmalar orneklemdeki oOrtntiileri ortaya
cikararak arastirmaciya bir kisinin kanser olma olmasi olasiligini verebilmektedir.
Buna istatistik de 6rtintli tanima da (pattern recognition) denilmektedir. Burada goz
ontinde bulundurulmasi gereken konu yapay 6grenme algoritmalari belirli bir hata
pay1 dahilinde genelleme yapabilme kabiliyetine sahip algoritmalardir. Bu durum
algoritmanin deterministik olmamasindan (istatistiksel olmasindan) ve bir

orneklem tlizerinde ¢alismasindan kaynaklanmaktadir.

Yapay 6grenme literatiirde kullanim alani ve problemin tipine gore 3 ana baslkta

incelenmektedir [25]. Bu 3 ana alan asagidaki gibidir:

e Gozetimli Ogrenme (Supervised Learning)
e Gozetimsiz Ogrenme (Unsupervised Learning)

e Pekistirmeli Ogrenme (Reinforcement Learning)

4.1.1 Gozetimli Ogrenme

Gozetimli 6grenmede arastirmacinin elindeki 6rneklem tahmin etmeye calistigi
problem hangi kosullarda hangi c¢iktiyla sonuglandigini belirten gozlemleri
icermektedir. Ornegin, daha énce belirtilen kanser teshisi problemine déniilecek
olursa arastirmaci hangi o©zelliklere sahip kisilerin kanser olup olmadigini
bilmektedir. Arastirmaci bu bilgiye sahip oldugu i¢in bu yapay 6grenme teknigine
gozetimli O0grenme denilmektedir. Gozetimli 6grenmede degiskenler ikiye
ayrilmaktadir. Tahmin edilmesi hedeflenen degiskene (kanser teshisi 6rneginde
hastanin kanser olup olmadig1 degiskeni) literatiirde tepki degiskeni (response
variable) denilmektedir. Geriye kalan degiskenlere ise aciklayic1 degiskenler
(descriptive variable) denilmektedir. Bu tarz modellerde temel mekanik su sekilde
isler: Agiklayic1 degiskenler ile tepki degiskeni arasinda anlamli bir istatistiksel iligki

oldugu varsayillmakta, model ise bu iliskiyi tanimlayan rassal siireci veya ortak
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dagilimi (joint distribution) aciklamaktadir. Gozetimli 68renme teknikleri tepki

degiskeninin niteligine gore iki baslikta incelenmektedir:

e Siniflandirma (Classification)

e Baglanim (Regression)

4.1.1.1 Siniflandirma

Siniflandirma problemlerinde tepki degiskeni sonlu (finite) sayida deger alabilir.
Ornegin, gereksiz (spam) e-posta tespiti problem diisiiniildiigiinde tepki degiskeni
iki degerden birisini alabilir. Bir elektronik posta ya spamdir ya da gergek bir
maildir. Benzer sekilde batik kredi tespiti problemin de kredi ya saglikli bir kredidir
ya da batik bir kredidir. Verilen her iki 6rnekte de tepki degiskeni iki degerden birini
aldigindan dolay1 bu tarz problemlere ikili siniflandirma (binary classification)
problemleri denir. Bu arastirmanin konusu olan churn problemi de bir ikili
siniflandirma problemidir. Giintimiizde pratikte calisilan problemlerin ¢cogu ikili
siniflandirma problemi olsa da ikiden fazla sinifin oldugu problemlerde mecvuttur.
Ornegin, miisterinin farkli iiriinler icerisinden hangi iriinii tercih edecegini
belirleme probleminde ikiden fazla sinif bulunabilmektedir (li¢ farkli araba
modelinin tercih edilecegi bir problem gibi). Bu sekildeki problemlere de ¢oklu

siniflandirma (multi classification) problemleri denilmektedir.

Bir siniflandirma probleminin ¢iktisi, gozlemin problemin siniflarina hangi olasilikla
ait oldugudur. Ornegin, bir kanser teshis probleminde yeni bir gozlemin ¢ciktis1 %72
ihtimalle kanser hastalig1 tasima ve %28 ihtimalle kanser hastalif1 tasimama

olabilir. Sinif olasiliklarinin toplami daima 1’i vermelidir.

Endiistride simniflandirma problemine 6rnek teskil edebilecek bir ¢ok problem
vardir. Kredi riski, sahtekarlik tespiti, churn tahmini, iirtin alma egilimi, polige riski

vb. problemler siniflandirma problemlerine 6rnektir.

Siniflandirma problemi icin en c¢ok kullanilan algoritmalar; karar agaclari,
genellestirilmis lineer modeller (lojistik regresyon), k-en yakin komsu, yapay sinir
aglar1 (ANN), destek vektor makinesi (SVM), komite 68renmeleri, dogrusal ayirtag

analizi (linear discriminant analysis), bayesci kestirim modelleridir.
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4.1.1.2 Baglanim

Regresyon problemlerinde s6z konusu problemin tepki degiskeni sonsuz sayida
degerden birini alabilmektedir. Regresyon problemlerini siniflandirma
problemlerinde ayiran temel husus budur. Bir 6érnekle aciklamak gerekirse doviz
fiyatlarinin tahmini problemi ele alinabilir. Bu problemde tepki degiskeni bir fiyattir
ve bu fiyat gercek sayilar kiimesinden herhangi bir degeri alabilir. Siiflandirma
problemlerinde oldugu gibi tepki degiskeni sonlu sayida degerden birini almadig:
icin modelin performansi yanlis siniflandirma hatasi (misclassification error) gibi
olasiliksal bir biiyiikliik yerine ortalama mutlak yiizde hata (MAPE: mean absolute

percentage error) gibi istatiksel buyiikliiklerle 6l¢iilmektedir.

Endiistride regresyon problemlerine ornek olusturabilecek bir ¢ok problem
bulunmaktadir. Enerji fiyat ve talep tahmini, finansal varlik fiyat ve talep tahmini,
tasinir-tasinmaz mallarin fiyat ve talep tahmini bu problemlere 6rnek olarak
verilebilir. Regresyon problemlerini ¢6zmek ic¢in kullanilan algoritmalarin
cogunlugu siniflandirma problemleri i¢in kullanilan algoritmalarla aynidir. Karar
agaclari, lineer regresyon modelleri, yapay sinir aglar1 (ANN), komite 6grenmeleri,

destek vektor makinesi (SVM) modelleri 6rnek verilebilir.

4.1.2 Gozetimsiz Ogrenme

Gozetimsiz 6grenmede gozetimli 6grenmede oldugu gibi aciklanmak istenen bir
tepki degiskeni yoktur. Bu tarz 6grenme biciminde 6érneklem, genelde gozlemler ile
ilgili aciklayic1 degiskenleri icerir. Gozetimsiz 6grenmede amag¢ tahmine dayali bir
siniflandirma veya oOngoriide bulunmak degil sadece ve sadece oOrneklem
icerisindeki oriintiileri ortaya cikarmaktadir. Gozetimsiz 6grenmenin en yaygin
kullanim alani 6bekleme (clustering) problemleridir. Ornegin bir perakande
isletmecisinin miisterilerini belirli sayida segmentlere ayirmasi bir 6bekleme
uygulamasidir. Gozetimsiz 6grenmede bu 6bekleme uygun algoritmalar kullanilarak
orneklemdeki oriintiilere gore yapilir. Bu uygulamalar sonucu olusturulan ébekler

sirketlerin CRM siireglerinde kullanilir.
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Endiistride gozetimsiz 6grenme problemlerine 6rnek olabilecek problemler miisteri
O6beklemesi, goriintii sikistirma, belge 6bekleme ve biyoinformatik alaninda genlerin

obeklenmesidir [25].

4.1.3 Pekistirmeli Ogrenme

Pekistirmeli 6grenme daha ¢ok robotik alaninda uygulanmaktadir. Pekistirmeli
O6grenmede amag belirli bir hedefe ulasmak icin gerekli olan dogru adimlarin
6grenilmesidir. Pekistirmeli 6grenmeyi gozetimli 6grenmeden farkli kilan temel
unsur budur. Ciinkii gozetimli 6grenmede hedef tek adimda o6grenilir. Aksine
pekistirmeli 6grenmede bir hedef, kurallar ve o hedefe giden farkh politikalar
vardir. Pekistirmeli 6grenmeye en isabetli 6rnek oyun oynamaktir. Ornegin, dama
gibi bir oyunun az sayida ve herkes tarafindan anlasilabilir basit kurallar1 olmasina
ragmen oyunu kazanmaya gotiirecek hamleler ustalik gerektirecek seviyede zor
olabilir. Pekistirmeli 6grenme oyunu kazanmaya gotiirecek stratejileri 6grenmek
icin uygulanan yontemler biitiintidiir. Endiistriden bir érnek olarak robotlar belirli

gorevlerini yerine getirmeyi pekistirmeli 6grenme vasitasiyla gerceklestirirler.

Bundan sonraki kisimda bu ¢alismada kullanilan 4 farkl yénteme yer verilmistir:

4.2 Lojistik Regresyon

Lojistik regresyon, dogrusal regresyonun daha genis bir kiimesi olan
genellestirilmis dogrusal modeller (GLM) ailesine tliye bir tahminleme modelidir.
Adindan da anlasilacag tizere lojistik regresyon tipki dogrusal regresyon modeli
gibi parametrik, yapisal ve aciklayici degiskenlerle bagimli degiskenler arasinda
lineer iliskiyi 6ngoren bir model bi¢imidir. Lojistik regresyon ikili siniflandirma
(binary classification) problemlerini tahmin etme icin kullanilir. Problemin konusu
olan olayin olma ihtimali P ile tanimlanirsa lojistik regresyon asagidaki lineer

modeli ¢ozer.

log (;55) = Bo+ Buxa + -+ i (4.1)
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Burada k, bagimsiz degiskenlerin toplam sayisini ifade etmektedir. Bu model, model
katsayilarini belirlemektedir. Belirlenen model katsayilariyla hesaplanan p degeri
bir olasilik deger olup 0O ile 1 arasinda olmak zorundadir. p asagidaki gibi ifade edilir:

1
1+exp[—(Bo+P1x1++ Brxr)]

p = (4.2)

Bu fonksiyona literatiirde sigmoid fonksiyonu adi1 verilmektedir.

Lojistik regresyon, aciklayici degiskenler tssel temel fonksiyonlar ile
dontstirilmedigi siirece dogrusal karar sinirlar1 olusturur. Bu da modelin
tahminleme performansi diisiiniildiigiinde en biiylik dezavantajlarindan birisidir.
Cinkii gercek diinyada bir¢cok problem dogasi geregi dogrusal olmayan karar
sinirlarin1  gerektirmektedir. Bunun yaninda aciklayici degiskenlerin egim
parametrelerinin istatistiksel olarak anlamli olup olmadigina olanak tanidig icin
istatistiksel c¢ikarim problemlerine uygundur. Tahminleme basaris1 lojistik
regresyondan daha iyi olan birgok modelde istatistiksel ¢ikarim yapmak miimkiin

degildir [26].

4.3 Yapay Sinir Aglar

Yapay sinir aglar1 modelleri siniflandirma problemleri i¢in uygulandiginda lojistik
regresyon yonteminde oldugu gibi aciklayict degiskenlerin  dogrusal
kombinasyonlarini kullanarak problemin konusu olan olayin olma olasiligini
tahminlemeye c¢alisir. Ve yine lojistik regresyonda oldugu gibi aktivasyon
fonksiyonu olarak sigmoid fonksiyon en yaygin olarak kullanilmaktadir. Aktivasyon
fonksiyonu olarak sigmoid fonksiyonu kullanmayan yapay sinir aglar1 modelleri de
vardir. Bunlardan en bilineni, aktivasyon fonksiyonu olarak basamak (step)
fonksiyonlarini kullanan algilayici (perceptron) adiyla bilinen algoritmalardir. Bu
iki yaklasimin performansi ¢ogu problemde birbirine yakin olmasina ragmen step
fonksiyonunun stireksiz olmasi parametre tahmininde cesitli teknik zorluklar
cikardigl icin siirekli olan sigmoid fonksiyonunun daha cazip ve yaygin hale
gelmesine yol agmistir. Yapay sinir aglari lojistik regresyonun aksine lineer olmayan
karar sinirlarin1 da hesaplayabilmektedir. Bunu da yapay sinir aginin ¢ok katmanh

yapisi saglamaktadir. Daha ac¢ik bir ifadeyle yapay sinir aglarindaki gizli tabaka bunu
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olanakll kilmaktadir (Sekil 4.1). Bu modelin parametreleri genellikle geri hata

yayilimi (error back propagation) algoritmasiyla hesaplanmaktadir [27].

Ozii itibariyle yapay sinir aglar1 da parametrik modellerdir. Dolayisiyla agdaki
digim sayis1 ve aciklayic1 degisken sayisi arttikca modelin hesaplamasi gereken
parametre sayisi kontrolsiiz bir sekilde artacak ve modelde asir1 6grenme
(overfitting) ve ¢ok boyutluluk problemleri siklikla goriilecektir. Bu ylizden bu tarz
modellerin en biiyiik dezavantaji bu olup ¢ok hassas bir kalibrasyon islemi
gerektirmektedir. Genellikle bu modellerde aciklayici degiskenler cok hassas bir
sekilde cesitli algoritmalar kullanilarak dénitstirilir. Ve eger farkli modeller
biraraya getirilip model ortalamasi alinmiyorsa overfittingi engellemek icin
genellikle agirlik soniimlemesi (weight decay) gibi regilarizasyon yodntemleri
kullanilmaktadir. Biitiin bu islemler modelin hesaplama yiikiini artirmaktadir.
Dolayisiyla sonraki béliimlerde bahsedecegimiz parametrik olmayan aga¢ tabanh
modellere gore churn gibi problemler i¢in daha diisik genelleme performansi

gostermektedirler.

Kestirici
B .- = =
Gizli tabaka Gizli tabaka
1 T H

Sekil 4.7 Siniflandirma i¢in bir gizli katmanl yapay sinir aglari yapisi [26]

181)| lelpowBis

81| |lelpowBis
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4.4 Rastgele Orman (Random Forest)

Random forest bir komite 6grenmesi algoritmasidir. Komite 6grenmesi
algoritmalar1 birden fazla model olusturarak bu modellerin ortak kararindan
faydalanirlar. Random forest algoritmasi temel 68renici olarak genellikle CART
(Classification and Regression Tree) algoritmasini kullanir. Random forest'in
genelleme performansi oldukga yiiksektir. Bunu da varyans-yanlilik iligkisinde
varyansl ¢ok basarili sekilde diistirmesine bor¢ludur. Modelin mekanizmasi kisaca
soyle calisir: Model temel amag olarak birbirinden bagimsiz yiizlerce karar agaci
uretmeyi hedefler. Bu tekil karar agaclarinin istatistiksel olarak birbirinden
bagimsiz olmasi1 modelin performansi acgisindan ¢ok dnemlidir. Eger istatistiksel
bagimsizlik yeterince saglanamazsa modelin hedefledigi varyansdaki duisiis yeterli
olmayabilir. Bu da genel model performansinin diisiik olmasina yol agacaktir.
Random forest algoritmasi tekil agaglarin birbirinden bagimsizligini modele iki tiir
rassallik katarak saglamaktadir. Zaten modelin ad1 da modelin getirdigi bu rassallik
unsurlarindan kaynaklanmaktadir. Model her agaci olustururken varolan biitiin
gozlemlerin belirli bir alt kiimesini rassal olarak secer. Bu modelin getirdigi birinci
tir rassalliktir. Bu sayede modelin olusturdugu her bir tekil aga¢ eldeki
orneklemenin birbirinden bagimsiz alt kiimeleri iizerinden 6grenme yapacaktir.
Fakat teorik ve ampirik calismalar gostermistir ki bu tarz bir rassallik tekil agaclarin
biribirinden yeterince bagimsiz olmasim saglamamaktadir. Ozellikle yeterince
biiyiik orneklemlerde tekil agaclarin agacin kékiine en yakin olan dallanmalan
birbirine ¢ok yakin ¢ikmaktadir. Bu ylizden random forest algoritmasi ikinci tir bir
rassalliktan faydalanir. Bu ikinci rassallik her bir tekil aga¢ icin aciklayic
degiskenlerin sadece belirli bir rassal alt kiimesini kullanarak saglanabilir.
Boylelikle her bir tekil aga¢ aciklayici degiskenlerin sadece belirli bir kismini
kullanarak modeli 6grenebilecektir. Bu durumda amaglandig1 gibi agaclarin
birbirinden yeterince bagimsiz olmasini saglamaktadir. Bu mekanizma ile random
forest algoritmasi oldukea diisiik bir hata payina ulasabilmektedir [28]. Random
forest algoritmasinin kalibrasyon parametreleri olduk¢a basittir. Genelleme
performans1 iizerinde etkisinin en yiiksek oldugu gozlenen kalibrasyon
parametreleri, modelin olusturacagi tekil agaclarin sayisi (m) ve her bir agacg icin kag
tane aciklayici degiskeni rassal olarak sececegidir (k) [29]. Random forest
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algoritmasi temel 6grenici olarak CART algoritmasini1 kullanmasi ve karar verici
olarak modeller ortalamasi kullanmasi sebebiyle tahminleme algoritmalarinda
karsilasilan en ciddi problemler olan overfitting, yliksek boyutluluk ve u¢ degerler
gibi problemlere oldukc¢a dayaniklidir. Bu yonityle disunildigiinde diger komite
modelleriyle beraber en az 6n veri isleme gerektiren modellerden bir tanesidir. Bu
durum genel tahmin performansinin yiiksekligi ile beraber bu modelleri olduk¢a

cazip hale getirmektedir [26].

1 Olusturulacak model sayisim segin, m
2fori=1tomdo

3 Onjinal verinin ényviikleme Srnegim olusturun
Bu émek zerninde bir aga¢ model egitin

for Her bélme 1cin do

4
5
6 Rastgele oryjinal belirleyicilerin k (<P) secenefin secin
7 k belirleyicilen arasindan en 1v1 belirlevicivi segin ve ven bélimi
3 end

9

Bir agacin ne zaman tamamlandigini belirlemek 1cin tipik agac modeh
durdurma &lciitlerini kullanin (ancak budama vapmayvin)

10 end

Sekil 4.8 Temel Random Forest [26]

4.5 Boosting

Boosting algoritmalar1 da random forest algoritmalarinda oldugu gibi gibi birer
komite O6grenmesi algoritmalaridir. Boosting yontem olarak herhangi bir tekil
siniflandirma algoritmasiyla beraber kullanilabilmesine karsin CART algoritmasi
istatistiksel 6zelliklerinden dolay1 boosting i¢in en uygun algoritma olup yaygin
olarak kullanilir. Ciinkii CART algoritmasi tipik bir diisiik yanlilik ve ytliksek varyans
algoritmasidir. Boosting algoritmasi da random forest algoritmasi gibi model
varyansini diisirmeyi amaglar. Boylelikle CART gibi diisiik yanlilik ve yiiksek
varyans Ozelliklerine sahip bir siniflandirma algoritmasi ile uygulandiginda oldukca

arzu edilen diisiik yanlilik ve diisiik varyansh tahminler olusturan bir komite
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O0grenmesi algoritmasina doniisebilmektedir. Boosting temel olarak o6rneklem
icerisindeki gozlemlere agirliklar vererek ¢alisir [30]. Temel 68renici olarak
kullanilan CART modeli zayif 6grenici olarak tabir edilir. Zayif 68renicinin tanimi
rastgele karar veren bir 6greniciden marjinal seviyede daha iyi performans gosteren
Ogrenicidir. Bu 6zelligi ile boosting aslinda bir¢ok zayif 6greniciyi biraraya getirerek
kuvvetli bir 6grenici yaratmay1 amaglamaktadir. Algoritma iteratif bir algoritmadir.
iterasyonda bir 6nceki agacin yanhs tahminledigi érneklere daha yiiksek agirhk
vererekilerler. Boylelikle model her iterasyonda tahmin edilmesi zor 6érnekleri ayirt
edebilmek i¢in zorlanir. Bu sekilde iterasyonlar ilerledik¢e tahmin edilmesi zor olan
orneklerin arkasindaki kural setleri 6grenilmeye baslanir. Modelin olusturdugu her
bir tekil agacin tekil genelleme performansina gore bir agirhigr vardir. Yeni
orneklerin tahmini herbir tekil aga¢ kararinin bu agirliklara gore ortalamasi ile
verilir. Genel mekanizmasi bu sekilde olan boosting algoritmalarinin bir¢ok
varyasyonu bulunmaktadir. Bunlardan en ¢ok bilinenleri AdaBoost, Gradient
Boosting Machines (GBM) ve XGBoost algoritmalaridir. Bu modellerde temel
Ogrenici olarak CART algoritmasinm1 kullandiklar1 i¢in tipki random forest gibi
overfitting, yiiksek boyutluluk ve u¢ degerlere karsi olduke¢a direnglidirler. Bu
modellerin en etkin kalibrasyon parametreleri iterasyon sayisi, rassal olarak
secilecek orneklem alt kiimesi ve aga¢ derinligidir (interaction depth) [31]. Mevcut
teorik ozelliklerinden dolay1 random forestla beraber bu modellerin de churn ve

benzeri problemler icin en uygun modeller oldugunu degerlendirilmistir.
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1 Bir samifi+1 deferinde ve digerini -1 degerinde gosterelim
2 Her dmege aymi baslangic agirliging verelim (1 / #)
JforK=1tcK do

4 Agirliklandirilmag 6rnekleri kullanarak zayif bir siniflandirics olugturun ve &
modelinin yvanls simflandirma hatasim hesaplayin (err;)

5 k. kademe degenni In ((1 - erry) / erry) olarak hesaplayin.

] Yanlig dngorilen drneklere daha fazla afirlik vererek ve dogru tahmin edilen
orneklere daha az agirlik vererek ek agirliklanm giincelleyin.

7 end

8 Yikseltilmis ssniflandinicinin her bir 6mek 1¢in tahmunini, & agamasim & model
tahminivle  carparak ve bu miktarlan F'ye ekleyerek hesaplayin. Bu toplam
pozitifse, 6rnegi+1  sinifinda, aksi takdirde -1 smifinda siniflandirin.

Sekil 4.9 ikili sinif problemleri icin AdaBoost algoritmasi [26]

1 Tiim tahminleri 6rneklem log olasiliklarryla baglat. £ = log Lf_ﬁ
2 for iterationj=1. . Mdo
3 Artiklart hesaplayin (yvami gradvan) z; = v, — 3,
4 Egitim verilerini rastgele drnekleyin.
5 Kalintilar sonug olarak kullanarak rastgele altkiime bir agag modeli vetigtirin,
[ Pearson kalintilarinin terminal dagim tahminlerim hesaplayin:
AT -
B - B)

T

7 Meveut models f; = f; + Af [’ kullanarak giincelleyin.
8 end

Sekil 4.10 Siniflandirma icin basit gradient boosting [26]
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4.6 Performans Degerlendirme Yontemi

Churn tahmini gibi karmasik veri madenciligi problemlerinde herhangi br
siniflandirma yontemi hemen her probleme uygulanabilir halde degildir. Cogu
yapay 6grenme algoritmalar farkli modelleri olusturmak icin farkl degerlerle ve
ayarlamalarla calistirilir. Bu modeller olusturulduktan sonra, isabetli bir tahmin
yapmak ve en iyi modeli se¢mek icin modellerin karsilastirilmalar1 gerekir.
Algoritmanin modelleri ne kadar iyi tahmin edip karsilastirabildigini bize sdyleyen

bir skorlama o6l¢iitiine ihtiya¢ duyulmaktadir.

Test veri kiimesine yeni bir érnek geldiginde, model bu veriyi kendi algoritmasina
gore tahmin eder. Tahmin dogruysa (test verisetindeki ile ayn1 degerde), dogru
olarak sayilir. Tahmin yanlissa, yanhs olarak sayilir. Eger tahmin negatif (churn
etmemis) ve dogruysa tahmin dogru negatif, eger tahmin pozitif (churn etmis) ve
dogruysa tahmin dogru pozitif olarak sayilir. Tahmin negatif ancak gercek sinif
pozitifse yanlis negatif, tahmin pozitif ancak gercek sinif negatifse yanlhs pozitif
veya yanhs alarmdir. ikiye iki hata matrisi (confusion matrix), bir siniflayicidan ve
Tablo 4.1'deki gibi bir dizi test 6rneginden olusturulabilir. Bu matris, genellikle

bir¢ok 6l¢timiin temelidir.

Tablo 4.2 Hata Matrisi

Gergek kayip Gergek sadik

miisteriler miisteriler
Tahmin edilen kayip misteriler dogru pozitif yanlis pozitif
Tahmin edilen sadik miisteriler yanlis negatif dogru negatif

Yapay Ogrenme algoritmalarini degerlendirmek icin kullanilan hata matrisine

dayanan en yaygin performans o6l¢iimlerinin tanimlari asagida verilmistir:

yprate = Yanlis pozitif oran = };V—P (4.3)

dprate = Dogru pozitif oran = le—P (4.4)
. DP

Duyarlik (Precision) = PYRT (4.5)
DP

Geri ¢agirim (Recall) = (4.6)
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(DP+DN)x100
DP+DN+YP+YN

Hatasizlik (Accuracy) = (4.7)

2 x Duyarlik x Geri gagirim

F-ol¢iisti = (4.8)

Duyarlik+Geri ¢cagirim

Burada;

P = Gergek pozitif sayisi,

N = Gergek negatif sayisi,

DP = Dogru pozitifler,

DN = Dogru negatifler,

YP = Yanlis pozitifler,

YN = Yanlis negatifler’dir.

Farkli siiflayicilar1 degerlendirmek icin kullanilabilecek bazi olgiitlere 6rnek
olarak hatasizlik, F-6l¢tist, kaldirma tablosu (lift-chart), ROC alani verilebilir. Her
biri performansi degerlendirmede farklh bir yaklasimi temsil eder. Bir olcu
secmeden dnce, performansin uygulamamiz i¢cin ne anlama geldigini netlestirmemiz
gerekir. Performans, veri 0zelliklerine ve problem alanina gore degisir [32]. Bu

calismada hangi performans 6l¢titiiniin ne sebeple kullanildigi bir sonraki bolimde

detayli verilmistir.

Agiklanmasi gereken diger iki pratik konu asir1 6grenme (over-fitting) ve eksik
o0grenmedir (under-fitting). Bu terimlerle hem yapay 0grenme yontemlerini
incelerken hem de bir sonraki boliimlerde karsilasilacaktir. Asir1 68renme ve eksik
O0grenme ile yalnizca churn tahmininde degil tiim siniflandirma problemlerinde
sikca karsilasilir. Asir1 6grenme, siniflandirma egitimi veri setinde ¢ok fazla
uzmanlastifinda gerceklesir. Bu, genellikle siniflandirma modelinin veya yapisinin
asir1 karmasik olmasi durumunda meydana gelir, bu nedenle asir1 parametreleme
nedeniyle verilerdeki giirtiltiiden ciddi sekilde etkilenir. Bu nedenle, testte veya yeni
veri setinde kotii performans gosterir. Aslinda verilerde bulunmayan kaliplari
kesfeder. Diger mesele asir1 6grenmenin tam tersi olan eksik 6grenmedir. Etkin
siniflandirma modeli verilere uygun degildir. Ciinkii, egitim verileri icin bile cok
genel veya basittir. Eksik 6grenmenin kesfedilmesi daha kolaydir, ¢linkii siniflayici
egitim verileri lizerinden zayif bir performans gosterir. Sekil 4.2, bu sorunlara bir
ornektir. Sekilde veri setinin veri noktalar1 (a), eksik 6grenme modeli (b), fit model

(c) ve asir1 6grenme modeli (d) gosterilmektedir.
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Sekil 4.5 Eksik 68renme, fit ve asir1 6grenme modeli [33]

Dogru pozitif oran, churner olarak siniflandirilan churner sayisi (dogru pozitifler)
ile gercek churner sayisi (Pozitif = DP + YN) arasindaki orandir. Yanlis pozitif oran,
gercekte churner olmayan ancak tahminde churn kabul edilen kisi sayis1 (yanlis
pozitif) ile gercek churner olmayanlarin sayisi (Negatif = YP + DN) arasindaki
orandir. dprate ve yprate tek baslarina yeterli degildir. Duyarlik ve geri ¢agirma,
dengesiz veri setlerinde kullanilabilecek iki 6nlemdir. Duyarlik su soruyu cevaplar:
“Churn olarak siniflandirilan miisteriler arasinda, gercekte ka¢ tane churner var?".
Geri ¢agirma ise tim churnerlarin arasinda kag¢ kisinin dogru bir sekilde tahmin
edebilecegini yanitlar. Duyarlik ve geri ¢agirma arasinda daima bir denge vardir.
Yiiksek duyarlik dustik geri cagirma ile sonuglanir. F-6l¢ciisii hem duyarligl hem de
geri cagirmayl dikkate alir. Bu nedenle, sinif dengesizliginden muzdarip olan
problemler i¢in daha iyi bir 6l¢limdiir. Churn tahmini alani ve veri setimiz i¢in en
uygun Onlem, bir sonraki alt boélimde tartisilacak ROC alanidir.
Telekomiinikasyonda yaygin olarak kullanilmaktadir, ¢iinkii bu 6nlem hem dogru
hem de yanlis pozitif oranlar1 dikkate almaktadir. ROC alan skoru sinif oranlarindan
bagimsizdir. Bir sonraki boliimde daha detayl anlatilan bu nedende, ¢alismanin

performans Olgtimu icin ROC/AUC 6lgiiti se¢ilmigtir.

4.6.1 ROC/AUC

ROC (Receiver Operating Characteristic) ¢izelgesi iki boyutlu bir cizimdir. ROC
egrileri, sinif dagilimi veya hata degerleri dikkate alinmaksizin bir siniflandiricinin
performansini gosterir. Dikey eksendeki dogru pozitif oranina karsilik (hassasiyet)

yatay eksen lizerinde yanlis pozitif oranm (6zgiilliik) cizilir [34]. Sekil 4.3 bir ROC
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egrisinin nasil gorindigini gostermektedir. Grafikteki her adim esigi degistirerek
olusan bir noktadir. ROC egrisindeki her nokta, belirli bir karar esigine karsilik gelen
bir hassasiyet / 6zgilliik ciftini temsil eder. Bu grafigi kullanarak, hassasiyet ve
ozgullik arasindaki en uygun denge noktasi tespit edilebilir. ROC analizi ayrica,
herhangi bir esikten bagimsiz olarak bir siniflandiricinin 6ngérme kabiliyetini
degerlendirme sansi saglar. AUC (area under curve) denilen ROC egrisinin altindaki
alan, cesitli siiflandiricilarin dogrulugunu karsilastirmak icin ortak bir 6nlemdir.
ROC, bir yontemin 6rnekleri dogru sekilde siniflandirma yetenegini degerlendirir.
Bu yaklasima gore, en biiytik AUC'ye sahip siniflandirici daha iyi kabul edilecektir.

Bir siniflandiricinin AUC'si 1'e yakinsa, dogrulugu daha yiiksek demektir.

100

80 +

I'ruc Positives (Ya)

t v 1 |
20 40 fill &l 100

False Positives (%a)

Sekil 4.6 ROC egrisi 6rnegi [34]
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5

Uygulama

5.1 Verinin Tanimlanmasi

Calismada bir telekomiinikasyon firmasindan alinan bir senelik miisteri verisi
kullanilmistir. Alinan 6rneklem tamamen maskelenmis olup abonelerin kimligi
cikarilabilir durumda degildir!. Veriler aylik bazda 6l¢iilmis olup ¢alismamizin
konusu olan churn de ayhk olarak incelenmistir. Ornek vermek gerekirse bu
calismada bir miisteri takip eden 30 glnliik fatura doneminin herhangi bir aninda
baska bir operatore gecmisse c¢alismada kullanilan hesaplama yontemine gore
churn kabul edilmektedir. Bu ¢alismada hattin1 tamamen kapatmis veya borcu
nedeniyle aboneligi kapatilmis miisteriler dahil edilmemistir. Dolayisiyla
inceledigimiz problem rakibe gecis yapmakla sinirlandirilmistir. Literatiirdeki

ismiyle aktif (gonullii) miisteri kayiplar1 incelenmistir.

Kullandigimiz veri her ay i¢in 2 milyon abone iceren érneklemlerden olusmaktadir.
Bu 6rneklemlerin ana kiitleyi temsil ettiginden emin olmak i¢in rastgele 6rnekleme
(random sampling) kullanmilmistir. Orneklemin ana kiitleyi temsil kabiliyeti giiven

aralig1 icerisinde oldugu ANOVA (Analysis of Variance) testi ile kontrol edilmistir.

Tim 6rneklem gz 6ntinde bulunduruldugunda aylik churn orani %1.4 olup fatural
abonelerin churn orani 6nodemeli abonelere kiyasla biiyiik oranda diistiktiir.
Faturali abonelerde ortalama aylik churn %0.9 iken 6nédemelilerde bu oran %1.8
goziikmektedir. Onodemeli aboneler érneklemin %44’iinii, faturali aboneler ise
%56’sim1 olusturmaktadir (Tablo 5.1). Faturali miisterilerdeki churn oraninin
onodemelileri gore diisiik olmasinin sebebi faturali aboneler ile firma arasinda
sozlesmesel iliski bulunmasindan 6tiiriidiir. Dolayisiyla faturali abonenin operatorii
terketmesinde ciddi degistirme giderleri (switching cost) vardir. Ancak dataya aylik

olarak bakildiginda aylik bazda churn oranlarinin ciddi dalgalanma sergilediklerini

! Kisisel verilerin korunmasi kanunu (KVKK)
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goriiyoruz (Sekil 5.1). Bu da churn ile ilgili zaman ekseninde yapilacak kestirimleri
oldukca gii¢c hale getirmektedir. Fakat bizim analizimiz tabiati itibariyle bir arakesit
analizi oldugu i¢in sezonsal ve zamansal etkilerin modelimizin istikrarinda énemli
bir sorun yaratmayacagini varsayilyoruz. Bu varsayimin test edilmesi ve modelin

zaman boyutunda genisletilmesi bildirinin sonu¢ kisminda tartigilacaktir.

Tablo 5.3 Orneklem Ozellikleri

Toplam On-6demeli Fatural
Orneklem sayisi 2.000.000 880.000 1.120.000
Miisteri kayip orani (churn 0% 1.4 0%41.8 9%0.9
rate)

Yukarida belirttigimiz gibi miisterinin churn davranisi olduk¢a seyrek goriilen bir
davranistir. Bu da literatlirde dengesiz veriseti (imbalance dataset) dedigimiz veri
kiimesindeki dengesiz dagilimi ifade eden bir olguya yol acar. Modelleme perspektifi
icerisinden bakildiginda dengesiz verisetlerinin modelin genelleme kabiliyetini
azaltict yonde etkisi vardir [26]. Dengesiz verisetleriyle miicadele etmenin
literatiirde bazi yollar1 bulunmaktadir. Bu yollardan iki tanesi oldukg¢a sik
kullanilmaktadir. Bunlardan birincisi baskin gruptaki gozlemleri azaltarak
verisetini dengeli hale getirmektedir (stratified sampling). Diger ikinci yontem ise
belirli istatistiksel yontemler kullanarak azinlik grubu sentetik bir sekilde
cogaltmak ve veri kayb1 olmadan veriyi dengeli hale getirmektir. Bu iki yaklasimin
artilarini ve eksilerini modelleme kisminda detayl bir sekilde ele alinmistir. Bu
calismada daha daha sonra belirtilecek sebepler dolay1 dengesiz veriseti ile devam

edilmistir.

1,7%

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec

Sekil 5.11 Aylik churn oraninin bir senelik trendi
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Tahminleyici degiskenler:

Operatorden aldigimiz miisteri datalar1 asagidaki bilgileri icermektedir:

Miisterilerin demografik bilgileri: cinsiyet, yas , hattin aktive edildigi il-ilce
bilgisi, kullandig cihaz bilgisi.

Miisterilerin operator servislerinden faydalanma bilgileri: aylik data tiiketim
miktari, aylik konusma dakikasi, aylik SMS kullanimi, katma degerli servisler
abonelikleri, digital servisler kullanim miktarlari.

Miisterilerin kullandig: tiriin bilgileri: tarife bilgisi, tarife fiyati, tarife icerigi,
tarife indirimi, tarife giincelligi.

Miisterilerin operatér sozlesmesine dair bilgiler: miisteri taahhiit siiresi,
taahhtit bozdurma durumundaki ceza miktari, operatérden taksitli alinmis
cihaz bilgisi ve taksit bilgisi.

Miisterilerin sebeke deneyimine dair bilgiler: miisterinin veri kullanim hizi
(throughput), sebeke yogunluk orani, ¢agr1 sayisi, ¢agri kesinti orani,
misterinin kapsama dis1 gecirdigi siire, miisterinin kullandig1 radyo sebeke
teknoloji bilgileri.

Miisterinin fatura ve 6deme bilgileri: miisterinin fatura bilgisi, tarife asim
Ucretleri, fatura gecikme ticreti, aylik abonelikler, roaming ticretleri.
Misterinin yakin c¢evresinin 0Ozellikleri: miisterinin en ¢ok konustugu
kisilerin operator bilgileri, miisterinin yakin ¢evresinin daha 6nceki aylarda
churn edip etmedigi.

Misterinin misteri deneyimi bilgileri: miisteri magaza ziyaret sayisi,

misterinin actig1 sikayet kayit sayilar1 ve bunlarin siniflari.

Bu ¢alismada pazardaki diger operatorlerden alinmis veriler olmadigi icin rekabete

dayali herhangi bir tahminleyici degisken yer almamaktadir.

5.2 Oznitelik Cikarimi

Istatistiksel modellemede (yapay 6grenme modelleri de bir gesit istatistiksel model

olarak degerlendirilebilir) cogu zaman eldeki ham veriler tahmin etmek istedigimiz

davranisi isabetli bir sekilde tahmin etmek yeterli degildir. Bu ytizden literatiirde de

36



siklikla belirtildigi gibi mevcut ham veriyi kullanarak yaptigimiz kestirimin giiclinii
artiracak baska degiskenlerin tiiretilmesi, mevcut degiskenlerin cesitli
matematiksel ve istatistiksel yontemlerle doniistiirilmesi, verideki eksikliklerin
yine matematiksel ve istatistiksel yaklasimlarla tamamlanmasi (inputation)
gerekmektektedir. Tim bu islemlere 6znitelik ¢ikarimi (feature engineering) adi
verilmektedir. Operatorden alinan veriler olduk¢a ham olduklarindan mevcut
halleriyle modellendiklerinde modeller beklenildigi gibi diisiik performans gosterdi.

Bu ytizden bu veriyi kullanarak cesitli yeni degiskenler tiretilmigtir.
Uretilen degiskenler asagidaki sekilde ézetlenebilir:

e Miisterinin operatordeki 6mrt (tenure)

e Miisteri paketine taniml veri kullanim hakki (data allowance)

e Paket asim miktari

e Tarifenin 6mri

e Misterinin maruz kaldig1 sebeke yogunluk yiizdesi

e Miisterinin veri indirme hiz1

e Miisterinin ¢agri kesinti oranti

e Misterinin ¢agr1 kurma basari orani

e Miisterinin yakin ¢evresinin kullandig1 operator bilgisi

e Miisteri kapsama disinda gecirdigi siire

e Misterinin tarife kontratinin bitmesine ne kadar kaldigi kag giin gectigi, iptal
ettiginde 6deyecegi ceza bedeli

e Miisterinin sinyallesmesine gore lokasyon bilgisi

e Miisteri cagr1 merkezi aramalarinin siniflandirilmasi

e Miisterinin daha 6nce operator degistirip degistirmedigi bilgisi

e Miisterinin cihaz kampanyasi bilgileri

e Miisterinin telefonunun markasi, modeli, piyasaya ¢ikis tarihi ve fiyati

e Miisteri teknoloji kirthimli servis kullanim bilgileri

e Miisterinin operatore ait akilh telefon uygulamalarini kullanma sikligi

e Miisterinin operatore ait sadakat kampanyalarini ne siklikla kullandig:

e Miisterinin promosyon kullanim miktarlari
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Biitiin bu 6znitelik ¢ikarimi sonunda miisterinin churn davranigini tahmin etmek
tizere 100’den fazla agiklayic1 degisken elde edilmistir. Bu siirecte dogrulugu
tartisilir olan miisteri beyanina dayanan egitim durumu, aylik gelir beyani gibi ve
bircok miisteri icin mevcut olmayan bilgiler modellemenin daha isabetli olmasi

adina cikarilmistir.

5.3 Modelleme ile ilgili Hususlar

Elimizdeki verinin ozellikleri ve miusterinin churn davranis1 goz Oniinde
bulunduruldugunda modellemeyle ilgili dikkat edilmesi gereken bazi durumlar s6z
konusudur. Oncelikle miisterinin churn davranisinin ¢ok sayida degiskene bagh
olmasiyla beraber literatiirdeki genel goriis bu degiskenlerin birbiriyle etkilesimleri
davranisi etkilemekte ve ortaya churn ile onu tahmin etmemizi saglayacak
degiskenler arasinda dogrusal olmayan (non-linear) bir iliski oldugunu ortaya
koymaktadir. Dolayisiyla lojistik regresyon gibi degiskenler arasinda dogrusal
iliskiler oldugunu varsayan modellerin bdyle bir problem icin tatmin edici bir
performans gostermeyecegi beklenmektedir. Bu diistincenin dogrulugunu
gostermek icin lojistik regresyon modelini bir referans model olarak kullanilmis ve
calismanin bir sonraki boliimiinde gortilecegi lizere incelenen diger modellere gore
daha dusiik performans gosterdigi gozlenmistir. Performans kriterleri modellerin

sonuglarinin aciklandigl béliimde ayrintili bir bigimde tartisimistir.

Churn modellemedeki tek sorun dogrusal olmama sorunu degildir. Churn ¢ok
boyutlu bir problemdir ve bunu tatmin edici sekilde tahmin etmek cok sayida
aciklayic1 degisken gerektirmektedir. Literatiirde de siklikla belirtildigi gibi 6zellikle
parametrik modellerde (yapisal modeller) degisken sayis1i arttikca modelin
performansinda overfitting olarak ifade edilen olgudan dolay1 (Boyutsalligin
overfittinge yol actigi gozlemlenmistir) dusiis goriilmektedir. Dolayisiyla eger
parametrik bir model secilmisse modelleme yapilmadan 6nce yine algoritmik
yontemlere dayanan bir Oznitelik secimi yapilmalidir. Bu o6znitelik se¢imi
algoritmalarinin performansi ve bilimselligi hala tartisiimaktadir ve literatiirde
uzlasilmis bir konu degildir. Biitiin bunlar dikkate alindiginda churn gibi ¢ok fazla

boyutsallik iceren ve degiskenler arasinda dogrusal olmayan iliskilerin oldugu
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problemlerde parametrik ve dogrusal olmayan model tiplerinin kullanilmasinin bir
cok defa performans agisindan ¢ok daha basarili oldugu goézlenmistir. Pratikteki
uygulamalar g6z 6niinde bulunduruldugunda bu tarz modellerin endiistri standarti
haline geldigi gozlemlenmektedir. Clinkii parametrik olmayan modellerin énemli
bir kism1 (karar agaci1 tabanl modeller, komite modellerinin 6nemli bir kismi ve
Kernell tabanli modeller bu gruba girmektedir) ¢ok zahmetli ve yontemi tartismali
bir siire¢ olan 6znitelik se¢cimine ihtiyac duymamakta ve hem aciklayic1 degiskenler
arasindaki hem de agiklayic1 degiskenler ve bagimli degisken arasindaki dogrusal

olmayan iliskileri basarili bir sekilde modelleyebilmektedir.

Ayrica bahsedilen modellerin model kalibrasyon siireci (model tuning) digerlerine
kiyasla ¢ok daha az sayida niians parametresiyle yapilmaktadir. Bir baska avantaj
da bu modellerde u¢ deger (outliers) tespitinin yapilmasina gerek olmayisidir. Bu
teorik ustlnliikler g6z oniinde bulunduruldugunda bu sinifa dahil olan modellerin
lojistik regresyon, yapay sinir aglari gibi parametrik modellere kiyasla daha ytiksek

basari gdstermesini bekliyoruz.

Bilindigi lizere modelin O6rnekleme olan bagimliligi genelleme performansini
disiiren bir unsurdur. Bu durum tekil model sonuglarinin varyansinin bazen
istemedigimiz seviyelerde yiiksek olmasina sebep olmaktadir. Zaten modellemede
amag varyans ve yanhlik (bias) arasinda genelleme performansini maksimize eden
bir uzlasi yakalamaktir. Komite (ensemble) modelleri yanlilik agisindan bir miktar
tavize karsilik model varyansini 6nemli oranda disilirerek modelin toplam
performansini artirmaktadir. Bu teorik sonucun dogrulugu literatiirde ve
endiistride bircok defa gésterilmistir. Ornegin CART ve random forest modellerinin
her ikisi de karar agaci tabanli olmasina ragmen bir komite modeli olan random
forest modeli CART modeline gore ¢ogu zaman daha yiliksek performans
gotermektedir. Bitiin bu unsurlar degerlendirildiginde miisteri churn davranisini

tahmin etmek icin en uygun modellerin komite modelleri oldugunu diisiiniiyoruz.

5.4 Modelleme

Bu ¢alismamizda churn tahmini icin 4 farkli model g¢alistirilmistir. Bu modeller

lojistik regresyon, yapay sinir aglari, random forest ve XGBoost modelleridir. Yapay
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sinir aglari, random forest ve XGBoost modellerinin sonug¢lar1 hem birbirleriyle hem

de referans model olarak sectigimiz lojistik regresyon modeliyle karsilastiriimistur.

Modellerin karsilastirilabilir olmasi i¢in modellerin tamaminda 9 aylik abone
orneklemi 6grenme datasi olarak kullanilmistir. Takip eden 3 aylik abone datasi ise

test datasi olarak kullanilmistir.

Bu calismada algoritmalar Python ortaminda ¢alistirllmistir. Veri hazirhigi icin SQL
ve Pandas kullanilmistir. Algoritmalar ise Scikit-Learn kuttiiphanesi kullanilarak

calisitirilmistir.

Bu modellerin ayrintilarina girecek olursak; ilk model olan lojistik regresyon
oldukca basit bir model olup bir adet kalibrasyon parametresi vardir. Bu parameter
C ile ifade edilip modelin karmasikligini kontrol etmektedir. Bu parameter 0 ile +oo
arasinda deger alabilmektedir. Biiyiik C degerleri karmasikligi daha ytiksek
modellere, dolayisiyla overfittinge yol agmaktadir. C'nin kiiciik degerler almasi ise
daha az karmasik bir modele ancak underfittinge sebep olmaktadir. Dolayisiyla, iyi
bir modelde C iyi ayarlanmali ve hem overfitting hem de underfittingden
kac¢inilmalidir. Bu ¢alismada Ci¢in su degerler denenmistir: {0.001, 0.01, 0.01, 1, 10,
100, 1000}. En optimal sonug 10 degerinde alinmistir.

Yapay sinir aglar1 modelinin l¢ temel kalibrasyon parametresi vardir. Bunlardan
biri agirlik soniimlemesi (weight decay) parametresi, digeri ise gizli katman sayisi
ve gizli katmandaki hiicre sayisidir. Fakat literatiirde de siklikla bahsedildigi gibi
gizli katman sayis1 parametresi aslinda pratik amaglar i¢cin uygun bir parametre
degildir. Ciinku bilindigi gibi sadece tek bir gizli katmandan olusan yapay sinir ag1
mimarisi herhangi bir dogrusal olmayan fonksiyonel formu basariyla
modelleyebilmektedir. Bu yiizden bu calismada bir gizli katmanl yapay sinir agi
mimarisi secilmistir. Gizli katmandaki hiicre sayisi icin ise literatiirde siklikla
kullanilan bir bagparmak kurali olan giris ve ¢ikis katmanlarindaki hiicre sayilarinin
ortalamasi kullanilmistir. Bu da bu ¢alisma i¢in 56 degerine karsilik gelmektedir.
Yapay sinir aglari modelinde kalibrasyon agirlik soniimlemesi parametresi
tizerinden yapilmistir. Agirhik séniimleme parametresi A ile ifade edilir. Kiigciik A
degerleri daha karmasik modellere yani daha keskin karar sinirlarina sebep olur.

Daha biiyiik A degerleri ise daha az karmasik ve daha yumusak hath karar sinirlarina
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sebep olur. Bir bagka deyisle gereginden kiiciik A degerleri overfittinge, gereginden
biiyiik A degerleri ise underfittinge sebebibiyet verebilir. Bu ¢alismada A igin su

degerler denenmistir: {0, 0.1, 1, 2, 10}. En optimal sonug 2 degerinde alinmistur.

Rastgele orman modellemesinde genelleme performansi lizerinde etkisinin en
yuksek oldugu gozlenen kalibrasyon parametrelerinin, modelin olusturacag: tekil
agaclarin sayisi (m) ve her bir agac icin kag tane aciklayici degiskeni rassal olarak
sececegi (k) oldugunu belirtmistik. k degerinin gereginden biyiik degerler almasi
tekil agaclarin birbiriyle olan korelasyonunu artiracak ve underfitting yol acacaktir.
k degerinin gereginden kiiciik degerler almasi ise tekil agaclarin birbiriyle olan
korelasyonunu diisiirecek ve overfittinge sebep olacaktir. Bu ¢alismada k i¢in su
degerler denenmistir: {1, 10, 20, 30, 40, 50, 60, 70, 80,90, 100}. En optimal sonu¢ 20
degerinde alinmistir. m degeri yani tekil aga¢larin sayisi tahminleyicinin varyansini
etkileyen bir parametredir. Daha yiiksek m degerleri daha disiik tahminleyici
varyansina yol acarak daha iyi bir genelleme performansina gotiirtir. Ama
literattirdeki calismalar gostermistir ki belirli bir esikten sonra m degerini daha
fazla artirmanin modelin genelleme performansina marjinal katkis1 gittikce
diismektedir. Dolayisiyla, mdegerini ¢cok artirmak model performansini daha fazla
artirmayacak fakat modelin calisma siiresinin uzamasina sebep olacaktir. Bu
sebeplerden otlriu ¢alismada m degeri literatiirde kabul goren deger olan 1000

degerinde sabit tutulmustur, kalibrasyon m parametresi tizerinden yapilmistir.

XGBoosting algoritmasinin en etkin kalibrasyon parametreleri iterasyon sayisi,
rassal olarak secilecek drneklem alt kiimesi orani ve agac¢ derinligidir (interaction
depth). XGBoosting algoritmasindaki iterasyon sayisinin genelleme performansi
tizerindeki etkisi rastgele orman algoritmasindaki aga¢ sayis1 parametresinin
etkisine benzemektedir. Bu sebepten dolay1 iterasyon sayisini literatiirde kabul
goren deger olan 1000’de sabitledik. XGBoosting algoritmasi her iterasyonda biitiin
6grenme datasinin kullanicinin belirttigi oran kadarini rassal olarak olarak seger. Bu
parameter rassal olarak secilecek 6rneklem alt kiimesidir. 0 ile 1 arasinda oransal
bir deger alir. Bu parametrenin degeri 1’e yaklastikca overfitting davranisi gézlenir,
0’a yaklasirsa tam tersi underfitting davranisi gosterir. Bu ¢alismada rassal olarak

secilecek orneklem alt kiimesi orani i¢in su degerler denenmistir: {0.1, 0.2, 0.3, 0.4,
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0.5,0.6,0.7,0.8, 0.9, 1}. En optimal sonug¢ 0.5 degerinde alinmistir. Aga¢ derinligi her
iterasyonda insa edilen agacin ka¢ basamaktan olustugunu ifade etmektedir. Bu
deger arttikca model daha karmasiklagsmaya baslar ve overfitting olusur. Bu deger
diistiikce underfittinge sebep olur. Bu ¢alismada rassal olarak segilecek 6érneklem
alt kiimesi orani i¢in su degerler denenmistir: {5, 7, 9, 11, 13, 15}. En optimal sonug

9 degerinde alinmigtir.

Daha onceden belirtildigi gibi datada ciddi derecede siif dengesizligi (class
imbalance) bulunmaktadir. Modelleme yaklasimimizda bu sinif dengesizligini
diizeltme yoluna gidilmemistir. Bilindigi izere istatistiksel modellerde -ki iizerinde
calistigimiz model ikili siniflandirma problemidir- model sonuglari belirli bir gozlem
su veya bu sinifa ait seklinde degil belirli bir sinifa ait olma olasilig1 seklinde
yorumlanmaktadir. Bu agidan disiinildigiinde siif dengesizligini degistirmek
aslinda onsel olasiliklar1 degistirmek ve modelin sonuglari olan sarth olasiliklari
anlamsiz hale getirmektir. Dolayisiyla sinif dengesizligi diizeltildigi takdirde model
sonuglarinda ortaya ¢ikan olasiliklarin gerceke¢i bir yorumu bulunmamaktadir.
Ornegin, elimizdeki datada aylik churn olasihg1 ortalama %1.4’tiir. Bu churn’iin
onsel olasiligidir. Model sonucunda herhangi bir miisterinin churn etme ihtimali
%10 c¢ikiyorsa bu yorumlanabilir bir olasiliktir ve misterinin elimizdeki en iyi
bilgiye gore %10 ihtimalle churn edecegini soylenebilir. Fakat datadaki sinif
diizensizligini ortadan kaldirdigimiz takdirde (bu miisteri kayip oraninin 6nsel
olasiligini %50 olacak sekilde degistirmek demektir) bahsedilen miisterinin model
sonucunda churn etme ihtimali %70 c¢ikiyorsa bunu gergek bir olasilik
degerlendirmek miimkiin degildir. Yani bu miisteri 6ntimiizdeki ay %70 ihtimalle
churn edecek demek yanlis bir yorumdur. Gergek olasiliklar1 bilmek pratikte
onemlidir. Clinki telekomiinikasyon firmalarinda churn analizi sadece churnii
tahmin etmek icin degil miisterinin yasam dongiisii degerini hesaplamak, gelir
riskini hesaplamak i¢in de kullanilir. Bu hesaplamalar1 yapabilmek icin gercek

olasiliklara ihtiya¢ duyulmaktadir.

Verideki sinif dengesizligini diizeltmedigimiz icin model performanslarini 6l¢gmek
icin hata matrisi analizini (confusion matrix) kullanmadik. Bunun sebebi bu tarz

analizler pozitif sinif lehine karar vermek icin model sonucu olarak ortaya ¢ikan
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olasiigin %50’den biiyiik olmasimi gerektirir. Bu durum ise simif dengesizligi
diizeltilmemis veri setlerinde ¢ok zor elde edilen bir durumdur. Dolayisiyla dengeli
veri setlerini analiz ederken olduk¢a anlaml ve yonlendirici ¢ikan recall ve precision
gibi performans kriterleri anlamsiz ¢ikmaktadir. Ornegin, elimizdeki gibi asir
derecede sinif dengesizliklerinin oldugu verilerde modelin performansi ¢ok iyi olsa
bile recall ol¢titii genellikle 0 ¢ikmakta, tam tersine modelin performansi ¢ok kotii
olsa dahi accuracy olciiti 1’e ¢ok yakin ¢ikmaktadir. Genellikle dengeli veri
setlerinde oldukca anlamli olan precision Olgilitii ise model performansindan
bagimsiz 0 ile 1 arasinda rassal bir seyir izlemektedir. Bu olciitlerin
glivensizliginden dolay: sinif dengesizliginin asir1 oldugu veri setlerinde en yaygin
ve en glvenilir performans olgiti olarak ROC/AUC 6l¢iitii kullanilir. Bu sebeple

calismada ROC/AUC olciitii kullanilmistir.

Tablo 5.4 Karsilastirilan modellerin ROC/AUC performanslari

Model ROC/AUC
Lojistik regresyon 0.611
Yapay sinir aglar 0.670

Random Forests 0.754

XGBoost 0.763

Tablo 5.2’de her modelin en basarili kalibrasyon parametresi setine gére ROC/AUC
performanslar1 verilmistir. Buna gore yapay sinir aglari, random forest, XGBoost
modellerinin her iicii de referans model olarak sectigimiz lojistik regresyon
modelinden daha iyi performans gostermistir. Bunun sebebi daha o6nce de
belirttigimiz gibi lojistik regresyon modelinin sadece dogrusal karar sinirlari
olusturabilmesi ve parametrik olmasi sebebiyle cok boyutluluktan zarar gérmesidir.
Buna karsin yapay sinir aglarinin lojistik regresyona gore daha iyi performans
gostermesinin veri seti icerisindeki dogrusal olmayan iliski desenlerini de

modelleyebilmesine baglayabiliriz. Sonuglar en iyi performans gésteren iki modeli
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random forest ve XGBoost olarak isaret etmektedir. Bunlarin arasinda da en iyi

performans XGBoost algoritmasina aittir.
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6

Sonuclar ve Oneriler

Bu calismada telekomiinikasyon sektériinde churn davranisini tahmin etmek tizere
mevcuttaki performansi en yiiksek siniflandirma algoritmalarini karsilagtirilmistir.
Algoritmalar bir telekominikasyon operatoriinden alinan 12 aylik veri tlzerinde
uygulanmistir. Alinan verinin 6rneklem olarak biiytikliigiiniin boyle bir analize
uygunlugu test sonucunda ortaya konulmustur. Bu calisma i¢in operatérden alinan
ham veriler bir araya getirilip islenerek churn tahmininde kullanilmak iizere ytizden
fazla aciklayic1 degisken tretilmistir. Agiklayici degiskenlerin iceriginin calisma
acisindan ayrica 6nemi vardir. Ciinki telekomiinikasyon operatorleri i¢in amag
sadece churn edecek miisteriyi tahmin etmek degil ayn1 zamanda churn nedenlerini
anlamak, churn azaltic1 yapisal degisikliklere gitmek ve miisteriye uygun 6nlemler
alabilmektir. Bu agidan disiinildiigiinde ¢alismada o6ne ¢ikan bazi agiklayic
degiskenlerin operatorlere bu amaglar yolunda da katki saglayacagini diisiiniiyoruz.
Daha once de belirtildigi gibi en optimal kalibrasyon parametreleriyle
calistirdigimiz  algoritmalart kiyasladigimizda en basarihi sonuca XGBoost
algoritmasinin ulastigl gézlemlenmistir. Bu modelin bir ¢iktis1 olan goreceli 6nem
matrisine baktigimizda abone churn davranisini anlamada asagidaki ©6nemli
sonuglarla karsilasiyoruz. Modelimizin sonucglarina gore 6zellikle fatural
miusterilerde churn edecek miisteriyi ayristirmada en énemli degisken miisterinin
kontratinin bitimine ne kadar stire kaldigidir. Bilindigi gibi telekomiinikasyon
operatorleri aboneleriyle miimkiin mertebede sozlesme cercevesinde calismayi
tercih etmektedirler. Operatoriin bu tercihi temelde gelir riskini azaltmak i¢indir.
Clinki modern ekonomi teorisinde de goriildiigi gibi sézlesmesel ticari iliskileri
terketmenin s6zlesmenin taraflar1 agisindan ciddi bir degistirme maliyeti vardir.
Operator - miisteri iliskisine bakildiginda bu maliyeti miisterinin so6zlesmesini
erken sonlandirdigl takdirde belli bir ceza miktarin1 6demek durumunda kalmasi
seklinde ortaya ¢ikmaktadir. Bu ylizden sézlesmesinin bitimine uzun stre kalan
aboneler sozlesme sonu gelen abonelere gore ¢ok daha diisiik olasilikla churn
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etmektedirler. Hem faturali hem 6n-6demeli miisterilerde goriilen bir diger 6nemli
aciklayici degisken ise misterinin operatoriin ne kadar siiredir abonesi oldugudur
(tenure). Miisterileri abonelik siirelerine gore inceledigimizde daha eski abonelerin
yeni abonelere gore ¢ok daha diisiik olasiliklarla churn ettigini gézlemlemekteyiz.
Bu durum literatiirde sag kalma onyargisi (survival bias) olarak bilinmektedir. Bu
olguya gore abonelik siiresi ile churn arasindaki iliski ters yondedir. Yani churn
egilimi diisiik miusteriler churn etmedikleri icin operatorde daha uzun yillar kalma
ihtimalleri daha fazladir. Modelin ortaya koydugu bir baska churn davranisi
aciklayicis1 da misterinin yakin gevresinin hangi operatori tercih ettigidir. Bu
aciklayicl degisken kisaca misterinin siklikla gorustigi 10 yakin kisinin ylzde
kacinin rakip operatorlerin abonesi oldugudur. Churn analizi buna gore
incelendiginde en yakinlar1 diger operatdrlerde olan misterilerin churn etme
ihtimalinin oldukg¢a yiiksek oldugu gorilmektedir. Model miisterinin churn etme
ihtimalinin altyapidan aldigi deneyimin kalitesine gore de degistigini
gostermektedir. Ornegin modele gore sebeke yogunlugu, hat diismesi ve kapsama
yuzdesi degiskenlerinin her ti¢cii de 6nemli degiskenler arasina girmeyi basarmistir.
Bu bilgiler dogrultusunda churn eden miisteriler incelendiginde diisiik kapsama
yasayan musterilerin, siklikla ¢agri1 diismesi yasayan miisterilerin ve sik olarak
sebeke yogunluguyla karsilasan miisterilerin diger miisterilere kiyasla daha ytiksek
ihtimallerle churn ettikleri gozlemlenmektedir. Model telekomiinikasyon
hizmetlerinin fiyatlanmasi1 konusunda da énemli i¢gériiler saglamistir. Ozellikle
kontratsiz ve oOn-6demeli misterilerde miisterinin mevcut tarifesine yapilan
herhangi bir fiyat artiriminin miisterinin churn ihtimalini 6nemli bir 6l¢tide artirdigi
gorilmektedir. Benzer sekilde operatoriin ayni icerige sahip fakat daha pahali olan
eski tarifelerini kullanan miisterilerin churn etme ihtimallerinin yiliksek oldugu
gorilmiistiir. Bunun disinda modelde asim ticreti de énemli bir degisken olarak
ortaya ¢ikmistir. Dolagim licreti, tarife asim ticreti ve katma degerli servis ticreti gibi
beklenmedik faturalarla karsilasan miisterilerin daha ytiksek ihtimallerle churn

ettikleri goriilmektedir.

Ozetle c¢alisma sonucunda XGBoost algoritmasinin  telekomiinikasyon
operatorlerinde abone churn davranisini hem tahmin etmede hem de sebeplerini
anlamada olduk¢a basarili oldugu gorilmektedir. Diisiincemize gore
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telekomiinikasyon operatorlerindeki abone churn davranisi rakip operatorlerle
ilgili daha fazla bilgi ile beslenmedigi siirece hala tam olarak anlasilabilmis degildir.
Bu calisma tek bir operatoriin bilgileri kullanilarak gerceklestirilmistir. Diger
operatorlerle ilgili bilgiler modele alinarak gelistirilebilir. Bir baska gelisim alani da
churn davranisinin zaman eksenindeki gelisiminin olduk¢a varyasyon
gostermesinden kaynaklanan sorunlara odaklanmaktir. Mevcut ¢alismanin konusu
olan modeller zaman eksenindeki gelisimi g6z ard1 etmis arakesit modelleridir.
Dolayisiyla churn davranisinin zaman icerisindeki gelisimini
aciklayamamaktadirlar. Bunu takip eden calismalar sorunun bu boyutu da

distniilerek gelistirilmelidir.
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