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Belirlenmis Miihendislik Problemlerinin Tasarima,
Modellenmesi ve Optimizasyonu i¢in Coklu-Stokastik
Nonlineer Noro-Regresyon Analizi ve Geleneksel
Olmayan Arama Algoritmalar1 Tabanl Yeni Bir

Sistematik Yaklasim

Oz

Tez ¢alismasinda, miihendislik problemlerinin ¢6ziim asamasinda; deney tasarimi,
matematiksel modelleme ve optimizasyon metotlarinin en etkili ve verimli bir bigimde
kullanimi i¢in aragtirmalar yapilmasi amaglanmistir. Bu kapsamda, gerek literatiirden
secilen, gerekse tezde tanimlanan orijinal problemler olmak iizere 14 farkli problemin
¢oziimiinde deney tasarimi, matematiksel modelleme ve optimizasyon siireglerinin
problem ¢o6ziimii {izerindeki etkileri incelenmistir. Deney tasarim metodu olarak
literatiirde de en sik rastlanan Central Composite, Full Factorial, Taguchi, Box
Behnken, D-Optimal metotlar1 kullanilmis ve bu metotlarla elde edilen veri setlerinin
matematiksel model olusturmada etkileri arastirilmistir. Matematiksel modelleme
siirecinde yine literatiirde siklikla kullanilan Regresyon, Yiizey Yanit Yontemi ve
Yapay Sinir Aglar1 gibi metotlarin degerlendirmesine yer verilip bu tez ¢aligmasi
kapsaminda yeni modelleme metotlar1 olarak tanitilan néro regresyon ve stokastik
ndro regresyon metotlarinin farkli problemler lizerinde uygulamalar1 gdsterilmistir.
Tez calismas1 kapsaminda ortaya konulan orijinal iki modelleme metodundan; néro
regresyon, yapay zeka ve regresyonun avantajlarindan yararlanarak matematiksel

model olusturmayr hedeflerken, stokastik ndro regresyon gergek ve tahmin edilen



degerler farkini minimize etmek ve en uygun model katsayilarini belirlemek i¢in yapay
zeka ve regresyona ek olarak stokastik optimizasyon tekniklerinden faydalanir. Bir
diger baslik olan optimizasyon siirecininde; Differential Evolution, Nelder Mead,
Random Search ve Simulated Annealing metotlar1 tez ¢alismay1 boyunca problem
¢oziimlerinde tercih edilen optimizasyon algoritmalari olmustur. Tez calismasinda;
deney tasarimi, modelleme ve optimizasyon i¢in Mathematica, Matlab, Design Expert,
Minitab programlar1 kullanilmistir. Uygulama alanina sahip olan orijinal problem
tizerinden deney tasarim metotlari; Full Factorial, D-Optimal, Central Composite,
Taguchi ve Box Benhken’1n birbirleriyle karsilastirmalart yapilmistir. Noro Regresyon
ve Stokastik Noro Regresyon metotlarinin; Yapay Sinir Aglari, Yiizey Yanit Yontemi
ve Regresyon metotlar1 ile karsilastirildiklarinda, bir ¢ok avantaja sahip olduklar1 ve
bu metotlara alternatif olarak kullanilabilecekleri gosterilmistir. Matematiksel
modellemede, data setinin egitim ve test olarak ayrilmasi asamasinda takip edilen
farkli metotlarin modelleme ve model basarisi tizerine etkileri hold out, k-fold cross
validation ve bootstrap data ayirma teknikleri kullanilarak arastirilmistir.
Matematiksel modellerin basarisin1 6lgmede farkli model degerlendirme kriterlerinden
yararlanilmaktadir. Doktora tez calismasi kapsaminda, literatiir aragtirmasi sonucu
tespit edilen 22 farkli model degerlendirme kriteri kullanilarak model basarisi
Olciilmilis ve basar1 Olgiitlerinin birbirleri ile karsilastirmasi yapilmistir. Bu tez
caligmas1 kapsaminda ortaya konulan boundedness check kriteri diger tiim model
basar1 degerlendirme kriterlerinden farkli olarak modelin kullanilabilir olup olmadigi
ile ilgili direk bilgi verebilen tek kriter olmustur. Tez ¢calismasinda bir baska arastirma
konusu; 6zel fonksiyonlarin matematiksel modellemede alternatif model tipi olarak
kullanilabilir olup olmadig1 ile ilgili olmustur. Bessel, ChebyShevT, Erf,
Explntegral IE, Fresnel, Hermite, HyperGeometric, LegendreP, RamanujanTauTheta,
RiemannSiegelThetatzel fonksiyon tipleri modelleme amagh kullanilmis ve tez
kapsaminda kullanilan temel matematiksel fonksiyonlar ile karsilastirmalari

yapilmustir.

Bu doktora tezi kapsaminda gergeklestirilen ¢aligmalar sonucunda; deney tasarimi,
matematiksel modelleme ve optimizasyon siireglerinin bir biitiin olarak diisiiniilmesi
gerektigi anlagilmistir. Bir problemin ¢6ziimiinde aktif rol oynayan bu ii¢ asama
tamamuyla birbirleriyle baglantilidir ve birinde ortaya ¢ikan olumsuzluk diger siiregleri

de etkiler. Tez calismasinda, bahsedilen bu ii¢ asama ile ilgili detayli ¢alismalar
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yiiriitiilmiis ve her bir asamanin sonuglar {izerinde direk etkiye sahip oldugu

goriilmiistiir. Tez ¢calismasinin; deney tasarimi, modelleme ve optimizasyon ile ilgili

asagidaki sorulara cevap trettigi diisiiniilmektedir:

Bir matematiksel modelleme metodu olarak literatiirde farkli tip problemlerin

¢Oziimiinde siklikla tercih edilen YSA’nin kisitlar1 ve sinirlamalar1 nelerdir?

Model basarisini 6l¢gmede en fazla tercih edilen kriterlerden biri olan R? ‘nin
tek basina bir degerlendirme kriteri olarak kullanilip model i¢in basarili veya

basarili degil seklinde bir karar verilmesi ne kadar anlamlidir?

Regresyon ve YYY modelleme metotlarinda kullanilan polinom yapilar girdi
ve ¢ikt1 parametreleri arasindaki iliskiyi agiklamak i¢in yeterli olur mu? Yoksa

farkli matematiksel fonksiyonlar kullanimina da ihtiya¢ duyulabilir mi?

Taguchi’nin bir deney tasarim metodu olarak kullanilmasinin modelleme

uzerindeki etkisi nedir?

Matematiksel modellemede, data setinin egitim ve test olarak ayrilmasi
asamasinda takip edilen farkli metotlarin modelleme ve model basarisi lizerine

etkileri nelerdir?
Model basarisin1 6l¢gmede hangi kriterleri kullanmak anlamlidir?

Deney tasarim metodu segilirken nelere dikkat edilmelidir? Hangi deney

tasarim metodunu kullanmak daha avantajlidir?

Ozel matematiksel fonksiyonlarmm modellemede kullanimi ne kadar

anlamlidir?

Anahtar Sozciikler: Deney tasarimi, matematiksel modelleme, optimizasyon,

stokastik noro regresyon, veri analizi



A New Systematic Approach for Design, Modeling and
Optimization of the Engineering Problems Based on
Stochastic Multiple-Nonlinear Neuro-Regression

Analysis and Non Traditional Search Algorithms

Abstract

The thesis is aimed to carry out research for the most effective and efficient use of
experimental design, mathematical modeling, and optimization methods in solving
engineering problems. In this context, the effects of experimental design, mathematical
modeling, and optimization processes on problem-solving were examined in solving
14 different problems, both original problems selected from the literature and defined
in the thesis. As the experimental design method, Central Composite, Full Factorial,
Taguchi, Box Behnken, and D-Optimal methods, which are the most common in the
literature, were used, and the effects of the data sets obtained by these methods on
mathematical modeling were investigated. In the mathematical modeling process, the
evaluation of methods such as Regression, Surface Response Method, and Atrtificial
Neural Networks, which are frequently used in the literature, are included, and the
applications of neuro regression and stochastic neuro regression methods, which are
introduced as new modeling methods within the scope of this thesis, on different
problems are shown. Of the two original modeling methods introduced within the
scope of the thesis study, While neuro regression aims to create a mathematical model

by taking advantage of artificial intelligence and regression, stochastic neuro
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regression uses stochastic optimization techniques in addition to artificial intelligence
and regression to minimize the difference between actual and predicted values and to
determine the most appropriate model coefficients. In the optimization process, which
is another topic; Differential Evolution, Nelder Mead, Random Search and Simulated
Annealing methods have been the preferred optimization algorithms for problem-
solving throughout the thesis. In the thesis study; Mathematica, Matlab, Design Expert,
and Minitab programs were used for experimental design, modeling, and optimization.
Experiment design methods on the original problem with application area;
Comparisons of Full Factorial, D-Optimal, Central Composite, Taguchi, and Box
Benhken were made. Neuro Regression and Stochastic Neuro Regression methods; It
has been shown that Artificial Neural Networks have many advantages when
compared with the Surface Response Method and Regression methods and can be used
as an alternative to these methods. In mathematical modeling, the effects of different
methods followed in the stage of separating the data set as training and testing on
modeling and model success were investigated using hold out, k-fold cross-validation
and bootstrap data separation techniques. Different model evaluation criteria are used
to measure the success of mathematical models. Within the scope of the doctoral thesis
study, model success was measured by using 22 different model evaluation criteria
determined as a result of the literature research, and the success criteria were compared
with each other. The boundedness check criterion, introduced within this thesis's
scope, was the only criterion that could give direct information about the usability of
the model, unlike all other model success evaluation criteria. Another research topic
in the thesis is; It has been about whether special functions can be used as an alternative
model type in mathematical modeling. Special function types such as Bessel,
ChebyShevT, Erf, ExplntegrallE, Fresnel, Hermite, HyperGeometric, LegendreP,
RamanujanTauTheta, RiemannSiegelThetawere used for modeling, and comparisons

were made with the basic mathematical functions used in the thesis.

As a result of the studies carried out within the scope of this doctoral thesis; It has been
understood that experimental design, mathematical modeling, and optimization
processes should be considered as a whole. These three stages, which play an active
role in solving a problem, are wholly interconnected, and the negativity that occurs in
one affects the other processes. In the thesis study, detailed studies were carried out on

these three stages, and it was seen that each step had a direct effect on the results.
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Thesis work; It is thought to produce answers to the following questions about

experimental design, modeling, and optimization:

= What are the constraints and limitations of ANN, which is frequently preferred
in the literature for solving different types of problems as a mathematical
modeling method?

= How meaningful is it to use R?, one of the most preferred criteria in measuring
model success, as an evaluation criterion alone and to make a decision as
successful or unsuccessful for the model?

= Are the polynomial structures used in Regression and Response Surface
modeling methods sufficient to explain the relationship between input and
output parameters? Or is there a need to use different mathematical functions?

= What is the effect of using Taguchi as an experimental design method on
modelling?

* In mathematical modelling, what are the effects of the different methods
followed during the separation of the data set into training and testing, on
modeling and model success?

= Which criteria are meaningful to use to measure model success?

= What should be considered when choosing the experimental design method?
Which experimental design method is more advantageous to use?

= How meaningful is the use of special mathematical functions in modelling?

Keywords: Design of experiment, mathematical modeling, optimization, stochastic

neuro regression, data analysis

viii



Sevgili Aileme



Tesekkiir

Danismanim Dog. Dr. Levent Aydin'a tez boyunca tavsiyeleri, yonlendirmeleri,
destekleri, ve tesvikleri i¢in tesekkiir ederim. Akademik danismanim olmanin yani
sira; on yildir siirekli hissettigim manevi destegi, Sabri, nezaketi ve yol gostericiligi
hayatimda g6z ardi edilemez degerdedir. Levent Aydin ile ¢alismak ve Ogrencisi
olmak benim i¢in biiyilk bir sansti. Kendisiyle hayatim boyunca caligabilmeyi

diliyorum.

Tez g¢aligmam boyunca siirekli 6grenme ve galisma istegi igerisinde olup bikmadan,

stkilmadan bana yardime1 olan Hande Parlak’a tesekkiir ederim.

Doktora siirecimde 2019-2023 yillar1 arasinda 2211/A Genel Yurt I¢i Doktora Burs
Programi kapsaminda benden desteklerini esirgemeyen TUBITAK 'a tesekkiir ederim.
Akademik c¢alismalarima devam edebilmem igin gerekli maddi destegi saglamasi

benim i¢in dnemliydi.

Son olarak, hayatim boyunca her konuda sonsuz sevgi ve desteklerini hissettiren
sevgili ebeveynlerim Tahir Savran, Zeliha Savran ve ablam Derya Savran Tiireci’ye

en Ozel tesekkiirlerimi sunarim.



[cindekiler

Yazarlik BEYANT .....coiiiiiiiiiiciiic s I
OZ o iii
ADSEITACE ..o s Vi
TESEKKIT ..ttt et e e nn e e X
SEKIILET LLASTEST.veevveivieitieeiteeiteecte e st eeteeebeesbe e st e e ebeesareesbessrbeesbeeeabeesbaesabeesbeesnteesreesnns Xiv
TabIolar LISTESI....cc.cviiiiiiii Xviii
Ki1SAItMALAr LISEEST .vuveuvirieriiiiciiitiit et xxiii
L GHTES oottt 1
1.1 LAteratlit OZEticv.vvcvveivevereeeeieseeeisiretes et es st eae st 1
1.2 IMIOTIVASYON ...ttt bbbttt bbbt 9
1.3 CaliSmanin AMACI........cccueiieiiiiiree i ciee e e esire e e e e e e e s sare e e e saree e e s erneeeeans 12
1.4 Tez Calismasinin OrijinalliSi......cccccoveiiiiiiiiiinieee e 13

2 Deney Tasarimi-Modelleme-Optimizasyon .........ccoeveveieneiieninieseee s 15
2.1 Deney TaSAITMI ......eeviiiiiiieiiiiiesiee e 15
2.2 Deney Tasarim Metotlart ........c.ccoeviiiiiiiiiiiii 19
2.2.1 One Variable at a Time Design (OVAT).....cccooviereiiieninisieee, 19

2.2.2 Factorial Design (FD)....cccoooeiieiececeee e 20

2.2.3 Central Composite Design (CCD) .....cccvvviiiiiiieieie e, 22

2.2.4 Box Behnken Design (BBD) .......ccccccveviiiiieiic e 23

2.2.5 TagUCHi DESIGN...cviiiiiiiiiiiiieiieie e 24

2.2.5 D-Optimal DESIGN.....c.eoiieiiieiie et 27

Xi



2.3 MatematiKSEl MOGEIIEME. ... e 27

2.3.1 NOro Regresyon Metodu ........ccceviviiiiiiiiiieiiiie e 29
2.3.2 Stokastik Noro Regresyon Metodu............ccovviveieiencieninieieee, 30
2.3.2 Matematiksel Modeller............ccoooviiiiiniiiii e, 31
2.4 Mathematica Ve OPtIMIZASYON .......c.coveiveriirieiienienisieeie e 33
2.4.1 NMinimize ve NMaximize Komutlart ..........cccocoveniiiiiiiiiicnnnn. 35
2.4.2 Random Search AlgOritmast..........ccoovveriiiriiieiiniineese e 36
2.4.3 Simulated Annealing AlOTitmast .......cooocvviieiiiiiiiieiiiie e 41
2.4.4 Differential Evolution Algoritmast.........ccocvevevverereicieninisieeen, 45
245 Nelder Mead AlgOTitmast .........cccuverieeiieiinienie e 47
2.4.6  FINAMINIMUM ..ot 50
Modelleme CaliSmalart ...................ccooiiiiiiiii e 54
3.1 Yapay Sinir Aglar1 Kullanilarak Céziilmiis Problemlerin Tekrar Incelenmesi
ve Noro Regresyon ile COZUMIU..........covveiiiiiiiiiii e 54
R? Model Degerlendirme KIiteri .............ccccciiiiiiiiiiiiiicececceeeee e 80
4.1 Model Basarisini Belirlemede Tek Kriter Olarak R? Kullanimi.................. 80
Model Olusturmada Polinom Yapilarin Kullanmmi ..............cc.ccooniinnnen, 94
Taguchi Deney Tasarim Metodu................cccoceiiiiiiiiiii 115
6.1 Taguchi’nin Bir Deney Tasarim Metodu Olarak Kullanilmasinin Modelleme
Uzerindeki EKIST ....ccuviiiiiiiiiiicic e 115
Veri Ayirma Teknikleri ve Modelleme Metotlarinin Karsilastirilmasi ...... 130
7.1 Noro Regresyon ve Stokastik Noro Regresyon Metotlarmin Farkli Veri
Ayirma Teknikleri Kullanilarak Karsilastirilmast .........cccocoeeiiiiiiiinnnne. 130
Model Degerlendirme Kriterleri...............cccooooiiiiiiiiii, 146
8.1 Model Degerlendirme Kriterlerinin Karsilastirtlmasi..........cccocoeviieiennee. 146
Deney Tasarim Metotlarinin Karsilastirtlmasi .................ccooooiiiin, 161

Xii



9.1 Farkli Deney Tasarim Metotlari Kullanimmin Modelleme Uzerindeki

Etkisinin Degerlendirilmesi .........oocvveiiiiiiiie i 161

10 Ozel Fonksiyonlarin Matematiksel Modellemede Kullanim....................... 187
11 Katmanh Uretim Yéntemi ile Uretilen Polilaktik Malzemelerin Noro

Regresyon Metodu ile Matematiksel Modellemesi ve Optimizasyonu........ 197

10 SonUCIAr Ve ONETIler .............ccveveeieeeeeeeeee e, 222

KAYNAKIAT ...t e e nre s 233

I < 241

Ek A Matematiksel Modellerin Katsayili Agitk Halleri............cc.ccoovvvennnen. 242

EK B Tezden Uretilmis Yaymlar..............cocoevviiiininiiiininininn... 431

OZGECIMNES ..ottt ettt n s 432

Xiii



Sekiller Listesi

Sekil 2.1
Sekil 2.2
Sekil 2.3
Sekil 2.4
Sekil 2.5
Sekil 2.6
Sekil 2.7
Sekil 2.8
Sekil 2.9
Sekil 2.10
Sekil 2.11

Sekil 3.1

Sekil 3.2
Sekil 3.3

Sekil 3.4
Sekil 3.5

Sekil 3.6
Sekil 3.7

Sekil 3.8

Bir siirecin genel modeli ........ccccoviiiiiiiiiiii 15
Deney tasariminin Uygulanmast SUIECT ........vvveveieerierierieneneseseeeeeens 18
CCD HIPIBIT e 23
Mathematica’da optimiZasyon SUIECT........ccverveerierriieeriesieesie e 34
RS algoritmast aki§ $EMAaST........cccveriiiiiiiiiiesee e 37
Ackley test fonksiyonu 3B gOSterim .........ccocuvvreeieiieieieneneseseeeeees 38
Holder Table 1 test fonksiyonu 3B gOsterim .........cocoovverenenenieiiennenn 40
SA algoritmast aki$ SEMAST .......ccvverrieeiieiiiierieeiee e 42
DE algoritmast ak1§ $EMAaST .......ccuveiueiiiieiiiiiienie e 46
NM algoritmast aki§ SEMAST ......ccueereriiiieiiiiiie et 48
Carrom Tablo test fonksiyonu 3B gOSterim .........cccovevvvvciieninininiennnn, 52

Enerji tikeminin modellenmesi i¢in Onerilen yapay sinir agi, (a) ag

OzelliKIer, (D) a8 YaPIST.iccviiiieiieiieeree e 57
Y SA modelinin basar1 degerlendirmesi ..........cccvevvrieiiniiciieninicnen, 58

Girdi parametrelerinin degerlerindeki artis ve azalig oranlarina bagli olarak
ciktt  parametresinin  aldigi  degerlerin ve gergek degerlerinin

karsilastirmast, (a) %1 azalma-artis, (b) %5 azalma-artis, (c) %10 azalma-

artis, (d) %20 azalma-artis, (€) %50 azalma-artis. ..........occeevvveenieeennnnn. 59
YSA modeli, (a) ag yapisi, (b) model basar1 degerlendirmesi. ............... 65
YSA modeli tarafindan tahmin edilen sonuglar ile ger¢ek sonuclarin
Kars1lastirilmast ..eeeveeeiiee e 68
Basma modiiliiniin modellenmesi i¢in onerilen YSA ag yapisi.............. 71

Y SA kullanilarak elde edilen tahmin degerleri ve ger¢ek basma modiilii
degerlerinin karsilagtirtlmast ...........cccooviiiiiiiiin 72
Basma modiiliiniin modellenmesinde kullanilan YSA ve NRM’nin

onerdigi modellerin karsilastirilmasi, (a) basma modiili, (b) yiizde mutlak



Sekil 3.9

Sekil 3.10

Sekil 4.1

Sekil 4.2

Sekil 4.3

Sekil 5.1

Sekil 5.2

Sekil 5.3

Sekil 5.4

Basma dayanimi i¢cin NRM’nin 6nerdigi modelin, (a) gercek ve tahmin
edilen sonuglar iliskisi, (b) hatalarin dagilimi, (c) giiven araligi, (d) 3B
matematiksel modelin gosterimi.............ocooviiiiiiiiiii e, 77
Basma gerinmesi icin NRM’nin 6nerdigi modelin, (a) gercek ve tahmin
edilen sonuglar iliskisi, (b) hatalarin dagilimi, (c) giiven araligi, (d) 3B

matematiksel modelin gOSterimi ........cvvveiviiiviiiiiiiie e 78

Cikti parametreleri icin Onerilen modellerin test asamasi basari
degerlendirMElerT ........coiiiiiiee e 85
Calisma frekansi ¢ikti parametresi ig¢in onerilen modelin stabilite testi, (a)
girdi parametrelerinin degerleri belirli oranlarda arttirildiginda, (b) girdi
parametrelerinin degerleri belirli oranlarda azaltildiginda...................... 88
Cekme dayanimi ¢ikt1 parametresi i¢in Onerilen modelin stabilite testi, (a)
girdi parametrelerinin degerleri belirli oranlarda azaltildiginda, (b) girdi

parametrelerinin degerleri belirli oranlarda arttirildiginda....................... 92

Gerilme ¢iktis1 icin FOLNR modelin istatistiksel analizi, (a) hatalarin
normal dagilimi, (b) standart hata dagilimi, (¢) tahmin edilen ve gézlenen
degerler iliskisi, (d) giiven aralig1 bantlart ...........cccocceeviiiiiiiiiiiiee, 98
Dogal frekans c¢iktisi igin SOTN modelin stabilite analizi, (a) girdi
parametrelerinin %1, 5, 10, 20 oranlarinda azaltimi durumunda, (b) girdi
parametrelerinin  degerlerinin %1, 5, 10, 20 oranlarinda arttirimi
durumunda, (c) girdi parametrelerinin degerlerinin %50 oraninda azaltimi
durumunda, (d) girdi parametrelerinin degerlerinin %50 oraninda arttirimi
AUPUMUNGA. .ot 103
Dogal frekans ¢iktist i¢in FOTN modelin stabilite analizi, (a) girdi
parametrelerinin %1, 5, 10, 20, 50 oranlarinda azaltim1 durumunda, (b)
girdi parametrelerinin degerlerinin %1, 5, 10, 20, 50 oranlarinda arttirimi
AUIUMUNTA. ... 105
Dogal frekans c¢iktisi igin FOTN modelin istatistiksel analizi, (a) hatalarin
normal dagilimi, (b) standart hata degerleri, (c) standart hata oranlarinin

dagilimi (d) tahmin edilen ve gozlenen degerler iliskisi....................... 106

XV



Sekil 5.5

Sekil 5.6

Sekil 5.7

Sekil 5.8

Sekil 6.1
Sekil 6.2

Sekil 6.3

Sekil 6.4

Sekil 8.1
Sekil 9.1

Sekil 9.2

Sekil 9.3

Sekil 9.4

Sekil 9.5
Sekil 9.6

Dogal frekans ¢iktisi icin SOTN modelin istatistiksel analizi, (a) hatalarin
normal dagilimi, (b) standart hata degerleri, (c) standart hata oranlarinin
dagilimi (d) tahmin edilen ve gézlenen degerler iliskisi.........ccccoevenne. 107
Egilme modiilii i¢in NRM’nin 6nerdigi modelin, (a) gercek ve tahmin
edilen sonuglar iliskisi, (b) hatalarin dagilimi, (c) giiven araligi, (d) 3B
matematiksel modelin gOSterimi ........ccovveiveiriiiiiiiiiiecee e 111
Egilme dayanimi icin NRM’nin 6nerdigi modelin, (a) ger¢ek ve tahmin
edilen sonuglar iliskisi, (b) hatalarin dagilimi, (c) giiven araligi, (d) 3B
matematiksel modelin gOSterimi ........ccovvvrveiriiieiiiiic e 112
Egme yiikii altinda gerinme davraniginin modellenmesinde i¢in NRM’nin
onerdigi modelin, (a) gercek ve tahmin edilen sonuclar iligkisi, (b)
hatalarin dagilimi, (c) giiven araligi, (d) 3B matematiksel modelin

(e 11 0111) D RPN 114

Tabakali simetrik grafit/epoksi kompozit .........ccccevvveriiiiiiiiiinienee, 119
Taguchi deney seti kullanilarak olusturulan SON ve TON modellerin test
asamasindaki R? basar1 degerlendirme sonuglari, (a) SON, (b) TON....125

Taguchi deney seti kullanilarak olusturulan SON ve TON modellerin

rastgele iiretilmis 150 satirlik test datasina gére R? basar1 degerlendirme
sonuglart, (2) SON, (D) TON. ...ttt 126

Full Factorial deney seti kullanilarak olusturulan SON ve TON modellerin
rastgele iiretilmis 150 satirlik test datasina gére R? basar1 degerlendirme
sonuglart, (2) SON, (D) TON.....ooiiiiii e 127

Hibrit tabakali kompozit yap1........ccoveieviiiiiiiiiceeec e 148

Girdi ve ¢ikt1 parametrelerinin iligkisinin lineer model ile ifade edilmesi

Girdi ve ¢ikt1 parametrelerinin iliskisinin non-lineer model ile ifade
BAIIMEST . 163

Kars1astirilmast ...eoiveeiiiee e 165
Kompozit Saft ... 167
Cam /epoksi tabakalt KOmpozZit..........ccoooviiiiiiiiiiie e 168

Deney tasarim metotlarinin karsilagtirilmasi, (a) Matematiksel modellerin

basar1 orani, (b) Optimizasyon SONUGIAIT ..........cccoevevviiiieiiniinieiieee 184

XVi



Sekil 10.1 16 katmanli simetrik-balans Keten/Epoksi tabakali kompozit.............. 187

Sekil 11.1 ASTM D638 Tip I standartlarina gére ¢ekme testi numunesi .............. 199
Sekil 11.2 Shareboot yazici kullanilarak iiretilen dolgu desenleri ...........c.ccouvee.e. 199
Sekil 11.3 3B katmanli iiretim ve test asamalarinin akis semast..........c.cceereeeneeene 201
Sekil 11.4 Dizayn, modelleme ve optimizasyon siire¢lerinin akig semast............. 201

Xvii



Tablolar Listesi

Tablo 2.1

Tablo 2.2
Tablo 2.3

Tablo 2.4

Tablo 2.5
Tablo 2.6

Tablo 3.1
Tablo 3.2
Tablo 3.3
Tablo 3.4
Tablo 3.5

Tablo 3.6
Tablo 3.7

Tablo 3.8

Tablo 3.9

Tablo 4.1

Tablo 4.2

Tablo 4.3

FFD ve FFDM kullaniminda faktor sayisina bagli olarak onerilen deney
SAYILATT 1.ttt 21
Farkli CCD tipleri i¢in o0 deZerleri ........oevireiiiiniiiiiiciece e 22
Ayni1 seviye degerine sahip faktorler kullanildigi durumda Taguchi deney
SEEIETT s 25

Farkli seviye degerlerine sahip faktorler kullanildigi durumda Taguchi

AENEY SELIETT. ...t 26
Matematiksel modeller ve belirsiz katsayilara sahip agik formlari......... 31
Mathematica’da optimizasyon algoritmalar1 ve komutlart ..................... 34

Ark ocaklarinda enerji tiiketimini incelemek i¢in olusturulan data seti.. 55

Dizayn parametresi olarak segilen fiber agilarinin seviye degerleri ....... 63
Box Behnken metodu kullanilarak elde edilen deney seti ...................... 64
Y SA modelini test etmek igin rastgele liretilen data seti ...............ccc...... 67
PMMA kemik ¢imentosu i¢in basma yiikii altinda elde edilen modiil,

dayanim ve uzama degerleri.........cocoiiiiiiiiiiiii 69
YSA ag yapis1 ve model basar1 degerlendirmesi ..........c.cccooveviiiinnennnn, 70
Basma modiiliiniin modellenmesinde NRM kullanilarak elde edilen
modellerin bagar1 degerlendirmesi ...........ccovovveieiiiienieiiiee e 73
Basma dayaniminin modellenmesinde NRM kullanilarak elde edilen
modellerin bagart degerlendirMeSi ..........ccoviereiiiiieieineeseee 76
Basma yiikii altinda gerinmenin modellenmesinde NRM kullanilarak elde

edilen modellerin bagar1 degerlendirmesi ...........ccovverieiiiieniinieeneeene 78

Dizayn parametreleri ve seviye degerleri........cocoviiiiiiiniiiiciiiniineennen, 81
Ciktt parametrelerini modellemek ic¢in Onerilen modellerin basari
degerlendirmesi .......ccoovieiiiiiicie e 82

Ikinci derece polinom model ANOVA analizZi............cccooveveverereiecnnnnns 83

XViii



Tablo 4.4

Tablo 4.5

Tablo 4.6
Tablo 4.7

Tablo 5.1

Tablo 5.2

Tablo 5.3

Tablo 5.4

Tablo 5.5

Tablo 5.6

Tablo 5.7

Tablo 5.8

Tablo 5.9

ANOVA analizi sonucu gereksiz terimlerin atilmasiyla elde edilen
modellerin bagart degerlendirmesi ..........cccovveeiiiniiiiiici 84

Cikt1 Parametreleri igin smir kontrol (boundedness check) Kkriteri

kapsaminda elde edien maksimum ve minimum degerler ...................... 87
Katmanli iiretim dizayn parametreleri ve seviye degerleri ..................... 90
Cekme dayanimi igin dnerilen matematiksel modeller............c.ccoeeenee. 90

Zirh sistemi i¢in belirlenen tasarim parametreleri ve alabilecekleri seviye
AEGETIRIT. .. 95
CCD metodu kullanilarak zirh sisteminde girdi ve ¢ikti parametreleri
arasindaki iligkisi tanimlamak i¢in olusturulan deney Seti .................. .. 96
Gerilme ¢iktis1  i¢in  Onerilen matematiksel modellerin  basari
deGerlendirmesi . ...veveeeeiiiiie e 97
LHS ve CCD metotlar1 kullanilarak elektrikli ara¢ batarya muhafaza
paketinin tasarimi i¢in olusturulan deney Seti...........cccovvriveriniieeninnns 100
Dogal frekans c¢iktis1 i¢in Onerilen matematiksel modellerin basari
deGerleNdIrMESI . ...cevvieriiiieiieie e 101
Ortalama R? ve model terim sayilar1 dikkate alinarak model basarilarinin
degerlendirilmesi........cccovviiiiiiiiici s 102
PMMA kemik c¢imentosu i¢in egme yiikii altinda elde edilen modiil,
dayanim ve uzama degerleri..........ccooviriiiiiiiiii e 109
Egilme modiiliiniin modellenmesinde NRM kullanilarak elde edilen
modellerin basart degerlendirmesi .........c.ccoevvveiiiiiiiiiiiic 110
Egme yiikii altinda dayanimin modellenmesinde NRM kullanilarak elde

edilen modellerin basar1 degerlendirmesi ............ccoovvvveiiiiiiicniiicnn, 112

Tablo 5.10 Egme yiikii altinda gerinme davranisinin modellenmesinde NRM

Tablo 6.1

Tablo 6.2

kullanilarak elde edilen modellerin basar1 degerlendirmesi............... 113

Literatiirde en sik kullanilan Taguchi ortogonal dizilimleri ve &rnek
calismalar. . ... ... e 117
Taguchi ortogonal dizilimleri, dizayn parametreleri ve onlarin aldigi

SEVIYE AEZETICTT .ovviiiiiiiiiiii e 121

XiX



Tablo 6.3

Tablo 6.4

Tablo 6.5

Tablo 7.1

Tablo 7.2

Tablo 7.3

Tablo 7.4

Tablo 7.5

Tablo 7.6

Tablo 7.7

Tablo 7.8

Tablo 8.1
Tablo 8.2
Tablo 8.3
Tablo 8.4

Taguchi ve Full Factorial tasarimlarda gergeklestirilmesi gereken deney
SAYILATT 1.ttt 122
Taguchi deney seti kullanilarak NRM ile olusturulan modellerin basari
degerleNTINMESI ..cvveieeiecee e 123
Full Factorial deney seti kullanilarak NRM ile olusturulan modellerin

basart degerlendirmesi.........coceeieiiiieiieiieeree e 124

NRM ile dogal frekans ¢iktisinin modellenmesinde kullanilan modellerin
basar1 degerlendirme sonuglari...............ooooiiiiiiiiiiiii 132
SNRM ile dogal frekans ¢iktisinin modellenmesinde kullanilan modellerin
basar1 degerlendirme SONUGIATT..........coviiiiiiiiiiiici e 133
Iki farkl1 data ayirma yéntemi icin NRM ve SNRM kullanilarak elde edilen
modellerin bagar1 durumlarinin karsilagtirilmast...........cccooeiiininnnne. 134
Bootstrap data ayirma metodu kullanilarak NRM ve SNRM tarafindan
elde edilen modellerin basar1 durumlarinin karsilastirilmasi.............. 135
Bootstrap data ayirma metodu kullanilarak NRM ve SNRM tarafindan
elde edilen modellerin basar1 durumlarinin karsilastirilmas: ((80 Egitim” -

20 Test) - “Egitim kendi iginde iki kisma ayrildi (64 Egitim — 20 Test))

Bootstrap data ayirma metodu kullanilarak NRM ve SNRM tarafindan
elde edilen modellerin basar1 durumlarinin karsilastirilmas ((80 Egitim” -

20 Test) - “Egitim kendi iginde iki kisma ayrildi (40 Egitim — 40 Test))

Capraz dogrulama data ayirma metodu kullanilarak NRM ve SNRM
tarafindan elde edilen modellerin basar1 durumlarinin karsilastirilmasi (10
katli capraz dogrulama) ..........ccccovvviieiiiiiiei e 142
Capraz dogrulama data ayirma metodu kullanilarak NRM ve SNRM

tarafindan elde edilen modellerin basar1 durumlarinin karsilastirilmasi (5

katli capraz dogrulama).............cooiiiiiiiiiiii 143
Model degerlendirme Kriterleri .........cccoviiiiiiiiiienii e 146
Cam/Epoksi ve Keten/Epoxy kompozit malzeme ozellikleri ............... 148
Dizayn parametrelerinin seviye degerleri .........cccoovvviiiiiiiniiicincienn 149
D-Optimal metodu kullanilarak olusturulan deney seti .............ccu.ee. 150

XX



Tablo 8.5 Dogal frekans ¢iktisint modellemek i¢in dnerilen matematiksel modellerin
farkli  model  degerlendirme  kriterlerine  gdre  basarilariin
OlGUIMESI. ..o 153
Tablo 8.6 Farkli model degerlendirme kriterlerine gore en basarili tespit edilen ilk
DES MOACL....eiiiiiiiee e 155
Tablo 8.7 Modellerin sinir kontrol kisit1 (boundedness check) degerlendirmesi .. 156
Tablo 8.8 SON ve SONR modellerin rastgele {iretilen data setleri ile farkli

degerlendirme kriterleri baz alinarak basarilarinin 6l¢iilmesi............... 157

Tablo 9.1 Deney tasarim metotlar1 ve literatiirden 6rnek problemler ................... 164

Tablo 9.2 Saft tasariminda kullanilan dizayn parametreleri ve seviye degerleri... 168

Tablo 9.3 FFD deney seti kullanilarak olusturulan matematiksel modeller.......... 170
Tablo 9.4 CCD deney seti kullanilarak olusturulan matematiksel modeller......... 171
Tablo 9.5 BBD deney seti kullanilarak olusturulan matematiksel modeller......... 173

Tablo 9.6 D-Optimal deney seti kullanilarak olusturulan matematiksel modeller 174
Tablo 9.7 Taguchi deney seti kullanilarak olusturulan matematiksel modeller.... 176
Tablo 9.8 BBD-CCD-Taguchi hibrit deney seti kullanilarak  olusturulan

matematiksel modeller ..., 179
Tablo 9.9 Farkli deney tasarim metotlar1 kullanilarak {retilen modellerin test

asamast bagar1 degerlendirmeleri ...........ccoooviiiiiiiiiinic 180
Tablo 9.10 Farkli deney tasarim metotlart kullanilarak iiretilen modellerin test

asamasi bagar1 degerlendirmeleri ........cccovveiiiiiiiiiii i 182

Tablo 10.1 Burkulma davranigina etki eden dizayn parametreleri ve seviye degerleri

Tablo 10.2 Burkulma davranigini modellemek i¢in olusturulan BBD deney seti... 190
Tablo 10.3 Kritik burkulma yiikiinii modellemede 6nerilen matematiksel modeller
ve onlarin basart degerlendirmesi ..........ccocvveeviiiiiiiiiiieic 192
Tablo 10.4 Ozel fonksiyonlarin kompozit plaka burkulma davranisint modelleme
basarilarinin degerlendirilmesi............ccooveiiiiiiiiii 194
Tablo 10.5 Erf ve ExplntegrallE 6zel fonksiyonlari kullanilarak olusturulan

matematiksel modellerin basar1 durumlarinin karsilastirilmasi ............ 195

XXi



Tablo 11.1 Proses parametreleri ve seviye degerleri........coouvninininnininiiicenn, 200
Tablo 11.2 D-optimal deney seti ve test SONUGIATT ......evvvereveieiieiiiie e, 205

Tablo 11.3 Kopma mukavemeti i¢in Onerilen modeller ve basari degerlendirmeleri

Tablo 11.4 Gerinme i¢in 6nerilen modeler ve basari degerlendirmeleri................. 208

Tablo 11.5 Cekme mukavemeti i¢in Onerilen modeller ve basar1 degerlendirmeleri

Tablo 11.6 HM kullanilaral elde edilen kopma mukavemeti sonuglari ve dizayn
parametrelerinin deerleri .........ocvviviiiiiiiie e 211
Tablo 11.7 Belirtilen kisitlama altinda maksimum kopma mukavemeti i¢in alternatif
EASATTIMIAT ... ennee 213
Tablo 11.8 HM3 modeli kullanilarak elde edilen kopma gerinimi sonuglari ve
dizayn parametrelerinin degerleri.........ocovvviviiiiiiiiniiiieiiee s 215
Tablo 11.9 HMS modeli kullanilarak elde edilen maksimum ¢ekme mukavemeti
sonuclar1 ve dizayn parametrelerinin degerleri..........ccceviiiieniennnnne 216
Tablo 11.10Belirtilen kisitlama altinda maksimum ¢ekme mukavemeti i¢in

AltETNAtIT LASATIIMIAL «.oeevvve et e e e e e e e e e e s 217

xxii



Kisaltmalar Listesi

DE
SA

NM

RS
YSA
NRM
SNRM
YYY
BMM
USBCS
DVM
KAM
FD
FFD
BBD
cCcD
FCCD
LHS
ANOVA

LR
SON
SONR
TON
FON

Differential Evolution

Simulated Annealing

Nelder Mead

Random Search

Yapay Sinir Aglart

Noro Regresyon Metot

Stokastik Noro Regresyon Metot

Yiizey Yanit Yontemi

Bulanik Mantik Metodu

Uyarlamali Sinirsel Bulanik Cikarim Sistemi
Destek Vektor Makinalari

Karar Agaclar1 Metodu

Factorial Design

Full Factorial Design

Box Behnken Design

Central Composite Design

Face Central Composite Design

Latin Hypercube Sampling

Varyans Analizi

Coklu dogrusal lineer model

Coklu dogrusal rasyonel model

Ikinci dereceden ¢oklu dogrusal olmayan model
Ikinci dereceden ¢oklu dogrusal olmayan rasyonel model
Ucgiincii dereceden ¢oklu dogrusal olmayan model

Dordiincti dereceden ¢oklu dogrusal olmayan model

XXiil



FOTN
FOTNR

SOTN
SOTNR

FOLN
FOLNR

SOLN
SOLNR

Birinci dereceden trigonometrik ¢oklu dogrusal olmayan model

Birinci dereceden trigonometrik ¢oklu dogrusal olmayan
rasyonel model
Ikinci dereceden trigonometrik ¢oklu dogrusal olmayan model

Ikinci dereceden trigonometrik coklu dogrusal olmayan rasyonel
model
Birinci dereceden logaritmik ¢oklu dogrusal olmayan model

Birinci dereceden logaritmik ¢oklu dogrusal olmayan rasyonel
model
Ikinci dereceden logaritmik ¢oklu dogrusal olmayan model

Ikinci dereceden logaritmik ¢coklu dogrusal olmayan rasyonel
model

XXIV



Bolim 1
Giris

1.1 Literatiir Ozeti

Deney tasarimi, matematiksel modelleme ve optimizasyon miihendislik
problemlerinin ¢oziimiinde siklikla ihtiya¢ duyulan ve kullanilan kavramlardir. Deney
tasarimi, gergeklestirilecek {liretim veya analiz ¢alismalarinda tanimlanan problemde
¢ikt1 parametresinin degisimi tizerinde etkili olan dizayn parametrelerini (faktor veya
girdi) dogru bir sekilde belirlemeyi amaglayan istatistiksel bir siirectir. Deney tasarima,
dizayn parametreleri ve ¢iktt arasindaki etkilesimi sistematik bir gsekilde
gozlemlemeyi, zaman ve maliyet gibi mithendislik problemlerinde mutlaka dikkate
alinmas1 gereken etkilerden de tasarruf edebilmeyi saglar. Literatiirde, 6zellikle
deneysel calismalarda deney tasarim metotlari: Full Factorial Design (FFD), Box
Behnken Design (BBD), Central Composite Design (CCD), Latinhypercube Sampling
(LHS), Taguchi ve D-Optimal siklikla kullanilmaktadir. Yapilan ¢alismalar
incelendiginde amag olarak vurgulanan en 6nemli seyin bir deney tasarim metodu
kullanarak gergeklestirilmesi gereken deney sayisini en aza indirmek oldugu
goriilmektedir. Bahsedilen deney tasarim metotlar1 icerisinde en popiiler olani en az
deney sayisi ile tasarim imkani sunan Taguchi metot dur. Taguchi deney tasarim
metodu, ¢cok sayida dizayn parametresine sahip problemlerde bile ortogonal dizilimleri
kullanarak makul sayida deney gerceklestirerek tasarim imkani sunmaktadir. Bu
durum, Taguchi’yi bir ¢ok fakli mithendislik alan1 ve problemi i¢in cazip bir metot
haline getirmistir. Bu tez c¢alismasi kapsaminda odaklanilan alan makine
miihendisligini ilgilendiren problemler ve uygulamalar1 oldugu i¢in literatiir 6rnekleri
ve degerlendirmeleri bu alan ile iligkili olacak sekilde smirlandirilmigtir. Bu

kapsamda, Raju ve dig. [1] 3B katmali iiretim proses parametrelerinin yiizey



puriizliligii, sertlik ve mekanik dayanim c¢ikti parametreleri iizerindeki etkisini
gozlemlemek i¢in Taguchi deney tasarim metodunu kullanarak gergeklestirilmesi
gereken deneyleri belirlemislerdir. Boylece, FFD metot kullanildigi durumda
gerceklestirilmesi gereken 54 deney yerine 18 deney yaparak problemi ¢ozmiislerdir.
Bir bagka ¢aligmada, Jahari ve Akyliz [2] arag fren disklerinde sogutma siiresini en aza
indirebilmek i¢in Taguchi deney tasarim metodundan yararlanmislardir. Altist iki
seviyeli, li¢ii li¢ seviyeli, toplam dokuz dizayn parametresinden olusan problem de;
FFD metodu kullanildigi durumda parametrelerin birbirleriyle olan tiim etkilerini
icerecek sekilde gergeklestirilmesi gereken deney sayist 1728 iken, Taguchi metodu
ile 16 deney yapilarak fren diski tasarimi gerceklestirilmistir. Phange ve Abolbashari
[3] deplasmani en aza indirmeyi amagladiklart ugak kanadi tasarimi probleminde
Taguchi metodunu kullanarak 486 deney yerine 18 deney gerceklestirerek problemi

¢Ozmiislerdir.

BBD ve CCD, Yiizey Yanit Yontemi (YY) basligr altinda siklikla kullanilan deney
tasarim metotlaridir. Bu metotlardan BBD, tiim dizayn parametrelerinin ii¢ seviyeden
olugsmasi durumunda kullanilabilirken, CCD metodunun genel kullaniminda tiim
dizayn parametrelerinin bes seviyeden olusmasi sart1 aranir. Ancak 6zel bir versiyonu
olan Face Central Composite (FCCD) tiim dizayn parametreleri ii¢ seviyeden olustugu
durumda da kullanilabilir. Bu deney tasarim metotlarinin kullanimindaki sinirlamalar
Taguchi metoduna gore c¢ok daha fazla olmasina ragmen siklikla tercih
edilmektedirler. Literatiirde gergeklestirilen galismalarda, yogun bir sekilde bu iki
deney tasarim metodu ANOVA analizi ve regresyon modelleme ile birlikte
kullanilmistir. Bu kapsamda, Kechagias ve Vidakis [4] polyamid malzemenin 3B
katmanli tiretimin de proses parametreleri; basma agisi, tabaka kalinligi ve basma
sicakliginin maksimum c¢ekme mukavemeti iizerindeki etkisini inceledikleri bir
calisma gergeklestirmislerdir. Deney tasarim metodu olarak, BBD ve FFD
kullaniminin sonuglar {izerindeki etkisi degerlendirilmistir. FFD ile ii¢ tekrarli toplam
81 deney, BBD ile ise 15 deney gergeklestirilmis ve elde edilen sonuglar kullanilarak
regresyon modelleme metodu yardimiyla matematiksel modeller olusturulmustur.
Sonuglara gore, BBD deney seti kullanilarak olusturulan modelin basar1 performansi
FFD ile hemen hemen aynidir. Sonuglar dogrultusunda, BBD metodunun deney
tasarimi ve modelleme de FFD yerine basaril bir sekilde kullanilabilirliginin miimkiin

oldugu vurgulanmistir. Veljkovic” ve dig. [5] biodizel yakit iiretim prosesinin



modellenmesinde deney tasarim metotlari: BBD, CCD ve FFD kullaniminin
karsilagtirmali etkisini incelemislerdir. Sonuglar degerlendirildiginde, daha basit
model yapilar1 6neren BBD ve FCCD’nin, daha kapsamli, zahmetli ve pahali FFD
yerine biyodizel {iretim siireclerinin istatistiksel modellemesi i¢in basariyla
uygulanabilecegi goriilmiistiir. Patel ve dig. [6] dokiim prosesinde girdi ve ¢ikti
parametreleri arasindaki iliskiyi tanimlayabilmek i¢in BBD ve CCD deney tasarim
metotlarindan yararlanmiglardir. Her biri li¢ seviyeden olusan dort dizayn parametresi:
uygulanan basing siiresi, sikistirma basinci, kalip sicaklig1 ve dokiim sicakliginin ¢ikti
parametreleri: yogunluk, sertlik ve ikincil dendrit kol araligi iizerindeki etkileri
incelenmis ve BBD ve CCD metotlar1 kullanilarak olusturulan modellerin birbirleriyle
karsilagtirmalar1 yapilmistir. CCD, ikincil dendrit kol araligi ve sertlik ¢iktilarinin
modellenmesinde igin daha iyi performans gosterirken, yogunluk ¢iktisinin

modellenmesinde BBD ve CCD benzer performans gostermistir.

D-Optimal; BBD, CCD ve Taguchi ile kiyaslandiginda literatiirde daha az
rastlanmasina ragmen, bu metotlardan farkli olarak deney tasariminda optimizasyon
tabanli yaklasim ile deney seti olusturan son dénemlerin popiiler metotlarindan biridir.
Sharma ve dig. [7] birincil yakit olarak biyogaz, pilot enjeksiyonlu yakit olarak dizel
ve gliclendirici madde olarak oksihidrojen ile ¢ift yakitli sikistirma ateslemeli bir
motorun performans ve egzoz Ozelliklerini arastirmiglardir. Oksihidrojen akis hizi,
pilot enjeksiyon zamanlamasi ve motor ylikii dizayn parametresi olarak secilmistir.
Motorun termal performansi ve egzoz emisyon degerlerinin degisimi ¢ikt1 parametresi
olarak incelenmistir. Calismada, deney tasarim metodu olarak D-Optimal, modelleme
ve parametrelerin etkisini incelemede ise ANOVA, YYY ve Desirability Approach
kullanilmigtir. Oksihidrojenin dahil edilmesinin, biyogaz-dizel yakitli motorlarda
yanmay1 arttirdigi ve iyilestirilmis yakit ekonomisi ve azaltilmis karbon bazli emisyon
seviyelerinin, NOx seviyelerinde marjinal bir artisa sebep oldugu gozlemlenmistir.
Ayrica, girdi ve ¢ikti parametreleri arasindaki iliskiyi tanimlamak icin YYY ve
ANOVA kullanilarak 6nerilen modellerin yiiksek basar1 gosterdigi vurgulanmistir
(R?=0.99). Kuram ve dig. [8] parmak frezeleme icin bitkisel bazli kesme sivilarinin
sentetik kesme sivilar1 yerine kullanilabilirliklerini arastirmiglardir. Diger dizayn
parametreleri olarak, kesme hizi, talas derinligi, ve ilerleme hizi se¢ilmistir. Yapilmasi
gereken deneyler D-Optimal deney tasarim metodu kullanilarak belirlenmistir.

Boylece FFD metodunun 320 olarak belirledigi deney sayis1t 27 ye diisliriilmiistiir.



Ayrica, caligmada belirlenen dizayn parametreleri sirasiyla 3, 6, 5 ve 4 seviye
degerlerine sahip oldugundan, BBD, CCD ve Taguchi metotlar1 kullanilarak deney seti
olusturmak miimkiin olmamaktadir. Elde edilen sonuglara gore; (i) spesifik enerji ve
ylizey piirlizliliigli minimize edilmek istenirse, yaglama katkili kanola kesme sivisi,
(i) takim 6mrii maksimize edilmek istenirse, ticari yari sentetik kesme sivisinin tercih
edilmesi daha uygundur. Rajmohan ve dig. [9] polieter eter keton (PEEK) ve cam elyaf
ile gliclendirilmis PEEK'in tribolojik davranigini, farkli uygulanan ytikler, hizlar ve
kayma mesafelerinde pin-on-disk asinma test cihazi kullanarak incelenmislerdir.
Tribolojik parametrelerin modellenmesi ve optimizasyonu, YYY tabanli D-optimal
tasarim kullanilarak gerceklestirilmistir.  PEEK matris kompozitlerin asinma
performanslari, 6zgiil asinma orani ve siirtlinme katsayisi gibi performans gostergeleri
kullanilarak degerlendirilmistir. PEEK matris kompozitlerin kayma aginmasinda etKili
olan sayisal ve kategorik faktorleri optimize etmek i¢in YYY tabanli ¢ok amacgh
desirability approach kullanilmis ve PEEK matrisinin kayma asinmasinda 6zgiil
asinma oranini ve siirtlinme katsayisini en aza indirmek i¢in 2.92 m/s'de kayma hizi,
33 N'de yiik, 1053 m'de kayma mesafesi ve PEEK/30 GF kompozitinin tercih

edilmesinin uygun oldugu gosterilmistir.

Deney tasarimi, problem tanimi ve ¢ikti parametreleri iizerinde etkili olan dizayn
parametrelerine karar verme siirecini igerdiginden ele alinan problemi ¢6ziim
asamasinin ilk ve en dnemli adimini olusturur. Dolayisiyla, deney tasarimi kullanilarak
gerceklestirilen deneyler sonucunda elde edilen sonuglara, sonraki asama olan
matematiksel modellemede siirecinde girdi ve ¢ikti parametreleri arasindaki iliskiyi
tanimlayabilmek i¢in ihtiya¢ duyulur. Deney tasarimi siirecinin dogru planlanmamais
olmast modelleme siirecini de dogrudan etkilemektedir. Bu sebeple modelleme
stirecini tek basma degerlendirmek yerine deney tasarimi ile bir biitiin olarak

incelemek gerekir.

Literatiirde matematiksel modelleme gerceklestirmek amaciyla farkli teknikler
kullanilmaktadir. En sik rastlanan matematiksel modelleme metot ve uygulamalari:
Regresyon, Yapay Sinir Aglar1 (YSA), Uyarlamali Sinirsel Bulanik Cikarim Sistemi
(USBCS), Destek Vektor Makineleri (DVM), Karar Agaglart Metodu (KAM), Bulanik
Mantik (BMM), Yiizey Yanit Yontemi (YYY), Varyans Analizi (ANOVA).

Matematiksel modellemede, kodlama yoluyla matematiksel model olusturmak yerine



paket programlardan faydalanarak model olusturmak arastirmacilar tarafindan daha
fazla tercih edilen bir yontem olmaktadir. Bu amagla Minitab, Design Expert, Matlab,
SPSS, SAS, WEKA gibi programlar tercih edilmektedir. Yukarida bahsedilen
modelleme metotlar1 arasinda da YYY, YSA ve ANOVA en fazla 6n plana ¢ikan
metotlardir. YY'Y, polinom modeller kullanarak girdi ve ¢ikti parametreleri arasindaki
iligkiyi ifade etmeye calisan bir metottur. YYY ile modelleme de ayni zamanda
ANOVA kullanilarak model terimlerinin ¢ikt1 parametreleri lizerinde ne kadar etkili
oldugu 6l¢iiliir ve modelde yer alip almayacagina karar verilir. Bu kapsamda, Abbasi
ve dig. [10] ara¢ govdesinin egilme ve burulma frekans modlari igin davranisini YYY
ve ANOVA kullanarak matematiksel olarak modellemistir. Arag gévdesini olusturan
plakalarin kalinliklar1 dizayn parametresi olarak seg¢ilmistir. Her biri 5 seviyeden
olusan dizayn parametrelerini iceren deney seti CCD deney tasarim metodu
kullanilarak olusturulmustur. Hem egilme hem de burulma frekans modlari igin ikinci
derece polinom modellerin gergek degerler ile iyi derecede uyumlu sonuglar tirettigi
vurgulanmigtir. Ghenai ve dig. [11] ¢ift ylizlii kullanilabilir fotovoltaik giines enerjisi
sistemlerinin modelleme ve optimizasyonu iizerine ¢alismislardir. Deney tasarimi
stirecinde deney seti olusturmak i¢in FFD metodu, modelleme ve optimizasyon
stirecinde ise YYY ve ANOVA metotlarimi kullanmiglardir. Giines panellerinin
yerlestirilme agi1s1, yiliksekligi ve 15181 yansitma kapasitesi (Albedo) fotovoltaik giines
enerjisi sisteminin yillik enerji tiretim kapasitesini etkileyen dizayn parametreleri
olarak belirlenmigtir. ANOVA analizi sonucunda, tek basina her bir dizayn
parametresinin ve birbirleri ile etkilesimlerinin yillik enerji liretimi tizerinde etkili
olduklar1 ve matematiksel modelde yer almalari gerektigi sonucuna varilmistir.
Aragtirmacilar, yillik enerji tiretiminin modellenmesinde ikinci derece polinom model
kullantmin1 6nermiglerdir. Modelin degerlendirilmesinde, gercek ve tahmin edilen
degerler arasindaki tutarlilig 6lgen bir basari kriteri olan R? tercih edilmistir. Calisma
kapsaminda nerilen modelin basar1 kriteri R?=0.99 olarak hesaplanmustir. Vidyarthy
ve dig. [12] TIG kaynak prosesinde; kaynak akimi, kaynak hizi ve aki kaplama
yogunlugu gibi islem parametrelerinin kaynak dikisi geometrisinde: penetrasyon
derinligi, kaynak bolgesi genisligi, derinlik-genislik oran1 ve kaynak fiizyon bdlgesi
alan1 gibi ¢ikt1 parametreleri tizerindeki etkisini CCD, YYY ve ANOVA kullanarak
incelemislerdir. Girdi ve ¢ikti parametreleri arasindaki iliskiyi tanimlamada ikinci
derece polinom basarili bir model olarak sunulmustur. Kaynak akimi, kaynak pargasi

geometrisini etkileyen en 6nemli girdi parametresi olarak belirlenmistir.



Yapay sinir aglarini kullanarak matematiksel modelleme gerceklestirmek bir diger en
popiiler modelleme yontemlerinden birisidir. Yapay sinir aglari, katmanlar ve bu
katmanlarda yer alan néronlar vasitasiyla bilgi aktarimini saglayan, olduk¢a karmasik
ve biiyiikk hacimli data setlerinin kullaniminda dahi hizli sonuglar iiretebilen bir
modelleme metodudur. Gajic ve dig. [13] demir ¢elik sektoriinde elektrik ark
ocaklarinda ergitilmis c¢eligin kimyasal bilesiminin elektrik enerjisi tiiketimi
tizerindeki etkisini yapay sinir aglarmi kullanilarak modellemislerdir. Paslanmaz
¢eligin kimyasal iceriginde yer alan katki maddeleri: karbon, krom, nikel, silikon ve
demirin yiizde agirlik oranlart birer dizayn parametresi olarak diislinilmistiir. 46
satirdan olusan deney seti kullanilarak elektrik enerji tiiketimini matematiksel olarak
en iyi aciklayan yapay sinir ag yapisit tespit edilmeye c¢alisilmistir. Model
degerlendirme kriterleri olarak; R?, ortalama kare hatas1 (MSE), ortalama mutlak hata
(MAE), ve ortalama kare hatalarinin karekokii (RMSE) kullanilmistir. YSA ile
gerceklestirilen modelleme sonuglarina gore 5-10-1 hiperbolik tanjant ag yapisi
kullanilarak ¢eligin kimyasal bilesiminin elektrik enerjisi tiiketimi lizerindeki etkisini
modellemek miimkiin olmustur. Onerilen Hiperbolik Tanjant model tiim
degerlendirme kriterlerini basariyla saglamaktadir. Sagbas ve dig. [14] elektroerozyon
prosesinde ylizey piiriizliiliigiiniin modellenmesi ve tahmin edilmesi i¢in, YSA tabanlt
geri yayilim algoritmast ve CCD igeren YYY yaklasimlarini kullanmislardir.
Gelistirilen YSA ve YY'Y tahmin modellerinin performansi, belirleme katsayisi ve kok
ortalama kare hata metrikleri ile test edilmistir. Sonuglar, YSA modelinin, YYY
modeline gore daha dogru tahminler sagladigini gostermektedir. Bir diger arastirmada,
Dey ve dig. [15] YYY ve YSA modelleme metotlarini kullanarak biyo-dizel
karisimlari ile galisan tek silindirli bir dizel motorun ¢ikti parametresi olarak segilen;
Fren termal verimliligi, yakit tiiketimi ve ortaya ¢ikan nitrojen oksit (NOx) miktarinin
tahmini gergeklestirilmistir. Motor deneysel verileri, lojistik-sigmoid aktivasyon
fonksiyonlu Levenberg-Marquardt geri yayilim egitim algoritmasi kullanilarak YSA
modelinde egitilmistir. Tahmin edilen modellerin hatalarin1 ve korelasyonlarini
dlemek icin MSE, R?, MAPE, Kling Gupta verimliligi (KGE) gibi farkl1 istatistiksel
Olgtimler kullanilmistir. YSA modelinde, YYY'ye kiyasla nispeten daha diisiik tahmin

hatas1 ve daha yiiksek korelasyon gbézlemlenmistir.

Literatiirde basarisini ispatlamis bir ¢ok farkli optimizasyon metodu vardir. En popiiler

ve sik kullanilan metotlar: Genetic Algorithm, Non-Dominated Sorting Genetic



Algorithm, Ant Colony, Particle Swarm, Simulated Annealing, Differential Evolution,
Artificial Bee Colony gibi geleneksel olmayan ve ¢oziime ulagsma asamasinda tiirev
bilgisine ihtiya¢ duymayan stokastik metotlardir. Optimizasyonun temel araglarindan
birisi degeri maksimize veya minimize edilmeye ¢alisilan amag¢ fonksiyonudur. Amag
fonksiyonu farkli sekillerde elde edilebilir. Incelenen problemin analitik bir formiilii
oldugu durumda, amag¢ fonksiyonu olarak bu formiil kullanilarak sonuca gidilir.
Ancak, ¢oziim i¢in kullanilabilecek bir analitik formiil yoksa, girdi ve ¢ikti
parametreleri arasindaki iliskiyi tanimlayabilen bir matematiksel model olusturmak ve
bu modeli amag fonksiyonu olarak kullanmak tercih edilen bir bagka yontemdir. Bu
durumda, hem data olusturmak i¢in kullanilan deney tasarim metotlar1 hem de
matematiksel model olusturmak i¢in tercih edilen modelleme metotlarinin
optimizasyon siirecini dogrudan etkiledigini s6ylemek miimkiindiir. Ciinkii, bu iki
siire¢ amag fonksiyonu olarak belirlenen matematiksel modelin se¢iminde aktif rol
oynamaktadir. Dolayisiyla, deney tasarim ve matematiksel modelleme siiregleri
gerekli hassasiyet gosterilerek gerceklestirilmezse, bir problemin ¢oziimiinde yukarida
bahsedilen basarisi kanitlanmig optimizasyon metotlar1 kullanilsa dahi bazen en iyi
veya ister sartlar1 saglayan kullanilabilir bir ¢6ziime ulagsmak miimkiin olmayabilir
veya oldukga basarili bir sonuca ulasildig: diisiiniiliirken, bu sonug yaniltict olabilir.
Bu yiizden, optimizasyon siirecinde, deney tasarimi ve matematiksel modelleme
adimlarinin, basarisin1 farkli problemlerde ispatlamis iyi bir optimizasyon metodu
segmek kadar 6nemli oldugunun farkinda olmak gerekir. Bu bilgiler dogrultusunda,
literatiirde yer alan ¢aligmalar incelendiginde, yukarida ki paragraflarda da bahsedilen
stokastik metotlarin farkli miihendislik alan problemlerinin ¢dziimlerinde siklikla
tercih edildikleri goriilmektedir. Bu baglamda, Geng ve dig. [16] dinamik kosullar
altinda elastomer esasli amortisér yaylarinin otomobil debriyaj sisteminde
kullanilabilirligini arastirmak icin YY'Y ve Simulated Annealing metotlarinin bir arada
kullanildig1 hibrit bir metodoloji 6nermislerdir. Gnanavelbabu ve Saravanan [17]
Titanyum alagiminin (Ti-6Aa-4V) Asindirict Su Jeti ile islenmesi siirecinde dizayn
parametresi olarak segilen isleme parametrelerinin kerf koniklik agis1 ve yiizey
puriizliiliigii ¢cikti parametreleri {izerindeki etkisini BBD deney tasarim ve YYY
modelleme metotlarin1 kullanarak incelemislerdir. Ele alinan Asindirici Su Jeti ile
isleme siirecinde kerf acis1 ve yiizey piiriizliliigli bakimindan optimum tasarima
ulagmak i¢in Particle Swarm Optimization, Cuckoo Search Algorithm ve Simulated

Annealing gibi evrimsel optimizasyon teknikleri kullanilmistir. Cuckoo Search



Algorithmasinin, sundugu tasarimlar bakimindan diger tiim algoritmalardan daha iyi
performans gosterdigi belirtilmistir. Raju ve dig. [1] 3B katmanl iiretim proses
parametrelerinin yiizey piiriizliligi, sertlik ve mekanik dayanim {izerindeki etkisini
incelemek ve optimum proses parametrelerini belirlemek igin Particle Swarm,
Bacterial Foraging Optimization ve bu iki metodun hibrit halini kullanmislardir.
Gergeklestirilen ¢ok amagli optimizasyon ¢aligsmalari sonucunda, baglangi¢ tasarimina
gore hibrit algoritma %7.44, Particle Swarm %4.19 ve Bacterial Foraging
Optimization %2.39 iyilestirme sunmustur. Shui ve dig. [18] elektrikli ara¢ batarya
modiillerini korumak i¢in bir muhafaza paketi tasarlamay1 amaglamiglardir. Batarya
muhafaza paketinin belirli noktalarinin kalinliklar1 dizayn parametresi, deplasman,
dogal frekans ve agirlik ise ¢ikti parametresi olarak seg¢ilmistir. Deney seti ve
matematiksel model olusturma asamalarinda: CCD-YSA, CCD-YYY, LHS-YSA ve
LHS-YYY kullanilmistir. Bu asamada, en basarili sonug¢ CCD-YSA yontemlerinin
kullanimiyla elde edilmis ve burada belirlenen matematiksel modeller optimizasyon
asamas1 i¢in amag¢ fonksiyonu olarak segilmistir. Non-Dominated Sorting Genetic
Algorithm tarafindan sunulan tasarimlar baglangi¢ tasarimlar ile karsilastirildiginda;
deplasman da %22, dogal frekans da %3 ve agirlikta %12 iyilestirme saglanmistir.

Bahsedilen stokastik optimizasyon metotlar1 disinda, desirability approach, Grey
Relational Analysis, Taguchi optimum tasarim elde etmek amaciyla literatiirde siklikla
kullanilan metotlardir. Ancak bu metotlarin, genelde paket programlar icerisinde kolay
kullanim imkant sunulmasi ve hizli ¢éziim iiretmesi sebebiyle tercih edildiklerini
soylemek yanlis olmaz. Topsis, Desirability Approach ve Grey Relational Analysis
metotlar1 genelde birden ¢ok ¢iktinin yer aldigi ve hepsinin etkisini gozeterek bir
tasarim elde edilmek istenen ¢ok amagli optimizasyon problemlerinde tercih
edilmektedir. Bu dogrultuda, Phange ve dig. [3] bir ugak kanadi 6n kenar yapisinda
kus carpmasi sonucu olusan deformasyonu ve ayn1 zamanda kanat agirligint minimum
seviyede tutmak ig¢in Taguchi ve Grey Relational Analysis metotlarindan
faydalanmislardir. Taguchi metodu ¢ok amagh bir optimizasyona izin vermedigi i¢in
deformasyon ve kanat agirligint minimum yapan dizayn parametreleri ayr1 ayri tespit
edilmistir. Sonrasinda, Grey Relational Analysis kullanilarak hem deplasmanin hem
de agirligin esit 6neme sahip olup minimize edilmek istendigi durumda hangi
tasarimin se¢ilmesinin daha uygun olacagina karar verilmistir. Elde edilen sonuglara
gore, Grey Relational Analysis baslangi¢ tasarimi ile karsilagtirildiginda %50
iyilestirme saglamaktadir. Ancak, burada, hem Taguchi hem de Grey Relational



Analysis i¢in vurgulanmasi gereken 6nemli bir nokta; bu iki metot da yalnizca deney
seti ile olusturulan tasarimlar icerisinden en iyiyi se¢mek konusunda yardimeci
olabilecegidir. Yani bu metotlar kullanildiginda dizayn parametrelerinin deney seti
olusturulurken belirtilen seviye degerleri disinda bir deger almas1 miimkiin degildir.
Bu durumda dizayn parametreleri siirekli degerler aldiginda ¢ikti parametrelerinin
nasil degistigi bilinemediginden tam bir optimizasyon yapildigint sdylemek miimkiin
degildir. Tabet ve dig. [19] delme parametrelerinin jiit lifleri ve mantar ile
giiclendirilmis bir epoksi matrisinden olusan bio-sandvi¢ yapiin delaminasyon hasari
tizerindeki etkisini modellemek ve optimize etmek igin igin YY'Y tabanli Desirability
Approach, ve Genetic Algorithm metotlarin1 kullanmislardir.  Sonuglar, bu iig¢

metodun birbirine yakin sonuglar {irettigini gostermistir.

1.2 Motivasyon

Deney tasarimi, matematiksel modelleme ve optimizasyon miihendislik
problemlerinin ¢Oziimlerinde mutlaka ihtiyag duyulan aragtirma konulardir.
Problemlerin ¢oziimlerinde, analitik ve niimerik yaklagimlar takip edilir. Analitik
¢Oziim miimkiinse, kesin sonuca ulastiracagindan hassas c¢oziim gerektiren
problemlerde tercih edilir. Ancak birgok miihendislik problemi analitik metotlarla
coziilemeyecek kadar karmasik yapiya sahiptir ve bu durumda niimerik metotlar ve
yaklagimlar tercih edilmektedir. Veri analizi ana baglhigi altinda yer alan; deney
tasarimi, matematiksel modelleme ve optimizasyon niimerik yaklasimlarin 6nemli bir
asamasini olusturmakta ve problemlerin ¢oziimiinde dikkate deger bir kolaylik
saglamaktadir. Literatiirde yer alan calismalarda da deney tasarimi, modelleme ve
optimizasyon siireglerinin problem c¢oziimlerinde yogun bir sekilde kullanildig:

goriilmektedir.

Deney tasarimi, matematiksel modelleme ve optimizasyonu onemli ve gerekli kilan

bazi faktorler:

»  QOgzellikle deneysel calismalarda, birgok farkli parametrenin etkisinin
gozlenmesi gerektigi durumlarda, ¢ok fazla deney yapma ihtiyac1 dogar.
Bu durum, zaman kaybi ve yliksek maliyet sebebiyle genelde tercih

edilmez. Bu asamada daha az deney ile parametrelerin etkisini



inceleyebilme ve prosesin davranigini tanimlayabilme imkani sunan deney

tasarimi tercih edilir.

Deney tasarimi, sadece deney sayisini azaltip zaman ve maliyet tasarrufu
saglamaz, ayn1 zamanda ger¢eklestirilmesi gereken deneyler tanimlanan
problemin tim smirlarimi kapsayacak  sekilde  secilir.  Yani
gerceklestirilmesi  diisliniilen deneyleri, deney tasarimi kullanmadan
rastgele segmek, c¢ikti parametresinin belirli bir bolgedeki davranisini
aciklayabilir ancak genel davranis ile ilgili bilgi verme konusunda eksik

kalir veya bir yanilgt olusturur.

Deney tasarimi, dizayn parametrelerinin birbirleri ile etkilesimlerinin ¢ikt1
parametreleri {izerinde yarattig1 etkiyi dikkate alarak deney seti olusturur.
Bu sebeple, her zaman daha fazla deney yapmanin bizi daha dogru sonuca
gotiirecegini sdyleyemeyiz, bazen parametreler arasi etkilesimlerin net bir
sekilde gozlenebildigi deney tasarimi kullanilarak dogru se¢ilmis cok daha

az deney sayist ile daha dogru sonuglara ulasmak miimkiin olabilir.

Matematiksel modelleme, tanimlanan problemde ¢ikti parametrelerinin
matematiksel davranigini tespit edebilmeye yardimei olur. Boylece, dizayn
parametreleri belirtilen sinir araliklarinda farkli degerler aldiginda, ¢ikti
parametresinin nasil degistigini her seferinde deney yaparak veya
simiilasyonla belirlemeye gerek kalmaz. Bu durum miihendislik igin

oldukg¢a degerlidir.

Bazi durumlarda analitik ¢6ziim miimkiin olmasma ragmen, yogun
matematiksel islemler gerektirmesi sebebiyle tercih edilmek istenmez. Bu
gibi durumlarda, matematiksel modelleme yontemlerini kullanarak analitik

¢oziimler yerine uygulamasi kolay daha basit modeller olusturulabilir.

En 1yi tasarima ulagma amacini giiden optimizasyon, miihendisligin
vazgecilmez bir parcasidir. Miihendislik problemlerinde, siirekli olarak
belirlenen bir hedef dogrultusunda maksimum, minimum, belirli bir sinir
degerin altinda veya {istlinde sonuglar elde edilmeye calisilir. Bunu
sistematik bir sekilde saglamak ancak optimizasyon metodolojisini takip

etmekle mumkiin olur.
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= Optimizasyon her zaman en iyi sonuca ulagmak icin yapilmayabilir. Bazi
durumlarda en iyi sonug¢ olmayan ancak isterleri karsilayan tasarimlari elde

etmek amaciyla da optimizasyon yapilabilir.

= Optimizasyon alternatif tasarimlar saglar. Ayni seviyede kaliteli ve
kullanilabilir birden ¢ok ¢oziim sunmak miihendislik agisindan oldukca
degerlidir. Optimizasyon, elit dizayn olarak isimlendirilen en iyi sonuca

yakin, birden ¢ok farkli alternatif sonug iiretebilir.

Tim bu degerlendirmeler 1518inda; deney tasarimi, matematiksel modelleme ve
optimizasyonun bir miithendislik problemi tanimlanip analiz edilirken mutlaka dikkate

alinmas1 gereken asamalar oldugu acik bir sekilde goriilmektedir.
Bu tez ¢alismasinin gerceklestirilmesinde ki temel motivasyon kaynaklari:

* Deney tasarimi, matematiksel modelleme ve optimizasyon; fizik, kimya,
matematik, miihendislik, tip gibi temel alanlar basta olmak {izere hemen

hemen tiim bilimsel ¢aligma alanlarinda ihtiya¢ duyulan stireglerdir.

* Deney tasarim metotlari, 6zellikle Taguchi, sagladigi zaman ve maliyet
tasarrufu nedeniyle problem ¢oziimlerinde kullanilan popiiler metotlar

arasinda yer almaktadir.

* Deney tasarim metotlarinin verimliligi ve birbirleri ile karsilastirilmalarina

yonelik yeterli literatiir ¢alismasi heniiz mevcut degildir.

= Taguchi metodunun avantaj ve dezavantajlari ile degerlendirilmesine
ithtiya¢ duyulmaktadir. Literatiirde bu konu ile ilgili kapsamli ¢aligmalarin

yer almadig1 goriilmiistiir.

* Son donemlerde yapay zeka konusunda meydana gelen gelismeler
matematiksel modelleme ve optimizasyon alanlarini da etkilemistir. Yapay
zekanin birgok farkli sektdrel alanda uygulanabilirligi matematiksel

modelleme ve optimizasyona duyulan ihtiyaci arttirmistir.

= Matematiksel modelleme ile ilgili siirekli yeni programlar ve metotlar

gelistirilmektedir. Burada, siiregin nasil daha basit ve anlasilir hale
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getirilebilecegi tlizerine c¢alisilmaktadir. Son donemlerde literatiir
calismalarinda popiiler hale gelen: YSA, USBCS, BM, YYY gibi
metotlarin modelleme amaciyla kullanimi, bu alanda ¢alismaya yiiksek bir

talebin oldugunu gostermektedir.

» Gelisen teknoloji, hizli tiikketimin getirdigi tiretimdeki artis ve siireklilik
ihtiyact hizli sonu¢ alma gereksinimini de dogurmustur. Matematiksel
modelleme, bir prosese etki eden parametreler tizerinde degisiklik
yapildiginda; deneysel gézlem, simiilasyon veya analize ihtiyag duymadan

kolayca parametrelerin etkisini 6lgme imkani1 saglar.

» Bilimsel ¢aligmalar siirekli iyilestirme ve gelistirme {lizerine kuruludur.
Optimizasyon, iyilestirme ve gelistirme c¢alismalarinda aktif rol oynayan

Oonemli bir ¢calisma alanidir.

1.3 Calismanin Amaci

Bu doktora tezi ¢alismasinin temel amaci; deney tasarimi, matematiksel modelleme ve
optimizasyon slireclerini bir biitlin olarak inceleyip, problem c¢oziimlerinde bir
metodoloji ortaya koymaktir. Bunun i¢in 6ncelikle, literatiirde yer alan deney tasarimu,
modelleme ve optimizasyon metotlarmin kullanildigi ¢alismalar incelenmis ve
degerlendirmelerde bulunulmustur. Referans calismalar secilirken, son donemde
uluslararas1 dergilerde yayinlanmis yiiksek etki faktoriine sahip ¢aligmalar olmasina
dikkat edilmistir. Bu calismalarin incelenmesindeki temel sebep; deney tasarimi,
modelleme ve optimizasyonda genel yaygin bir goriis olarak Taguchi, YYY ve YSA
kullaniminin ¢ok fazla 6n plana ¢ikmis olmasi ve her ¢esit mithendislik probleminin
¢oziimiinde tercih edilebilecekleri algisidir. Bu sebeple, referans caligmalar tez
kapsaminda ortaya konulan metodoloji ve degerlendirme kriterleri dikkate alinarak
incelenmis ve ortaya ¢ikan sonuglar degerlendirilmistir. Ayrica, bu Doktora Tezi
kapsaminda, yeni bir modelleme metodunun &nerilmesi amaglanmistir. Onerilen
metot, YSA ve regresyon modelleme metotlarinin avantajlarindan yararlanilarak
olusturulan hibrit bir yaklasim olan Noro Regresyondur (NRM). NRM daha etkili ve
kullanilabilir bir metot haline doniistiirmek i¢in stokastik optimizasyon metotlarindan

faydalanilmis ve Stokastik Noro Regresyon (SNRM) olarak isimlendirilen modelleme
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metodu ortaya konulmustur. Ele alinan problemin karmagikligina gére modelleme

metotlar1 olarak NRM ve SNRM kullanilmistir.

Literatiirde yer alan model basar1 degerlendirmesinde kullanilan R? tabanl kriterlere
ek olarak tez kapsaminda yeni model degerlendirme kriterlerinin 6nerilmesi bir diger
amag olarak belirlenmistir. Bu kapsamda model siir kontrol kriteri (boundedness

check) ve stabilite testi tanimlanmustur.

1.4 Tez Calismasinin Orijinalligi

Bu doktora tezi calismasi; deney tasarimi, modelleme ve optimizasyon siireclerinin bir
biitiin olarak ele alinmasi1 gerektigini vurgulamaktadir. Literatlirde; deney tasarimu,
modelleme ve optimizasyon metotlar1 kullanilarak bir¢ok ¢alisma yapilmis olmasina
ragmen, tiim siirecin sistematik olarak degerlendirildigi ¢alismalarin eksikligi goze

carpmaktadir. Bu tez ¢alismasinin igerdigi orijinallikler:

= Literatirde R? tabanli model degerlendirme kriterleri model basarisini
Olemek icin siklikla kullanilmaktadir. Bu kriter ger¢ek ve tahmin edilen
degerleri karsilagtirarak hata hesaplar. Popiiler ve en sik kullanilan model
degerlendirme kriterleri: MAPE, MSE, RMSE, MAE gibi bilinen bir¢cok
kriter R? benzeri bir degerlendirmeyle model basarisini dlger. Bu kriterler,
bir modelin basarili olup olmadigina karar vermede her zaman yeterli
olmayabilir. Bu asamada, sinirlilik kontrolii ve stabilite testi, doktora tezi
kapsaminda model basarisinin degerlendirilmesinde 6nerilen orijinal basari

Olgme kriterleridir.

= YSA, YYY ve Regresyon modellemede en fazla tercih edilen metotlar
arasinda yer alir. Bu doktora tezi ¢alismasi kapsaminda iki yeni modelleme
metodu olarak, NRM ve SNRM tanitilmistir. Bu metotlar; YSA, Regresyon
ve Stokastik optimizasyon metotlarinin avantajlarini kendilerinde toplayan

hibrit metotlardir.

* YYY ve Regresyon matematiksel modelleme metotlar1 yalnizca polinom
model tipleriyle girdi ve ¢ikt1 parametreleri arasindaki iliskiyi aciklamaya

calismaktadir. Bu doktora tezi ¢alismasi kapsaminda; trigonometrik,
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logaritmik, rasyonel, bunlarin bir arada kullanildig1 hibrit modeller ve
Bessel, ChebyShevT, Erf, ExplntegrallE, Fresnel, Hermite,
HyperGeometric, LegendreP, RamanujanTauTheta, RiemannSiegelTheta
0zel fonksiyon tipleri matematiksel modellemede kullanilmis ve polinom

modellerin basarisiz oldugu durumlarda alternatif olarak sunulmuslardir.

YYY ve Regresyonda tercih edilen tiim datay1 kullanarak model olusturma
yonteminin aslinda ¢ikti parametresinin davranisint modellemedigi, sadece
gergek degerleri iyl tahmin edebilen bir model ortaya koyabildigi
literatiirden O6rnek problemler ile vurgulanmistir. Orijinal bir g¢aligma
olarak, model degerlendirmesinde kullanilan cross validation, holdout,
boostrapt farkli test ve dogrulama yontemlerinin karsilagtirmasi yapilip, tez
kapsaminda oOnerilen Noro Regresyon ve Stokastik Noro Regresyon
metotlarinin bu test ve dogrulama yontemlerine tabi tutulduklari durumda

basarilar tartigilmistir.

Literatiirde en sik kullanilan Taguchi deney tasarim, modelleme ve
optimizasyon metodunun basaris1 Doktora Tezi kapsaminda tanimlanan
tabakali kompozit problemi referans alinarak degerlendirilmistir. Taguchi

metodunun zayifliklari ortaya konulmustur.

Deney tasarim metodu olarak kullanilan: BBD, D-Optimal, Taguchi, FFD,
CCD metotlarinin ayn1 problemde kullanimi durumunda ortaya c¢ikan
modellerin basar1 durumlar1 birbirleriyle karsilastirilmis ve bu metotlarin

birbirlerine kars1 zayif ve giiclii yonleri tartisilmistir.

Doktora tezi kapsaminda, 3B katmanli iiretim proses parametrelerinin
etkisini gézlemlemek ve tiim siirecin tez boyunca bir metodoloji dahilinde
biitiin olarak ele alinmasi gerektigi vurgulanan; deney tasarimi, modelleme
ve optimizasyon adimlarim1 dikkate alarak tamamlamak i¢in orijinal bir
problem tanimlanmistir. Boylece, tez kapsaminda bahsedilen metodolojiyi

gercek bir probleme uygulamak miimkiin olmustur.
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Bolum 2

Deney Tasarimi-Modelleme-

Optimizasyon

2.1 Deney Tasarimi

Deney tasarimi bir siirecin performansini iyilestirmek amaciyla, siireci etkileyen
faktorler lizerinde degisiklikler yaparak, siirecin ¢iktisi tizerindeki degiskenliklerin
gozlemlenmesi ve yorumlanmasidir. Bir siire¢ ve bilesenleri genel olarak Sekil

2.1°deki gibi gosterilmektedir [20].

Kaontrol Edilebilen Fakidrler

L 1

Gindi Saree | . Cikn

1]

Kontrol Edilemeyen Faktorler

Sekil 2.1: Bir siirecin genel modeli

Siireg, belirli bir ¢ikt1 (iirlin veya hizmet) elde etmek i¢in birbirleriyle etkilesim halinde
bulunan makine, malzeme, metot ve insan gibi kaynaklarin kullanildig1 faaliyetler
dizisi olarak tanimlanabilir. Faktorler diger adiyla deney degiskenleri ise deney
sonucunu etkileyen kontrol edilebilen veya edilemeyen degiskenlerdir. Siirece etki

eden faktorlerin bazilarina istenildigi gibi deger atamasi yapilabilir ve siirecin isleyisi
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boyunca bu degerler sabit olarak tutulabilir. Bu tip faktorlere kontrol edilebilen
faktorler denir. Kullanilan malzeme tipi, makine ayarlari, iretim yontemi vb. faktorler
kontrol edilebilen faktorlerdir. Ortamdaki nem miktari, sicaklik gibi ¢evresel faktorler
her ne kadar olgiilebilir ise de, bu faktdrlerin siirecin isleyisi esnasinda sabit olarak
tutulmalar1 ¢ok zor veya imkansizdir. Bu tip faktorler ise kontrol edilemeyen faktorler
olarak isimlendirilmektedir. Deney tasarimi siire¢ gelistirmede ve mevcut bir siirecin
performansini iyilestirmede ¢ok énemli bir rol oynamaktadir. Ozellikle, bir iiriin veya
siirecin kontrol edilemeyen dis etkenlere karsi arzu edilen performansi gostermesi
olarak tanimlanan robust (saglam) tasarimlarin gelistirilmesinde istatistiksel deney

tasarimi yaygin bir sekilde kullanilmaktadir [20].

Deney tasarimi, girdilerin c¢iktilara doniistiiriildiigii bir sistem veya siirecin
performansini artirmaya yonelik ¢ok etkili bir istatistiksel ve matematiksel yontemdir.
Deney tasarimi yaklagiminin bilesenleri faktorler veya degiskenler, seviyeler ve
¢iktilardan olusur. Kontrollii ve kontrolsiiz faktorler, siirecin girdi degiskenleri olarak
kullanilir [21]. Seviyeler, her bir faktoriin alabilecegi degerlerdeki ayarlamalar: ifade
eder. Ciktilar, faktorler tarafindan etkilenen ve siirecin performansini belirleyen

unsurlardir [22].

Tasarlanmis deneyler, ilgili siirecin neden-sonug iliskilerini belirlemek i¢in faydalidir,
bu da cevap degiskeninin optimizasyonuna yardimci olur. Deney tasarimi, Sistem
performansini artirmak i¢in deney sayisin1 azaltarak sonucun dogrulugunu maksimize
etmeye yardimci olur. Deney tasarimi, c¢iktiyr etkileyen en Onemli faktorleri

belirlemenin yani sira faktorler arasindaki etkilesimleri de ortaya koyar [23].

Deney tasariminda, tasarimci sistematik bir sekilde siirece etki eden faktorleri
degistirerek, siirecin sonunda elde edilen ¢iktilardaki degiskenligi degerlendirmeye
calismaktadir. Istatistiksel deney tasariminin basarisi toplanan verilerin dogruluguna
baglidir. Bu nedenle veriler toplanmadan dnce verilerin ne sekilde toplanacagi, her bir
deneme i¢in ka¢ tane goOzlem vyapilacagi gibi kararlarin tasarim asamasinda
belirlenmesi gerekir. Toplanan verilerin birbirinden bagimsiz olmasi ve istatistiksel bir
yorum yapabilmek igin yeterli olmas1 gerekir. Istatistiksel deney tasariminda, bu iki
kosulun saglanmasi i¢in kullanilan {i¢ temel prensip vardir: tekrarlama, rassallik ve
bloklama. Tekrarlama bir deneme i¢in birden fazla sayida deney yapilmasi demektir.

Tekrarlama iki 6nemli 6zellige sahiptir. Bunlardan ilki tasarimciya deney hatasinin bir
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tahminini elde etmesine izin vermesidir. Ikinci olarak da eger drnek ortalamasi bir
faktoriin etkisini tahmin etmede kullaniliyor ise, tekrarlama deneyi yapan kisinin bu
etkiyi tam ve dogru bir sekilde elde etmesine izin verir. Ayrica tekrar sayisi arttikca
deney tasarimui ile elde edilen sonuglarin dogrulugu arttirilmaktadir. Rassallik deney
tasariminda kullanilan istatistiksel metotlarin temelini teskil etmektedir. Deneyde
kullanilan; operatdr, makine ve malzemelerin ve yapilacak deneylerin siralarinin
rasgele belirlenmesi rassallik olarak tanimlanmaktadir. Burada amag, ilgilenilen
faktor(ler) disinda siirece etki eden baska faktorler varsa bu faktorlerin etkisini
miimkiin oldugu kadar azaltmaya c¢alismaktir. Ornegin bir deneyde kullanilan
makinenin 1sinmasindan dolayr toplanan verilerde bir degiskenlik s6z konusu ise
deneylerin rasgele yapilmasi ile bu etkinin her bir deneme kombinasyonu icin ayni
olmasi saglanir. Bu nedenle deneylerin rassal olarak yapilmasi, toplanan verilerin
birbirinden bagimsiz olmasini saglar. Bir deneyde toplanan verilerin homojen olarak
smiflandirildigr her bir parcaya blok denir. Bloklama, bir deneyin dogrulugunu ve
hassasiyetini artirmak i¢in kullanilan bir yontemdir. Bloklamada her bir blok i¢inde
yapilan denemeler kendi i¢inde degerlendirilmektedir. Boylece ilgilenilen faktorler
disinda stirece etki eden baska faktor(ler)in etkisi elimine edilerek sadece ilgilenilen
faktorlerin siire¢ iizerindeki etkisi tespit edilir. Bloklamada genellikle malzeme,
operatdr gibi siirece etki eden degiskenler kullanilmaktadir. Ornegin ii¢ farkli
makinenin performansinin istatistiksel deney tasarimi ile incelendigi bir deneyde, bu
makineleri kullanan operatorler arasinda bir farklilhik olmast durumunda, deney
tasarlanirken operatorler bloklama degiskeni olarak ele alindiginda operatorler

arasindaki farkliliklarin deneyin sonucunu etkilemesi azaltilmis olacaktir.

Deney tasariminin uygulanmasi siireci sematik olarak Sekil 2.2°de gosterilmektedir
[24]. Deney tasariminin uygulama agamasmin ilk adimi problemin tanimlanmasi
adimidir. Bu asamada deneyin amaci ile ilgili tiim bilgiler toplanarak, deneyin amaci
acik bir sekilde tanimlanir. Incelenecek siiregle ilgili tiim birimlerden gerekli bilgilerin
alinmasi bu asamada ¢ok Onemlidir. Problemin ag¢ik bir sekilde ortaya konulmasi,
sorunun en iyi sekilde anlagilmasina ve problemin ¢éziimiine katkida bulunur. Problem
acik bir sekilde ortaya konulduktan sonra ilgilenilen siirece etki eden faktérlerin ve bu
faktorlerin seviyelerinin tespit edilmesi gerekir. Bu asamada incelenecek olan
faktorlerin hangi seviyelerinde deneme yapilacagi, faktorlerin nasil kontrol edilecegi

ve nasil Ol¢iilecegi belirlenir. Faktorler ve bu faktorlere ait seviyeler belirlendikten
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sonra siire¢ hakkinda bilgi verecek ¢ikt1 degiskeni tespit edilmelidir. Cikt1 degiskeni
belirlenirken, ¢ikt1 degiskeninin ilgilenilen siire¢ hakkinda gerekli bilgiler verdiginden
emin olunmalidir. Daha sonraki asamada ilgilenilen problemin amacina bagl olarak
uygulanacak olan deney tasarimi teknigine karar verilir. Tasarimin seg¢ilmesi adimi
ornek biiyiikliiglinlin (tekrar sayisi) se¢imini, deneylerin yapilis siralarinin se¢imini,
bloklamanin yapilip yapilmayacaginin belirlenmesini ve diger rassallik kisitlarini
igerir. Deney tasariminin se¢ilmesindeki en énemli kriter deneyin amacidir. Deneyin
amacia gore hangi deney tasarimi tekniginin uygulanacagi belirlenir. Uygulanacak
deney tasarimi teknigi belirlendikten sonra secilmis olan deney tasarimina gore
deneyler yapilir. Deneyin yapilmasi asamasindaki en 6nemli nokta deneyin planlanan
cergevede yiiriitiiliip yliriitilmediginin gézlemlenmesidir. Bu asamada yapilacak olan
deney hatalar1 deneyin gegerliligini yitirmesine neden olur. Iyi bir planlama deneyin

basarisi agisindan ¢ok onemlidir.

Problemin tammmlanmasi

v

Faktorlerin ve faktdr

sevivelerinin belirlenmesi

.

Cikt: degigkenini
belirlenmesi

,

Deney tasarumninn

- - —
secilmesi
Deneyin yapilmast
: :
Deney verilerinin T

istatistiksel analizi

:

Model uygun

l Evet

Sonuglarin yorumlanmasi

Sekil 2.2: Deney tasariminin uygulanmasi siireci
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2.2 Deney Tasarim Metotlari

Bu boliimiin amaci, uygulamada kullanilan temel teknikleri gostererek konuyu
tanitmaktir, bu nedenle literatiirde yer alan tiim deney tasarim tekniklerini ayrintili bir
sekilde agiklamak yerine, en sik karsilasilan teknikler ve hangi durumlarda kullanilip
kullanilamayacaklarina odaklanilmistir. Literatiirde deney tasarim teknikleri ile ilgili
yazilmigs bir¢ok makaleye ve detayli agiklamalarini igeren kitaplara ulasmak
miimkiindiir. Bu tez kapsaminda vurgulanmak istenen bir konu da deney tasarimi,
modelleme ve optimizasyon siire¢lerinin bir biitiin olarak diisiiniilmesi gerektigi ve bu
iic asamanin sirasiyla birinde ortaya ¢ikan olumsuzlugun diger siireglere de
yansityacagl farkindaligini olusturmaktir. Bu t¢lii siirecin ilk asamasi olan deney
tasarimi; problemi anlama, dogru tanimlama, faktor, seviye, kisitlar ve ¢iktilart
belirleme adimlarin1 icermekte ve faktorlerin ¢ikti {izerindeki etkilerini dogru

gozlemlemek i¢in hangi deneyleri gerceklestirmeliyim sorusuna cevap aramaktadir.

Deney tasarim yaklagimlarinda en kolay ve sik uygulanan yontem her bir deneyde tek
bir faktoriin bulundugu seviyeyi degistirerek iiriin veya proses performansindaki
degisimi gozlemektir. En zor olani ise birgok faktoriin {iriin performansini etkiledigi
bir ortamda hepsini birden kontrol altinda tutarak etkilerini ve etkilesimlerini

degerlendirmeye caligmaktir.

2.2.1 One Variable at a Time Design (OVAT)

One variable at a time (OVAT) en basit deney tasarim yaklagimidir. Bu yaklagimda
bir prosese etki eden birden ¢ok faktor varken, bu faktorlerden yalnizca birinin seviye
degerini degistirip digerlerinin degerleri sabit tutuldugu durumda bu bir faktoriin ¢ikti
parametresi lizerindeki etkisini gézlemlemek miimkiin olur. Birden ¢ok faktoriin ayni
anda ¢ikt1 parametresi lizerinde olusturdugu etkiyi gézlemlemek bu deney tasarim
yaklagimiyla miimkiin olmaz. Basit bir O6rnek iizerinden acgiklamak gerekirse;
kompozit bir plakanin egme yiikiine maruz kalmasindan dolayi {izerinde olusan
gerilmeleri inceledigimizi diisiinelim. Kompozit plakanin gerilme ¢iktisini etkileyen
faktorler tabakalarin fiber acilar1 (A), kalinliklar1 (B) ve sayilari (C) olsun. Bir kerede
bir faktor incelenecegi zaman 6nce B ve C faktorleri olan tabaka kalinliklar1 ve

sayilarini sabit bir deger olarak alir, Sadece A faktorii olan tabaka fiber acisinin etkisini
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belirlemek i¢in bu faktoriin ¢esitli seviyelerinde 6l¢iim yapar ve sadece A faktoriiniin
cikt1 parametresi gerilme ilizerindeki etkisi hakkinda fikir sahibi oluruz. Boylece A
faktoriiniin en 1yi sonucu verdigi seviye degerini belirledigimizi diisiiniip, onu bu
degerde sabit tutarak sirasiyla diger faktorler olan B ve C’nin de en iyi performans

gosterecegi seviyeleri tespit etmeye calisiriz.

Bu tiir yaklasimlarda saglikli analiz sonuglari elde edebilmek icin gereken sart,
faktorler arasinda hicbir etkilesimin olmamasidir. Yani herhangi bir faktoriin ¢ikti
degeri tizerinde bulundugu seviyede gosterdigi etkinin, diger bir faktoriin bulundugu
seviyeye bagli olmamasidir. Ciinkii bu tiir deney tasarimlar1 faktorler arasindaki
etkilesimleri gormemize imkan vermez ve faktorlerin etkilerini de birbirleri ile
karistirmadan ortaya koyamazlar. Bu sebeple de faktorler arasinda etkilesimlerin
bulundugu bir deney sisteminde ulasilmak istenen optimum noktaya yaklasilamaz
[25].

2.2.2 Factorial Design (FD)

Faktorlerin etkilerinin degerlendirilmesi ve yorumlanmasi agisindan en ‘optimal’
goziiken deney tasarim metodu FFD dir, ¢iinkii bu metotta faktorlerin farkli
seviyelerinin miimkiin olan tiim kombinasyonlari degerlendirilmektedir. Bu tiir
tasarimlarda her faktoriin her seviyesinden esit sayida deney sonucu alinir ve bunlar
birbirleri ile karsilastirilir. Dengeli bir tasarimdir, ancak FFD sadece az sayida faktor
soz konusu oldugunda kullanilabilir. Ciinkii gerekli deney sayis1 faktorlerin ve

seviyelerinin sayist ile hizli bir artis gosterir [26].

Bunun yerine kullanilabilecek farkli bir yaklasim Fractional Factorial Design Method
(FFDM) dur. FFDM’de miimkiin olan kombinasyonlarin  sadece bilingli sekilde
secilmis olan belli bir kismi denenir ve degerlendirilir. Bu sayede deneylerin
yapilmasinda insan giicii basta olmak iizere tim kaynaklardan, zamandan ve paradan
tasarruf edilmis olur. Ancak buna karsilik bir de dezavantaj olusmaktadir. Secgilen
kismi faktoriyel seviyesine ve dolayisi ile deney sayisindaki azalmaya gore bir veya
daha fazla ana etki ve/veya etkilesimler birbirleri ile karistirilmig olurlar ve etkileri
birbirlerinden ayr1 olarak tahmin edilemez. Tablo 2.1, 2-seviyeli farkli faktor
sayilarina sahip durumlar i¢cin FFD ve FFDM kullanildiginda gergeklestirilmesi

gereken deney sayilarin1 gostermektedir.
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Tablo 2.1: FFD ve FFDM kullaniminda faktdr sayisina bagl olarak dnerilen deney
sayilari [26]

Faktor Seviye D FFDM FFDM FFDM FFDM FFDM
saylst  sayist (1/2) (1/4) (1/8) (1/16) (1/32)
2 2 4 2 - - - -

3 2 8 4 - - - -

4 2 16 8 - - - -

5 2 32 16 8 - - -

6 2 64 32 16 8 - -

7 2 128 64 32 16 8 -

8 2 256 128 64 32 16 -

9 2 512 256 128 64 32 16

FFDM’ de gergeklestirilmesi gereken deney sayis1 2P formiiliine gore belirlenir.
Burada “k” faktor sayisini gosterirken, “p” kismi faktoriyel dizayn da kesir oranina
gore deger alir. Mesela deney sayist tam faktoriyel dizayna gore yari yartya (1/2),
dortte bir (1/4), sekizde bir (1/8) azaltilmak isteniyorsa “p” parametresi sirastyla 1,2

ve 3 degerlerini alir.

Bir bagka faktoriyel tasarim metodu Multi-Level Factorial Design (MFD) dir. Bu
metot kullanilarak farkli seviye degerlerine sahip faktorlerin ¢ikti parametresi
tizerindeki etkisini gozlemlemek icin gerceklestirilmesi gereken deney sayisi tespit
edilebilir. MFD, tiim faktorlerin tek baslarina ve diger faktorler ile etkilesim halinde
olduklar1 durumda c¢ikti parametresi lizerinde olusturduklar etkiyi anlamamiza
yardimci olur. Gergeklestirilmesi gereken tiim deney kombinasyonlarini i¢erir. MFD
metodunun diger faktoriyel tasarim metotlar1 olan iki ve ii¢ seviyeli faktoriyel tasarim

metotlarini kapsadigini soyleyebiliriz.

Zaman, imkan ve maddi kaynaklar izin veriyorsa gergeklestirilmesi gereken deneylere
karar vermek i¢in FD tercih edilmelidir. Aksi takdirde FFDM veya bahsedilecek olan

diger deney tasarim metotlar1 alternatif bir metot olarak kullanilabilir.
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2.2.3 Central Composite Design (CCD)

FD kullanmanin sebep olacagt zaman ve maliyet etkisini azaltmak i¢in
bagvurulabilecek deney tasarim metotlarindan biri olan CCD, 5-seviyeli faktorlerden
olusan problemlerde deney seti olusturmak i¢in kullanilir. “k™ faktdrden olusan bir
problemde CCD metodu 2X kadar faktoriyel deney, 2k kadar eksen deneyleri ve en az
bir merkezi noktaya sahip deney igerir. Yani CCD metodu kullanildigi durumda
gerceklestirilecek deney sayist N= 2X+ 2k + 1 formiilii ile belirlenir [20]. CCD metodu
faktorlerin alt, tist ve merkez nokta seviye degerlerine ek olarak merkez noktadan “o”
kadar uzaklikta noktalar i¢in seviye degerleri belirleyip onlar1 da tasarima katar. “a”
degerlerinin belirlenmesinde faktor sayisina bagli olarak ortaya c¢ikan dizaynin
rotatable (dondiiriilebilir), spherical (kiiresel) veya orthogonal (ortogonal) olmasina

gore farkli formiiller kullamilir [27]. Tablo 2.2’de farkli dizayn tipleri i¢in “a

parametresinin hesaplamalar1 verilmistir.

Tablo 2.2: Farkli CCD tipleri i¢in a degerleri [27]

CCD Tipi a degeri
Kiiresel (Spherical) oa=vk
Déndiiriilebilir (Rotatable) o =2k
Ortogonal (Orthogonal) a :i/% (V2F ¥ 2k + 1 — V2F)?
Merkezi (Face central) a=1

Bazi durumlarda CCD metodu 3-seviyeli faktorlerden olusan problemlerde de deney
seti olusturmak i¢in tercih edilmektedir. Burada faktorler sadece alt, list ve merkez
nokta seviye degerlerini alir ve o kadar uzaklikta noktalarin seviye degerleri dizayna
dahil edilmez. Bu tip tasarimlar Face Central Composite Design (FCCD) olarak
tamimlanir. Sekil 2.3’de CCD metodu kullanilarak elde edilebilecek farkli dizayn

tipleri gosterilmistir.
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Sekil 2.3: CCD tipleri, (a) Dondiirtilebilir, (b) Kiiresel, (¢) Ortogonal, (d) Merkezi

2.2.4 Box Behnken Design (BBD)

BBD yalnizca tiim faktorler 3-seviyeden olustugu durumda deney seti olusturmak igin
kullanilabilir. BBD deney tasarim metodu kullanilarak olusturulan deney setlerinde
CCD’ den farkli olarak faktorlerin merkez noktalar1 daha ¢ok yer alir. BBD metodu
cap1 V2 birim olan kiire seklinde bir tasarim olusturur. Ayrica kiibik gosterimde yatay
ve diisey eksende higbir faktor i¢in alt ve iist seviye degerleri yer almaz. Bu durum
kiibik eleman tizerindeki kose noktalarda yer alan deneylerin gerceklestirilmesinin zor
ve maliyetli oldugu durumlarda bir avantaj saglarken, bu noktalarin ¢ikt1 tizerinde

onemli bir etkisinin olabilecegi durumlarda dezavantaj olusturur [28].
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2.2.5 Taguchi Design

Taguchi, sistem tasarimi, parametre tasarimi ve tolerans tasarimi agamalarini igeren
saglam tasarim kavramini gelistirmistir. Saglam tasarimin amaci, istenmeyen ve
kontrol edilemeyen giiriiltii etkilerinden uzak bir sistem tasarlamaktir. Bu da kontrol
edilebilen faktorleri en uygun sekilde secip kontrol edilemeyen faktorlerin etkisini en
aza diisiirmekle miimkiindiir. Bir problemde ¢ikt1 iizerinde etkili olan faktorlerin sayist
arttikca deney sayist da ¢ok hizli bir sekilde artmaktadir. Temel felsefesi kaliteyi
tasarim asamasinda saglamak olan Taguchi yontemi, ortogonal dizinleri kullanarak
deney sayilarini biiytlik 6l¢iide azaltan ve ayn1 zamanda kontrol edilemeyen faktorlerin
etkilerini minimize etmeye ¢alisan bir deney tasarim teknigidir. Ancak g6z ardi
edilmemesi gereken bir durum; deney sayisindaki azalmanin bazi faktorler arasindaki
etkilesimleri yok saymakla miimkiin oldugu gergegidir. Yani, Taguchi ortogonal
diziler kullanarak deney sayisinda 6nemli bir diisiis saglarken ¢ikt1 parametresinin
davranigini anlamamiza yardimci olacak faktorler arasi etkilesimlerden bazilarini yok
saymaktadir. Dolayisiyla her zaman Taguchi deney tasarim metodunu kullanmanin

avantajli oldugunu sdylemek miimkiin degildir [29].

Normal “k” faktorlii bir deneysel tasariminda tam faktoriyel tasarim geregi 2% sayisi
kadar deney yapilmasi gerekirken; Taguchi yonteminde eszamanli olarak birkag
faktoriin kademeleri degistirilerek bu deneme sayisi azaltilir. Ornegin 2 seviyeli 8
faktor i¢in FD tasarim kullanildiginda 256 deney yapilmasi gerekirken, Taguchi ayni
sartlarda 12 deney yapmanin yeterli oldugunu sdylemektedir. Deney sayisini bu
seviyede azaltmak 6nemli bir zaman ve maliyet tasarrufu saglar ancak yukarida da
bahsedildigi gibi bu durum problemi dogru analiz etme konusunda sorunlara sebep
olabilir. Diger deney tasarim metotlari ile karsilastirildiginda, Taguchi faktor sayisi ve
bu faktorlerin seviye degerleri konusunda olduke¢a fazla secenek sunmaktadir. CCD ve
BBD sadece belli seviye degerleri i¢in deney seti iiretebilirken, Taguchi farkli faktor
sayis1 ve seviye degerleri i¢in ortogonal dizilimleri kullanarak genis yelpazede bir

deney tasarim seti olusturma imkani sunar.
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Tablo 2.3: Ayni seviye degerine sahip faktorler kullanildigi durumda Taguchi deney

setleri [30]
Seviye Sayisi
2 3 4 5
P=2 S=2 = P=2 $=3 P=2 S=4 P=2 S=5
P=3 S=2 P=3 S=3 L9 P=3 S=4 . P=3 S
P=4 S=2 P=4 S=3 P=4 S=4 P=4 S=5 L25
P=5 S=2 P=5 S=3 P=5 S=4 P=5 S=5
P S=2 ~° p=p S=3 L1g P60 S=4 P=6 S=5
P=7 S=2 P=7 S=3 P=7 S=4 P=7 S=5
P=8 S=2 P=8 S=3 P=8 S=4 L32 P=8 S=5
P=9 S=2 P=9 S=3 P=9 S=4 P=9 S=5
L11 L50
P=10 S=2 P=10 S=3 P=10 S=4 P=10 S=5
P=11 S=2 P=11 S=3 L27 P=11 S=5
P=12 S=2 P=12 S=3 P=12 S=5
P=13 S=2 P=13 S=3
L16

_ P=14 S=2 P=14 S=3

S, p=15 S=2 P=15 S=3

% P=16 S=2 P=16 S=3

S P=17 S=2 P=17 S=3

<

g P=18 5=2 P=18 S=3
P=19 S=2 P=19 S=3
P=20 S=2 P=20 S=3
P=21 S=2 P=21 S=3
P=22 S=2 P=22 S=3
P=23 5=2 . P=23 S=3
P=24 S=2
P=25 S=2
P=26 S=2
P=27 S=2
P=28 S=2
P=29 S=2
P=30 S=2
P=31 S=2

Tablo 2.3’de aym1 seviye degerlerine sahip faktorler kullanildigi durumda Taguchi
metodu tarafindan Onerilen deney setleri gosterilmektedir. Taguchi metodunun tim

faktorler 2 veya 3 seviyeden olustugu durumda FD tasarima gore oldukca diisiik deney
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sayist ile tasarim gerceklestirme imkani sundugu goriilmektedir. Ayrica
kullanilabilecek faktor sayisi da hem 2 seviye hem de 3 seviye durumlarinda oldukga
fazladir. Taguchi metodu tiim faktorler 2 seviyeden olustugu durumda 31 farkh faktér,
3 seviyeden olustugu durumda ise 23 farkli faktor kullanilarak ¢alisma imkan1 sunar.
Bu iki durum i¢in FFD metodu kullanilarak deneyler gergeklestirilmek istendiginde
yapilmas1 gereken deney sayisi sirastyla 23! ve 22 iken, Taguchi metodu ayni durum
icin sirasiyla 32 ve 36 deney gerceklestirmenin yeterli oldugunu sdylemektedir.
Benzer degerlendirmeleri faktorler 4 ve 5 seviyeden olustugu durumda da yapmak

mimkindiir.

Tablo 2.4: Farkli seviye degerlerine sahip faktorler kullanildigi durumda Taguchi
deney setleri [30]

Seviye Sayisi

Deney
Say1st 2 3 4 6 8
L8 1-4 1
L16 2-12 1
L16 1-9 2
L16 1-6 3
L16 1-3 4
L16 1-8 1
L18 1 1-7
L18 1-6 1
L32 1 2-9
L36 1-11 2-12
L36 1-3 13
L54 1 3-25

Tablo 2.4, farkli seviye degerlerine sahip faktorler bir arada kullanildigi durumda
Taguchi deney tasarim metodu ile gergeklestirilmesi miimkiin olan deneyleri
gostermektedir. Burada da Taguchi metodunun olduk¢a genis tasarim imkani sundugu
goriilmektedir. Mesela, 2 seviyeli faktor sayisi 1-11 ve 3 seviyeli faktor sayis1 2-12

arasinda degisiyorken, Taguchi metodu ¢ikt1 ve girdi arasindaki iliskiyi dogru ifade
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edebilmek i¢in 36 deney gerceklestirmenin yeterli oldugunu sdylemektedir. Bu durum,
farkli say1 ve seviyelerde faktorler kullanarak ve diger metotlarla karsilastirildiginda
¢ok daha az deney gergeklestirerek sonuca gitme imkani sunar. Zaman ve maliyet
kisitlar1 dikkate alindiginda, ¢ok diisiik deney sayilar1 ile tasarim imkani sunan
Taguchi metodu bir ¢ok arastirmaci igin cazip bir deney tasarim metodu olmaktadir.
Ancak, Taguchi metodunun her zaman girdi ve ¢ikt1 iligkisini bu kadar az deney sayisi
ile kolay bir sekilde tanimlamasinin miimkiin olamayacagi unutulmamali, zaman ve
maliyetten tasarruf saglamak istendiginde basarisiz tasarimlarla karsilagsma ihtimali de

g6z onilinde bulundurulmalidir.

2.2.6 D-Optimal Design

D-Optimal optimizasyon tabanli bir deney tasarim metodudur. Diger deney tasarim
metotlarindan farkli olarak optimizasyon tabanli bir metot oldugu i¢in her c¢alistirma
isleminde farkli deney setleri olusturabilir. BBD, CCD, Taguchi gibi metotlarda belirli
faktor ve seviye degerleri i¢in olusturulan deney setleri kendi igerisinde tutarlilik
gosterir ve her tekrar galistirma iglemiyle elde edilen deney seti degismez. D-Optimal
metodu hem niimerik hem de kategorik faktorler ile ¢alisma imkani sunar. Numerik
faktoriin tirii stirekli ve ayrik olarak secilebilir. Ayrica diger deney tasarim
metotlarinin aksine farkli seviye degerlerine sahip faktorler ile calisilabilir. Ve bu
faktorlerin sayisi ve seviye degerlerini istenildigi gibi ayarlamak miimkiindiir. Ayrica,
D-optimal metodu deney seti olusturma asamasinda faktorler ile ilgili sisteme kisit
eklenmesine miisaade eden bir metottur. Boylece, faktorler arasi etkilesimler
matematiksel kisit olarak sisteme girilip deney setinin bu kosullar altinda
olusturulmasi ve 6nemli oldugu diisiinlilen parametreler arasi etkilesimleri igeren

satirlarin deney setine dahil edilmesi saglanabilir [27, 31].

2.3 Matematiksel Modelleme

Deney tasarimi-Modelleme-Optimizasyon siirecinin ikinci asamasini olusturan
matematiksel modellemede, deney tasarimi ile elde edilen data setinde yer alan girdi
ve c¢ikti parametreleri arasindaki iligkinin matematiksel modeller kullanilarak
tanimlanmas1 amaglanir. Bu iligkinin dogru bir sekilde tanimlanabilmesi i¢in deney

tasarimi siirecinde faktorlerin ve seviye degerlerinin dogru bir sekilde tespit edilmesi
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ve gerceklestirilmesi gereken deneylerin uygun deney tasarim metodu kullanilarak

belirlenmesi en 6nemli agsamay1 olusturmaktadir.

Literatirde matematiksel modelleme ile ilgili bircok yaklasim ve metot
kullanilmaktadir. Bunlarin en ¢ok bilineleri; Yapay Sinir Aglar1 (Artificial Neural
Network), Yiizey Yanit Yontemi (Response Surface Method), Destek Vektor
Makineleri (Support Vector Regression), Karar Agaclar1 (Decision Tree), Regresyon
(Regression), Bulanik Mantik (Fuzzy Logic), Uyarlamali Sinirsel Bulanik Cikarim
Sistemi (ANFIS) dir. Bu metotlar data tipi ayrimi ve 6n ¢alisma yapilmaksizin her
cesit data setinde girdi ve ¢ikt1 iligskisini modellemede siklikla tercih edilmektedir.
Ancak oOncesinde de bahsedildigi gibi modelleme tek basina bagimsiz bir siireg
degildir. Matematiksel modelleme siirecinin basarili olmasi ¢ikti parametrelerini
birebir tahmin edebilen bir model olusturmak anlamina gelmemektedir. Matematiksel
modelleme siirecinde siklikla karsilasilan eksiklikler ve yetersiz yaklagimlar su sekilde

listelenebilir:

1) Miihendislik sistemlerinin modellenmesinde siirece etki eden tiim dizayn
faktorlerinin etkilesimlerinin dikkate alinmasi bir gerekliliktir. Bir faktoriin
etkisini gozlemleyebilmek i¢in o faktoriin degerini degistirip diger faktorlerin
degerlerini sabit tutma yaklasimi (OVAT) faktorlerin dogrusal olmayan
etkilerini g6z ardi etmeye neden olabilir. Dolayisiyla, sistemin dogru bir
sekilde modellenebilmesi i¢in degiskenler arasindaki dogrusal olmayan
etkilesimlerin hesaba katilmas1 gerekmektedir. Bu yaklagim, sistemi daha
dogru modellemeye olanak saglayacaktir.

2) Matematiksel modelleme iizerine yapilan ¢ogu ¢aligma, probleminin amag
fonksiyonu olarak yalnizca polinom tabanl bir veya iki geleneksel regresyon
modelini segcmektedir. Ancak, girdi ve ¢ikt1 parametreleri arasindaki iligkinin
nonlineerlik seviyesi arttikga polinom modellerin yetersiz oldugu durumlar
s0z konusu olabilir.

3) Deney ve simiilasyon ¢aligmalarinda elde edilen sonuglarin modellenmesinde
olusturulan modelin tahmin performansini degerlendirmede R? temel bir
kriterdir. Ancak, yiiksek bir R? degeri miihendislik siirecinin tiim fiziksel
olaylarmi tanimlamaz. R? degeri, olusturulan modelin tahmin sonuglarinin

deneysel veya simiilasyon sonuglarina ne kadar yakin oldugunu ifade eder.
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Diger bir deyisle, R? degeri gercek sistemler igin ¢ok yiiksek olsa bile bu her
zaman iyi bir uyum anlamina gelmez. Model yalnizca deneysel verileri iyi fit
eder, ancak ¢ikt1 parametresinin temel davranisini tanimlamaz. Bu nedenle,
farkli regresyon formlar1 ve yaklasimlari iceren yeni modelleme yaklagimlari
denemek gerekir.

4) Bunlarin yanit sira, mihendislik problemlerinde Onerilen model
fonksiyonunun énemli bir 6zelligi de sinirli olmasi gerektigidir. Sinirli olmak,
mihendislik sistemlerinin gercekei bir sekilde modellenmesi ile ilgilidir ve
tiim miihendislik parametrelerinin sonlu oldugu bilinmektedir. Bu nedenle,
optimizasyon adimina ge¢gmeden Once, secilen modellerin miihendislik

parametre araliklar1 altinda sinirli olup olmadigi kontrol edilmelidir.

Bu nedenlerden dolay1, deney tasarimi-modelleme-optimizasyon siireglerini bir biitiin
olarak degerlendiren yeni bir yaklasim sunma ihtiyaci dogmustur. Bu yaklasim,
modellemede YSA, Regresyon ve Stokastik Optimizasyonun birlikte kullanildig:
hibrit bir metottur. Boylece, tek baslarina birer modelleme ve optimizasyon metodu
olarak kullanilan bu yontemlerin avantajlarini bir araya getiren daha etkili bir metot
ortaya konulmas1 amaglanmistir. Onerilen modelleme metotlar ile ilgili detayl bilgi

asagida verilmistir.

2.3.1 Noro Regresyon Metodu (NRM)

NRM, modelleme asamasinda tahminlerin dogrulugunu artirmak icin Regresyon
Analizi ve YSA'nin giiglii yanlarini birlestiren hibrit bir metottur. NRM yaklasiminda,
data seti; egitim, test ve dogrulama olarak {i¢ pargaya ayrilir. Egitim agamasinda
datalar matematiksel model olusturmak ic¢in kullanilir. Burada amag sisteme dahil
edilen girdi ve ¢iktilardan olusan data setini kullanarak modelin problemin fiziksel ve
matematiksel dogasini 6grenmesini saglamaktir. Egitim asamasinda kullanilan datalar
genellikle tiim data setinin %80’1 olacak sekilde ayarlansa da bu bir kural degildir.
Hatta egitim setinin oranmmi daha diisiik seviyelerde tutarak basarili modeller
olusturulabiliyorsa bu daha ¢ok istenen bir durumdur. Modelleme siirecinin ikinci
asamasinda egitilen model, test islemine tabi tutulur. Burada amag; egitilen modelin
daha Once karsilagmadigi datalari tahmin etme performansimi dlgmektir. Boylece,

egitim asamasindaki basarisinin gercek bir 6grenmeden kaynaklanip kaynaklanmadig
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anlasilabilir. Bu asamada problemin fiziksel dogasini 6grenen model ile ezberleyen
modeli birbirinden ayirmak Onemlidir. Modelleme siirecinin {igiincii asamasi
dogrulamadir. Test islemi ile benzer prosediiriin takip edildigi bu asamada, model test
isleminde kullanilandan daha az sayida bir data ile ikinci bir test islemine tabi tutulur.
Boylece modelin saglamligi garanti altina alinmaya caligilir. Ancak modelleme
konusu baglig1 altinda bahsedildigi gibi bu asamalar1 basarili bir sekilde gecen model
yine de gercekte problemin fiziksel dogasi ile tutarli olmayan anlamsiz sonuglar
iretebilir. Bu durumda smirlilik kontrolii olarak tanimlanan, modelin iirettigi
maksimum ve minimum ¢ikt1 parametresi degerlerinin de incelenmesi model hakkinda
daha dogru bir degerlendirme yapmamizi saglayabilir. Sinirlilik kontrolii kriterini
saglamayan modeller problemin dogasi ile uyusmayan gercekte ulasilmast miimkiin
olmayan sonuglar iiretir. Bu modeller ne kadar yliksek tahmin performansina sahip

olursa olsun kullanilabilir degildir.

2.3.2 Stokastik Noro Regresyon Metodu (SNRM)

Bu modelleme metodu isleyis bakimindan NRM ile benzerlik gostermektedir. Farkl
olarak NRM’de model katsayilarinin tespitinde en kiigiik kareler farki (least-squares)
metodundan yararlanilirken, SNRM’de model katsayilar1 stokastik optimizasyon
metotlar1 kullanilarak belirlenmektedir. SNRM’de de data egitim, test ve validasyon
olarak ti¢ gruba ayrilip, gerekli basari kriterlerini saglamasi istenmektedir. Stokastik
optimizasyon metotlarini kullanarak model katsayilarinin belirlenmeye ¢alisilmasi ¢ok
fazla alternatif model iiretebilmeye olanak saglamakta, ayrica model olusturma
siirecini bir optimizasyon problemi gibi ele alabilme imkani sunmaktadir. Bu
bakimdan NRM ile karsilastirildiginda sundugu model ¢esitliligi ¢ok daha fazla ve
NRM kullanilarak basarili model {iretilemedigi durumlarda yardimci olabilecek daha
gelismis bir metodolojiye sahiptir. SNRM’de gercek ve tahmin edilen degerler farkini
gosteren hata fonksiyonu amag fonksiyonu olarak tanimlanir ve degerini minimize

edecek model katsayilar1 belirlenmeye ¢alisilir.

Bu tez calismasi kapsaminda ortaya konulan iki orijinal matematiksel modelleme
metodu olan NRM ve SNRM Mathematica programi kullanilarak gercgeklestirilen

kodlama islemi ile olusturulmustur. Modelleri belirlemede optimizasyon metodu
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olarak Mathematica igerisinde yer alan Differential Evolution (DE), Nelder Mead
(NM), Simulated Annealing (SA) ve Random Search (RS) metotlar1 kullanilmustir.

2.3.3 Matematiksel Modeller

Matematiksel modelleme asamasinda linecer, polinom, trigonometrik, logaritmik,
rasyonel, eksponansiyel, bu matematiksel fonksiyonlarin hibrit formlar1 ve ozel
fonksiyonlar matematiksel model olarak girdi ve ¢ikt1 parametreleri arasindaki iliskiyi
tanimlayabilmek i¢in kullanilmistir. Bahsedilen matematiksel modellere ornekler

asagida Tablo 2.5’de verilmistir.

Tablo 2.5: Matematiksel modeller ve belirsiz katsayilara sahip agik formlari

Model Kisaltma Formiil
Coklu dogrusal lineer L o1+ o2 X1+ a3 X2 + 04 X3+ 05 X4
Coklu dogrusal rasyonel LR (o + X1 02+ X2 03 + X3.04 + X4 05) / (B + X1
B2 + X2 B3 + X3 Pa + X4 Bs)
o1+ 02 X1+ 03 X2 + 04 X3 + 05 Xa + 0 X12 +
Ikinci dereceden ¢oklu SON 07 X22 o8 X32 + o9 X4 + 0110 X1 X2 + 0111 X1
dogrusal olmayan X3 + 012 X1 X4 + 0113 X2 X3 + 0114 X2 X4 + 0115
X3 X4
(a1+a2X1+a3X2+a4X3+a5X4+a6X12+
07 X2 +ag Xa? + g Xa? + 0120 X1 X2 + 011 X1
Ikinci dereceden ¢oklu X3 + 012 X1 X4 + 013 X2 X3 + 14 X2 X4 + 015
dogrusal olmayan SONR X3 X4)/ (B1 + B2 X1 + B3 X2 + Pa X3 + s Xa +
rasyonel Be X12 + P7 X2® +Ps Xa® + Po Xa® + P1o X1 X2 +
B11 X1 X3 + P12 X1 Xa + P13 X2 X3 + P14 X2 Xa +
B1s X3 X4)
o1+ 02 X1+ 03 X2+ 04 X3+ a5 Xg + o Xa2 +
o7 X2° +og X32 + a9 X42 + 010 X1 X2 + o11 X1
Uciincii dereceden coklu X3+ 0112 X1 X4 + 0113 X2 X3 + 0114 X2 X4 + 0115
5 TON 3 3 3 3
dogrusal olmayan X3 X4+ 016 X1° + a7 X2° +oug X3° + ai19 X4 +
020 X1 X2° + 021 X1 X3® + 022 X1 X4? + 0123 X2
X32 + 024 X2 X42 + 025 X3 X42
Birinci dereceden a1 + a2 Sin(X1) + az Sin(x2) + o4 Sin(X3) + os
trigonometrik ¢oklu FOTN sin(xa) + as COS(X1) + a7 COS(X2) + o8
dogrusal olmayan COS(X3) + o9 COS(X4)
tfg'ggg;gﬁfziﬂu (01 + a2 Sin(x1) + 03 Sin(X2) + ot Sin(xs) +
FOTNR o5 SiN(Xa) + as COS(X1) + 07 COS(X2) + o8

dogrusal olmayan
rasyonel

cos(x3) + ag €os(X4)) / (P1 + P2 sin(x1) + B3
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sin(Xz2) + Pa sin(xs) + Ps sin(xs) + P COS(X1)
+ B7 cos(X2) + Bs €OS(X3) + Bo COS(X4))

Ikinci dereceden
trigonometrik ¢oklu
dogrusal olmayan

a1 + a2 Sin(X1) + az Sin(x2) + o4 Sin(X3) + os
sin(x4) + as COS(X1) + a7 COS(X2) + 08
c0S(X3) + a9 COS(X4) + a0 SIN(X1)? + o1
sin(x2)? + o2 SiN(X3)? + o3 SiN(X4)? + 14
c0S(X1)? + o5 COS(X2)? + 16 COS(X3)? + 17
c0S(X4)?

SOTN

Ikinci dereceden
trigonometrik ¢oklu
dogrusal olmayan
rasyonel

(o + 02 SIN(X1) + a3 Sin(X2) + a4 Sin(Xa) +
as Sin(Xs) + as COS(X1) + o7 COS(X2) + ag
COS(X3) + 0ig COS(X4) + a0 SiN(X1)? + 01

Sin(Xz)2 + 012 Sin(Xg)2 + 013 Sil’](X4)2 + 014

cos(X1)? + a5 COS(X2)? + a16 COS(X3)? + 17

SOTNR  cos(x4)?) / (B1 + P2 sin(X1) + Bz sin(x2) + Pa
sin(x3) + Ps sin(xa) + Be cos(X1) + P7
cos(x2) + Bs cos(X3) + Po cOS(X4) + P10
sin(x1)? + Pz Sin(X2)? + P12 sin(Xs)? + P13

Sin(xa)? + P14 os(X1)? + Pus c0S(X2)? + P16

c0S(X3)? + P17 COS(X4)?)

Birinci dereceden
logaritmik ¢oklu
dogrusal olmayan

az + o2 In(x1) + az In(X2) + a4 In(X3) + os

FOLN In0c)

Birinci dereceden

(oq + a2 In(X1) + a3 In(X2) + a4 In(X3) + 05

logaritmik ¢oklu
N FOLNR |n(X4)) / (B1+ B2 |n(X1) + B3 |I’I(X2) + B4
dogrusal olmayan In(xa) + Bs In(x))
rasyonel

Ikinci dereceden
logaritmik ¢oklu
dogrusal olmayan

a1 + a2 In(X1) + a3 In(X2) + a4 IN(X3) + as
In(Xa) + a6 IN(X1)? + a7 In(x2)? + as In(x3)?
SOLN + 09 IN(Xa)? + a10 IN(X1 X2) + 011 In(X1 X3) +
a12 In(X1 X4) + a13 In(X2 X3) + 14 In(X2 Xa) +
a1s In(X3 X4)

Ikinci dereceden

logaritmik ¢oklu

dogrusal olmayan
rasyonel

(or + a2 In(X1) + oz In(X2) + a4 In(X3) + 05

In(Xa) + a6 IN(X1)? + a7 IN(X2)? + as In(x3)?

+ 09 IN(Xa)? + 10 IN(X1 X2) + 011 IN(X1 X3) +
a12 In(X1 X4) + a1z In(X2 X3) + a14 In(X2 X4) +

SOLNR a5 In(X3 X4)) / (B1 + B2 In(X1) + B3 In(x2) +
Ba In(x3) + Bs In(xs) + Be In(x2) + B7 In(x2)*
+ Bg In(x3)? + Bo IN(Xa)? + B1o IN(X1 X2) + 12
In(X1 X3) + P12 In(X1 Xa) + P13 In(X2 X3) + P14
In(X2 X4) + P15 In(X3 X4))

Hibrit ¢coklu dogrusal

a1 + 02 X1+ 03 X2 + oa X12 + o5 X2° + o4 X1
X2 + ...+ on X1+ o2 Sin(X1) + a3 sin(x2) +

HN 03 COS(X1) + a4 COS(X2) + 05 SiN(X1)? + 0is
olmayan sin(x2)? + a7 coS(X1)? + ... + on COS (Xn)" +
an Sin (Xn)"
(01 + 02 X1+ a3 X2 + o4 X1 + 05 X2° + a4 X1
Hibrit ¢oklu dogrusal X2 + ...+ on X1" + a2 Sin(Xy) + oz sin(xz2) +

olmayan rasyonel

HNR 03 COS(X1) + a4 COS(X2) + a5 SiN(X1)? + as

sin(X2)® + a7 cOS(X1)* + ... + an €OS (Xn)" +
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on Sin (Xn)" ) / (B1 + B2 X1 + B3 X2 + Ba Xa® +
Bs X2? + Pa X1 X2 + .... + Bn X1" + B2 sin(x1)
+ B3 sin(x2) + B3 cos(X1) + Pa cos(x2) + Ps
sin(x1)? + Pe sin(x2)? + B7 cos(x1)? + ... +
Bn €0S (Xn)" + Bn Sin (Xn)")
alLs (a2 — a3 Ls (a4 — a5 x; —
Lojistik Sigmoid LS a6 x,) + a7 Ls (a8 + a9 x; —al0x,) +
won—2Ls(an—1—x; —anxy))
al Th (a2 — a3 Th (a4 — a5 x; —
Tanjant Hiperbolik TH a6 x,) + a7 Th (a8 + a9 x; — 10 x;,) +
.on—2Th(an—1—x; —an x,))

2.4 Mathematica ve Optimizasyon

Mathematica yazilimi, dogrusal-dogrusal olmayan ve kisitsiz-kisitli problemleri
¢ozmek ic¢in analitik-numerik optimizasyon gerceklestirme imkani sunan bir komut
topluluguna sahiptir. Bu baglamda niimerik global optimizasyon yontemlerinde
NMinimize ve NMaximize komutlart kullanilirken, analitik global optimizasyon igin
Minimize ve Maximize komutlar1 uygundur. Niimerik lokal optimizasyon,
FindMinimum komutu kullanilarak gergeklestirilir. Yukarida belirtilen komutlarin
tiimii, dogrusal-dogrusal olmayan ve kisitli-kisitsiz optimizasyon problemleri i¢in
kullanilabilir [1]. Komutlar, algoritmalar ve bunlarin hangi tiir problemleri ¢6zmek
icin kullanildigina iligkin ayrintili agiklamalar Tablo 2.6 ve Sekil 2.4'de verilmistir
[32]. Kisith dogrusal olmayan problemler i¢in niimerik global optimizasyon
algoritmalari, gradyan tabanli yontemler ve dogrudan arama yoOntemleri olarak
siniflandirilabilir. Gradyan tabanli yontemler, hesaplama i¢in amag¢ fonksiyonunun
birinci veya ikinci tlirevlerini ve kisitlamalarini kullanirken, Dogrudan arama
yontemleri olasiliksal bir silirece sahiptir ve tiirev bilgisine ihtiya¢c duymaz. Bu
bolimde tez kapsaminda kullanilan Mathematica komutlart (FindMinimum,
NMaximize ve Nminimize) ve optimizasyon algoritmalari (DE, MN, SA, RS)

acgiklanmaktadir.

33



Tablo 2.6: Mathematica’da optimizasyon algoritmalar1 ve komutlari

Optimizasyon Mathematica

Optimizasyon Metotlari/Algoritmalar Komutlari

Linear Programming Methods
Nonlinear Interior Point
Algorithms

FindMinimum
FindMaximum

Numerik Lokal
Optimizasyon

Linear Programming Methods

. Differential Evolution .
Numerik Global Nelder-Mead NMinimize

Optimizasyon Simulated Annealing NMaximize
Random Search
Linear Programming Methods
Kesin Global CyllndrlcaIAI_ggbralc Minimize
it Decomposition .
Optimizasyon Maximize

Lagrange Multipliers
Integer Linear Programming

Linear Programming Methods
(simplex, revised simplex, interior LinearProgramming
point)

Lineer
Optimizasyon

[ Amag fonksivonu lineer mi? |

e
Evef Havu
&
o
o~
4
LinearProgramming | [ Global minimum bulmal istiyor musuapz? |

- \
~
-
/
e
Evét avir
e
e \
o
I's

| Kezin gzim elde etmek iztivor musunnz? J | Probleminiz dar bir aralikta i degigivor?

4 \ a2
o
-
Eﬁ.'et/ ayir Evet Hayir
- |
g
ol +
==

Sekil 2.4: Mathematica’ da optimizasyon siireci [32]
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2.4.1 NMinimize ve NMaximize Komutlari

Mathematica'daki bu fonksiyonlar, bilim ve miihendislikteki karmasik problemlerin
belirli karakteristik 6zellikleri ile arama algoritmalarini kullanarak optimize edilmesini
saglar. Bu yontemler global optimumlar1 bulmada etkili olsada, kisitlar ve sinir
kosullar1 tanimlanmadig1 durumda optimum sonuglar1 bulmak zor olabilir. Bu durumla
basa c¢ikmanin en iyi yolu, verilen fonksiyonu farkli baglangic kosullari altinda
optimize etmek olabilir. Test fonksiyonlar1 Ackley (fx1,x2]) ve Holder Table 1
(g[x3,x4]) i¢in NMinimize ve NMaximize komutlari1 kullanilarak elde edilen sonuglar

asagida verilmistir.

In[15]:= NMinimize[{f[x1,x2],-35<x1<35,-35sx2<35},{x1,x2}]

Out[15]=  {0.8740,{x1>-0.9984,x2+>-2.9952}}

In[4]:= NMaximize[ {f[x1,x2],-355x1<35,-355x2<35},{x1,x2}]
out[4]= {12.3202, {x1-34.5137,x2-34.51377}}

In[7]:= NMinimize[ {g[x3,x4],-10<x3£10, -10:x4<10},{x3,x4}]
out[7]= {-26.9203, {x3+9.6461,x4-9.6461}}

In[8]:= NMaximize[{g[x3,x4],-10<x3<10,-10<x4<10},{x3,x4}]
Out[8]= {-2.5326x [10] ~(-13),{x3~-4.7498,x4--4.7123}}

Sonuglara gore, Holder Table 1 test fonksiyonu i¢in baslangig kisitlar1 altinda optimum
sonuclar elde edilebilirken, Ackley test fonksiyonu icin lokal sonuclar elde
edilebilmigtir. Parametrelerin ayarlanmast veya baglangic kisit bolgesinin

degistirilmesi, global degerlerin elde edilmesinde etkili olabilir.

Kisitlar, esitlikler ve esitsizlikleri icerecek sekilde veya belli degerlerden olusan liste
bigiminde olabilir. Ornegin, sonuglarin tamsay1 bigiminde belirtilmesi gerekiyorsa, “z”
bilinmeyen parametresi ile ilgili kisit z € Tamsayilar olarak girilmelidir. Bu durumda
¢ozlime ulagma asamasinda z parametresi yalnizca tamsay1 degerler alacaktir. Degeri
minimize veya maksimize edilmek istenen fonksiyon amag¢ fonksiyonu olarak
adlandirilir ve sisteme girilen kisitlar dogrusal ise, Linear Programming ¢oziim
siirecinde varsayilan metot olarak kullanilir. Amag fonksiyonunun ana kismi niimerik

degilse ve degiskenler de tamsay1 bicimindeyse, varsayilan olarak kullanilan algoritma
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DE dir. Diger durumlarda, NM varsayilan algoritma olarak kullanilir. NM istenen
¢oziimleri saglamazsa optimum degerleri elde etmek igin DE’ye gecis yapilir [33].
NMinimize ve NMaximize komutlar1 ile gergeklestirilen optimizasyon islemlerinde
metot olarak Mathematica igerisinde gémiilii yer alan DE, NM, SA ve RS algoritmalari

kullanilir.

2.4.2 Random Search Algoritmasi (RS)

Stokastik optimizasyon metotlarindan biri olan RS, ¢6ziim arama siirecinde rastgele
baslangi¢ noktalarindan olusan bir popiilasyon olusturur ve sonrasinda FindMinimum
komutunu kullanarak bu noktalarin lokal minimuma yakinsama davranigini inceler.
RS metodunun ¢6ziim arayisi siirecinde “SearchPoints”, “RandomSeed”, “Method”
etkili olan algoritma sec¢enekleridir. Bu se¢eneklerden “SearchPoints”, ¢oziim arama
siirecinde kullanilacak olan baslangic noktasi sayisini minimum (10 f£,100)
degerlendirmesine gore belirler. Bu ifadede “f”, degisken sayisin1 gostermektedir. Bir
diger segenek “RandomSeed” rastgele sayi ireticisi i¢in baslangi¢ noktasinin hangi
degeri alacagini ayarlar. Algoritma metot olarak kisitli optimizasyon problemlerinde
FindMinimum arama komutunun bir se¢enegi olan Nonlineer Interior metodu
secerken, kisitsiz optimizasyon problemlerinde ise Quasi Newton arama yontemini
kullanir. RS algoritmasi bu se¢enekleri kullanarak optimum ¢dziime ulasmaya calisir.
Coziim asamasinda algoritmanin takip ettigi yol sekil 2.5’deki akis semasinda

gosterilmistir [33].

RS algoritmasinin  global minimumu bulmadaki performans kapasitesini
degerlendirmek icin ¢ok sayida yerel minimuma sahip test fonksiyonlar1 kullanilir. Bu
tir global optimizasyon problemlerinde, algoritma ve ¢oziimde etkili algoritma
secenekleri uygun sekilde ayarlanmadiginda global minimumlart bulmak oldukc¢a
zorlagir ve algoritma yanilgiya diiserek lokal minimumlari optimum ¢oziim olarak

bulur.
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k=0 | Baslangic parametrelerini ver, 8o, X,

|

Aday noktalarm havuzunu iiret Vi« —
33
Vi1 icin Og+1, Xi+1 olarak giincelle |
-~
l =
Aramayl Hayr

sonlandir

l Evet

Optimum Sonuc¢

Sekil 2.5: RS algoritmasi akis semasi [34]

Bu dogrultuda f(0,0)=0 konumunda global minimuma sahip olan Ackley, RS
algoritmasimin performansini degerlendirmek igin test fonksiyonu olarak secilmistir
[35]. Ackley test fonksiyonu ve Mathematica paket programi kullanilarak belirtilen

sinirlar araliginda elde edilen 3B ¢izimi Sekil 2.6’da gosterilmistir.

In[1]:= f[x1_,x2_]:=-20Exp[(-0.02Sqrt[0.5(x1"2+x2~2)])]-
Exp[(0.5(Cos[2Pix1]+Cos[2Pix2]))]+20+Exp[1];

In[2]= Plot3D[f[x1,x2],{x1,-35,35},{x2,-35,35},AxesLabel->{x1,x2,y}]
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Sekil 2.6: Ackley test fonksiyonu 3B gosterim

RS algoritmasinin, ¢oziimde etkili segeneklerinin varsayilan ayarlarinda herhangi bir

degisiklik yapilmadiginda global minimum bulma konusunda basarisiz olabilir.

In[3]:= NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method-

>ll

out[3]= {2

RandomSearch"]

.83635, {x1->-5.99749,x2->8.99623}}

Bazen aramayi baglatmak i¢in kullanilacak olan baslangi¢c nokta sayisini belirleyen

“SearchPoin

In[4]:= Do

>

{e.
{e.
{e.
{e.
{e.
{1.

ts” secenegini degistirmek, global minimumu bulmada etkili olabilir.

[Print[NMinimize[ {f[x1,x2],-35<x1<35, -35sx2<35},{x1,x2},Method-
"RandomSearch", “SearchPoints”-»>i}]],{i,500,3000,500}]

39531, {x1->0.996345,x2->0.996345}}

280127, {x1->-5.04225%10"-24,x2->-0.9948}}
280127,{x1->-5.04225%10"-24,x2->-0.9948}}
280127,{x1->-5.04225*%10"-24,x2->-0.9948}}
280127,{x1->-5.04225*%10"-24,x2->-0.9948}}

2012%107-9, {x1->-8.42728*107-10,x2->-4.16243%107-9}}
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Rastgele sayi iireteci igin baslangi¢ degeri olusturan RandomSeed segeneginin etkisi
asagida incelenmistir. Bir onceki ornekte “Searchpoints ”->500 global minimuma
ulagsmak i¢in yeterli degilken, asagidaki Ornekte SearchPoints ve RandomSeed

degerleri sirasiyla 500 ve 5 olarak ayarlanarak global minimum elde edilebilir.

In[5]:= Do[Print[NMinimize[{f[x1,x2],-352x1<35,-35<x2<35},{x1,x2},Method-
>{"RandomSearch", “SearchPoints”->500, “RandomSeed”->i}]],{i,5}]
{0.280127, {x1->-7.38323%10"-25,x2->0.9948}}

{7.40815%10"-10, {x1->6.89861*10"-10,x2->-2.52669*10"-9}}
{0.280127,{x1->5.59478%10~-24,x2->0.9948}}
{0.39531,{x1->0.996345,x2->0.996345}}

{1.37499*10"-9,{x1->-3.64123*¥10"-9,x2->-3.22083*10"-9}}

Problemin yaklasik ¢6zliim araligi tahmin edilebiliyorsa baslangic noktasinin

belirlenmesi ¢6ziimii kolaylastirir.

In[6]:= Print[NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method-
>{"RandomSearch",“InitialPoints”->Flatten[Table[{i,j},{i,-35,35,5},{7,-
35,35,5}],1]}11]

Out[6]= {-4.44089%10"-16,{x1->-1.52703*10"-15,x2->-1.52703*16"-15}}

PostProcess secenegi bu fonksiyonun c¢oziimiinde birincil oneme sahip degildir.

PostProcess yontemleri “KKT” ve “FindMinimum” ayni sonuglari1 vermekte.

In[7]:= Print[NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method-
>{"RandomSearch", “SearchPoints”->3000, “PostProcess”->KKT}]]

Out[7]= {1.2012*%16"-9,{x1->-8.42726*10"-10,x2->-4.16243*10~-9}}

In[8]:= Print[NMinimize[{f[x1,x2],-355x1<35,-35<x2<35},{x1,x2},Method-
>{"RandomSearch", “SearchPoints”->3000, “PostProcess”->FindMinimum}]]

out[8]= {1.2012*10~-9,{x1->-8.42728*10"-10,x2->-4.16243*10~-9}}

RS algoritmasinin global minimumu bulma yetenegini degerlendirmek i¢in baska bir
test fonksiyonu olan Holder Table 1 kullanilmigtir. Test fonksiyonu, f (+£9,646168,
+9,6461680) = -26.920336'da global minimuma sahiptir. Holder Table 1 test
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fonksiyonu ve Mathematica paket programi kullanilarak belirtilen sinirlar araliginda

elde edilen 3B ¢izimi Sekil 2.7°de gosterilmistir.

Clear[f];
In[9]:= f[x1_,x2_]:=-Abs[Cos[x1]Cos[x2]Exp[Abs[1-((x1"2+x2~2)"0.5)/Pi]]];

In[10]:= Plot3D[f[x1,x2],{x1,-10,10},{x2,-10,10}]

Sekil 2.7: Holder Table 1 test fonksiyonu 3B gosterim

RS algoritmasi bu test fonksiyonu i¢in varsayilan secenek ayarlarinda herhangi bir
degisiklik yapmadan global minimum noktalardan birini bulur. RandomSeed

seceneginde yapilan ayarlamalar ile diger kokleri de bulmak miimkiin olmaktadir.

In[11]:= NMinimize[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-
>"RandomSearch"]

Out[11]= {-26.9203, {x1 -> -9.64617, X2 -> -9.64617}}

In[12]:= Do[Print[NMinimize[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-
>{"RandomSearch", “RandomSeed”->i}]],{i,{1,6,7}}]
{-26.9203,{x1->-9.64617,x2->9.64617}}
{-26.9203,{x1->-9.64617,x2->-9.64617}}

{-26.9203, {x1->9.64617,x2->9.64617}}
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2.4.3 Simulated Annecaling Algoritmasi (SA)

Mathematica tarafindan uygulanan SA algoritmasi, katilarin fiziksel tavlama
prosediiriine dayali ¢calisma siirecine sahip stokastik bir yaklagimdir. SA algoritmasi,
bir¢ok degiskene sahip fonksiyonlarin maksimum veya minimum degerlerini ve lokal
minimumlara sahip dogrusal olmayan fonksiyonlarin minimum degerlerini bulmak
icin tasarlanmistir. Algoritma, kati cisimlerin atomlarinin miikemmel diziligini
ornekledigi ve sogutma iglemi sirasinda potansiyel enerjiyi en aza indirdigi i¢in Simiile
Tavlama olarak adlandirilmistir. Algoritma, lokal minimumlara takilmadan global

minimum noktaya ulasmada olduk¢a basarilidir [36].

Her iterasyon icin calisma siirecinde; ilk olarak “Z” baslangic ¢dziimii iiretilir, ikinci
olarak “Z” mevcut noktanin komsulugunda “Zyeni” iretilir ve ardindan “Zeniyi”
tanimlanir. f(Z yeni) < f(Z en 1yi) ise, Z yeni en iyl Z'nin ve Z'nin yerini alir. Aksi
takdirde, Zyeni Z ile yer degistirir. Bu dongiide, InitialPoints, SearchPoints and
RandomSeed secenekleri ilk tahminin, onun sayisinin ve baslangi¢ degerinin
belirlenmesinde etkilidir. SA algoritmasinda, arama uzayindaki rastgele hareketler,
Boltzmann olasilik dagilimi eP(4//0) temel almarak gergeklestirilir. Burada D,
BoltzmannExponent se¢cenegi tarafindan tanimlanan fonksiyon, k gecerli yineleme, Af

ama¢ fonksiyonundaki degisikliktir. Mathematica'da kullanici manuel olarak

—Aflog(k+1)

segmezse, B; BoltzmannExponent tarafindan olarak tanimlanir.

Tim baslangi¢ noktalar1 ic¢in, yukarida agiklanan calisma siireci, algoritmanin bir
noktaya yakinsadigi veya Levellterations segenegi tarafindan belirlenen iterasyon
sayis1 sonucunda algoritmanin ayni noktada kaldig1 zamana kadar dondiiriiliir [37]. SA

algoritmasi, Sekil 2.8'de verilen prosediirii takip eder.
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Sekil 2.8: SA algoritmasi akis semasi [34]

Global minimumu bulmada SA algoritmasinin performansini degerlendirmek igin
daha once verilen "Ackley" ve "Holder Table 1" test fonksiyonlar1 kullanildi. SA
algoritmasi, segeneklerinin varsayilan degerlerini kullanarak global bir minimum
bulamamistir. Ackley test fonksiyonu ig¢in SA algoritmasi varsayilan segenek
ayarlariyla kullanildiginda elde edilen sonug 2.37 olarak bulunmustur. Gergek global

minimum deger ise 0 dir.
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In[3]:= NMinimize[{f[x1,x2], -35<x1<35,-35<x2<35},{x1,x2},Method-

>{"SimulatedAnnealing"}]

out[3]= {2.

37578, {x1 -> 7.99584, x2 -> 3.99792}}

BoltzmannExponent, her iterasyonda yeni bir nokta belirleyen bir fonksiyon igerir, bu

nedenle global bir minimuma ulasmada etkili olabilecek énemli bir se¢enektir. Bu

fonksiyon otomatik olarak belirlenen varsayilan deger disinda kullanilirsa, elde edilen

sonug degisebilir. Ancak Ackley test fonksiyonunda bu secenegi degistirmek tek

basina global minimumu bulmak i¢in yeterli olmamustir.

In[4]:= NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method-

>{"SimulatedAnnealing"”, "BoltzmannExponent"->Function[{i,df,f0},-

df/(Exp[i/10])]}]

out[4]= {e.

830095, {x1 -> -2.99495, x2 -> 6.41153*10-9}}

Bu test fonksiyonu i¢in PerturbationScale segenegi sonucu degistirse de bu segenegi

degistirmek tek basina global minimumu bulmak i¢in yeterli olmamistir. Algoritma

yerel minimum noktalara yakalanmistir.

In[5]:= Do[Print[NMinimize[{f[x1, x2], -35 < x1 < 35, -35 < x2 < 35}, {x1, x2},

Method -> {"SimulatedAnnealing","PerturbationScale" -> i}]], {i, 15}]

(2.
(2.
{1.
(3.
{6.
{a.
{a.
{a.
{2.
{6.
{6.
{6.
{6.
{6.

37578, {x1->7.99584,x2->3.99792}}
40345, {x1->0.999488,x2->8.99539}}
0993, {x1->-1.04986*10"-9,x2->3.99502}}
8527,{x1->-1.99944,x2->14.9958}}
15308, {x1->-23.9966,x2->-9.9986}}
50046, {x1->14.9966,x2->-9.99773}}
26698, {x1->11.9971,x2->-11.9971}}
27353,{x1->7.99805,x2->-14.9963}}
63697, {x1->5.99725,x2->-7.99634}}
15308, {x1->-23.9966,x2->-9.9986}}
15308, {x1->-23.9966,x2->-9.9986}}
15308, {x1->-23.9966,x2->-9.9986}}
15308, {x1->-23.9966,x2->-9.9986}}

15308, {x1->-23.9966,x2->-9.9986}}
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SearchPoints seceneginin degerini arttirmak global minimum bulma konusunda daha

etkili olabilir.

In[6]:= Do[Print[NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method->
{"SimulatedAnnealing",“SearchPoints”->i}]],{i, 100,500,100} ]
{0.830095, {x1->-2.99495,x2->7.32049*10~-10}}
{0.62186,{x1->1.99543,x2->-0.997715}}
{0.280127,{x1->-1.64485%10"-9,x2->-0.9948}}
{0.280127,{x1->0.9948,x2->5.25186*10-12}}

{1.937%107-9, {x1->-2.31279%107-9,x2->-6.44598*10~-9}}

Daha o6nce elde edilen sonuglarda da gorildigii gibi SearchPoints secenegini
degistirmek tek basmna global minimumu bulmak igin yeterliyken, RandomSeed,
PerturbationScale ve BoltzmannExponent segeneklerini tek basina kullanarak arama

yapilmasi durumunda algoritma yerel minimum noktalara yakalamaktadir.

In[7]:= Do[Print[NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method->
{"SimulatedAnnealing", “RandomSeed”->i}]],{i,0,10}]
{2.37578,{x1->7.99584,x2->3.99792}}

{0.557056, {x1->-4.99634%10~-9,x2->1.99487}}
{2.15456,{x1->7.99533,x2->-0.999416}}
{0.39531, {x1->0.996345,x2->0.996345}}
{3.46466,{x1->-8.99708,x2->9.99676}}
{0.993567, {x1->2.99583,x2->1.99722}}
{1.58244,{x1->-2.9975,x2->-4.99584}}
{1.22508, {x1->-3.99557,x2->1.99779}}
{1.46596, {x1->1.99819,x2->-4.99546}}
{0.39531, {x1->-0.996345,x2->0.996345}}

{2.29034,{x1->4.99729,x2-56.9962}}

SA algoritmasi, "Holder Table 1" test fonksiyonu igin varsayilan seceneklerinde

herhangi bir degisiklik yapmadan global minimum noktalardan birini bulabilmektedir.

Clear[f]

In[8]:= f[x1_,x2_]:=-Abs[Cos[x1]Cos[x2]Exp[Abs[1-((x1"2+x2~2)70.5)/Pi]]];
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In[9]:= NMinimize[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-
>"SimulatedAnnealing"]

Out[9]= {-26.9203, {x1 -> 9.64617, x2 -> 9.64617}}

RS algoritmasindan farkli olarak, SA algoritmasi kullanilarak doért ayr1 global

minimum nokta belirlenebilir.

In[10]:= Do[Print[NMinimize[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method->
{"SimulatedAnnealing",“RandomSeed”->i}]],{i,{1,2,3,11}}]
{-26.9203,{x1->9.64617,x2->9.64617}}
{-26.9203,{x1->-9.64617,x2->-9.64617}}
{-26.9203,{x1->-9.64617,x2->9.64617}}

{-26.9203,{x1->9.64617,x2->-9.64617}}

2.4.4 Differential Evolution Algoritmasi (DE)

DE, karmasik tasarim problemlerinin ¢6ziimiinde kullanilan en yaygin stokastik arama
algoritmalarindan biridir. Algoritma; baslatma, mutasyon, ¢aprazlama ve se¢im olmak
lizere ¢ozliime giderken dort ana adimi takip eder. DE, tek bir ¢oziimden ziyade
iterasyonlardaki ¢oziim popiilasyonuna odaklanir, bu durum onu daha verimli bir
arama algoritmasi yapar, ancak hesaplama agisindan daha fazla iglem siiresine ihtiyag
duyulur. DE, global optimumu elde etmek igin saglam ve giivenilir bir algoritmadir.
Bununla birlikte, diger arama yontemleri i¢in de gegerli olan, global optimum noktalari

bulma konusunda bir kesinlik s6z konusu degildir [38].

Iterasyonlarda, “k” noktadan olusan yeni bir popiilasyon iiretilir. Daha sonra, &nceden
olusturulmus popiilasyondan z1, z, ve z3 gibi rastgele {i¢ nokta alinarak j. yeni nokta
tiretilir. Ardindan, s'nin gergek Olgekleme faktorii oldugu z=s=z3+s(z1-z2) ile yeni
olusum olusturulur. zj ve zs'den i'inci koordinat veya zs'den j'nin bagka bir koordinati p
olasiligr ile secilerek yeni bir znew noktasi olusturulur. Daha sonra, h(znew)'nin
fonksiyonu h(zj)'nin fonksiyonundan kiigiikse, znew Zj ile degisir [33]. DE algoritmast;
higbiri global optimum bulmay1 garanti etmese de, CrossProbability (P), InitialPoints,
PenaltyFunction, PostProcess, RandomSeed, ScalingFactor, SearchPoints ve
Tolerance gibi belirli ayar segeneklerinden olusur. Algoritmanin siire¢ akis semasi

Sekil 2.9 'da gosterilmektedir.
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Sekil 2.9: DE algoritmasi akis semasi [39]

Onceki arama algoritmalarinda yapildig1 gibi, DE algoritmasinin global minimumu
bulma kapasitesini degerlendirmek i¢in Ackley ve Holder Tablo 1 test fonksiyonlar
kullanilmistir. “f(x,x2)” olarak tanimlanan Ackley fonksiyonu i¢in DE metodu
tarafindan varsayilan ayar parametre degerleri kullanilarak elde edilen sonug global

optimumdur.

In[1]: f[x1_,x2_]:=-20Exp[(-0.02Sqrt[0.5(x1"2+x2~2)])]-
Exp[(0.5(Cos[2Pix1]+Cos[2Pix2]))]+20+Exp[1];

In[3]: NMinimize[ {f[x1,x2],-35<x1<35,-355x2<35}, {x1,x2},Method->"

DifferentialEvolution"]

Out[3]= {2.2587*16%-9, {x1 -> -1.63413*10~-9, x2 -> -7.81672*10"-9}}

ScalingFactor't varsayilan deger olan 0,6'dan 0.7'ye degistirmek, global optimum

dikkate alindiginda daha 1yi sonuglar elde edilmesini sagladi.

In[5]:= NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35}, {x1,x2},Method-
>{"DifferentialEvolution"”, "ScalingFactor"-> 0.7}]

out[5]= {3.74914*10~-10, {x1 -> 8.68579*16~-10, x2 -> -1.00129*10~-9}}

Burada ScalingFactor, RandomSead, CrossProbabilty veya SearchPoints algoritma
ayar seceneklerinin degistirilmesi daha iyi bir global optimum saglamadi. Bu nedenle

algoritma tarafindan belirlenen varsayilan degerlerde sabit tutuldular.

Diger test fonksiyonu Holder Table 1 i¢in DE varsayilan ayar parametre degerlerini

kullanarak global optimuma kolay bir sekilde ulagabilmistir.
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In[10]:= NMinimize[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-
>"DifferentialEvolution”]

Out[10]= {-26.9203, {[x1 -> 9.64617, X2 -> -9.64617}}

2.4.5 Nelder Mead Algoritmasi (NM)

NM algoritmasi veya Simplex, diger geleneksel yerel arama algoritmalar1 arasinda
tiirevsiz optimizasyon ydntemlerinden biridir. Ilk olarak kisitsiz optimizasyon
problemleri i¢in tasarlanmigtir [39]. Dogrusal programlamada kullanilan Simpleks

yontemiyle karistirllmamalidir.

Iterasyonlar m+1 noktalar1 Y1, VY2, VYs,..., yms1 seklinde olusturularak
gergeklestirilmistir. Bu noktalar h(y1) < h(y2) < h(y3) < ...h(ym+1) seklinde siralanmig
fonksiyonlar1 olusturur. Yeni noktadan sonra bir 6nceki en kotli nokta ile degistirmek
icin Ym+1 Uretilir. Bir politop, bir nesnenin tiim noktalarmin ortalama konumu olan
agirhk merkezi ¢ = )i, y; cinsinden tanimlanabilir. Burada bir deneme noktast (yr)
tanimlanmalidir. En kotii nokta merkeze kadar yansitilarak iretilir, y t=c+o(c-
y_(m+1)) burada « 0'dan biiyiik bir parametredir. Bu kisimda, yeni noktanin yeni bir
en kotli nokta veya yeni bir en iyi nokta olmasi1 gerekmez. Dolayisiyla h(yl) < h(yt) <
h(ym), yt, ym+1 ile degistirilir. Yeni bir noktanin bir dnceki en iyi noktadan daha iyi
olmasi, yansimanin basariyla saglandigi anlamina gelir. Ayrica, y_e=c+(y_t-r) ile
devam edilebilir, burada B'nin 1'den biiyiikk olmasi politopu biiylitmek i¢in bir
parametredir. h(ye), h(yt)'den kiiciik olarak elde edilirse, genisleme islemi
gerceklesmis demektir. Boylece, ye ile ym+1 degistirilir. Alternatif olarak yt, ym+1
olarak degistirilir. Algoritma islemi i¢in bir bagka kesin adim ise, eger yeni yt noktasi
ikinci en kotii noktaya, h(yt) < h(ym) kadar diisiik performans gosteriyorsa, politopun
cok blyiik oldugu diisiintilir ve daralmasi gerekir. Boylece asagidaki ifadeler
kullanilarak yeni bir deneme noktasi elde edilir [40].
(IS oo <non)

Burada vy, 0 ile 1 arasinda degisen bir parametredir. Eger daralma saglanirsa, h(yc)'nin
Min[h(ym+1), h(yt)]'den kii¢iik oldugu anlamina gelir. Tersine, basarili bir daralma
elde etmek i¢in daha fazla islem gerekir. NM, diger algoritmalara benzer sekilde

"Contract Ratio”, "Expand Ratio”, "Initial Points", "Penalty Function”, "Post
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Process”, "Random Seed", "Reflect Ratio", "Shrink Ratio" and "Tolerance™ gibi
ayarlanabilir secenek parametrelerine sahiptir. Bu algoritma, gercek bir global
optimizasyon yonteminin gerektirdigi tiim ozellikleri saglamasada, daha az lokal
minimuma sahip problemler igin iyi ¢alisma egilimindedir. Algoritmanin siire¢ akis

semas1 Sekil 2.10 'da gosterilmistir.

Yeni simpleks iiret =

Y

Yansima, genisleme
ya da daralma

Haywr flerleme

yeterli mi?

Y Y Evet

Bir nokta
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Biiziilme

Y

Minimuma Hayir
ulasildi m?

Evet

Sekil 2.10: NM algoritmas1 akis semasi
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Onceki algoritmalarda oldugu gibi, NM, Ackley ve Holder Table 1 test fonksiyonlari
[33] kullanilarak global optimumu bulma performansi bakimindan test edilmistir.

Ackley fonksiyonu kullanildigi durumda elde edilen sonuglar asagida verilmistir.

In[1]:

f[x1_,x2_]:=-20Exp[(-0.025qrt[0.5(x1"2+x2”2)])]-
Exp[(0.5(Cos[2Pix1]+Cos[2Pix2]))]+20+Exp[1];
In[5]:= NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method->"NelderMead"]

Oout[5]= {0.87404, {x1 -> -0.998405, x2 -> -2.99522}}

NM algoritmasi, Ackley fonksiyonu icin ayar segenek parametrelerinin varsayilan
degerler olarak segildigi durumda, RS ve SA algoritmalari tarafindan bulunan
coziimlere kiyasla daha iyi global optimumlar verirken; ayar secenek parametrelerinin
varsayilan degerler olarak sec¢ildigi durumda, DE algoritmasinin NM’ye gore daha iyi

performans gosterdigi goriilmektedir.

NM'nin kritik ayarlama parametrelerinden biri olarak adlandirilan RandomSeed,

global minimuma ulagsma performansini dogrudan etkileyebilir.

In[6]:= Do[Print[NMinimize[{f[x1,x2],-355x1<35,-355x2<35},{x1,x2},Method-
>{"NelderMead", “RandomSeed”->i}]],{i,5}]

out[6]= {@.557056,{x1->8.15872*10~-25,x2->-1.99487}}
{0.280127,{x1->0.9948,%x2->-6.32493*10"-9}}
{7.12481,{x1->-20.9977,x2->-22.9975}}
{2.32486*10"-10, {x1->4.63269%10"-10,x2->-6.78982*10~-10}}

{1.3908,{x1->-4.99519,x2->-0.999038}}

RandomSeed parametresinin  degerinin  ayarlanmasi, varsayilan ayar ile
gerceklestirilen denemeye kiyasla 2.32486*10-10 gibi daha iyi bir minimum deger
elde edilmesini sagladi. Bu algoritma; “Shrink Ratio”, “Contract Ratio”, ve “Reflect
Ratio” gibi sonuglar iizerinde etkili olabilecek ayar segenek parametrelerine sahiptir.
Ancak bu parametrelerdeki ayarlamalar ile asagida belirtildigi gibi Ackley

fonksiyonunda global minimum elde edilemedi.

In[7]:=  Do[Print[NMinimize[{f[x1,x2],-35<x1<35,-35<x2<35},{x1,x2},Method-
>{"NelderMead", ”ShrinkRatio”->0.95,”ContractRatio”-

>0.95,“ReflectRatio”->2,“RandomSeed”->i}]],{i,4}]

49



out[7]=  {0.39531,{x1->-0.996345,x2->-0.996345}}
{0.783523, {x1->-1.99642,x2->1.99642}}
{7.37952,{x1->-5.99939, x2->-31.9967}}

{0.39531,{x1->-08.996345,x2->0.996345}}

Bir diger test fonksiyonu Holder Table 1, NMinimize komutu ve NelderMead
algoritmasi1 kullanilarak minimize edildi. Algoritmanin varsayilan ayar segenek

parametreleri kullanilarak global optimum sonug -26.9203 elde edildi.

In[12]:= NMinimize[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-
>"NelderMead"]

out[12]=  {-26.9203, {x1 -> 9.64617, x2 -> 9.64617}}

Onceki test fonksiyonu Ackley igin uygulandign gibi, &ncelikle RandomSeed

parametresi global minimumu bulmak i¢in ayarlandi.

In[13]:= Do[Print[NMinimize[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-
>{"NelderMead", “RandomSeed”->i}]],{i,5}]

Out[13]= {-26.9203,{x1->-9.64617,x2->-9.64617}}
{-9.13635, {x1->3.24199,x2->-9.71802}}
{-26.9203,{x1->9.64617,x2->-9.64617}}
{-7.76664,{x1->2.08542*10"-8,x2->9.73295}}

-7. ,{x1->-7. -9,x2->-9.
7.76664 1 7.64705*10~-9,x2 9.73295

RandomSeed paramatresi bazi degerlerinde global minimuma ulagsmayi saglarken, bazi

degerleri i¢in optimum sonu¢ verememistir.

2.4.6 FindMinimum

FindMinimum komutu kisitsiz ve kisith optimizasyon problemlerinde lokal

minimumlar: bulmak i¢in kullanilir [33].

FindMinimum komutunun sonug¢ bulmasinda etkili segenek parametreleri Method,

MaxIterations, WorkingPrecision, PrecisionGoal ve AccuracyGoal'dir.

Method secenegi, FindMinimum komutunun hangi yontemi kullanarak ¢oziime

ulagacagini segmesini saglar. Kisitsiz optimizasyon problemlerinde FindMinimum
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komutu ile ¢oziim elde edilmek istendiginde kullanilabilecek bir¢cok farkli metot
vardir. Bunlardan; (i) Newton, Hessian veya sonlu fark yaklagiminmi kullanir, (ii)
QuasiNewton, gecmis adimlara dayali glincellemelerden olusan yari-Newton BFGS
yaklasimini kullanir, (iii) soniimlenmis en kii¢iik kareler (DLS) olarak da bilinen
Levenberg Marquardt yontemi, dogrusal olmayan en kiigiik kareler problemlerini
¢ozmek i¢in kullanilir, (iv) Conjugate Gradient yontemi dogrusal sistemleri ¢ozmek
icin uygundur, (v) Principal Axis yontemi tiirev gerektirmez ve her degiskende iki
baslangi¢ kosulu gerektirir. Kisith optimizasyon problemlerinde metot olarak sadece

InteriorPoint segilebilir.

Maxlterations se¢enegi, kullanilmasi gereken maksimum iterasyon sayisini gosterir.

Kisitl optimizasyon problemlerinde varsayilan olarak “Maxl/terations ’->500 secilir.

WorkingPrecision, PrecisionGoal ve AccuracyGoal ¢oziimde saglanmasi gereken
basamak sayisini belirten segeneklerdir. WorkingPrecision ¢6ziime ulagma
asamasinda ara adimlardaki hesaplamalari kontrol ederken, PrecisionGoal nihai
sonucu kontrol eder. Varsayillan ayarlamalarda "WorkingPrecision"—prec,
MachinePrecision'a esittir, ancak prec>MachinePrecision ise, hesaplama sirasinda
sabit bir prec degeri kullanilir. AccuracyGoal ve PrecisionGoal segenekleri Automatic
olarak secildiginde, varsayilan degerler sirastyla WorkingPrecision/3 ve Infinity olarak

ayarlanir [33].

Bir¢ok yerel minimuma sahip Carrom tablo fonksiyonu test fonksiyonu olarak alinmis
ve FindMinimum komutu ve seceneklerinin yerel minimumlari bulmadaki etkisi

incelenmistir [35].

In[1]:= f[x1_,x2_]:=-(Cos[x1]Cos[x2]Exp[Abs[1-((x1*2+x2~2)70.5)/Pi]])"2/ 30;
In[2]:= Plot3D[f[x1,x2],{x1,-10,10},{x2,-10,10},AxesLabel->{x1,x2,y}]
In[3]:= FindMinimum[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2}]

Out[3]= {-24.1568,{x1->9.64617,x2->9.64617}}

In[4]:= FindMinimum[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-

>"InteriorPoint"]

out[4]= {-0.246302, {x1 -> -1.22418*10~-14, x2 -> -1.29143*18"-14}}
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Sekil 2.11: Carrom Tablo test fonksiyonu 3B gosterim

Sekil 2.11°de Carrom Tablo test fonksiyonu’nun 3B gosterimi verilmistir.

In[5]:= Do[Print[FindMinimum[{f[x1,x2],-10<x1<10,-10<x2<10},{x1,x2},Method-
>"InteriorPoint", “MaxIterations”-
»i]1,{i,{1,10,100,500,1000,2000,4000,8000}}]
{-0.0105322,{x1->0.969586,x2->0.969586} }

{-0.246302, {x1->-8.74067*10"-8,x2->-8.74067*10"-8}}

{-0.246302, {x1->-8.37899%10"-15,x2->-8.38925%10~-15}}
{-0.246302,{x1->-1.22418*10"-14,%x2->-1.29143*10"-14}}
{-0.246302,{x1->-1.22418*10"-14,%x2->-1.29143*10"-14}}
{-0.246302,{x1->-1.22418*10"-14,%x2->-1.29143*10"-14}}
{-0.246302, {x1->-1.22418*10"-14,x2->-1.29143*10~-14}}

{-0.246302,{x1->-1.22418*10"-14,x2->-1.29143*10~-14}}

In[6]:= Table[Print[FindMinimum[{f[x1,x2],-10<x1<10, -
10<x2<10}, {{x1,RandomReal[ {-10,10}]},{x2,RandomReal[{-10,10}]}},Method-
>"InteriorPoint"]],{10}]
{-0.0368271,{x1->0.000019185,x2->-3.44978}}
{-1.42781,{x1->6.50458,x2->-6.50458}}
{-6.7549,{x1->9.68366,x2->-6.45799}}

{-0.272117,{x1->3.63079*10"-7,x2->-6.59135}}
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{-1

{-2.

(-1

{-o.
{-o.
{-2.

.42781,{x1->6.50458,x2->-6.50458}}

01069, {x1->-1.67999*10"-7,x2->9.73295}}

.42781,{x1->-6.50458,%x2->-6.50458}}

436543, {x1->6.56051,x2->3.28309}}
0843916, {x1->-3.36299,x2->3.36298}}

78243,{x1->-9.71802,x2->3.24199}}
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Bolim 3

Modelleme Calismalar:

3.1 Yapay Sinir Aglar1 Kullanilarak Coziilmiis
Problemlerin ~ Tekrar Incelenmesi ve Noro

Regresyon ile Coziimii

YSA matematiksel modelleme amaciyla siklikla kullanilan bir metottur. Literatiirde,
fakli bilimsel alanlarda yapilan ¢alismalarda modelleme metodu olarak 6n plana ¢ikan
YSA, avantajlari oldugu kadar dezavantajlara da sahiptir. Ozellikle data satir sayisinda
hi¢bir sinirlama olmaksizin tiim problemlerde modelleme amaciyla kullanilma arzusu
bizi elde edilen sonuglarla ilgili yanilgiya diisiirebilir. Ayrica, datalarin belirli bir
araliga sikigtirilarak islenmesi ve sonrasinda model olusturulmasi, elde edilen
sonuglarin kullanilabilmesi i¢in tekrar bir doniisiime ihtiya¢c duyulmasina sebep olur.
YYY, Regresyon gibi metotlarla karsilastirildiginda, YSA’de ortaya ¢ikan modeller
hem daha karmasik hem de tekrar bir doniisiime ihtiya¢ duyulmaktadir. Tezin bu
boliimiinde, YSA kullanilarak matematiksel modelleme gergeklestirilmis problemler
tekrar incelenmis ve model degerlendirme Kkriterlerini yiiksek basar1 ile saglayan bu
modellerin kullanilabilirligi farkli test yontemleriyle sorgulanmistir. Ayrica, orijinal
bir problemde, tez kapsaminda yeni bir modelleme metodu olarak tanitilan NRM ile
Y SA metotlarinin modelleme performanslarinin karsilagtirmasi yapilmistir. Sonuglar
ve degerlendirmeler, YSA kullanilarak elde edilen matematiksel modellerin bazi
sinirlamalara sahip oldugunu, modellerin yiiksek tahmin performansinin yaniltici

olabilecegini gdstermistir.
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Problem 1

Gajic, D., Savic-Gajic, 1., Savic, 1., Georgieva, O., & Di Gennaro, S. (2016).
Modelling of electrical energy consumption in an electric arc furnace using artificial
neural networks. Energy, 108, 132-139 [13]

Referans ¢alisma kapsaminda [13], demir ¢elik sektoriinde elektrik ark ocaklarinda
ergitilmis ¢eligin kimyasal bilesiminin elektrik enerjisi tiiketimi tizerindeki etkisi YSA
kullanilarak modellenmistir. Paslanmaz ¢eligin kimyasal igeriginde yer alan katki
maddeleri; karbon (C), krom (Cr), nikel (Ni), silikon (Si) ve demirin (Fe) yiizde agirlik
oranlar1 birer dizayn parametresi olarak diisliniilmiistiir. 46 satirdan olusan deney seti
kullanilarak elektrik enerji tiikketimini matematiksel olarak en iyi agiklayan Y SA yapisi
tespit edilmeye calisilmistir. Referans ¢aligmada modelleme de kullanilmak iizere

olusturulan data seti Tablo 3.1’de verilmistir.

Tablo 3.1: Ark ocaklarinda enerji tiikketimini incelemek i¢in olusturulan data seti [13]

Deney  C(%) Cr(%) Ni(%) Si(%) Fe(%) E (KWhi)

1 1.12 17.46 7.97 0.28 73.17 483
2 1.15 19.56 8.58 0.24 70.47 484
3 1.02 17.32 8.49 0.35 72.82 432
4 1.02 17.1 7.24 0.12 74.53 452
5 1.55 19.75 8.76 0.2 69.75 455
6 1.26 19.62 8.85 0.15 70.14 503
7 1.21 18.31 8.26 0.3 71.94 419
8 1.18 15.8 9.45 0.25 73.33 443
9 1.43 18.93 8.14 0.09 71.42 521
10 1.21 16.75 7.71 0.18 74.15 567
11 1.24 17.54 7.06 0.13 74.04 527
12 1.44 16.77 7.65 0.54 73.6 436
13 1.24 15.15 9.89 0.47 73.26 529
14 0.8 15.3 8.11 0.32 75.47 462
15 1.32 18.25 9.21 0.31 70.91 601
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16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46

1.34
1.46
1.35
1.33
1.65
1.3
1.54
0.84
1.47
0.93
1.12
1.05
1.31
0.93
1.29
1.26
1.33
1.17
1.42
1.42
1.35
1.47
1.27
1.38
1.12
1.2
1.62
1.07
1.4
1.36
1.38

19.07
19.8
18.39
18.65
18.41
18.23
18.82
16.57
20.12
16.11
18.52
16.59
17.57
15.59
19.73
20.23
20.5
19.55
19.04
17.13
18.28
18.84
18.88
17.87
14.83
16.87
19.45
16.7
18.79
19.78
19.3

8.74
7.71
8.17
5.83
7.42
7.68
9.22
7.49
7.8
8.11
8.54
7.72
8.6
7.77
7.45
9.38
8.11
7.49
7.38
7.21
8.25
7.97
7.61
7.67
7.38
7.69
7.04
7.57
8.04
7.89
8.32

0.25
0.18
0.35
0.22
0.24
0.22
0.19
0.05
0.14
0.06
0.12
0.47
0.68
0.06
0.03
0.05
0.03
0.04
0.09
0.37
0.2
0.32
0.15
0.22
0.35
0.16
0.32
0.12
0.16
0.07
0.2

70.6
70.87
71.75
73.97
72.29
72.58
70.24
75.06
70.48

74.8

71.7
74.18
71.85
75.65
7151
69.09
70.03
71.76
72.08
73.88
71.93
71.41

72.1
72.87
76.34
74.08
71.57
74.55
71.61
70.91
70.81

592
572
570
585
557
510
504
483
533
447
547
445
458
482
524
477
509
548
542
426
543
567
571
564
473
564
675
521
482
534
475
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Referans ¢alismadaki YSA modelleme sonuglarina gore 5-10-1 hiperbolik tanjant ag
yapist kullanilarak ¢eligin kimyasal bilesiminin elektrik enerjisi tiiketimi tizerindeki
etkisini modellemek miimkiindiir. Tezin bu bolimiinde YSA ile ilgili incelenmek
istenen durum, YSA’nin datayr iyi derece de fit etmenin yaninda girdi ve ¢ikti
parametreleri arasindaki iliskiyi ifade etmek i¢in ortaya koyulan modellerin ne kadar
stabil bir davranig gosterdigini test etmektir. BOyle bir arastirma yapilmak
istenmesinin sebebi literatiirde YYY ile benzer sekilde YSA’nin hicbir kisit
gozetilmeden tiim mihendislik problemlerinde kullanilmasina olan talep ve
yatkinliktir. Bu dogrultuda, referans ¢alismada 5-10-1 hiperbolik tanjant ag yapisinin
katsayilar1 belirli agik formda matematiksel modeli verilmedigi i¢in, Tablo 3.1’deki
data seti kullanilarak Matlab icerisinde gomiilii bulunan nntool YSA yaklagimi

yardimiyla matematiksel modelleme siireci tekrar gerceklestirilmistir.

Network Properties

Network Type: ered-forward backprop vj
Input data: :input v:
Target data: target ]
Training function: (TRAINLM =
Adaption learning function: (LEARNGDM ~
Performance function: | SSE T
Number of layers: 4
(a)
Hidden Layer 1 Hidden Layer 2 Hidden Layer 3 Output Layer

Sekil 3.1: Enerji tiikeminin modellenmesi i¢in Onerilen yapay sinir agi, (a) ag
ozellikleri, (b) ag yapisi

Gergeklestirilen denemeler sonucunda 5-10-10-5-1 ag yapisinda hiperbolik tanjant
aktivasyon fonksiyonu kullanilarak enerji tliketimi c¢iktisinin modellenebilecegi

goriilmustiir. Olusturulan YSA yapist ile ilgili bilgiler Sekil 3.1° de gosterilmistir.
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Matematiksel modelin egitim, test ve dogrulama agamalarindaki basari durumu Sekil

3.2°de verilmistir.

Training: R=0.87911 Validation: R=0.94714
® 650 [ O Data /1 @eso [ O pawm o
+ — it ' Fit
- Y=T| o X v=T
© 600 © 600
& 2
- ©
[
= 550 + 550
] - o
= <
I v o]
U 500 L 500 -
5 =]
o 2 o
5 s o
S 450 O 450 5
450 500 550 600 650 450 500 550 600 650
Target Target
Test: R=0.95236 All: R=0.88894
S
% 6501 [ O Data 15650 [ O Data o
] —— Fit + —Fit
- - Y=T| o
x & 600
o =
o)) ©
5 Ly
= gg_ 550
g o
g 1]
S L 500
-
t 3
3 g
2 450
+ (]
=3
o
450 500 550 600 650 450 500 550 600 650
Target Target

Sekil 3.2: YSA modelinin basar1 degerlendirmesi

Sekil 3.2’de verilen sonuglarda YSA tarafindan Onerilen modelin degerlendirme
kriterlerini bagsariyla sagladig1 goriilmektedir. Referans calisma ve literatiirdeki diger
calismalardan farkli olarak burada YSA tarafindan Onerilen modelin
kullanilabilirligini test etme metodu olarak R?’ye baghh model degerlendirme

kriterlerine ek olarak stabilite testi incelenmistir.

Stabilite testinde, problemde girdi parametresi olarak tanimlanan bagimsiz
degiskenlerin degerleri arttirilip azaltilir ve bu durumun ¢ikti parametresini nasil
degistirdigi incelenir. Girdi parametresinin  degerlerindeki degisimler ¢ikti
parametresinde gercekle tutarli olmayacak degisimlere veya miihendislik bakimindan

anlamsiz sonuglara sebep oluyorsa modelin stabil olmadig1 degerlendirmesi yapilir.
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Sekil 3.3
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Sekil 3.3
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% 50 artis

700.00

600.00 \/
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Sekil 3.3: Girdi parametrelerinin degerlerindeki artis ve azalis oranlarina bagli olarak
cikt1 parametresinin aldigi degerlerin ve gergek degerlerinin karsilagtirmasi, (a) %1
azalma-artis, (b) %5 azalma-artis, (c) %10 azalma-artis, (d) %20 azalma-artis, (€)
%50 azalma-artis

Sekil 3.3’ de girdi parametreleri sirasiyla %1, %S5, %10, %20, %50 arttirilip azaltildig:
durumda ¢ikti parametresinin buna bagli aldigr degerler ve girdi parametrelerinde
artirrm ve azaltim yapilmadigi durumda ¢ikti parametresinin gercek degerleri

karsilastirmali olarak verilmistir.

Girdi parametrelerinde %1 seviyesindeki degisim ve buna bagli olarak ¢ikti
parametresinin  aldig1  degerler, ¢iktt parametresinin gergek degerleri ile
karsilastirildiginda sonuglarda birbirini takip eden bir tutarliligin s6z konusu oldugu
goriilmektedir. Benzer bir degerlendirmeyi, girdi parametrelerinin degerlerinde %5
azalm yapildiginda da sdylemek miimkiindiir. Ancak, girdi parametrelerinin
degerleri %5 arttirildiginda, 14-18 ve 20-29 araligindaki girdi data satirlarina karsilik
gelen ¢ikti degerlerinin sabit kaldig1 veya ¢ok az bir degisim oldugu goriilmektedir.

Burada gercek sonuglar ile tutarli olmayan bir durum s6z konusudur.

Girdi parametrelerinin degerlerinde %10 seviyesinde bir arttirim durumunda, 15-32
araligindaki girdi data satirlarina karsilik gelen ¢ikti degerlerinin sabit kaldigi
goriilmektedir. Bu, girdi parametrelerindeki degisimin sonug {izerinde bir etki
olusturmadigi anlamina gelir. Yine bahsedilen daha 6nceki durumlar ile benzer olarak,

bu sonuglarin gergek sonuglar ile tutarlilik géstermedigini sdyleyebiliriz. En ¢arpici
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sonug ise girdi parametrelerinin degerlerinde %50 degisim oldugu durumda, ¢ikti
parametresinin hi¢ degismeyen sabit bir deger aliyor olmasidir. Bu sonuca gore
paslanmaz celigin kimyasal igeriginde yer alan katki maddelerinin oranlarin
degistirmek, elektrik enerji tiiketiminde bir degisime sebep olmamaktadir. Bu sonug
mithendislik agisindan gercek disi bir degerlendirmedir. Dolayisiyla, bahsedilen
sonuclar dogrultusunda girdi parametrelerinin degerlerinin %5, %10, %20 ve %50
degisimi karsisinda modelin gergek ile tutarli sonuglar iiretemedigi ve stabilitesini
koruyamadigini sdylemek miimkiin olur. Bu durum bir degerlendirme kriteri olarak
gercek ve tahmin edilen degerler arasindaki iliskiyi gdsteren R%’nin modelin
kullanilabilirligini test etmede tek basina yeterli olamayabilecegini, ayrica, her
problem ve data tipi i¢in YSA ag yapis1t modellemede mutlaka kullanilabilir seklinde

bir yaklagimin siddetli bir sekilde sorgulanmasi gerektigini gostermistir.

Problem 2

Savran, M., & Aydin, L. (2018). Stochastic optimization of graphite-flax/epoxy hybrid
laminated composite for maximum fundamental frequency and minimum
cost. Engineering Structures, 174, 675-687.[34]

Bu calismada, tabakali kompozit plakalarda fiber ac1 diziliminin gerilme tizerindeki
etkisi YSA kullanilarak modellenmistir. Ele alinan tabakali kompozit 16 tabakali
simetrik/balans keten-epoksi malzemeden olusmaktadir. Tabaka fiber agilar1 dizayn
parametresi, gerilme ise ¢ikt1 parametresi olarak secilmistir. Tabakali kompozit plaka
en/boy oranmi=2 (a/b=2), ve Nxx=100 N/m ve Mxx=10 Nm yiiklere maruz kaldig
distiniilmiistiir. Bu sartlar altinda tabakali kompozit gerilme davranisinin
modellenebilmesi i¢gin BBD deney tasarim metodu kullanilarak deney seti

olusturulmustur.

Tablo 3.2: Dizayn parametresi olarak segilen fiber agilarinin seviye degerleri

paraDr:nZ;It)QIeri Seviye 1 Seviye 2 Seviye 3
x1 (fiber ac1) 0 45 90
X2 (fiber a¢1) 0 45 90
X3 (fiber ac1) 0 45 90
x4 (fiber ag1) 0 45 90
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Dizayn seti olustururken kullanilacak olan fiber a¢1 dizayn parametreleri ve onlarin

alabilecegi seviye degerleri Tablo 3.2°de sunulmustur.

Tablo 3.3: BBD metodu kullanilarak elde edilen deney seti

x1 X2 x3 x4 Gerilme
45 0 0 45 54.32
45 0 90 45 63.9
90 0 45 45 66.99
0 45 45 90 65.72
0 45 0 45 58.54
90 45 45 90 38.64
0 45 90 45 65.81
90 45 0 45 47.86
45 90 0 45 46.36
45 45 90 90 46.8
45 90 90 45 52.1
45 0 45 0 62.54
90 90 45 45 40.65
45 0 45 90 64.14
90 45 45 0 36.59
45 45 0 0 44,99
45 45 0 90 46.65
45 45 45 45 45.1
90 45 90 45 41.46
45 45 90 0 44.37
0 90 45 45 66.94
45 90 45 0 47.44
45 90 45 90 50.01
0 45 45 0 64.54
0 0 45 45 49.53
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Tablo 3.3’de verilen deney seti kullanilarak YSA’nin yukarida tanimlanan tabakali
kompozit malzemelerde gerilme problemini modellemede gosterdigi performansin
degerlendirilmesi amaclanmaktadir. Bu dogrultuda, Matlab programinda yer alan

Y SA arag¢ kutusu kullanilarak yapay sinir ag1 yapist olusturulmustur.

Meural Network

Hidden Layer Output Layer
‘H % |. H I nmpui
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Sekil 3.4: YSA modeli, (a) ag yapisi, (b) model basar1 degerlendirmesi
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Sekil 3.4, tabakali kompozit plakanin fiber aci oryantasyonuna bagli gerilme
davranigini modellemede Onerilen ag yapisini ve bu ag yapisi kullanilarak elde edilen
modelin basar1 degerlendirme sonuglarini gostermektedir. 4-5-1 Y SA yapisi ve tanjant
hiperbolik aktivasyon fonksiyonu gerilme c¢iktisint modellemede uygun ag yapisi
olarak ortaya konulmustur. Bu ag yapisinin ger¢ek gerilme degerlerini tahmin etme
performansi egitim, test ve dogrulama model basar1 degerlendirme siirecleri ile test
edilmistir. Sekil 3.4°de verilen sonuglar, dnerilen modelin tiim kriterleri basariyla

sagladigin1 gostermektedir.

Bu 6rnek problem dikkate alindiginda, YSA bir modelleme yontemi olarak olduk¢a
basarili goziikmektedir. Literatiirde de siklikla diisiik data satir sayisina sahip
miihendislik problemlerinde YSA’nin bir modelleme yontemi olarak kullanildigi
goriilmektedir. Burada tartisilmak istenen konu; YSA yaklagimimin birbirinden
oldukga farkli alanlardaki problemlerin ¢6ziimiinde bir modelleme yontemi olarak
kullanilmasimin gercek¢i olup olmadigidir. Bu sebeple, literatiirde cok sik
rastlanmayan ve modelleme ve optimizasyon metotlari i¢in oldukga zorlu bir problem
tipi olan kompozit malzeme mekanigi alanindan bir problem se¢ilmistir. Boyle bir
problem secilmesinin bir baska sebebi, analitik ¢6ziim kullanilarak sonug elde etmenin
miimkiin olmasi ve farkli test datalari {iretilerek Onerilen modelin basarisinin

sorgulanabilmesidir.

Daha once yapilan degerlendirmede, YSA tarafindan Onerilen modelin gergek
degerleri tahmin etme konusunda egitim, test ve dogrulama asamalarinda oldukca
basarili oldugu goriilmiistii. Modelin basarisinin gergekc¢i ve tutarli olup olmadigini
anlayabilmek i¢in ekstra test datalari iiretilip Y SA tarafindan 6nerilen modelin analitik
formiil kullanilarak bulunan gercek degerleri tahmin etme performansi Sl¢iilmiistiir.

Test i¢in kullanilan tiretilmis rastgele deney seti Tablo 3.4’de verilmistir.

Tablo 3.4’de verilen test data seti YSA’da simiile edilerek analitik formiil tarafindan
elde edilen gercek sonuglar ile karsilastirilmistir. Sekil 3.5, YSA tarafindan onerilen
modelin tahmin sonuglarim1 ve analitik formiil kullanilarak elde edilen gergek
sonuglart gostermektedir. Sonuclar incelendiginde, ger¢ek degerler ile tahmin
edilenler arasinda dikkate deger bir fark oldugu goriilmektedir. Model basarisi

degerlendirme kriteri R?’nin 0.36 olarak bulunmus olmasi, modelin daha once
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bahsedilen egitim, test ve dogrulama asamalarinda sahip oldugu yiiksek basari

performansinin yaniltict oldugunu gostermektedir.

Tablo 3.4: YSA modelini test etmek i¢in rastgele iiretilen data seti

x1 X2 X3 x4
54 86 57 17
79 2 16 13
88 36 63 80
65 74 8 40
71 12 5 40
62 87 35 28
46 7 80 66
57 78 16 10
55 38 43 24
80 25 52 56
82 81 59 56
8 43 35 58
64 14 7 23
45 75 76 51
65 19 73 41
13 27 67 33
88 84 45 75
49 36 17 85
73 51 12 73
69 41 84 87
13 47 47 1
37 22 74 33
27 10 36 85
0 65 76 59
82 46 18 68
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Sekil 3.5: YSA modeli tarafindan tahmin edilen sonuglar ile ger¢ek sonuglarin
karsilastirilmasi

Bu sonuglar, literatiirde YSA kullanilarak gerceklestirilen modellemeye duyulan
yiikksek gilivenin ve bir modelleme yontemi olarak YSA’nin tekrar sorgulanmasi
gerektigini gostermektedir. YSA, istatistiksel bir siirece dayanmayan bir metot olmasi
ve modelleme i¢in YYY, regresyon gibi metotlarla karsilastirildiginda ¢ok daha
yiiksek data sayisina ihtiya¢ duymasi sebebiyle ¢alisma alani farki gézetmeksizin her
problem ve data tipinde kullanilabilecek bir modelleme metotu degildir. Birgok
caligmada data ile ilgili herhangi bir kriter goézetilmeksizin YSA kullanilarak
modelleme girisiminde bulunulmasi, modelin tahmin performans: oldukca iyi olsa
bile, kisith data sayis1 veya uygun olmayan data tipi sebebiyle yaniltict sonuglar elde
edilmesine neden olabilir. Bu c¢alisma kapsaminda, YSA ile modellemede
karsilasilabilecek potansiyel sorunlar 6n plana ¢ikarilmaya ¢alisilmigtir. Béylece, YSA

kullanimu ile ilgili bir farkindaligin olusabilecegi diistintilmektedir.

Problem 3

Mathematical Modeling and Optimum Design of Zinc Oxide Nanostructures Modified
Carbon Fiber Reinforced Polymethylmethacrylate-based Bone Cement Composite

Using Machine Learning Methods

Bu c¢alismada medikal alanda kullanilan polimetilmetakrilat (PMMA) kemik

¢imentosunun mekanik 6zelliklerini gelistirmede Karbon fiber (CF), ¢inko (Zn) kapli
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karbon fiber (CF/Zn) ve nano yapili ¢inko oksit (ZnO) kapli CF kullaniminin etkisi
YSA ve bu tez ¢aligmasi kapsaminda bir modelleme metodu olarak tanitilan NRM ile
modellenmesi amaglanmistir. Bu asamada basma yiikii altinda numunelerin Elastisite
modiilii, dayanim ve gerinme davraniglart matematiksel modeller yardimiyla tahmin
edilmeye calisilmistir. Belirtilen mekanik 6zellikleri etkileyen tasarim degiskenleri;
malzeme tipi (X1) ve malzeme oranidir (x2). Burada CF, CF/Zn ve CF/ZnO malzeme
tipleri birinci tasarim parametresi (x1) ile iligkiliyken, bu malzeme tiplerinin PMMA
kemik c¢imentosu igerisine eklenme oranlart ikinci tasarim parametresi (x2) ile
iligkilidir. Ayrica bu ¢aligma kapsaminda Onerilen yeni bir modelleme yontemi olan
NRM yaklasimi YSA modelleme yontemi ile karsilagtirilarak bu iki yaklagimin

avantaj ve dezavantajlar1 incelenmistir.

Tablo 3.5: PMMA kemik ¢imentosu i¢in basma yiikii altinda elde edilen modiil,
dayanim ve uzama degerleri

Basma Yuku

Malzeme

Malzeme kaplama Modiil Dayanim Gerinme
9
orami (%) (MPa) (MPa) (%)
PMMA 0 649.48 35.60 32.90
0.1 811.08 35.13 33.82
0.25 947.05 71.15 42.76
PMMA-CF

0.5 1007.79 74.48 28.85
1 1054.27 74.75 21.83
0.1 609.69 47.24 28.60
0.25 548.75 41.54 16.65

PMMA-CF/Zn
0.5 935.93 67.58 31.74
1 472.52 40.80 4.24
0.1 604.93 23.34 22.68
0.25 785.92 64.11 33.24

PMMA-CF/ZnO
0.5 1001.74 65.16 24.44
1 834.70 87.45 3.55
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Tablo 3.5’de saf haldeki ve farkli oranlarda katki maddeleri eklenmis PMMA kemik
¢imentosu i¢in basma yiikii altinda modiil, dayanim ve gerinme davranisi ile ilgili elde

edilen sonuglar verilmistir.

Deneysel sonuglar incelendiginde en yiiksek modiil, dayanim ve en diisiik gerinim
degerlerinin sirasiyla 1054.27 MPa, 87.45 MPa ve %3.55 olarak elde edildigi
goriilmektedir. Bu nedenle, deneysel sonuglara gore, en yiiksek modiil, dayanim ve en
diisiik gerinim i¢in Onerilen malzeme tiirleri ve oranlar1 sirasiyla %1 CF igeren

PMMA-CF ve %1 CF/ZnO igeren PMMA-CF/ZnO'dur.

Tablo 3.6: YSA ag yapisi ve model basar1 degerlendirmesi

SI. No YSA mimarisi R? egitim R? test R? dogrulama
1 2-5-1 (logsig) 0 0 0
2 2-7-1(logsig) 0.051 0
3 2-9-1 (logsig) 0.71 1 1
4 2-5-1(tansig) 0.99 1 1
5 2-7-1 (tansig) 0.76 -1 1
6 2-9-1 (tansig) 0.75 -1 1

Tablo 3.6, basma yiikii altinda kemik ¢imentosunun basma modiilii ile ilgili davranigini
modellemede 6nerilen YSA ag yapilarini ve bu ag yapilarinin gercek degerleri tahmin
etme performansmi gdsteren R? sonuglarimi icerir. Kemik ¢imentosunun basma
modiilii davranigini tahmin etmek i¢in lojistik-sigmoid (logsig) ve Tanjant-sigmoid
(tansig) aktivasyon fonksiyonlar1 kullanilmistir. Noron sayist ve aktivasyon
fonksiyonunun etkisini arastirmak i¢in gizli katman sayis1 sabit tutulmustur. Test
edilen ag yapilarindan tansig aktivasyon fonksiyonu ve 2-5-1 YSA mimarisi
kullanildiginda gergeklesen ve tahmin edilen degerlerin birbiriyle uyumlu oldugu

goriilmiistir.

Sekil 3.6, basma modiiliiniin matematiksel modellenmesinde Onerilen YSA ag
yapilarim1 gostermektedir. Burada ilk ve son katmanlar giris ve ¢ikis parametreleri ile
iligkilidir ve degerleri sirastyla 2 ve 1 olarak sabittir. Gizli katmandaki néron say1s1 5,

7 ve 9 olarak segildiginde YSA ag yapilar1 asagida verilmistir.
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Sekil 3.6: Basma modiiliiniin modellenmesi i¢in Onerilen YSA ag yapisi

Sekil 3.7, basma modiiliiniin ger¢ek ve tahmin edilen sonuglarini géstermektedir.
Ikinci deney sonucunun tahmini disinda, tiim YSA tahminleri ger¢ek sonuglarla
tutarlidir. Burada dikkat edilmesi gereken nokta, kemik ¢imentosunun basma
modiliniin  YSA kullanarak modellenmesinde, uygun bir model ararken
karsilagtigimiz sonuca etki eden c¢ok sayidaki kararsiz YSA islem faktorii nedeniyle
sistematik ilerleme saglamanin zor olmasidir. Noron ve gizli katman sayisi, aktivasyon
fonksiyonlari, 6grenme fonksiyonlari, egitim fonksiyonlari, iterasyon sayist ve ag tipi
tahmin edilen sonucu dogrudan etki eden YSA islem faktorleridir. Giivenilir sonuglar
elde etmek icin tim bu parametreler ve etkileri sistematik olarak calisilmalidir. Bu
durum YSA kullanilarak matematiksel modelleme gerceklestirilmek istendiginde

karsilagilan 6nemli bir zorluktur.

YSA'da model olusturma asamasinda kullanilan aktivasyon fonksiyonlart -1 ile 1
arasinda degerler iirettiginden, elde edilen sonuglara karsilik gelen gergek degerler
ancak sonuglarin ekstra bir formiil kullanilarak yeniden o6l¢eklendirilmesiyle
bulunabilir. Bagka bir deyisle, YSA kullanilarak ekstra bir dontisiim gerektirmeyen her
zaman gegerli genel bir model sunmak miimkiin olmayabilir. Bu baglamda, tez
caligmas1 kapsaminda, YSA'da ortaya c¢ikan sorunlarin iistesinden gelmek igin
regresyon ve YSA igeren hibrit NRM yaklagimi Onerilmistir. Tablo 3.5'de verilen
basma yiikii altinda PMMA bazli kemik ¢imentosu i¢in elde edilen modiil degerleri
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YSA ve bu ¢alismada 6nerilen NRM yaklasimi kullanilarak modellenmis ve sonuglar

birbirleri ile karsilastirilmistir.

1 2 3 4 5 6 7 8 9 10 11 12 13

. Denem . . .
B Gergek deger eneme B Tahmin edilen deger
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Sekil 3.7: YSA kullanilarak elde edilen tahmin degerleri ve ger¢cek basma modiilii
degerlerinin karsilastiriimasi

Tablo 3.7, kemik ¢imentosu basma modiiliiniin matematiksel modellenmesinde NRM
tarafindan dnerilen modelleri ve bu modellerin basar1 degerlendirmesi ile ilgili olan R?
kriteri, basma modiiliiniin alabilecegi maksimum ve minimum degerlerini
gostermektedir. Bu baglamda, calismada polinom, rasyonel, {istel ve trigonometrik
modeller ele alinmis ve en iyi olanlarin sonuglart burada verilmistir. Tiim modellerin,
egitim asamasinda R? degerleri dikkate alindiginda genel olarak yiiksek bir tahmin
orani olan 0.9'un iizerinde sonuclar verdigi goriilmektedir. Ancak egitim asamasinda
basar1 kriterini saglayan modellerin performanslari daha dnce hi¢ karsilasmadiklari
test verileri kullanilarak dl¢iildiigiinde, tim modellerin ayn1 diizeyde basarili olmadigi
goriilmiistiir. Uciincii ve dordiincii dereceden polinom ve birinci dereceden
trigonometrik modeller, egitim ve test asamalarinda R? degerleri 0.9'un iizerinde olan
modeller olarak 6ne ¢ikmaktadir. Ug¢ model arasindan daha iyi olan1 segmek igin baska
bir degerlendirme kriteri olan sinirlilik kontroliinii dikkate almak faydali olacaktir. Bu
degerlendirme kriteri, kemik ¢imentosu i¢in modellerin buldugu maksimum ve
minimum basma modiilii degerlerinin miihendislik ve gergek hayatta uygulanabilirlik
acisindan makul olup olmadigini inceler. Diger kriterleri basariyla saglayan ii¢

modelin  maksimum ve minimum modil degerleri deneysel sonuglarla

73



karsilagtirildiginda tiim modellerin uygulanabilirlik ve miihendislik agisindan kabul
edilebilir degerler Urettigi goriilmektedir. Deneysel sonuglara gére maksimum ve
minimum modiil degerleri 1054 MPa ve 472 MPa iken; Onerilen ii¢ matematiksel
modelin tahmin degerleri, maksimum modiil i¢in 1210-1262 MPa ve minimum modiil
icin 483-528 MPa araliginda degigsmektedir. Ancak iki tasarim parametresi, kullanilan
malzeme ve agirlik orani dikkate alindiginda, PMMA-CF malzemesinin CF agirlik
orani %1 oldugunda deneysel sonuglardaki maksimum basma modiilii degerinin 1054
MPa olarak elde edildigi goriilmektedir. Uciincii dereceden polinom ve birinci
dereceden trigonometrik modeller bu deneysel sonucu desteklemektedir ve PMMA-
CF kemik ¢imentosu icerisinde CF'nin agirlik oraninin sirasiyla %0.76 ve %0.78

olarak belirlenmesini 0nermektedir.

Tablo 3.7: Basma modiilunin modellenmesinde NRM kullanilarak elde edilen
modellerin basar1 degerlendirmesi

2 2 Maksimum Modiil Minimum Modiil
MOdE' R egitim R test (Mpa) (Mpa)
TOP_1 0.9 0.9 1262.72 X1:2, X2:0.76 528.28  x1:3,x2:1
TOP_2 1 -1.26  1076.66 X1:2, X2:0.85 47252  x1:3,x2:1

FOP_1 0.99 0.005 1112.71 X1:4, x2:0.71 463.80  x1:3, x2:1
FOP_2  0.92 0.99 1214.69 X1:4, X2:0.73 483.40  x1:3,x2:1
SOT 1 0.93 0.92 1210.8 X1:2, X2:0.78 483.26  x1:3, x2:1
SOT_2 1 -1.35  1069.05 X1:2, X2:0.85 47252 %13, X2:1

Bu calismanin deneysel siireci sonunda gézlemlenmesi beklenen ana hedef, CF/ZnO
katkisinin PMMA kemik ¢imentosunun mekanik o6zelliklerini gili¢lendirecek
olmasidir. Bu, %0.5 CF/ZnO agirlik oraninda 1001 MPa'lik bir basma modiil degerine
ulasan PMMA-CF/ZnO malzemesi i¢in kismen gézlenmistir. Ancak CF/ZnO agirlik
orant %1 yapildiginda modiil degerinin diistiigli goriilmektedir. Diger iki modelden
farkli olarak dordiincii derecede polinom model, PMMA-CF/ZnO malzemesinde
9%0.73 oraninda CF/ZnO kullanilmasi durumunda basma modiilii degerini 1214 MPa
ongormektedir ve bu sonug¢ deneysel olarak gozlemlenmesi beklenen CF/ZnO
katkisinin PMMA kemik ¢imentosu iizerindeki pozitif etkisini agiklayabilmektedir.

Dolayisiyla bu li¢ modelden birinin basarili, diger ikisinin basarisiz oldugunu
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sOylemek miimkiin degildir. Ancak dordiincii dereceden polinom modelinin deneysel
olarak gozlemlenmesi beklenen sonuglarla tutarli oldugu ve diger modellerle
karsilastirildiginda kemik c¢imentosunun basma modiiliiniin modellenmesinde

kullaniminin daha uygun olacagi deneysel siireci yiiriiten uzmanlar tarafindan kabul
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Sekil 3.8: Basma modiiliiniin modellenmesinde kullanilan YSA ve NRM’nin
onerdigi modellerin karsilastirilmasi, (a) Basma modiili, (b) Yiizde mutlak hata

Sekil 3.8, basma modiiliine iliskin deneysel ve tahmin edilen sonuglari gostermektedir.

Deneysel sonuglar1 tahmin etmek i¢in YSA ve NRM kullanilmig ve bu iki yontemin
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tahmin performanslart birbirleriyle karsilagtirilmistir. YSA ve NRM yontemlerinin
gercek degerleri tahmin etme performansi Ortalama Mutlak Yiizde Hata (MAPE)
kriterine gore 0.3 ve 0.4 olarak bulunmustur. Ayrica Tablo 3.6 ve Tablo 3.7'de her iki
yontemin tahmin performansimi gosteren R? degerlerinin 1'e oldukca yakin oldugu
goriilmektedir. Yani kemik ¢imentosunun basma modiiliinii modellemek i¢in hem

YSA hem de NRM’nin kullanilabilecegini sdyleyebiliriz.

Burada iki yontemin ortaya koydugu modelleri ve kullanim kolayliklarim
degerlendirmek daha anlamli olacaktir. YSA ve NRM yontemleri kullanilarak
deneysel sonuglara en uygun modeller olarak tanjant sigmoid ve dordiincii derece
polinom elde edilmistir. Tanjant sigmoid 25 terimden olusan ve 0 ile 1 arasinda sonug
verebilen bir model iken, dérdiincii derece polinom 15 terimden olusan ve 483 ile 1215
arasinda sonug iireten bir modeldir. Burada dikkat edilmesi gereken nokta, YSA'nin
ortaya koydugu tanjant sigmoid fonksiyon tabanli modelin kullanilmasi durumunda,
ek bir donlisim formiilasyonu kullanilarak sonuglarin gercek degerlerinin elde
edilmesi gerektigidir. Ayrica tanjant sigmoid, polinom model ile kiyaslandiginda tistel
terimler igeren olduk¢a karmasik bir modeldir. Tiim bu hususlar dikkate alindiginda,
daha basit ve ekstra doniistim gerektirmeden kullanilabilen bir model sunan NRM,
kemik ¢imentosunun basma modiilii davranisinin modellenmesinde daha uygun bir

yontem olarak goriinmektedir.

YSA Model

Tanh[3.491100 — 1.951260Tanh[0.522650 — 4.041300x; — 0.334310x,] —
1.951260Tanh[4.853700 + 1.928600x; — 0.107230x,] — 1.951260Tanh[0.503950 —
3.321600x; + 1.998100x,] + 1.951260Tanh[3.102500 — 2.367800x; + 2.000400x,] +
1.951260Tanh[0.957140 + 0.652570x, + 3.664400x,]]

NRM Model

Y = 2210.049 — 3929.907x; + 3387.310x2 — 1148.968x3 + 130.996x% — 6436.200x, +
5429.828x,x, — 1227.514x2x, + 51.983x3x, + 5861.623x2 — 3872.527x,x% + 966.365x2x2 +
1148.779x3 — 1495.654x,x3 + 176.401x%

NRM ve YSA metotlariyla gerceklestirilen modelleme sonuglari degerlendirildiginde,
regresyon ve YSA modelleme yontemlerinin birlikte kullanilmasiyla olusturulan

NRM’nin YSA yerine modellemede tercih edilebilir bir metot oldugu sonucuna
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vartlmistir. Bu nedenle, diger iki ¢ikti parametreleri olan dayanim ve gerinmeyi

modellemek i¢in yalnizca NRM kullanilarak sonuglar elde edilmistir.

Tablo 3.8, basma yiikii altinda kemik g¢imentosunun basma dayanimi davranisini
modellemede 6nerilen matematiksel modelleri ve bu modellerin basarisim1 6lgmede
kullanilan R? kriteri, sinir kontrol basar1 kriteri ile ilgili olan maksimum ve minimum
basma dayanimi degerlerini gostermektedir. Sonuglara gore tiim modeller, egitim ve
test asamalarinda yiliksek tahmin performansina sahiptir. Ayrica tiim modellerde
maksimum ve minimum basma dayanimi durumunda elde edilen birinci ve ikinci
tasarim parametrelerinin degerleri aynidir. Bu modeller arasinda polinom ve
trigonometrik ifadeleri i¢ceren hibrit model deneysel sonuglarla birebir ayn1 sonuglari

vermis ve en basarili model olarak belirlenmistir.

Tablo 3.8: Basma dayaniminin modellenmesinde NRM kullanilarak elde edilen
modellerin basar1 degerlendirmesi

2 2 Maksimum Dayanim Minimum
Model R egitim R test (MPa) Dayanlm (Mpa)
TOP 084 001 86.88 xi=4, 28.82 x1=4,
X2=1 X2=0.1
TOP 083 094 86.81 xi=4, 28.56 xi=4,
X2=1 X2=0.1
SOT  0.99 1 87.64 xi=4, 23.34 x1=4,
X2=1 X2=0.1
X1=4, X1=4,
HM1 1 1 87.45 - 23.34 )

Sekil 3.9, kemik ¢imentosu basma dayanimi davranisinin modellenmesinde kullanilan
hibrit matematiksel model tarafindan tahmin edilen degerler ile gercek degerler
arasindaki hata iliskisini gdstermektedir. Burada modeli ve deneysel sonuglar1 igeren
tic boyutlu grafik, modelin standart matematiksel polinom ifadeleri ile elde
edilemeyecek kadar karmasik bir yapiya sahip oldugunu agik¢a gostermektedir.
Ayrica gergek ve tahmin edilen degerlerin uyumunu ve standart hatayi gosteren

grafikler hibrit modelin basarisin1 destekleyen sonuglardir.
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Sekil 3.9: Basma dayanimi i¢in NRM’nin 6nerdigi modelin, (a) gercek ve tahmin
edilen sonuglar iliskisi, (b) hatalarin dagilimi, (c) gliven araligi, (d) 3B matematiksel
modelin gosterimi

Tablo 3.9, PMMA kemik ¢imentosunun basma gerinim davranisinin modellenmesinde
kullanilan {i¢ farkli matematiksel modelin basar1 degerlendirmesini gostermektedir.
Egitim, test ve sinirlilik kontrolii degerlendirme kriterleri dikkate alindiginda deneysel
sonuglara daha yakin sonuclar veren polinom ve trigonometrik ifadelerden olusan
hibrit modelin en basarili model oldugu soylenebilir. Ancak hibrit modelin daha
basarili olmasi diger iki modelin kullanilamayacagi anlamina gelmemektedir. Aksine,
bu modellerin tahmin performanslari ve irettikleri maksimum ve minimum gerinim
degerleri deneysel sonuglarla tutarlidir. Bu nedenle, modelleme asamasinda hesaplama
stiresini kisaltmak ve yiiksek tahmin kapasitesine sahip daha basit bir modelle
calismak isteniyorsa, polinom ve trigonometrik modeller hibrit modele alternatif

olabilir.
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Tablo 3.9: Basma yiikii altinda gerinmenin modellenmesinde NRM kullanilarak elde
edilen modellerin basar1 degerlendirmesi

Maksimum Gerinme Minimum Gerinme
(%) (%)

FOP 0.81 0.86 38.27 x1=2, X»=0.18 2.94 X1=4, x2=1
SOT 0.78 0.92 37.16 x1=2, X»=0.15 3.17 X1=4, X2=1
HM?2 0.98 0.99 4142 x1=2, X2=0.26 3.28 X1=4, x2=0.96

Model Rzegitim thest

Sekil 3.10, kemik ¢imentosu basma gerinim davranisint modellemede kullanilan hibrit
modelin basar1 degerlendirmesi ile ilgili grafiksel sonuglar1 icermektedir. Grafiksel
sonuclar, gercek ve tahmin edilen degerlerin tutarli oldugunu ve bu ikisi arasindaki
hatanin istatistiksel olarak kabul edilebilir bir aralik olan £2 aralifinda degistigini
gostermektedir. Yine deneysel gergek sonuglar ve hibrit modelin ti¢ boyutlu grafiginin
bir arada sunuldugu gorsel ve tahmin edilen degerlerin istatistiksel gliven araligini

gosteren bantlar hibrit modelin basarisini destekleyen sonuglar sunmaktadir.
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Sekil 3.10: Basma gerinmesi i¢in NRM’nin 6nerdigi modelin, (a) ger¢ek ve tahmin
edilen sonuglar iliskisi, (b) hatalarin dagilimi, (c) giiven araligi, (d) 3B matematiksel
modelin gosterimi

79



Literatiirde kemik ¢imentosu ile ilgili matematiksel modelleme c¢aligmalari oldukca
azdir. Incelenen calismalarda en sik kullanilan yontemler YSA ve YYY dir. Bu
yontemlerin kullanildig1 modelleme ¢alismalarinda en sik goriilen eksiklikler ve

sorunlar:

1) Kemik ¢imentosu modellemesi {iizerine yapilan tiim ¢aligmalarda,
genellikle polinom formlar1 olan yalnizca bir veya iki farkli regresyon
modeli kullanilir. Bu durum, polinom yapilarinin agiklayamadigi daha
karmasik problemler i¢in modelleme silirecinde engel teskil etmektedir.
Stireci daha dogru tanimlayabilen modeller kullanmak yerine, tahmin
kapasitesi diisiik olan modeller polinom ifadeler kullanilarak ortaya
konulmaktadir.

2) YSA, istatistiksel modelleme yontemleri kullanilarak ¢oziilemeyen biiyiik
veri igeren problemler i¢in daha uygun olsa da, veri tiirii ve boyutu ne
olursa olsun yanlis bir sekilde amacinin disinda modelleme metodu olarak
kullanilmaktadir. Bu durum hatali sonuglar tiretilmesine sebep olabilir.
Ayrica, YSA’da tahmin sonucunu dogrudan etkileyen noron sayisi, gizli
katman sayisi, aktivasyon fonksiyon tipi, egitim fonksiyonu, 6grenme
fonksiyonu, iterasyon sayisi, ag tipi gibi parametrelerin rastgele bir sekilde
degistirilerek matematiksel modellemenin gerceklestirilmeye caligilmasi
siklikla rastlanan bir durumdur.

3) YSA ile modellemede elde edilen modelin dogrudan kullanilamamas: da
istenmeyen bir durumdur. Elde edilen sonuglar ekstra bir doniistim formiilii

kullanilarak yeniden belirlenir.

Bu nedenlerden dolayi, PMMA kemik ¢imentosunun matematiksel modellemesinde
yeni bir metot olan NRM yaklasimi Onerilmistir. Sonuglar, YSA ile regresyon
yaklagiminin avantajlarini birlestiren hibrit NRM’nin, tahmin performansinda YSA

kadar basarili ve uygulamasi daha basit bir yontem oldugunu gostermektedir.
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Bolim 4

R? Model Degerlendirme Kriteri

4.1 Model Basarisin Belirlemede Tek Kriter Olarak R?

Kullanimi

R%nin tek basma bir degerlendirme kriteri olarak kullanilmasi sonucu elde edilen
modeller, gercek sonuglari ¢ok basarili bir sekilde tahmin edebilmektedir, ancak bu,
Onerilen modelin problem olgusunu dogru bir sekilde agiklayabildiginin degil yalnizca
gercek sonuglar ile uyum igerisinde oldugununun bir gostergesidir. Bu nedenle, bu
konuda dogru bir degerlendirme yapabilmek i¢in tiim veri setini kullanarak bir model
olusturmak yerine veri setini egitim-test ve egitim-test-dogrulama gibi iki veya ii¢
parcaya bolmek gerekmektedir. Bu yaklagimda egitim datalar1 kullanilarak olusturulan
model, daha once hi¢ karsilasmadig1 datalar ile test ve dogrulama islemlerine tabi
tutulur. Boylece tiim datalar1 kullanarak model olusturma yaklagimina goére daha
giivenilir bir model elde edilebilir; ancak egitim, test ve dogrulama asamalarindaki
basar1 her zaman modelin kullanilabilir oldugunu garanti etmez. Bu nedenle bir diger
bagsar1 kriteri olan smirlilik kontrolii, gelistirilen model fonksiyonlar1 tarafindan
saglanmasi gereken onemli bir kriterdir. Tim miihendislik parametrelerinin sonlu
oldugu gerceginden hareketle miihendislik sistemlerinde gergcek¢i modelleme,
stnirlilik kriterinin saglanmasiyla miimkiin olur. Bu dogrultuda, dnerilen modellerin
tanimlanan problemdeki miihendislik parametre araliklarina bagli olup olmadigi
dogrulanmalidir. Tiim bu kriterleri basarili bir sekilde saglayan modellerin stabilitesini
test etmek de mutlaka dikkate alinmasi gereken bir adimdir. Stabilite testinde girdi
parametrelerinin degerleri belirli seviyelerde arttirilip azaltilarak bu durumun g¢ikti

degerleri iizerindeki etkisi incelenir. Uretilen ¢ikt1 degerleri miihendislik agisindan
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gercekei aralikta kaliyorsa aday model stabildir. Sonug olarak bu asamalar1 basariyla
gecen model, YYY tarafindan 6nerilen modele gore ¢ok daha giivenilirdir. Bu durum
asagida farkli miihendislik problemlerinde karsilastirmali agiklamalar1 ile

tartisilmaktadir.

Problem 4

Ye, W., Wang, X., Liu, Y., & Chen, J. (2021). Analysis and prediction of the
performance of free- piston Stirling engine using response surface methodology and
artificial neural network. Applied Thermal Engineering, 188, 116557.
https://doi.org/10.1016/j.applthermaleng.2021.116557 [41]

Bu ¢alismada arastirmacilar, dogrusal olmayan serbest pistonlu bir Stirling motorunda
girdi ve ¢ikt1 parametreleri arasindaki iliskiyi YYY ve YSA metotlari1 kullanarak
matematiksel modellemeyi amaglamislardir. Segilen termodinamik ve dinamik
tasarim parametrelerinin ¢gikti parametreleri; (i) yer degistirici ve piston genlikleri (xq
Ve Xp), (ii) calisma frekansi (f) ve (iii) ¢ikis giicii (pout) tizerindeki etkileri incelenmistir.
Veri setinin olusturulmasinda BBD tasarim yontemi kullanilmistir. Tasarim

parametreleri ve onlarin seviye degerleri Tablo 4.1'de verilmistir.

Tablo 4.1: Dizayn parametreleri ve seviye degerleri

Seviyeler
Parametreler Sembol L1 L2 L3
Sicak ug sicaklig X1 723 823 923
Soguk ug sicakligi X2 288 300.5 313
Yiik soniimlemesi X3 12 13 14
Yer degistirici i¢in yay X 12000 15 44
sertligi
Piston i¢in yay sertligi Xs 10000 13000 16000

YYY sonuglarma goére ikinci derece polinom model kullanmak dort ikt
parametresinin girdiler ile iliskisini modellemek i¢in de yeterli olmaktadir. Referans

calismada bu sekilde elde edilen ikinci derece polinom modellerin R? tahmin
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performansi 0.99 olarak tespit edilmistir. Burada 6nemli bir soru ortaya ¢ikmaktadir:
Modelleme icin R? tek basina yeterli bir degerlendirme kriteridir denilebilir mi? Ve
ayn1 zamanda R?nin datay1 iyi fit etmesi, problem olgusunu da dogru tanimladig
seklinde yorumlanabilir mi ? Bu sorulara cevap bulabilmek i¢in referans ¢alismada
verilen data seti %75 egitim ve %25 test olarak iki parcaya ayrilmis ve egitim datalari
kullanilarak ikinci derece polinom modellerin her bir ¢ikt1 i¢in katsayilari tespit
edilmistir. ANOVA analizi ile modelde yer almasi gereken ve modelden
¢ikarilmasinda bir sakinca bulunmayan terimler belirlenerek ikinci derece polinom
modellerin nihai halleri elde edilmistir. Burada beklenti, eger R? hem datayi iyi fit edip
hem de problem olgusunu dogru tanimlamamiza yardimci oluyorsa geriye kalan
%25’lik datanin ¢ikt1 degerlerinin katsayilar1 belirlenmis olan ikinci derece polinom

modeller tarafindan yiiksek tahmin performansi gostererek belirlenebilmesidir.

Tablo 4.2: Cikt1 parametrelerini modellemek igin 6nerilen modellerin basari
degerlendirmesi

Model bagar1 degerlendirmesi

Cikt1 parametresi

R? R? diizeltme
Yer degistirici genlikleri (Xq) 0.996 0.992
Piston genlikleri (xp) 0.997 0.994
Calisma frekans: (f) 0.999 0.999
Cikis giicti (Pout) 0.998 0.997

Tablo 4.2, 40 satirlik egitim veri seti kullanilarak her ¢ikt1 parametresi igin elde edilen
matematiksel modelleri gostermektedir. Tablo 4.2°de her bir ¢ikt1 parametresi igin elde
edilen modellerin R? basar1 olgiitleri referans c¢alismada 55 satir datanin timii
kullanilarak elde edilen modellerin R? basar1 olgiitleri ile karsilastirildiginda bir fark
goriilmedigi, her iki durumda da R? degerlendirme kriterinin 0.99 seviyelerinde oldugu
ve ikinci derece polinom modellerin tiim ¢iktilarin modellenmesinde kullanilabilecegi

sonucuna varilmistir.
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Tablo 4.3 ikinci derece polinom model ANOVA analizi

p-degeri - Xq p-degeri - Xp  p-degeri-f p-degeri - Pout

Model <0.0001 <0.0001 < 0.0001 < 0.0001
X1 <0.0001 <0.0001 < 0.0001 < 0.0001
X2 <0.0001 <0.0001 <0.0001 <0.0001
X3 <0.0001 <0.0001 0.9290 < 0.0001
X4 <0.0001 <0.0001 <0.0001 <0.0001
X5 <0.0001 <0.0001 < 0.0001 < 0.0001

X1 X2 0.0073 0.0018 0.3770 0.0031
X1 X3 0.0135 0.0067 0.2909 0.1191
X1 X4 0.6990 0.2761 < 0.0001 < 0.0001
X1 X5 0.0128 0.0740 0.4785 <0.0001
X2 X3 0.3354 0.2501 0.8587 0.3718
X2 X4 0.3827 0.4620 0.0001 <0.0001
X2 X5 0.5763 0.3060 0.2909 0.0014
X3 X4 0.0302 0.0531 0.7220 0.1016
X3 X5 0.1018 0.0430 0.7220 0.9439
Xa X5 <0.0001 <0.0001 < 0.0001 < 0.0001
X1? <0.0001 <0.0001 <0.0001 0.5913
X2 0.9597 0.7590 < 0.0001 0.2228
X3? 0.7313 0.6590 < 0.0001 0.9327
X4? <0.0001 <0.0001 0.9290 <0.0001
Xs? 0.1669 0.2187 < 0.0001 0.8574
Hata
Toplam

Egitim datalar1 kullanilarak her bir ¢ikti parametresi igin elde edilen matematiksel
modellerin parametrelerinin model de yer almasin1 gerektirecek derecede dnemli olup
olmadigina ANOVA analizi ile karar verilmistir. Tablo 4.3’de her bir ¢ikt1 igin
modellerde yer alan terimlerin “p” degerlerine bakilarak 6nem derecelerinin tespit

edildigi bir degerlendirmeye yer verilmistir.
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P degerinin 0.05'den kii¢lik olmasi, model terimlerinin ¢ikti parametresi tizerinde
onemli bir etkisinin olabilecegini gosterir. Bu durumda X1, X2, X3, X4, X5, X1 X2, X1 X3, X1
Xa, X3 Xa, X4 Xs, X12, X4*> onemli model terimleridir. 0.1'den biiylik degerler, model
terimlerinin anlamli olmadigini gosterir. Model igerisinde ¢ok sayida dnemsiz model

terimi varsa, model derecesini diisiirmek modelin basarisini arttirabilir.

ANOVA analizi ile modelden atilmasinda bir sakinca goriilmeyen terimlerin
cikarilmast ile elde edilen nihai modeller Tablo 4.4 de verilmistir. Bu modellerin R?
tahmin performansi sonuglart ANOVA analizini destekler niteliktedir. Modelde
onemli bir etkisi olmadig1 diisiiniilerek yer verilmeyen terimler modellerin R? tahmin
performansinda bir degisiklige sebep olmamistir. Dort farkli ¢iktt icin YYY
kullanilarak matematiksel modellemenin yapildigt bu c¢alismada, Onerilen tiim
modellerin R? degerleri 0.99'dur. Burada 6nerilen modellerin verilere ¢ok iyi uydugu

sOylenebilir.

Tablo 4.4: ANOVA analizi sonucu gereksiz terimlerin atilmasiyla elde edilen
modellerin basar1 degerlendirmesi

Model basar1 degerlendirmesi

Cikt1 parametresi

R? R? diizeltme
Yer degistirici genlikleri (xq) 0.996 0.993
Piston genlikleri (xp) 0.996 0.994
Calisma frekansi (f) 0.999 0.999
Cikas giicii (pout) 0.997 0.996

Ancak daha 6nce de vurgulandig gibi burada asil merak edilen konu modellerin test
asamasinda da ayni performansi gosterip gosteremeyecekleri sorusudur. Bunun igin
her bir ¢ikt1 parametresinin modellenmesinde kullanilan modellere %25°lik test datas1
girdi olarak verilerek gergek degerleri tahmin etmesi istenmistir. Modellerin daha
once hi¢ karsilasmadiklart test verileri ig¢in tahmin performanslart Sekil 4.1'de

gosterilmistir.
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Sekil 4.1: Cikt1 parametreleri icin 6nerilen modellerin test asamasi basari
degerlendirmeleri
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Sekil 4.1'de gosterildigi gibi, xq ¢iktis1 i¢in Onerilen matematiksel model test
asamasinda basarisiz olurken, diger ii¢ ¢ikti parametresi test asamasini basariyla
tamamlamistir. Ancak, daha 6nce de belirtildigi gibi, modelin tanimlanan tasarim
parametrelerinin deger araliklarinda gercek¢i sonuglar iiretip iiretmediginin bir
gostergesi olarak sinirlilik kontroliiniin de basarili bir sekilde gerceklestirilmesi

gerekmektedir.

Tablo 4.5, dort ¢ikt1 parametresi i¢in Onerilen modellerin sinir kontrol kriteri dikkate
alindiginda incelenmesi gereken maksimum ve minimum degerlerini gostermektedir.
Bu sonuglara gore, caligsma frekansi ¢iktisini ifade eden model disindaki tiim modeller
siirlilik kontrol kriterinde basarisiz olmustur. Bu {i¢ ¢iktinin ilgili modellerinden elde
edilen minimum degerler, pratikte imkansiz ger¢ekci olmayan sonuglardir. Yalnizca

calisma frekansi ¢iktisi i¢in Onerilen model tiim kriterleri basariyla karsilamistir.

Tablo 4.5: Cikt1 Parametreleri i¢in sinir kontrol (boundedness check) kriteri
kapsaminda elde edien maksimum ve minimum degerler

Cikt1 parametresi Maksimum Minimum
Yer degistirici genlikleri (xq) 2.671 -0.476
Piston genlikleri (xp) 8.692 -1.392
Calisma frekansi (f) 66.455 59.264
Cikis giicti (pout) 133.444 -28.901

Bu problemde elde edilen sonuglarla ilgili olarak sadece R?'ye dayali model se¢iminin
hatalara neden olacagimi sdylemek miimkiindiir. Yiiksek R? degeri yalmzca modelin
tahmin sonuglarinin gercek sonuglarla iyi derecede uyumlu oldugu anlamina gelir.
Miihendislik problemlerinde beklentimiz sadece verilere iyi uyan bir model saglamak
degil, aym1 zamanda problemle uyumlu gergek¢i sonuglar sunabilen bir model
olusturmaktir. Bu kapsamda modeller dort ¢ikti icin de egitim, test ve siir kontrol
kriterleri dikkate alinarak degerlendirilmistir. Yalnizca ¢alisma frekansi ¢iktisi igin
Onerilen model, belirtilen test kriterlerini bagariyla karsiladi. Bu durumda diger {i¢ ¢ikt1
icin referans c¢alismada[41] sunulan ikinci dereceden polinom modellerinin

kullanilabilir oldugunu sdylemek miimkiin degildir.
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Sekil 4.2: Calisma frekansi ¢ikt1 parametresi i¢in 6nerilen modelin stabilite testi, (a)
girdi parametrelerinin degerleri belirli oranlarda arttirildiginda ,(b) girdi
parametrelerinin degerleri belirli oranlarda azaltildiginda
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Stabilite modelin kararliligimni 6lgen bir degerlendirme kriteri olarak tanimlanmisti.
Dort ¢ikti parametresi arasindan sadece ¢aligma frekansi i¢in Onerilen model, egitim,
test ve sinir kontrolii kriterlerini basariyla saglayabildiginden dolayr bu modelin
stabilitesini test etmek yeterli olacaktir. Stabilite testinde girdi parametresinin
degerleri belirli seviyelerde arttirilip azaltilarak bu durumun ¢ikt1 degerleri tizerindeki
etkisi incelenir. Uretilen ¢ikt1 degerleri miihendislik acisindan gercekei aralikta
kaliyorsa aday model uygun demektir. Bu test kapsaminda, girdi parametresinin
degerleri %1, %5, %10, %20, %50 artinlip azaltilarak calisma frekansi ¢ikti

parametresinin degerlerinin degisimi Sekil 4.2° de grafiksel olarak verilmistir.

Sekil 4.2 sonuglarina gore ¢alisma frekansi i¢in Onerilen ikinci derece polinom model
oldukga stabil goriinmektedir. Girdi parametrelerinin degerlerinde %50 oranlarina
varan arttirim ve azaltima ragmen cikti parametresi degeri makul aralikta kalmaya
devem etmistir. Dolayisiyla diger ¢ikti1 parametreleri igin onerilen modellerin aksine
calisma frekansi igin 6nerilen polinom modelin egitim, test, sinir kontrol ve stabilite

analiz degerlendirme kriterlerini basariyla saglayan bir model oldugu sdylenebilir.

Problem 5

Chacon, J. M., Caminero, M. A., Garcia-Plaza, E., & Nunez, P. J. (2017). Additive
manufacturing of PLA structures using fused deposition modelling: Effect of process
parameters on mechanical properties and their optimal selection. Materials &
Design, 124, 143-157. [42]

Bu c¢alismada; arastirmacilar, 3B eriyik biriktirme yontemiyle iiretilen PLA
numuneleri i¢in ¢ekme ve egilme yiikleri altinda basma yonii, tabaka kalinligi ve
ilerleme hizi imalat parametrelerinin mekanik performans iizerindeki etkilerini
aragtirmiglardir. Mekanik dayanim ve modiil ¢ikt1 parametreleri olarak belirlenmis ve
FFD tasarim yontemi ile olusturulan 36 satirdan olusan bir veri seti matematiksel
modelleme i¢in kullanilmistir. Tasarim parametreleri ve alabilecekleri seviye degerleri

Tablo 4.6'da goriilmektedir.
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Tablo 4.6: Katmanli iiretim dizayn parametreleri ve seviye degerleri

Seviyeler
Parametreler Sembol L1 L2 L3 L4
Tabaka kalinlig X1 0.06 0.12 0.18 0.24
Besleme orani X2 20 50 80 -
1 2 3

Basma yonii X3 (Dikey)  (Kenar boyu) (Yatay)

PLA malzemenin mekanik performansi, YYY yontemi ve ANOVA analizi
kullanilarak matematiksel olarak modellenmistir. Tiim veri seti kullanilarak elde
edilen modelin basar1 degerlendirilmesi R? kriteri kullanilarak yapilmistir. Bu
calismada, bu degerlendirmenin tek basina yeterli olmayacagi ve bu nedenle
matematiksel modellemenin bu béliim kapsaminda 6nerilen degerlendirme dlgiitlerine
gore yeniden olusturulmasi gerektigi gosterilecektir. Modelleme siirecinde tiim ¢ikti
parametreleri i¢in benzer adimlari tekrarlamak yerine sadece ¢ekme dayanimi igin
bahsedilen modelleme islemi uygulanarak elde edilen sonuglar tartisilmigtir. Buradaki
amag, her ¢ikt1 parametresini ayr1 ayrt modellemek degil, modelleme siirecindeki her
adimin 6nemini vurgulamaktir. Bu nedenle istenildigi takdirde modelleme adimlarini
takip ederek diger c¢ikti parametreleri i¢in matematiksel modeller olusturmak

mumkindiir.

Tablo 4.7: Cekme dayanimi i¢in 6nerilen matematiksel modeller

1 SON 0.95 0.94 - - - -

2 SON 0.94 0.92 0.95 - - -

3 SON 0.96 0.95 0.88 -0.39 - -

4 TON 0.94 0.93 0.95 0.74 93.15 23.33
5 SOTN 0.97 0.96 0.98 0.88 364.54 -1846.82

*katsayili modeller ekler kisminda verilmistir

Tablo 4.7, cekme dayanimi igin Onerilen matematiksel modelleri ve bunlarin gergek

cekme dayanimi degerlerini tahmin etmedeki performanslarini gostermektedir.
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Burada, ilk model tiim veri seti kullanilarak olusturulur. Daha sonra veriler egitim ve
test olmak iizere iki gruba ayrilarak ikinci model; egitim, test ve dogrulama gruplarina
ayrilarak iglincii, dordiincii ve besinci model olusturulmustur. Birinci ve ikinci
modeller incelendiginde ikinci dereceden polinom’un gercek sonuglari tahmin etmede
oldukga basarili oldugu goriilmektedir. Ancak birinci ve ikinci modele benzer olan
ticiincli model dogrulama iglemine tabi tutuldugunda tahmin performansina iliskin
diisiik bir deger elde edilmektedir (R? = -0.39). Soyle ki, sadece egitim veya egitim ve
test asamalar dikkate alindiginda, ikinci dereceden polinom kullanilabilir bir model
gibi goriiniitken, dogrulama asamasinda bu modelin tahmin performans: yeterli
degildir. Diger iki model iiciincii dereceden polinom (dordiinci model) ve ikinci
dereceden trigonometrik (Besinci model) modeller egitim, test ve dogrulama
kriterlerini basariyla saglamistir. Bu iki model arasinda R? dikkate alindiginda
trigonometrik modelin daha basarili oldugu sdylenebilir. Ancak modellerin alabilecegi
maksimum ve minimum sinir degerlere bakildiginda trigonometrik modelin gergekte
miimkiin olmayan maksimum ve minimum sonuglar iirettigi goriilmektedir. Buna
karsilik, ticlincli dereceden polinom model, referans calismada verilen deneysel
sonuclarla tutarli mantiklt sonuglar iiretir. Referans calismada deneysel olarak
maksimum ve minimum ¢ekme dayanimi degerleri 89.1 MPa ve 20.2 MPa olarak elde
edilirken, onerilen ii¢lincii dereceden model cekme dayanimini sirastyla 93.15 MPa ve

23.33 MPa olarak bulmustur.

Bu nedenle; egitim, test, dogrulama ve sinir kontrolii kriterlerini basariyla karsilayan
tek model tigiincii derecede polinom dur denilebilir. Son adim olarak, bu modelin
saglamligin1 6lgmek igin stabilite testi uygulanmustir. Sekil 4.3, girdi parametrelerinin
degerlerinin %1, %5, %10, %20, %50 oraninda artirilip azaltildigt durumda PLA

malzemenin ¢ekme mukavemeti sonuglarinin degisimini gostermektedir.

Sonuglara gore, girdi parametrelerinin degerlerindeki degisime bagl olarak ¢ekme
dayaniminin tutarlii@in1 korudugu ve makul diyebilecegimiz 20 ile 120 MPa
araliginda degisen degerler aldigi goriilmektedir. Egitim, test ve dogrulama
asamalarinda tahmin performansi kendisinden daha iyi olan modeller olmasina ragmen
ticlinci derece polinom model 3B katmanli iiretim metodu kullanilarak iiretilen

malzemelerin ¢cekme dayaniminin modellenmesinde tek uygun model olmustur.
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Sekil 4.3: Cekme dayanimi ¢ikt1 parametresi i¢in Onerilen modelin stabilite testi, (a)
girdi parametrelerinin degerleri belirli oranlarda azaltildiginda,(b) girdi
parametrelerinin degerleri belirli oranlarda arttirildiginda
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Bu sonug, bdliim boyunca énemine vurgu yapilmaya calisilan R? tek basma bir
degerlendirme kriteri olarak model basarisin1 6l¢gmede yeterli olamayabilir goriisiinii
desteklemekte ve mutlaka modeli test, dogrulama, sinir kontrol, stabilite Kriterlerini de

dikkate alarak degerlendirmenin gerekliligini ortaya koymaktadir.
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Bolim 5

Model Olusturmada Polinom Yapilarin

Kullanimi

Modelleme siirecinde girdi ve ¢ikti parametreleri arasindaki iliski matematiksel
modeller kullanilarak tanimlanir. Bu siirecte, girdi ve ¢ikt1 iligkisini en dogru sekilde
ifade edecek matematiksel fonksiyonun ortaya konulmasi gerekir. Dolayisiyla,
kullanilacak matematiksel modellerin ¢esitliliginin fazla olmas1 ilizerinde calisilan
prosesi ve girdi-¢ikti iligkisini en az hata ile tanimla yoniinde giiglii bir etki saglar.
Literatiirdeki matematiksel modelleme ve optimizasyon tabanli ¢alismalar dikkate
alindiginda polinom tipi modellerin baskin bir sekilde kullanildigi goériilmektedir.
Nonlineerlik seviyesi diisiik problemlerde polinom tipi modeller genelde siireci
tanimlama konusunda oldukga basarili olmasina ragmen nonlineerlik seviyesi yiiksek
daha kompleks problem tiplerinde tek basina polinom yapilar yeterli hassasiyette
¢ozlim iiretme konusunda eksik kalmaktadir. Buradaki basarisizlik 6nerilen polinom
modellerin test ve dogrulama asamalarinda net bir sekilde goriillmektedir. Bu durumun
iistesinden gelmek i¢in kullanilan matematiksel model tipini ¢esitlendirmek gerekir.
Bu boliim kapsaminda, miihendislik problemleri 6rnekleri iizerinden matematiksel
model tipleri ve karsilagtirmalar1 yapilip, baz1 durumlarda polinom modellerin siireci
dogru tanimlama konusunda yetersiz kaldig1 veya siireci daha iyi tanimlayabilecek
baska matematiksel modellerin olabilecegi vurgusuna yer verilmistir. Bu kapsamda
Makine Miih. ilgi alaninda yer alan ti¢ farkli problem ele alinmistir. Her bir problem

tipi i¢in detayli agiklama ve degerlendirmelere asagida yer verilmistir.
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Problem 6

Mahdi  Gerdooei, Mohammad Javad Rezaei & Hasan Ghaforian
Nosrati (2022) Improving the performance of a multi-layer armored system subjected
to shock loading of an underwater explosion, Mechanics of Advanced Materials and
Structures, 29:3, 419-428. [43]

Bu calisma, bir su alt1 patlamasinda sok yliklemesine maruz kalan ¢ok katmanli bir
zirthli sistemin tasarlanmasini amaglamaktadir. Tasarim parametreleri ve bu

parametrelerin alabilecegi seviye degerleri Tablo 5.1'de sunulmustur.

Tablo 5.1: Zirh sistemi i¢in belirlenen tasarim parametreleri ve alabilecekleri seviye
degerleri [43]

Seviye

Parametreler Sembol L1 L2 L3 L4 L5

Zirh kalinlig X1 6.6 10 15 20 23.4
Silisyum

karbiir plaka X2 1.6 5 10 15 18.4
kalinlig

Patlayicinin

zirh sistemine X3 1.33 14 1.5 1.6 1.66
uzakligi

Tasarim parametreleri dikkate alinarak veri seti olusturmak i¢in CCD yodntemi
kullanilmistir. Hedef katmandaki gerilme ve deplasman ¢ikti parametreleri olarak
belirlenmistir. Bahsedilen girdi ve ¢ikt1 parametrelerini i¢eren veri seti Tablo 5.2'de

verilmistir.

Burada, bu caligmanin tekrar ele alinmasindaki temel amac; gerilme ciktist icin
onerilen lineer modelin 0.68 olarak tespit edilen R? basar1 dlciitiiniin farkli tip
matematiksel modeller kullanilarak gelistirilebilecegini gostermektir. Daha onceki
boliimlerde yapilan degerlendirmeler sonucunda, tiim datayr kullanarak model
olusturmanin bizi yanilgiya diisiirebilecegi, onerilen matematiksel modellerin daha
once karsilasmadigi bir test datasi ile basarisinin tekrar gézden gegirilmesinin modelin

giivenilirligini arttirdig1 gosterilmistir.
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Tablo 5.2: CCD metodu kullanilarak zirh sisteminde girdi ve ¢ikt1 parametreleri
arasindaki iliskisi tanimlamak i¢in olusturulan deney seti [43]

X1 %o X3 Gerilme Deplasman

(MPa) (mm)
1 15 10 1.5 36.29 13.03
2 10 5 14 36.83 24.2
3 15 10 15 36.29 13.03
4 15 10 1.5 36.29 13.03
5 20 15 1.6 34.7 12.41
6 10 15 1.6 33.28 11.78
7 15 10 1.5 36.29 13.03
8 15 10 1.66 32.62 11.09
9 15 18.4 1.5 35.48 7.49
10 20 15 14 37.9 7.31
11 15 10 1.5 36.29 13.03
12 10 15 14 37.13 14.16
13 6.6 10 1.5 36.67 21.73
14 15 10 1.5 36.29 13.03
15 15 1.6 15 40.07 21.83
16 10 5 1.6 35.61 22.24
17 23.4 10 15 36 7.44
18 15 10 1.33 42.1 15.08
19 20 5 1.6 34.8 12.41
20 20 5 1.4 38.9 14.37

Dolayisiyla, referans calismanin aksine data seti e8itim ve test olarak iki gruba
ayrilarak modelleme siireci yuriitilmiistiir. Farkli matematiksel model tiplerinin basari

oranlar1, maksimum ve minimum gerilme degeri tahminleri Tablo 5.3 ‘de sunulmustur.

Sonuglar incelendiginde, egitim asamasinda tiim modellerin 0.78 ve {izeri basari
oranina sahip oldugu, en basarili model SONR, en basarisiz model L olarak tespit
edilmistir. Burada ortaya konulan modellerin tamami referans ¢alismada Onerilen

lineer modelden daha basarili gziitkmektedir.
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Tablo 5.3: Gerilme ¢iktisi i¢in dnerilen matematiksel modellerin basari

degerlendirmesi
RZgitim  Rdizeltme R2test Maksimum Minimum
L 0.78 0.7 0.71 41.85 31.43
LR 0.79 0.71 0.66 42.67 32.23
SON 0.93 0.9 -715.92 154.85 -2.24
SONR 1 1 -55.3 9.47E+08 -1372450
TON 0.97 0.95 0.86 253.52 -180.36
TONR 0.99 0.98 0.84 1.87E+08 -102689
FOTN 0.88 0.84 -14.82 42.43 23.38
FOTNR 0.98 0.97 0.77 419299 -1.05E+14
SOTN 0.99 0.98 0.86 49.74 -5.49
SOTNR 0.98 0.97 0.77 5.76E+06 -3.29E+09
FOLN 0.83 0.77 0.88 42.87 31.83
FOLNR 0.85 0.8 0.97 59.77 30.94
SOLN 0.93 0.89 -0.03 45.07 32.95
SOLNR 0.97 0.95 0.72 60704.1 -1664.4

Bununla birlikte modellerin test asamasindaki basarilar1 da dikkate alindiginda SON,

SONR, FOTN ve SOLN modellerin gercek degerleri tahmin etme konusunda kabul

edilemez seviyede basarisiz olduklar1 goriilmektedir. Benzer sekilde, modellerin

ortaya koydugu maksimum ve minimum gerilme degerleri dikkate alindiginda L, LR,
FOTN, FOLN, FOLNR ve SOLN disindaki modellerin iirettigi sonuglarin

mithendislikte gergek bir karsiligi olmayan kabul edilemez gerilme degerleri oldugu

goriliir. Tim bu degerlendirmeler dogrultusunda, tiim kriterleri basariyla saglayan

modeller L, LR, FOLN ve FOLNR dir. Bu dort model arasinda ise FOLNR daha

yiiksek tahmin performansi ile 6n plana ¢ikmaktadir.

Sekil 5.1; FOLNR modeli i¢in tahmin edilen ve gozlenen degerler iliskisini, tahmin

edilen degerlerin hata seviyelerini, tahmin edilen degerlerin istatistiksel giiven bantlar1

acisindan degerlendirilmesini gostermektedir.
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Sekil 5.1: Gerilme ¢iktis1 icin FOLNR modelin istatistiksel analizi, (a) hatalarin
normal dagilimi, (b) standart hata dagilimi, (c) tahmin edilen ve gozlenen degerler
iligkisi, (d) giiven aralig1 bantlari

FOLNR model igin sonuglar incelendiginde, hatalarin normal dagilima sahip oldugu
ilk grafikten goriilmektedir. Ayrica her bir ¢ikti degeri i¢in gerceklesen ve tahmin
edilen degerler arasindaki farktan elde edilen hatanin bu hata degerinin standart
hatasina orani da ikinci grafikte goOsterilmistir. Burada hatalar1 gdsteren nokta
dagilimlarinin istatistiksel olarak kabul edilebilir araligi +3 ile -3 arasinda olmasidir.
Uciincii  grafikte, tahmin edilen degerler regresyon ¢izgisine ¢ok yakin
kiimelenmektedir. G6zlenen ve tahmin edilen degerler birbiriyle uyumludur. Son
olarak dordiincii grafikte veriler cogunlukla %99 giliven araliginda, bazilar1 ise %95
giiven aralifindadir. Bu, istatistiksel tahminlerin makul oldugunu ve diger

grafiklerdeki sonuglarla tutarli oldugunu gostermektedir.

Tiim bu sonuglar goz ontline alindiginda, FOLNR modelinin L modeline gére daha
basarili oldugu ve onun yerine alternatif olarak kullanilabilecegi s6ylenebilir. Ayrica
tekrar ele alinan 6rnek literatiir ¢aligmasi1 matematiksel modelleme siirecinin polinom

modellerle sinirlandirilmamasi gerektigini agik¢a gostermistir.
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Problem 7

Shui, L., Chen, F., Garg, A., Peng, X., Bao, N., & Zhang, J. (2018). Design
optimization of battery pack enclosure for electric vehicle. Structural and
Multidisciplinary Optimization, 58(1), 331-347. [18]

Omriinii Tamamlamis Araglar yonetmeligi ve emisyon limit diizenlemeleri (Euro 5 &
Euro 6) nedeniyle, otomotiv endiistrisinde g¢evre dostu ve hafif elektrikli arag
bilesenlerinin aragtirilmasi zorunlu hale gelmistir. Pil modiillerinin bir araya
gelmesinden olusan Lityum-iyon pil paketi, elektrikli araglar i¢in en O6nemli ana
bilesenlerden biridir. Elektrikli aracin ¢alismasi sirasinda pil takimi ve muhafazasi,

gerilmelere ve deformasyonlara neden olan farkli mekanik yiiklere maruz kalir.

Referans alinan bu c¢aligma, maksimum dogal frekans, minimum agirlik ve
deformasyon dikkate alinarak elektrikli ara¢c akii paketi muhafazalarinin
tasarlanmasini amaglamaktadir. Batarya paketi muhafazasina iliskin veri seti referans
calismada CCD ve LHS tasarim yontemleri kullanilarak olusturulmustur [18]. Tasarim
parametreleri (i) pil kutusu duvar kalinligi (x1), (ii) pil kutusu alt kalinlig1 (x2), (iii)
modiil alt kalinlig1 (x3), (iv) pil modiiliiniin uzun duvar kalinlig1 (x4), (v) pil modiiliiniin
genis duvar kalinlhig1 (xs) ve (vi) sicaklik (xs) seklinde tanimlanmigtir. Bahsedilen girdi

ve ¢ikt1 parametrelerini igeren veri seti Tablo 5.4'de verilmistir.

Tezin bu boliimiinde, modellemede bazi durumlarda polinom yapilarin yeterli
olamayabilecegi alternatif diger matematiksel model tiplerinden de faydalanmanin
gerekli oldugu vurgulanmaya ¢alisilmaktadir. Bu kapsamda 6rnek bir problem olarak
ele alinan elektrikli arag batarya paketi muhafazasi ¢alismasi, farkli model tiplerinin,
maksimum dogal frekans c¢iktis1 ve tasarim parametreleri iligkisinin en dogru sekilde
modellenmesindeki etkisini incelemeyi amaglamaktadir. Burada referans c¢alisma
yeniden ele alinmig ve dogal frekans ile tasarim parametreleri arasindaki iligki

polinom, rasyonel, trigonometrik ve logaritmik modellerle tanimlanmaya ¢alisilmistir.
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Tablo 5.4: LHS ve CCD metotlar1 kullanilarak elektrikli ara¢ batarya muhafaza
paketinin tasarimi i¢in olusturulan deney seti [18]

Girdiler Ciktilar
Deformasyon Dogal Agirlik

X1 X2 X3 X4 X5 X6 frekans
(m) G
1217 155 117 132 325 3479 0.0019 90.12 15.81

162 171 139 132 331 33.65 0.0018 88.66 17.65
132 166 128 162 3.04 36.07 0.0018 89.28 16.78
121 151 137 131 292 38.76 0.0019 92.07 15.61
138 1.7 118 158 292 38.46 0.0018 89.3 16.73
129 153 131 126 252 39.26 0.0019 92.73 15.37
101 113 126 139 324 38.96 0.0019 93.25 14.41
135 149 125 137 313 4283 0.0018 90.64 16.12
127 154 114 125 284 3416 0.0019 91.15 15.43
124 179 12 16 288 38.56 0.0019 89.23 16.57
105 133 128 155 3.08 46.43 0.0019 92.52 15.15
126 138 106 15 247 40.66 0.002 90.11 14.94
117 139 112 142 257 4526 0.002 91.3 14.79
137 176 124 129 295 37.19 0.0018 90.43 16.51
143 191 109 126 218 4255 0.0019 88.97 16.1
122 169 122 114 279 38.06 0.0019 90.88 15.54
1.07 136 155 136 287 39.55 0.0019 93.15 15.09

114 161 112 141 318 37.85 0.0019 89.86 15.75
128 157 12 148 256 4784 0.0019 91.23 15.68
125 15 128 145 264 39.65 0.0019 90.72 15.58
125 153 133 133 3.7 4403 0.0018 90.25 16.48
134 164 116 136 322 42.69 0.0018 89.46 16.4
117 174 101 138 3.01 4154 0.002 88.27 15.79
152 124 097 111 291 447 0.002 89.69 15.08
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R? kriteri ve modelin simirlilign hakkinda bilgi veren maksimum ve minimum dogal
frekans degerleri dikkate alinarak yapilan matematiksel model degerlendirme

sonuglar1 Tablo 5.5'de gosterilmektedir.

Tablo 5.5: Dogal frekans ¢iktisi i¢in 6nerilen matematiksel modellerin basari
degerlendirmesi

R?egitim R?diizeltme R?*test R%dog. Maksimum  Minimum

L 0.76 0.74 0.82 0.92 96.52 84.72
SON 0.87 0.86 0.82 0.67 100.16 74.75
TON 1 1 -235 -86 513.31 -371.76
FOTN 0.82 0.8 0.84 0.94 95.53 83.35

SOTN 0.89 0.88 0.89 0.84 98.8 73.2
FOLN 0.76 0.74 0.84 0.92 96.94 84.87
SOLN 0.86 0.85 0.85 0.67 100.92 75.78
LR 0.81 0.8 0.6 0.7 641169 -2.61E+07
SONR 0.98 0.98 -6.2 0.1 1.70E+11 -3.50E+07
TONR 0.83 0.82 0.78 0.91 100.72 84
FOTNR 0.87 0.86 0.7 -0.03 5.00E+07 -1.17E+06
FOLNR 0.81 0.8 0.6 0.53 5.12E+04 -1.20E+15
SOLNR 0.92 0.91 -2.11 0.81 3381 -21396

Sonuglar incelendiginde, egitim asamasinda en basarili model SONR, en basarisiz
modeller ise L ve FOLN olarak tespit edilmistir. Bununla birlikte modellerin test ve
dogrulama asamalarindaki performanslar1 da dikkate alindiginda TON, SONR,
FOTNR, SOLNR gercek sonuglari tahmin etme konusunda basarisiz olmalari
sebebiyle elenen modellerdir. Burada dikkat ¢eken bir nokta egitim asamasinda en
basar1 model olarak 6n plana ¢ikan SONR modelin test ve dogrulama agamalarinda
cok diisiik performans gostermis olmasidir. Benzer sekilde modellerin iirettikleri
maksimum ve minimum dogal frekans degerleri dikkate alinarak sinir kontrolleri
gerceklestirildiginde TON, LR, SONR, FOTNR, FOLNR ve SOLNR modellerin
gercek dogal frekans problemlerinde karsiligi olmayan anlamsiz sonuglar ortaya

koyduklar1 ve bu sebeple kullanilamaz olduklar1 goriilmiistiir.
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Basarili  modelleri egitim, diizeltme, test ve dogrulama asamalarindaki
performanslarmin  ortalamasi  alinarak  olusturulan  ortalama R2?  tahmin
performanslarina gore siraladigimizda en basarili modelin SOTN oldugu goriilmiistiir.

Diger modellerin basar1 durumlari ve siralamalar1 Tablo 5.6 de verilmistir.

Tablo 5.6: Ortalama R? ve model terim sayilar1 dikkate aliarak model basarilarmin

degerlendirilmesi

Model
RZgitim  R%dizelime R?test RPvaid OrtalamaR? terim  Maks.  Min.

sayisl
SOTN 0.89 0.88 0.89 0.84 0.875 50 98.8 73.2
FOTN 0.82 0.8 0.84 0.94 0.85 13 95,53 83.35

TONR 0.83 0.82 0.78 091 0.835 168 100.72 84

FOLN 0.76 0.74 0.84 0.92 0.815 7 96.94 84.87
L 0.76 0.74 0.82 0.92 0.81 7 96.52 84.72
SOLN 0.86 0.85 0.85 0.67 0.8075 28 100.92 75.78
SON  0.87 0.86 082 0.67 0.805 28 100.16 74.75

Tablo 5.6’daki sonuglara gore trigonometrik model tiplerinin 6n plana ¢ikan daha
basarili modeller olduklar1 goriilmektedir. Literatiirde, YY'Y yaklagimi ile modelleme
yapildiginda kullanilabilecek model tipleri rasyonel olmayan polinomlar ile sinirli
kalmaktadir. Bu durum, prosesi modelleme de yasanacak eksikliklerin yaninda
optimum tasarim elde etme konusunda da yanilgiya sebep olur. Dolayisiyla
matematiksel modelleme siirecinde kullanilabilecek alternatif model tipleri 6nermek
prosesi daha dogru tanimlamak ve sonrasinda optimum tasarima ulagsmak i¢in
kesinlikle tizerine ¢aligilmasi gereken bir konudur. Bu ¢alismada tanimlanan, elektrikli
ara¢ batarya paketi muhafazasi i¢in dogal frekansin tahminine yonelik en uygun
matematiksel modelin ortaya konulmasi probleminde en basarili model SOTN dir.
Modeller igerdikleri terimler ve terim sayilar1 dikkate alinarak daha basit veya daha
karmasik yaprya sahip modeller olarak siniflandirilabilir. Bu durumda yaklasik tahmin
performansi gosteren modellerden daha basit yapiya ve az terim sayisina sahip olani
kullanmanin daha mantikli oldugu diisiiniilebilir. FOTN modelin igerdigi terimler ve

terim sayist dikkate alindiginda, daha karmasik ve fazla terim sayisi iceren SOTN
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model yerine kullaniminin daha mantikli oldugu diistiniilebilir ancak modelin sadece
tahmin performansina bakarak bu degerlendirmeyi yapmak dogru degildir. Daha 6nce
stabilite olarak adlandirilan ve modelin tahmin performansinin yaninda kararliligini da
Olgen kriteri dikkate alarak bir degerlendirme yapmak daha anlamli olacaktir. Modelin
stabilitesini 6l¢mek i¢in girdi parametrelerinin degerleri belirli oranlarda arttirilip
azaltilarak cikti parametresi degerleri lizerindeki etkisi incelenir. Elde edilen ¢ikti
parametresi degerleri mithendislik agisindan gergekgi kabul edilebilecek uygulanmasi

miimkiin bir aralikta kaliyorsa aday modelin stabilite testinden basariyla gectigi

sOylenebilir.
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Sekil 5.2: Dogal frekans ¢iktis1 igin SOTN modelin stabilite analizi, (a) girdi
parametrelerinin %1, 5, 10, 20 oranlarinda azaltim1 durumunda, (b) girdi
parametrelerinin degerlerinin %1, 5, 10, 20 oranlarinda arttirim1 durumunda, (c) girdi
parametrelerinin degerlerinin %50 oraninda azaltimi durumunda, (d) girdi
parametrelerinin degerlerinin %50 oraninda arttirimi1 durumunda

Sekil 5.2, SOTN modelin dogal frekans ¢iktis1 icin stabilite testi analiz sonuglarini
gostermektedir. Stabilite testinde girdi parametre degerleri; 1%, 5%, 10%, 20%, 50%
artirllip azaltilarak dogal frekans c¢ikti degerinin degisimi grafiksel olarak
gozlenmistir. Sekil 5.2 a ve b’ de goriildiigii gibi girdi degerlerini % 20’ye kadar
arttrmak ve azaltmak dogal frekans degerlerinde anormal bir degisime sebebiyet
vermemistir. Ancak Sekil 5.2 ¢ ve d’ de girdilerin % 50 seviyesindeki degisimi dogal

frekansta mithendislik bakimindan makul olmayan bir degisim olusturmustur. Burada
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ortaya cikan negatif dogal frekans ve 150 hz ve iizeri dogal frekans gercekte

karsilasilmasi miimkiin olmayan degerlerdir.
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Sekil 5.3: Dogal frekans ¢iktisi icin FOTN modelin stabilite analizi, (a) girdi
parametrelerinin %1, 5, 10, 20, 50 oranlarinda azaltimi durumunda, (b) girdi
parametrelerinin degerlerinin %1, 5, 10, 20, 50 oranlarinda arttirimi1 durumunda
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Sekil 5.3, FOTN modelin dogal frekans c¢iktisi i¢in stabilite testi analiz sonuglarini
gostermektedir. SOTN modelden farkli olarak Sekil 5.3 (a) ve( b)’ de goriildiigi gibi
girdi degerlerini 50%’ e kadar arttirmak ve azaltmak dogal frekans degerlerinde
anormal bir degisime sebebiyet vermemistir. FOTN ve SOTN modelin stabilite testi
sonuglari incelendiginde FOTN modelin SOTN modele gore daha kararli oldugu
sOylenebilir. Ayrica FOTN modelin igerdigi terimler ve terim sayisi dikkate

alindiginda, daha basit bir yapiya sahip oldugu goriiliir.
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Sekil 5.4: Dogal frekans ¢iktis1 i¢in FOTN modelin istatistiksel analizi, (a) hatalarin
normal dagilimi, (b) standart hata degerleri, (C) standart hata oranlarinin dagilimi (d)
tahmin edilen ve gbzlenen degerler iligkisi

Sekil 5.4, tahmin edilen ve gozlenen degerler iliskisini, tahmin edilen degerlerin hata
oranlarin1 ve bunlarin dagilimlarini, tahmin edilen degerlerin istatistiksel tahmin
bantlar1 agisindan degerlendirilmesini gostermektedir. FOTN modele ait sonuglar
incelendiginde tahminden kaynaklanan hatalarin normal dagilim gosterdigi Sekil 5.4
a’da goriilmektedir. Ayrica her bir ¢ikti degeri i¢in gerceklesen ve tahmin edilen
arasindaki farktan elde edilen hatanin bu hata degerinin standart hatasina orani da Sekil

5.4 b’de gosterilmistir. Burada hatalar1 gosteren nokta dagilimlarinin istatistiksel
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olarak anlamli ve kabul edilebilir olmasi i¢in +3 ile -3 arasinda degisiyor olmalari
gerekir. Sekil 5.4 ¢’de hatalarin gogunlukla 0-1 araliginda yer aldigi goriiliir. Sekil 5.4
d’de, tahmin edilen degerler, regresyon cizgisine yakin ve %95 tahmin aralig
bandinda kiimelenir. Bu, istatistiksel tahminlerin makul oldugunu ve diger

grafiklerdeki sonuglarla tutarli oldugunu gostermektedir.
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Sekil 5.5: Dogal frekans ¢iktis1 icin SOTN modelin istatistiksel analizi, (a) hatalarin
normal dagilimi, (b) standart hata degerleri, (c) standart hata oranlarinin dagilimi (d)
tahmin edilen ve gozlenen degerler iligkisi

Sekil 5.5, SOTN model kullanilarak elde edilen tahmin sonuglarin gergek degerler ile
iliskini ve hata degerlerinin istatiksel olarak degerlendirilmesini gdstermektedir.
FOTN model ile benzer degerlendirmeleri yapmak miimkiiniidiir. Hatalarin normal
dagildigi, tahmin degerlerinin 95% giiven araliginin igerisinde yer aldig1 ve hatalarin

-1 ile 1 araliginda yogunlastig1 sdylenebilir.

Bu ¢aligsma, model degerlendirme kriterleri; sinir kontrolii, stabilite analizi ve hatalarin

istatistiksel dagilimi incelenerek hem FOTN hem de SOTN modelin polinom modeller
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yerine dogal frekans1 modellemede kullanilabilecek daha uygun modeller olduklarini
ortaya koymustur. FOTN ve SOTN modeller bir birleri ile karsilastirildiginda ise her
iki modelin de baz1 degerlendirme kriterlerinde birbirlerine iistiinliik sagladiklarini ve
net bir tercih yapmak yerine FOT modelin daha az terimli ve stabilitesi daha yiiksek,
SOT modelin ise tahmin performansi daha iyi bir model oldugunu sdylemek daha

anlaml olacaktir.

Problem 8

Mathematical Modeling and Optimum Design of Zinc Oxide Nanostructures Modified
Carbon Fiber Reinforced Polymethylmethacrylate-based Bone Cement Composite

Using Machine Learning Methods

Matematiksel modellemede polinom yapilarin tek baslarina yeterli olamayabilecegine
ornek olmasi bakimindan incelenen bir diger calisma biyomedikal alanindandir. Bu
caligma kapsaminda ele alinan polymethylmethacrylate (PMMA), ortopedi ve
travmatolojide en sik kullanilan akrilik kemik ¢imentosudur. Eklem degistirme
operasyonlarinda yiikii protez implant ile kemik arasinda aktarmak igin eklem
sizdirmazlik maddesi goérevi goriir. Tipik kullanim alanlar1 arasinda total eklem
protezleri, kemik defektlerinin doldurulmasi ve osteoporoza bagli vertebral kiriklarin
tedavisi sayilabilir. Tibbi uygulamalarda siklikla kullanilan ve insan sagligi i¢in
oldukca onemli olan bu kemik ¢imentosunun miihendislikte gerekli olan mekanik
ozellikleri saglamasi gerekmektedir. Bu nedenle farkli oranlarda karbon fiber (CF) ve
¢inko (Zn) velveya cinko oksit (ZnO) eklenerek gii¢lendirilmis PMMA kemik
c¢imentosunun mekanik o6zelliklerinin uygun matematiksel modellerle belirlenmesi

bliylik 6nem tagimaktadir.

Bu calismanin amaci, PMMA kemik c¢imentosunun mekanik o6zelliklerinin
modellenmesinde degerlendirme kriterlerini karsilayan en iyi modelleri bulmaktir.
Ayrica bu siirecte polinom modellerin tek baglarina yeterli olup olamayacagi
sorgulanmistir. Bu baglamda; polinom, trigonometrik, tistel (lojistik sigmoid) ve bu
ifadelerin birlestirilmesi de dahil olmak iizere hibrit modeller aday model olarak kabul
edilmis ve gercek sonuglart tahmin etme performanslari istatistiksel olarak
Olciilmiistir. Matematiksel modellerin incelendigi mekanik 6zellikler, egilme

yiiklemesine maruz kalan PMMA kemik ¢imentosunun modiil, dayanim ve gerinme
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parametreleridir. Belirtilen mekanik ozellikleri etkileyen tasarim degiskenleri,
malzeme tipi (X1) ve malzeme oranidir (x2). Burada CF, CF/Zn ve CF/ZnO birinci
tasarim parametresi (x1) ve bu malzemelerin PMMA kemik ¢imentosundaki oranlari

ise ikinci tasarim parametresi (x2) ile iligkilidir.

Matematiksel modelleme asamasinda kullanilan PMMA kemik ¢imentosunun modiil,

dayanim ve gerinim degerlerine iliskin egitim ve test verileri Tablo 5.7'de verilmistir.

Tablo 5.7. PMMA kemik ¢imentosu i¢in egme yiikii altinda elde edilen modiil,
dayanim ve uzama degerleri

Egme Yiiklemesi

Modiil Dayanim Gerinme

(MPa) (MPa) (%)

Egitim PMMA 0 1507.14 23.22 3.59

Test 0.1 1861.94 36.61 1.33

Egitim 0.25 1399.63 35.61 2.24

PMMA-CF

Egitim 0.5 1978.70 43.53 2.17

Egitim 1 1531.00 34.95 2.62

Egitim 0.1 1783.14 23.46 2.01

Egitim 0.25 1765.39 38.8 2.05
PMMA-CF/Zn

Test 0.5 1414.05 36.77 3.47

Egitim 1 875.73 16.22 211

Egitim 0.1 1534.56 27.86 1.76

Egitim 0.25 2156.43 25.88 1.07
PMMA-CF/ZnO

Egitim 0.5 1868.02 36.51 2.28

Test 1 1542.33 19.54 1.66

Tablo 5.8, egilme modiiliinii dogru bir sekilde tanimlamak i¢in dnerilen matematiksel
modelleri ve bunlarin basar1 degerlendirme kriterleri sonuglarini gostermektedir.
Matematiksel modeller polinom, trigonometrik ve bu iki formu birlestiren hibrit
formlardan olusur. Elde edilen sonuglara gére FOTN model test asamasinda basarisiz
olurken, FON ve HM3 modeller tiim degerlendirme kriterlerini karsilamaktadir. R?

degerlendirme kriterlerine gore egitim ve test asamalarinda FON model HM3 modele
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gore daha basarili olmasina ragmen HM3 modelin {irettigi sonuglar deneysel
sonuclarla daha yiiksek uyum i¢indedir. Deneysel sonuglarda, maksimum egilme
modiilii ve ilgili tasarim parametresi degerleri sirasiyla; 2156 MPa ve x1=4, Xx2=0,25
iken, HM3 model tarafindan tahmin edilen modiil ve tasarim parametreleri 2246 MPa
ve x1=4, X2=0.29 dir. Yani, deneysel sonuglar ve HM3 model, en yiiksek egilme
modiili elde etmek i¢in CF/ZnO eklenmis PMMA kemik ¢imentosunun kullanilmasini
onermektedir. Buna karsilik, FON model, CF eklenmis PMMA kemik ¢imentosunun
en yiiksek egilme modiilii saglayacagi bilgisini vermektedir. Ek olarak, hem deneysel
sonuclar hem de modeller, CF/Zn katki maddelerinin PMMA kemik ¢imentosu ile

desteklenmesi durumunda egilme modiiliiniin minimum olacagini1 gostermektedir.

Tablo 5.8: Egilme modiiliiniin modellenmesinde NRM kullanilarak elde edilen
modellerin basar1 degerlendirmesi

Maks. Modiil Min. Modiil
(MPa) (MPa)

FON 099 0.98 2684.23 X1=2, X2=0.77  869.67 x1=3, X2=1
FOTN 099 -0.17 1879.93 X1=4, X2=0.1  1231.05 x1=3, X2=1
HM3 0.94 1 2246.82 X1=4, X2=0.29  834.88 x1=3, x2=1

Model  RZgitim  RPtest

Sekil 5.6, kemik ¢imentosu malzemesinin egilme modiilii davranigini tanimlayan
HM3’iin ayrintili bir grafiksel degerlendirmesini gostermektedir. Grafiksel sonuglara
gore, onerilen HM3’lin gergek sonuglart olduk¢a diisiik hata oranlariyla tahmin
edebildigi, istatistiksel bakimdan hata oranlarinin giivenli kabul edilen siirlar
icerisinde kaldig1 soylenebilir. Sekil 5.6 d’de deneysel sonuglar ve énerilen modelin
bir arada yer aldig1 grafiksel gosterim modelin basarisini desteklemekte ve egilme

modiiliiniin matematiksel davranisi ile ilgili fikir vermektedir.
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Sekil 5.6: Egilme modiilii igin NRM nin 6nerdigi modelin, (a) gercek ve tahmin
edilen sonuclar iliskisi, (b) hatalarin dagilimi, (c) giiven araligi, (d) 3B matematiksel
modelin gosterimi

Tablo 5.9, PMMA kemik ¢imentosu malzemesi igin egilme dayanimi davranisini
aciklamak i¢in kullanilan matematiksel modelleri ve onlarin basar1 degerlendirme
kriterleri sonuglarin1 gostermektedir. Sadece HM4 ve HMS5’in tiim degerlendirme
kriterlerini sagladigi ve TON ve FON modellerin test asamalarinda ve sirlilik
kontroliinde basarisiz oldugu goriilmektedir. FON model, hem test asamasinda hem de
tirettigi maksimum ve minimum degerlerin miithendislik ve uygulama agisindan makul
olup olmadiginin kontrol edildigi sinirhilik kontrol asamasinda basarisiz oldu. Bu
model, kemik ¢imentosunun egilme dayanimini kabul edilemez degerler olan
maksimum 158 MPa ve minimum -128 MPa olarak bulmustur. TON model sadece test
kriterlerini karsilayamamuistir ve sinir kontroliinde elde edilen maksimum ve minimum

egilme dayanimlar1 deneysel sonuglarla tutarli kabul edilebilir degerlerdir.
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Tablo 5.9: Egme yiikii altinda dayanimin modellenmesinde NRM kullanilarak elde
edilen modellerin basar1 degerlendirmesi

2 ) Maksimum Dayanim Minimum Dayanim
Model R egitim R%est (Mpa) (Mpa)
TON 1 -3.96 51.69 X1=2, X2=0.75 16.22 X1=3, X2=1

FON 0.9 0.003  150.12 X1=3, X2=0.1 -128.07  Xx1=3, X2=0.69
HM4 0.91 0.89 43.85 X1=2, X2=0.67 16.11 X1=3, X2=1
HMS 0.93 0.75 43.77 X1=2, X2=0.67 16.23 X1=3, X2=1

PMMA kemik ¢imentosu malzemesinin egilme mukavemeti davranigini tanimlayan

HM4’iin ayrintil bir grafiksel degerlendirmesi Sekil 5.7'de verilmistir.
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Sekil 5.7: Egilme dayanimi i¢in NRM’nin 6nerdigi modelin, (a) ger¢ek ve tahmin
edilen sonugclar iliskisi, (b) hatalarin dagilimi, (c) giiven araligi, (d) 3B matematiksel
modelin gosterimi
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Grafiksel sonuglara gore, onerilen HM4’iin ger¢ek sonuglari oldukca diisiik hata
oranlariyla tahmin edebildigi, istatistiksel bakimdan hata oranlarinin giivenli kabul

edilen sinirlar igerisinde kaldig1 sdylenebilir.

Tablo 5.10, PMMA kemik ¢imentosu egilme gerinme davranisini agiklamak igin
onerilen matematiksel modelleri ve onlarin basar1 degerlendirme sonuglarini
gostermektedir. HM6 ve LS modelin tim degerlendirme kriterlerini basariyla
sagladig, dordiincii dereceden polinom modelinin ise test asamasinda basarisiz oldugu
goriilmektedir. HM6 ve LS modeller tarafindan bulunan %0.95 ve %0.81'lik egilme
gerinim degerleri, deneysel sonug ile tutarli (%1.07) ve ondan daha iyi bir tasarim
sunmaktadir. Hem deneysel sonu¢ hem de HM6 ve LS matematiksel modeller en
diisiik egilme gerinmesinin CF/ZnO kapli PMMA malzemesi kullanilarak elde
edilebilecegini ortaya koymaktadir.

Tablo 5.10: Egme yiikii altinda gerinme davraniginin modellenmesinde NRM
kullanilarak elde edilen modellerin basar1 degerlendirmesi

Model RZgitim R%est  Maksimum Gerinme (%)  Minimum Gerinme (%)

FON 1 0.46 3.36 X1=3, X2=0.68  1.07  x1=4, x.=0.24
HM6 0.97 0.98 3.30 X1=3,X2=0.55 0.95 x1=4, x2=0.24
LS 1 0.96 3.49 X1=3,X2=0.42  0.81  x1=4, Xx2=0.32

Sekil 5.8, PMMA kemik ¢imentosu malzemesinin egilme gerinim davranigini
tanimlayan HM6’nin ayrintili bir grafiksel degerlendirmesini gostermektedir. Sekil 5.8
a, b ve c’deki grafiksel sonuclar; model tarafindan tahmin edilen degerlerin ve
deneysel olarak elde edilen ger¢ek sonuglarin istatistiki agidan tutarli oldugunu
gostermektedir. Sekil 5.8 d’de tahmin edilen ve gerceklesen degerlerin uyumu,
matematiksel modelin deneysel sonuglarin bir arada verildigi grafiksel gosterimde

acikca goriilmektedir.
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Sekil 5.8: Egme yiikii altinda gerinme davranisinin modellenmesinde i¢in NRM’nin
onerdigi modelin, (a) gercek ve tahmin edilen sonuglar iliskisi, (b) hatalarin dagilima,
(c) giiven aralig1, (d) 3B matematiksel modelin gosterimi

Bu boliim kapsaminda ii¢ farkli miihendislik alanindan problem incelenmis ve
polinom yapilarin matematiksel modelleme de her zaman yeterli olup olmadigi
degerlendirilmistir. Ele alinan problemlerde de goriildiigii gibi polinom yapilar bazen
girdi ve ¢ikti arasindaki iliskiyi modelleme yetersiz kalabilmekte veya tamamen
basarisiz olabilmektedir. Bu gibi durumlarda, alternatif model tipi olarak
trigonometrik, tistel fonksiyonlardan ve onlarin bir arada kullanildig1 hibrit yapilardan
faydalanmak modellemede 6nemli bir iyilestirme ve fayda saglayabilir. Incelenen
ornek problemlerde bu model yapilarinin polinom modellerle karsilastirmalar1 detayl
bir sekilde yapilmis ve alternatif model yapilar1 kullanmanin avantaji agik bir sekilde

ortaya konulmustur.
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Bolim 6

Taguchi Deney Tasarim Metodu

6.1 Taguchi’nin Bir Deney Tasarim Metodu Olarak

Kullanilmasinin Modelleme Uzerindeki Etkisi

Taguchi  birgok farkli alandaki problemlerin deney tasarimi, modelleme ve
optimizasyonu amaciyla kullanilan literatiirde en sik karsilagilan metotlardan biridir.
Taguchi’nin ¢ok fazla tercih edilen bir metot olmasimin temel sebebi deney tasarimi
sirecinde yapilmasi gereken deney sayisinin minimum seviyede tutulmasini miimkiin
kilmas1 ve bunun dogal sonucu olarak tiim problemlerde en dnemli faktor olarak 6n
plana ¢ikan maliyeti diistirmesidir. Taguchi’yi prestijli bir metot haline getiren bu
durumun sonucu olarak miihendislik, fizik, kimya, biyoloji, tip, sosyal bilimler gibi
birgok farkli alan problemlerinde Taguchi kullanimini gérmek miimkiindir. Taguchi
ortogonal dizilimi arastirmacilara deney seti olusturma konusunda ¢ok genis bir
tasarim imkani sunar. Daha 6nce deney tasarim metotlarindan bahsedilirken sunulmusg
olan Taguchi dizayn tablosu incelendiginde, dizayn parametreleri ve onlarin seviye
degerleri dikkate alinarak farkli deney tasarim setleri olusturmanin miimkiin oldugu
gordlebilir. Baz1 Taguchi dizilimleri kullanildiginda diger deney tasarim metotlart ile
deney sayisi ve icerdigi parametreler bakimindan biiyiik oranda benzerlik s6z konusu
iken, bazi Taguchi dizilimleri ise deney sayisin1 alternatif deney tasarim metotlari ile
karsilastirildiginda ¢ok diisiik sayilarda tutmaktadir. Bu cazip bir durum gibi goézikse
de deney tasarimi, modelleme ve optimizasyon birbirlerinden ayr1 disiiniilmemesi
gereken bir siirecin pargalar1 oldugu i¢in herhangi birinde ortaya ¢ikan aksaklik diger
adimlari da etkiler. Yani Taguchi’nin az deney sayis1 ile modelleme ve optimizasyon

imkan1 sunmasi ele alinan problemin dogru tanimlanmasi ve analiz edilmesi ile ilgili
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yanilgiya sebep olabilir. Bu sebeple, deney tasarimi bu tiglii siirecin ¢ok énemli bir
adimidir. Kullanilacak deney tasarim metoduna karar verilmeden dnce ele alinan
problemin dizayn parametreleri, kisitlar1 ve onlarin deger araliklar1 dikkatli bir sekilde
analiz edilmelidir. Tablo 6.1’de literatiirde en sik kullanilan Taguchi ortogonal
dizilimlerine ve onlarin kullanildig1 ¢alismalara 6rnekler verilmistir. Taguchi metodu
farkli sayilarda dizayn parametrelerine sahip bir¢ok miihendislik probleminde deney
tasarim, modelleme ve optimizasyon metodu olarak kullanilmaktadir. En ¢ok 6n plana
¢ikan Taguchi ortogonal dizilimleri L8, L9, L16, L18, L25, L27 ve L32 dir.
Modellemede ise lineer, ikinci ve tguncli derece polinom matematiksel modeller
kullanilmaktadir. Tablo 6.1’de Taguchi metodu tarafindan gergeklestirilmesi 6nerilen
deney sayisi ile normalde tiim segenekler dikkate alinarak gergeklestirilmesi gereken
deney sayisi karsilastirildiginda dikkat ¢eken bir durum ortaya ¢ikmaktadir.  Taguchi
metodu FFD’e gore bazi durumlarda yiizde bir baz1 durumlarda ise neredeyse binde
bir oraninda deney gergeklestirilmesini onermektedir. Tiim bu bahsedile agiklamalar
dogrultusunda Taguchi metodunun irettigi sonuglarin giivenilirligini tartigmak
mutlaka ele alinmasi gereken bir konu haline gelmistir. Bu sebeple asagida detaylar
aciklanan problemde en ¢ok karsilagilan taguchi ortogonal dizilimleri kullanilarak
deney tasarimi ve modelleme siireglerinde elde edilen sonuglar FFD sonuglari ile

karsilastirilarak Taguchi’nin verimliligi incelenmistir.
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Tablo 6.1: Literatiirde en sik kullanilan Taguchi ortogonal dizilimleri ve 6rnek ¢aligmalar

Dizayn Taguchi
Yil Calisma Calisma Parametresi Ortogonal FFD Deney Amag Fonksiyonu Model
Konusu N Sayisi
Sayisi Dizilimi
Yiizey piiriizliligii
. . 3B katmanli 3 Sertlik
2018 Raju ve dig.[1] iiretim 4 L18(2x3°) 54 Cekme dayanimi L
Egme modiilii
. Tren fren 18
2021  Hong ve dig. [44] disktasarimi 18 L32(2%°) 262144 Sicaklik SON
Pahange ve Ucak kanat 5 Agirlik i
2016 Abolbashari [3] tasarimi 6 L18(2x3") 486 Deplasman
Otomotiv
. kompozit 4 Agirlik
2016  Zeng ve dig. [45] tampon 4 L9(3%) 81 Maliyet TON
tasarimi
Fountas ve
2021  Vaxevanidis [46] S0 Katmanh 3 L9 (3% 27 Boyutsal hata SON
uretim Uretim suresi
Elyaf takviyeli
kompozit Bizllme
2019 Kun ve dig. [47] enjeksiyon 5 L27(3%) 243 Carpiklik SON
kaliplama Artik gerilme
islemi
. . Malzeme kaldirma
2021 Chaudhari ve dig. Elektroero_zyon 4 L16(4%) 256 oran L
[48] prosesi . e e
Yiizey piiriizliligi
2022 ~ Jaharive Akylz  Otomobil fren 9 L16(2° x3%) 1728 Soguma siiresi L

[2]

diski tasarimi
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2021

Polimer

Kumar ve dig. kompozitlerde

L16(4%)

64

Malzeme kaldirma
orani
Yiizey piirizlilagi

[49] delme prosesi Itme kuvveti
Tork
Huang ve dig. Lazer kaynak 6 Kaynak derinligi i
2021 [50] prosesi L25(5") 15625 Kaynak dayanimi
Cheng ve dig. Rizgar tirbini 3 L .. ]
2022 [51] kanat tasarim L9 (3°) 27 Turbin verimi
Elsayed ve dig Enerji
2022 [52] ' depolama L25 (5%) 15625 Tdrbin hidrolik guci
sistemleri
Kabuk ve boru
2020  Bigervedig [53] P! L16(4°) 1024 Sicaklik :
esenjorunun Basing
tasarimi
. . Elastik moddil
20p1 ~ Maguliri vedig. 3B katmanh L8(22 x4) 16 Cekme dayanumi i
[54] uretim K i .
opma gerinmesi
Bina
. . havalandirma 4 Sicaklik
2019  Lenin ve dig. [55] sistemlerinin L8(2% x4) 64 Kiitlesel debi SON
optimizasyonu
Bina
havalandirma
2022  Yuce ve dig. [56]  sistemlerinin L25 (5°) 3125 Hava kalitesi -
performans
analizi
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Problem 9

Hosseinzadeh, Y., Jalili, S., & Khani, R. (2020). Investigating the effects of flax fibers

application on multi-objective optimization of laminated composite plates for

simultaneous cost minimization and frequency gap maximization. Journal of Building
Engineering, 32, 101477. [57]

Bu c¢alismada Taguchi’nin bir deney tasarim metodu olarak kullanilmasinin

modelleme {iizerindeki etkisinin arastiritlmasi amaglanmistir. Bunun i¢in tabakali

kompozit malzemelerde dogal frekans araligi analizi referans problem olarak

secilmistir. Boyle bir problemin segilmesi bize deney tasarimi ve modelleme agisindan

bazi avantajlar saglar:

1. Tabakali kompozit malzemelerde dogal frekans araligi analizi analitik ¢6zimi

olan bir problemdir. Dolayisiyla veri seti olusturmak i¢in istenilen sayida ve
dogru bir sekilde sonug tiretmek miimkiin olacaktir.

Tabakali kompozit malzeme mekanigi problemlerinde ¢6ziim asamasinda
kullanilan amag¢ fonksiyonlar1 yiiksek nonlineerlik igeren trigonometrik
ifadelerden olusmaktadir. Bu durum matematiksel modelleme sirecinde
basarili model elde edibilmek i¢in daha hassas ¢alismay1 gerektirmektedir.
Tabakali kompozit malzemeler birgok kullanim alanina sahip oldugu i¢in
sistematik bir deney tasarimi ve matematiksel modelleme prosesi gelistirmek
arastirmacilarin zor analitik formul ve diferansiyel denklem c¢ozumleri ile
ilgilenmelerine gerek kalmadan kompozit malzeme mekanigi problemlerine

¢ozlim sunubilmelerine imkan saglayacaktir.

Bu degerlendirmeler dogrultusunda, Sekil 6.1’de yer alan 8 tabakali simetrik

grafit/epoksi kompozit kullanilmis ve bu yapida fiber agilari girdi, frekans aralig1 ise

¢ikt1 parametresi olarak secilmistir.

Sekil 6.1: Tabakal1 simetrik grafit/epoksi kompozit
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Tabakali kompozit dogal frekans araligi problemi Klasik Laminasyon Teorisi dikkate
alinarak ¢oziilmiistiir. Klasik Laminasyon Teorisinin varsayimlari ve detayl bilgi i¢in
referans g¢alisma incelenebilir [58]. Kompozit malzeme mekanigi tabanli analitik
formil kullanilarak dogal frekans araliginin hesaplanabilmesi igin tabakali
kompozit’in agrya bagli oOzelliklerinin tespit edilmesi gerekir. Doniistiiriilmiis
indirgenmis rijitlik matrisi [Q; ;] elamanlari agili tabakali kompozit i¢in su sekilde ifade

edilir [58].

Q,; = Qu1¢* + Q225" + 2(Q12 + 2Qg6)s2c?

Q1 = (Qu1 + Q22 = 4Qe6)5%c* + Quz(c* +5%)

Q,, = Q115" + Quzc® + 2(Quz + 2Qg)s2c?

Q16 = (@11 — Q12— 2Qe6)s¢® = (Q22 — Q12 — 2Qg6)s°¢

Qe = (Qu1 — @1z — 2Q66)cs® — (@22 — Q12 — 2Q6)sC?

Que = (Qu1 + Qa2 — 201 — 2Q46)52c2 + Qg (c* +5%) 6.1)

Doniistliriilmiis indirgenmis rijitlik matrisi igerisinde yer alan elemanlar mihendislik

sabitlerine bagli olarak ifade edilebilirler.

__ b __ L =G 6.2
Q11 = 1T —vy,vey Q22 = 1 — vy1vi Q6 = G12 (6.2)
vi2E;

_ B
12 V21 = - V12
1

1—vyv1,

Burada, E;, E,, v;,andGy, sirasiyla, tabakali kompozit malzemenin fiber yoniinde ve
fibere dik yonde elastisite modiillerini, poisson oranini ve kayma modiiliinii
gostermektedir. Egilme rijitlik matrisi [D] herbir tabaka i¢in hesaplanan
doniistiiriilmils indirgenmis rijitlik matrisi ve herbir tabakanin kalinligina bagl olarak

asagidaki gibi hesaplanabilir [58].

1

Dij =3 ;cl=1[(aij)]k(hk - hk—1)37 Lj=126 (6.3)

Ele alinan problemde amag¢ fonksiyonu olarak segilen dogal frekans modlari aras1 fark

(F) ve onunla baglantili dogal frekans (w) asagidaki gibi hesaplanir [34, 57].

= [ (@) 4 20+ 2000 () ()40 ()] -
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F= ((wgl - wfl)max — (0 — wl))z (6.5)

(a)ZGl - wfl)max

Tablo 6.2: Taguchi ortogonal dizilimleri, dizayn parametreleri ve onlarin aldigi
seviye degerleri

L8 Seviye 1 Seviye 2

X1 0 90
Senaryol X2 0 90
X3 0 90
X4 0 90
L9 Seviye 1 Seviye 2  Seviye 3
X1 0 45 90
Senaryo2 X2 0 45 90
X3 0 45 90
X4 0 45 90
L16 Seviye 1 Seviye2  Seviye3  Seviye 4
X1 0 30 60 90
Senaryo3 X2 0 30 60 90
X3 0 30 60 90
X4 0 30 60 90
L25 Seviye 1 Seviye2  Seviye3  Seviye4  Seviye b5
X1 0 22.5 45 67.5 90
Senaryod X 0 225 45 67.5 90
X3 0 22.5 45 67.5 90
X4 0 22.5 45 67.5 90
L27 Seviye 1 Seviye 2  Seviye 3
X1 0 45 90
Senaryo5 X2 0 45 90
X3 0 45 90
X4 0 45 90
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Literatiirde en ¢ok kullanilan deney tasarim ve modelleme metotlarindan biri olan
Taguchi kullanilarak deney setleri olusturulmustur. Ve yine bu deney setleri
olusturulurken literatiirde en sik rastlanan Taguchi ortogonal dizilimleri tercih
edilmistir. Taguchi’nin modellemede basarisini karsilastirabilmek i¢in tanimlanan
ayni kompozit malzemede dogal frekans problemleri FFD deney tasarim ve
modelleme metodu  kullanilarak da ele alinmis ve sonuglar birbirleri ile
karsilastirilmistir.  Burada dikkat ¢ekilmek istenen nokta, Taguchi’nin ¢ok diisiik
deney sayilariyla modelleme ve optimizasyonda kullanimi ger¢ekten anlamli mi?
Yoksa bu durum yanilgilara sebebiyet verebilecegi ig¢in kullaniminda daha dikkatli

olunmalidir goriislerini tartismaktir.

Tablo 6.2, farkl1 Taguchi ortogonal dizilimleri i¢in dizayn parametrelerini ve onlarin
aldig1 seviye degerlerini gostermektedir. Belirtilen ortogonal dizilimler icin dizayn
parametreleri ve seviye degerleri kullanilarak deney setleri olusturulmustur. Burada
L8 deney setinin 8 deneyden olustugunu gostermektedir. Benzer sekilde diger

ortogonal dizilimlerin deney sayilar1 da belirtilmistir.

Tablo 6.3: Taguchi ve FFD tasarimlarda gergeklestirilmesi gereken deney sayilari

Senaryo Taguchi FFD
Senaryol 8 (L8) 16 (L16)
Senaryo2 9 (L9) 81 (L81)
Deneme Senaryo3 16 (L16) 256 (L256)
Senaryo4 25 (L25) 625 (L625)
Senaryob5 27 (L27) 81 (L81)

Tablo 6.3, ayni1 senaryo calismasinda Taguchi ve FFD deney tasarim metotlar
kullanildig1 durumda gerceklestirilmesi gereken deney sayilarimi gdstermektedir.
Mesela Senaryol’i incelersek Taguchi kullanildigi durumda 8 deney yapmak
yeterliyken, ayn1 problem i¢in FFD 16 deney dnermektedir. Burada 6zellikle Taguchi
kullanildigi durumda L9, L16, ve L25 ortogonal dizilimlerinde FFD ile

kiyaslandiginda deney sayisinda oOnemli diisiisler saglandigi goriilmektedir.
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Dolayisiyla Taguchi ve FFD deney tasarim ve modelleme metotlarinin

karsilastirilmas ile ilgili bir gereklilik ortaya ¢ikmustir.

Tablo 6.4 deney tasarimi1 ve modelleme metotu olarak Taguchi kullanildigi durumda
farkli ortogonal dizilimler (L8, L9, L16, L25, L27) i¢in olusturulan ikinci ve li¢lincli
derece polinom modellerin basar1 durumlarini géstermektedir. R? bir degerlendirme
kriteri olarak kullanildiginda, senaryolarda (1-5) yer alan tum ortogonal dizilimler i¢in
onerilen polinom modellerin ¢ok yiiksek basar1 oranlarina sahip olduklari
gorilmektedir (R2>0.95). Ikinci bir degerlendirme kriteri olarak smir kontroli dikkate
alinarak modellerin tirettikleri maksimum ve minimum ¢ikt1 degerleri incelendiginde
senaryo 2 ve senaryo 5’de yer alan SON modellerin miithendislik bakimindan anlamsiz
degerler iirettikleri goriilmektedir. Dogal frekans araligi ¢iktisinin negatif bir deger
almas1 miimkiin degildir. Bunlarin disinda diger senaryolardaki modellerin Urettikleri
maksimum ve minimum degerler analitik formiil kullanilarak iiretilen degerler ile

tutarlilik gostermektedir.

Tablo 6.4: Taguchi deney seti kullanilarak NRM ile olusturulan modellerin basari
degerlendirmesi

Senaryo Dizayn Metot Model R? R%uzeitme  Maks. Min.

SON 1 1 1502.68 502.67
Senaryol Taguchi L8

TON 1 1 1502.68 502.67

SON 1 1 1856.76 -338.18
Senaryo2 Taguchi L9

TON 1 1 2269.76  502.67

SON 0.97 0.95 2696.28 534.75
Senaryo3 Taguchi L16

TON 1 1 2597.37 461.27

SON 0.95 0.94 2473.11 162.18
TON 0.99 0.99 2934.85 500.02
SON 1 1 1856.76 -338.18
TON 1 1 2269.76  502.67

Senaryo4 Taguchi L25

Senaryo5 Taguchi L27

Tablo 6.5’de Taguchi metodu i¢in yapilan degerlendirmenin bir benzeri FFD

kullanildigi durumda yapilmigtir. TUm senaryolarda énerilen ikinci ve (glincu derece
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polinom modellerin hem R? hem de sinir kontrol kriterlerini basari ile sagladig

gorulmektedir.

Tablo 6.5: FFD deney seti kullanilarak NRM ile olusturulan modellerin basar1
degerlendirmesi

Senaryo Dizayn Metot Model R? R%uzetme  Maks. Min.

SON 0.99 0.99 1770.02 503.78
TON 0.99 0.99 1770.02 503.78
SON 0.98 0.98 1732.93 451.13
TON 0.98 0.98 1789.96 451.13
SON 0.91 0.91 1817.7  379.8
TON 0.91 0.91 1817.7  379.8
SON 0.9 0.9 1846.9 313.01
TON 0.9 0.9 1846.9 313.01
SON 0.98 0.98 1732.93 451.13
TON 0.98 0.98 1789.96 451.13

Senaryol FFD L16

Senaryo2 FFD L81

Senaryo3 FFD L256

Senaryo4 FFD L625

Senaryo5 FFD L81_2

Tablo 6.4 ve Tablo 6.5 ‘deki sonuglar incelendiginde Taguchi’nin deney tasarimi ve
modelleme de oldukga basarili oldugu diisiiniilebilir ancak sadece deney seti datalari
kullanilarak modelleme yapmak ve model basarisina bakmak sadece modelin gergek
degerleri ne kadar i1yi tahmin ettii yoniinde bir ¢ikarim yapmamizi saglar. Oysaki
Onerilen modellerden beklenti veri seti icerisinde yer almayan bir girdi seti
soruldugunda da dogru tahminlerde bulunabilmeleridir. Bu sebeple Taguchi metodu
ile tiretilen deney setleri kullanilarak elde edilen matematiksel modeller Taguchi’ de
yer almayip FFD’ de yer alan data satirlar1 kullanilarak test edilmistir. Bu islem
gerceklestirilirken her bir senaryo ’ya karsilik gelen Taguchi ve FFD veri setleri
kullanilmigtir. Mesela Senaryol ele alinirsa Taguchi igin 8 satirdan olusan veri seti
kullanilarak model kuruldugu anlasilmaktadir. Ayn1 senaryo i¢in FFD 16 satirdan
olusan bir veri seti 6nermektedir. Dolayisiyla FFD’ de olup Taguchi’ de olmayan 8
satir vardir. Bu 8 satir kullanilarak Taguchi’nin 6nerdigi matematiksel modeller test

edilecektir. Benzer degerlendirmeler tiim senaryolar igin gergeklestirildiginde FFD
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yerine Taguchi kullanmanin nasil bir etki yaratacagimi gozlemlemek miimkiin

olacaktir.

0.5

-0.5

-1.5

-2.5

05

-0.5

-1.5

-2.5

Taguchi-SON-R? test

0.25

Tagu%hi L8 T L9 TaguchiL16 Ta.25 Ta
-0.00002 -0.29

-1.9

(a)
Taguchi-TON-R? test

0.32
. 0.06
I
Tal L8 T L9 TaguchiL16 TaguchiL25 Tal

-0.17

-2.06

(b)

27

27

Sekil 6.2: Taguchi deney seti kullanilarak olusturulan SON ve TON modellerin test

asamasindaki R? basar1 degerlendirme sonuglari, (a) SON, (b) TON

Sekil 6.2, Taguchi deney tasarim setleri kullanilarak olusturulan SON ve TON

modellerin FFD’ de yer alip Taguchi’ de yer almayan veri satirlari ile test edilmesi

sonucu elde edilen R? basar1 oranlarinin karsilastirmasini gdstermektedir. Sonuclara
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gore hem SON hem de TON model Tablo 6.4’deki yiiksek tahmin performanslarinin
aksine test asamasinda oldukga diisiik performans gostermislerdir. En yiiksek tahmin
performanslar1 Senaryo 3’de Taguchi L16 kullanildiginda SON ve TON modeller icin
R?=0.25 ve 0.32 olarak elde edilmistir. Bu sonuglar R? uyum iyilik indeksi icin oldukca
diisiik basar1 oranmi gostermektedir. Diger senaryolar icin elde edilen R? basar
oranlar1 negatif ve tahmin performansi bakimindan kesinlikle kabul edilemez
degerlerdir. Yani, Taguchi metodu, tabakali kompozit malzemelerde dogal frekans
araligi ¢iktisti modellemede basarili bir metot degildir. Ancak burada FFD
metodunun ne kadar basarili oldugunu anlamak ve Taguchi metodu ile bir
kargilastirma yapabilmek i¢in her iki metot tarafindan Onerilen matematiksel
modellerin rastgele olarak tiretilmis ayni veri seti kullanilarak teste tabi tutulmasi

gerekir.

Sekil 6.3, Taguchi deney tasarim setleri kullanilarak olusturulan SON ve TON
modellerin rastgele olarak tiretilmis 150 satirdan olusan veri seti kullanilarak test
edilmesi durumunda elde edilen R? uyum iyiligi indeksi sonuglarmi gostermektedir.
Sekil 6.2 ile benzer sekilde, en yiiksek tahmin performanslart Senaryo 3’de Taguchi
L16 kullanildiginda SON ve TON modeller igin R?=0.38 ve 0.42 olarak elde edilmistir.
Ancak bu basar1 oranlarinin yeterli olmadig1 ve dnerilen modellerin bu sartlar altinda

kullaniminin yanlig tasarimlara sebep olacagini soylemek gerekir.

Taguchi-SON-R? test

0.5 0.38
0
TaguehiL8 TaguehiL 9 TaguchilL 16 Taguehil 25 Taguehil 27
-0.25
-0.5
-1
-0.99 -0.99

-15

-2 -1.86

(a)
Sekil 6.3
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Taguchi-TON-R? test

05 0.42

0.08

0 I

Tal L8 Tal L9  TaguchiL16  TaguchilL25
-0.5

-1.5

-2.07
-2.5

(b)

Ta 27

-1.05

Sekil 6.3: Taguchi deney seti kullanilarak olusturulan SON ve TON modellerin
rastgele {iretilmis 150 satirlik test datasina gore R? basar1 degerlendirme sonuglari,

(a) SON, (b) TON

Peki, Taguchi’ de yasanan bu basarisizlik FFD tasarim metodu kullanilsaydi ortadan

kaldirilabilir miydi? Bu sorunun cevabi ig¢in Taguchi metodunu test etmede kullanilan

150 satirdan olusan veri seti FFD metodu test etmek i¢in de kullanilmig ve sonuglar

Sekil 6.4’de gosterilmistir.

FFD-SON-R? test

1 0.85
0.73 083
0.5
0
Full F | L16Full Factorial L81 Full Factorial Full Factorial

L256 L625
-0.5
-1
-1.5

-1.66
-2
(@)
Sekil 6.4
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FFD-TON-R? test

1 - 0.85

0.73 0.83 0.73
0.5
0

Full F | L16Full Factorial L81 Full Factorial Full Factorial Full Factorial

L256 L625 L81 2
-0.5
-1
-1.5

-1.67
-2
(b)

Sekil 6.4: FFD deney seti kullanilarak olusturulan SON ve TON modellerin rastgele

{iretilmis 150 satirlik test datasina gore R? bagsar1 degerlendirme sonuglari, (a) SON,
(b) TON

Sekil 6.4’deki sonuclara gore Senaryol’de 16 satirdan olusan (L16) veri seti
kullamilarak ortaya koyulan modeller disindaki diger senaryolardaki tim modeller R?
uyum iyiligi indeksi bakimindan dogal frekans araligini dogru tahmin etme konusunda
yeterli basariy1 gostermistir. Burada dikkat ¢geken bazi sonuglar vardir: (i) FFD’ de veri
setlerinin satir sayisi arttikga basari orani da artmustir, (ii) En bagarili tasarim hem SON
hem de TON modeller i¢in Senaryo4’de 1625 veri seti kullanildigi durumda elde
edilmistir. (iii)Ayn1 degerlendirmeyi Taguchi i¢in yapmak dogru degildir. Sekil 6.3’de
en basarili tasarimlarlar L16 kullanildig1 durumda elde edilmistir. Bu sonug, Taguchi’
de deney seti olusturulurken dikkate alinan ortogonal dizilimin tasarimda direk etki
yaratabilecek 6nemli veri dizilim satirlarim1  atlamis olabilecegi seklinde
yorumlanabilir. Bu durum hangi ortogonal dizilim kullanilarak veri seti olusturulmali
konusunda da soru isareti yaratmaktadir. (iv) Ayrica hem FFD hem de Taguchi’ de
gozlenen ortak bir sonug; iki seviye kullanarak veri seti olusturmanin anlamsiz
oldugudur. Bu durumda hem FFD hem de Taguchi tarafindan Onerilen modeller
basarisiz olmustur. Iki seviye kullammi durumunda dizayn parametrelerinin
alabilecegi ara degerler ile ilgili biiyiik bir esneklik s6z konusu oldugu i¢in Onerilen
modellerin problemde ortaya konulmak istenen dogal frekans aralig1 davranisini dogru

bir sekilde belirlemeleri ¢ok zordur. (v) Bir deney tasarimi olustururken, deney satir
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sayis1 onemli oldugu kadar dizayn parametrelerinin kag seviye degerinden olusacagi
ve onlarin alacagi degerleri de dikkate almanin o6nemli ve gerekli oldugu
anlasilmaktadir. Tiim bu sonuclar dogrultusunda literatiirde deney tasarimi igin en
fazla tercih edilen metotlardan biri olan Taguchi kullanimi konusunda dikkatli
olunmasi gerektigi ve problemi iyi analiz ederek dogru deney tasarim metoduna karar
vermenin sonuglar izerinde de direk olarak bir etki olusturacagi ¢alismanin ana sonucu

olarak vurgulanabilir.
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Bolim 7

Veri Ayirma Teknikleri ve Modelleme

Metotlarinin Karsilastirilmasi

7.1 NOro Regresyon ve Stokastik NOro Regresyon
Metotlarinin  Farkli  Veri Ayirma  Teknikleri

Kullanilarak Karsilastirilmasi

Deney tasarimi, modelleme ve optimizasyon siireclerinin dnemli bir asamasi olan

matematiksel modellemede kullanilan modelleme metotlariyla dogrudan baglantilidir.

Matematiksel modelleme surecinde bir¢ok farkli metot kullanilmaktadir. Literatlirde
en sik rastlanan modelleme yontemleri; Yizey Yanit Metodu (YYY), Yapay Sinir
Aglar1 (YSA), Bulanik Mantik Metodu (BMM), Uyarlamali Sinirsel Bulanik Cikarim
Sistemi (USBCS), Regresyon, Destek Vektdr Makinalar1 (DVK) ve bahsedilen bu
metotlara benzer sekilde c¢alisan tirevleri olan diger metotlardir. Literatirde bu
metotlar kullanilarak gergeklestirilmis birgok modelleme ve optimizasyon ¢alismasina
rastlamak mimkindir. Ozellikle farkli modelleme metotlarini ayni problem igin
kullanarak metotlarin birbirleri ile karsilastirilmasi siklikla tercih edilmektedir. Tezin
bu boliimde, tez calismasi kapsaminda ortaya konulan orijinal modelleme metotlari
NoOro Regresyon (NRM) ve Stokastik Noro Regresyon (SNRM) asagida verilen
referans problem de onerdikleri modeller ve onlarin basart durumlarina gore
birbirleriyle karsilastirilmislardir. Bu iki metottan NRM, YSA ve regresyonu, SNRM
ise bunlara ek olarak optimizasyonu da model belirlemede kullanan hibrit metotlardir.
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Matematiksel modelleme siirecine modelleme metodu disinda etki eden bir baska
parametre de modeli olusturma asamasinda veri setinin ne sekilde kullanildigidir.
Burada takip edilen farkli veri ayirma teknikleri mevcuttur. Genel bir siniflandirma
yapmak gerekirse veri ayirma egitim-test, egitim-test-dogrulama veya test ve
dogrulamaya hi¢ yer vermeden tiim datalar1 egitim i¢in kullanarak gergeklestirilebilir.
Bu U¢ veri ayirma sekli icerisinde tim verileri kullanarak model olusturma ve
sonrasinda modeli test ve dogrulama streclerine tabi tutmadan basar1 durumu ile ilgili
bir karara varmanin kabul edilebilir bir yaklasim olmadigi tez ¢alismasinin daha
onceki boliimlerinde gosterilmisti. Bu sebeple, ¢aligmanin bu boliimiinde egitim-test
ve egitim-test-dogrulama veri ayirma metotlart kullanilarak matematiksel modelleme
gerceklestirilmistir. Burada, test ve dogrulama olarak isimlendirilen ve model
basarisint degerlendirmede aktif olarak kullanilan suregler, icerdikleri amag
bakimindan birbirlerinden farkli degildir. Test ve dogrulama adimlarinda amag, egitim
datalart kullanilarak olusturulan modeli daha once hi¢ karsilasmadigi datalari
kendisine sorarak tahmin performansini 6lgmektir. Bircok kaynakta dogrulama model
olusturma asamasinda egitim siirecinin bir pargasi olarak tanimlanir. Egitilen model
diisiik tahmin performanst gosterdiginde dogrulama islemine tabi tutularak egitim
asamasinda karsilastig1 veri kiimesi ve gesitliliginin arttiritlmasiyla modelin basarisinin
iyilestirilmesi hedeflenir. Bu tez ¢alismasinda, dogrulama igin egitim siirecinin bir
parcast olarak kullanilmasina ilave olarak, test asamasinda oldugu gibi egitim
asamasindan tamamen bagimsiz modelin daha 6nce karsilagsmadigi verilerin gergek
degerlerini tahmin etme performansini OGlgmeyi amaglayan bir yaklasimda
kullanilmistir. Tez boyunca takip edilen bu yaklagimda genel olarak veri seti %80

egitim, %15 test ve %5 dogrulama olarak ii¢ kisma ayrilmistir.

Problem 10

Shui, L., Chen, F., Garg, A., Peng, X., Bao, N., & Zhang, J. (2018). Design
optimization of battery pack enclosure for electric vehicle. Structural and
Multidisciplinary Optimization, 58(1), 331-347 [18]

Shui ve dig. [18] tarafindan gerceklestirilen galigmada, batarya paketi muhafaza
kutusunun maksimum dogal frekans hedeflenerek tasarlanmasi amaglanmaktadir.

Batarya kutusu duvar kalinliklar1 ve sicaklik tasarim parametreleri olarak secilmistir.
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Girdi ve ¢ikt1 parametrelerini iceren 100 satirlik deney seti CCD ve LHS deney tasarim

metotlar1 kullanilarak olusturulmustur.

Tezin bu boélimiinde, modelleme asamasinda uygulanan farkli test ve dogrulama
metotlarinin birbirleri ile karsilastirilmasina yer verilmistir. Ayrica bu degerlendirme
yapilirken, bu tez kapsaminda onerilmis olan iki yeni modelleme yontemi; NRM ve
SNRM kullanilarak elde edilen model basarilarinin birbirleri ile karsilastirilmasi bir

diger hedef olarak 6n plana ¢ikmuistir.

NRM, yapay zeka ve regresyonun avantajlarindan yararlanarak matematiksel model
olusturmay1 hedeflerken, SNRM gercek ve tahmin edilen degerler farkini minimize
etmek ve en uygun model katsayilarini belirlemek icin yapay zeka ve regresyona ek
olarak stokastik optimizasyon tekniklerinden faydalanir. Bu iki model olusturma
metodunun karsilastirilmastyla optimizasyon tekniklerinin model olusturmada ne

kadar aktif kullanilabilecegi ile ilgili fikir sahibi olmak miimkiin olacaktir.

Tablo 7.1: NRM metodu ile dogal frekans ¢iktisinin modellenmesinde kullanilan
modellerin basar1 degerlendirme sonuglari

RZ RZ RZ RZ RZ
egitim dizeltme test dog.  ortalama
L 0.76 0.74 082 092 0.81 96.52 84.72

SON 0.87 0.86 082  0.67 0.805 100.16 74.75

Maks. Min.

TON 1 1 -235 -86 -719.75 513.31 -371.76
FOTN 0.82 0.8 084 094 0.85 95.53 83.35
SOTN 0.89 0.88 089 0.84 0.875 98.8 73.2

FOLN  0.76 0.74 084 092 0.815 96.94 84.87
SOLN  0.86 0.85 085 0.67 0.8075 100.92 75.78

LR 0.81 0.8 0.6 0.7 0.7275 641169 -2.61E+07
SONR  0.98 0.98 -6.2 0.1 -1.035 1.70E+11 -3.50E+07
TONR  0.83 0.82 078 091 0.835 100.72 84
FOTNR  0.87 0.86 0.7 -0.03 0.6 5.00E+07 -1.17E+06
FOLNR 0.81 0.8 0.6 0.53 0.685 5.12E+04 -1.20E+15
SOLNR  0.92 0.91 -211 081 0.1325 3381 -21396
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Tablo 7.1°de bu tez boyunca siklikla tercih edilen; verileri egitim, test ve dogrulama
seklinde ayirma teknigi kullanilarak NRM yaklagimiyla batarya paketi muhafazasinin
dogal frekansin1 matematiksel olarak modellemek i¢in kullanilan modeller ve onlarin
basar1 durumlar1 verilmistir. Lineer, polinom, logaritmik, trigonometrik ve rasyonel
model tipleri ile gergeklestirilen denemeler sonucunda SOTN model yapisinin egitim,
test ve dogrulama asamalarinda elde edilen ortalama R? degeri ve modelin maksimum
ve minimum {rettigi degerler dikkate alindiginda en basarili model olduguna karar
verilmistir. Benzer degerlendirmeler dogrultusunda; L, SON, FOTN, FOLN, SOLN
ve TONR modellerin de dogal frekans:t agiklamada basarili modeller oldugu
sdylenebilir. Diger model tipleri, hem R? degerlendirme kriteri hem de modelin
maksimum ve minimum {irettigi degerleri gosteren sinir kontrol (boundedness check)
kriterlerini saglamadiklar1 icin dogal frekans ¢iktisini modellemede basarisiz kabul

edilmislerdir.

Tablo 7.2: SNRM metodu ile dogal frekans ¢iktisinin modellenmesinde kullanilan
modellerin basar1 degerlendirme sonuglari

R? R® R? R? R? .
egitim  diizeltme  test dog.  ortalama Maks.  Min.
L 0.76 0.74 0.85 0.95 0.825 96.96 84.19

SON 0.86 0.85 0.93 0.85 0.8725  97.52 77.68
TON 0.97 0.96 0.99 0.98 0.975 150.8 26.02
FOTN 0.82 0.81 0.87 0.96 0.865 95.94 83.27
SOTN 0.88 0.87 0.97 0.94 0.915 97.06 78.8
FOLN 0.75 0.74 0.86 0.95 0.825 97.37 84.39
SOLN 0.85 0.84 0.94 0.84 0.8675  97.56 78.64

LR 0.8 0.79 0.87 0.86 0.83 95 74.08
SONR 0.85 0.84 0.92 0.88 0.8725  96.96 81.83
TONR 0.86 0.85 0.93 0.88 0.88 96.58 80.55
FOTNR  0.83 0.82 0.86 0.95 0.865 95.7 71.78
FOLNR  0.78 0.77 0.9 0.87 0.83 95.19 72.9
SOLNR  0.88 0.86 0.96 0.87 0.8925 1222 -249671
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Tablo 7.2, dogal frekans g¢iktisini modellemek igin SNRM kullanildigi durumda
modellerin basar1 durumlarini gostermektedir. Tablo 7.1°’de NRM i¢in elde edilen
model sonuglarindan farkli olarak, SNRM kullanildig1 durumda elde edilen modellerin
tamami ortalama R? kriterini basartyla saglamaktadir. R? kriterine gore tiim
modellerin basarili oldugu sdylenebilir. Ayni sekilde modellerin iirettigi maksimum
ve minimum degerler dikkate alindiginda SOLNR disinda modellerin referans
calismadaki veri setinde verilen gergek degerler ile tutarli sonuglar iirettigi ve bu

sebeple siir kontrol kriterini de sagladigi sdylenebilir.

Tablo 7.1 ve Tablo 7.2°de verilen sonuglar beraber degerlendirildiginde, SNRM’ nin
dogal frekans ¢iktisini modellemede NRM’ ye goére daha basarili oldugu
gorulmektedir. NRM; TON, LR, SONR, FOTNR, FOLNR ve SOLNR maodel tipleri
icin basarilt model olusturamazken SNRM kullanilarak elde edilen modellerden

sadece SOLNR sinir kontrol kriterini saglamadig i¢in basarisiz kabul edilmistir.

Tablo 7.3, SOTN model tipi i¢in veri seti egitim ve test olarak iki parc¢aya ayrildigi ve
egitim, test, dogrulama olarak iic parcaya ayrildigt durumda NRM ve SNRM

kullanilarak elde edilen SOTN modellerin basar1 degerlendirmesini gostermektedir.

Tablo 7.3: Iki farkli veri ayirma yéntemi icin NRM ve SNRM kullanilarak elde
edilen modellerin basar1 durumlarinin karsilastirilmasi

R? R? R? R? R?

egitim dizeltme test dog.  ort. Maks. Min.
Egitim- NRM 0.94 0.93 0.97 - 0.947 97.09 78.35
Test SNRM 0.94 0.93 0.98 - 0.95 97.19 76.37
Egitim- NRM 0.89 0.88 0.80 0.84 0875 988 73.2
Test-

Dogrulama  SNRM 0.88 0.87 097 094 0915 97.06 78.8

Veri setinin iki parcadan olustugu ilk durumda, datalarin %80’i egitim, %20’si test
islemi i¢in kullanilmistir. Veri setinin {i¢ parcadan olustugu ikinci durumda ise
datalarin %80’1 egitim, %15°1 test ve %5°1 dogrulama i¢in kullanilmistir. Bu iki durum
icin NRM ve SNRM kullanilarak elde edilen SOTN modellerin basari durumlar
karsilastirildiginda, ortalama R? degerleri veri setinin egitim ve test olarak ayrildig: ilk

durum icin hem NRM hem de SNRM’ de egitim, test ve dogrulama olarak (i¢ pargcaya
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ayrildigi ikinci duruma gore daha yiiksek oldugu goriiliir. Ayrica her iki durum iginde
SNRM kullanilarak elde edilen modellerin basarilarin NRM metodu ile elde edilen
modellerin basarilarina gore daha yiiksek oldugu goriilmektedir. Sonuglara gore
modeli ikinci bir test asamasi olarak tanimlayabilecegimiz dogrulamaya tabi tutmak
ortalama basar1 oranini bir miktar diisiirsede model basarisini1 6lgmede ilave bir kriter

daha eklendigi i¢in daha giivenilir model elde etmeyi saglayabilir.

Tablo 7.3°de elde edilen sonuglar veri setini egitim, test ve dogrulama olarak ¢
parcaya bolmenin daha guvenilir bir modelleme igin egitim ve test olarak iki parcaya

ayirmaya gore daha anlamli oldugu seklinde yorumlanmustir.

Tablo 7.4: Bootstrap veri ayirma metodu kullanilarak NRM ve SNRM tarafindan
elde edilen modellerin basar1 durumlarimin karsilastiriimasi ((80 Egitim — 15 Test — 5

Dogrulama)

egl;\)tjm dUzEIZtme tE:t dE; Maks. — Min.

NRM 0.96 0.96 0.74  -0.57 98.96 81.42

. SNRM 0.95 0.95 0.98 0.76 97.1  76.25
NRM 0.97 0.97 0.9 0.71 98.16  77.17

? SNRM 0.96 0.96 0.96 0.92 97.1  76.25
NRM 0.96 0.96 0.39 0.78 98.37  71.05

’ SNRM 0.94 0.94 0.98 0.77 98.12 77.17
NRM 0.96 0.96 0.72 0.62  103.94 7233

) SNRM 0.95 0.95 0.97 0.86 97.23 76.72
NRM 0.96 0.95 -0.11 0.86  102.33 78.85

° SNRM 0.95 0.94 0.96 0.89 96.57 76.71
NRM 0.95 0.95 0.8 0.96 97.27 778

° SNRM 0.94 0.94 0.95 0.96 98.45 74.78
NRM 0.96 0.96 0.71 0.84 10132 77.44

! SNRM 0.95 0.95 0.98 0.84 97.67  75.05
NRM 0.96 0.96 0.69 0.76 98.82  75.47

| SNRM 0.95 0.94 0.98 0.89 96.70  76.30
9 NRM 0.96 0.95 0.64 0.27 985  78.62
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SNRM 0.95 0.95 0.95 0.71 97.1 76.25

NRM 0.95 0.95 0.46 0.92 105.83 78.35
0 SNRM 0.95 0.94 0.97 0.94 96.89  76.36
NRM 0.98 0.98 -1.44  -055 111.38 67.32
H SNRM 0.96 0.96 0.94 0.93 97.29 7583
NRM 0.96 0.95 0.81 0.92 100.99 77.43
+ SNRM 0.94 0.94 0.97 0.93 96.65 76.1
NRM 0.97 0.97 0.36 0.37 101.66 /5.1
' SNRM 0.96 0.96 0.91 0.82 971  76.25
NRM 0.94 0.94 0.55 0.98 103.17  75.56
N SNRM 0.93 0.93 0.99 0.97 97.69 7641
NRM 0.96 0.96 0.68 0.43 101.08 77.18
o SNRM 0.95 0.95 0.97 0.72 97.11 76.25
NRM 0.96 0.95 0.86 0.85 98.59  79.02
0 SNRM 0.95 0.95 0.95 0.92 97.57 76.17
NRM 0.95 0.95 0.7 0.16 98.4  74.27
H SNRM 0.94 0.94 0.99 0.96 97.95 76.33
NRM 0.98 0.98 -0.2 0.21 111.79 74
0 SNRM 0.96 0.96 0.94 0.9 96.85 76.16
NRM 0.96 0.95 0.77 0.94 97.64 7821
H SNRM 0.95 0.94 0.95 0.98 9789 76.31
NRM 0.96 0.96 0.34 0.51 102.77  67.77
20 SNRM 0.94 0.94 0.92 0.92 98.37 76.55

Tablo 7.4°de bootstrap olarak isimlendirilen veri ayirma metodu kullanilarak veri seti
egitim, test ve dogrulama olarak ii¢ parcaya ayrilmistir. Bu yontemde her tekrar
calistirma isleminde veri seti rastgele olarak %80 egitim, %15 test ve %5 dogrulama
datas1 igerecek sekilde tekrar olusturulur. Bahsedilen bootstrap yaklagimi ile hem
NRM hem de SNRM kullanilarak 20 tekrarli ¢alistirma islemi sonucu elde edilen
modellerin basar1 oranlar1 ayr1 ayr1 verilmistir. Tekrarli ¢alistirma islemi sonunda,

egitim, test ve dogrulama asamalar1 igin elde edilen ortalama R? ve ortalama R?
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diizeltme basar1 Olgiiti degerleri SNRM’nin NRM’ye gore batarya paketi

muhafazasinin dogal frekansin1t modelleme de daha basarili oldugunu gostermistir.

Benzer sekilde tekrarli ¢alistirma islemi sonunda NRM ve SNRM kullanilarak elde
edilen katsayilt modellerin basar1 durumlar1 degerlendirildiginde NRM kullanilarak
elde edilen modellerin bazilarinin test ve dogrulama asamalarinda basarisiz olduklari,
SNRM tarafindan 6nerilen modellerin ise 20 tekrarl ¢alistirma isleminin tamaminda
egitim, test ve dogrulama asamalarinda tahmin performansi yliksek modeller ortaya
koyabildigi goriilmiistiir. NRM tarafindan belirlenen modellerden 1, 3, 5, 10, 11, 13,
15, 17, 18 ve 20. tekrar calistirma sonucu elde edilen modellerin R? basari
kriterlerinden en az bir tanesini saglamadigi veya 0.5’den daha diisiik bir performans
gosterdigi gorilmektedir. Tablo 7.4’de 20 tekrarli calistirma sonucu R? bakimindan
elde edilen minimum ve maksimum degerler incelendiginde de yukaridaki ¢ikarimlari
destekleyen sonuglara ulasilabilir. SNRM kullanilarak elde edilen en basarisiz SOTN
modelin egitim, test ve dogrulama asamalarindaki R? ve diizeltilmis R? degerlendirme
kriteri degerleri sirasiyla 0.94, 0.93, 0.91 ve 0.71 olarak bulunmustur. Yani, SNRM 20
tekrarlt her calistirma sonucunda oldukg¢a yiiksek basari ile tahmin performansina

sahip modeller ortaya koyabilmistir.

Tablo 7.5°de bootstrap olarak isimlendirilen veri ayirma metodu kullanilarak veri seti
ilk 6nce %80 egitim ve %20 test olarak iki parcaya ayrilmistir. Sonrasinda egitim seti
kendi igerisinde %80 egitim ve %20 dogrulama olmak (zere tekrar iki parcaya
ayrilmigtir. Bu ¢alisma kapsaminda ele alinan veri seti 100 satirdan olustugu igin ilk
ayirma sonucunda 80 satirlik kismin egitim, 20 satirlik kismin test i¢in ayrildigim
sOyleyebiliriz. Sonrasinda gercgeklestirilen ayrim ile 64 satir modeli egitmek 16 satir
ise henliz egitim asamasinda olan modeli degerlendirmek i¢in kullanilmistir. Bu
yaklagimda %20°lik test verisi baslangigta belirlenir ve tekrarli ¢alistirma islemlerinde
hi¢ degistirilmez. ki pargaya ayrilan %80’lik egitim seti ise her tekrarli calistirma
isleminde siirekli rastgele olarak degisir. Burada verileri ayirma konusunda izlenen
yontem veri setinin %80 egitim, %15 test ve %5 dogrulama olarak {i¢ parcaya ayrildigi
durum ile benzer gibi goriinse de egitim setinin de kendi igerisinde test edilmesi ve
egitimde kullanilan datalarin siirekli rastgele olarak degismesi sebebiyle bir farklilik

s0z konusudur. Bu sekilde, onerilen model tipinin egitim asamasinda kullanilan
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verilerin her defasinda veri seti icerisinden rastgele secilerek degistigi durumda da

kullanilabilir olup olmadig1 aragtirtlmaktadir.

Tablo 7.5: Bootstrap veri ayirma metodu kullanilarak NRM ve SNRM tarafindan
elde edilen modellerin basar1 durumlarmin karsilastiriimasi ((80 Egitim” - 20 Test) -
“Egitim kendi iginde iki kisma ayrildi (64 Egitim — 16 Dogrulama))

2 2 2 2
egl;\)tim dUzzltme tSst dF;g. Maks. Min.
NRM 0.95 095 071 091  100.04 75.2
' SNRM 0.93 092 097 097 9688 76.49
NRM 0.97 096 034 076 9931 689
? SNRM 094 094 096 098 9711 76.25
NRM 0.93 093 027 023 10273 66.12
° SNRM 0.92 091 097 097 9698 7659
NRM 0.98 097 017 092 9937 74.06
) SNRM 0.95 095 088 097 9697 7659
NRM 0.96 096 021 093 10288 71.68
° SNRM 0.93 092 097 098  97.23 7642
NRM 0.97 097 052 091 101.01 76.93
° SNRM 094 093 092 097 9815 78.17
NRM 0.96 095 -019 066 10015 749
! SNRM 0.93 093 094 098 9755 77.15
NRM 0.96 095 -012 094 10064 77.82
| SNRM 0.92 092 097 097 9983 77.04
NRM 0.95 094 057 094 10317 79.35
’ SNRM 0.92 091 097 096  97.25 7653
NRM 0.95 095 039 093 10034 757
Y snRM 094 093 095 097 9731 769
NRM 0.97 097 -084 094 101.39 74.97
Y snRM 0.93 093 095 097  97.06 77.08
NRM 0.97 096 053 096 1037 75.46
2 SNRM 0.93 092 094 097 9688 77.35
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NRM 0.97 0.97 0.003 0.93 102.39 72.93

s SNRM 0.93 0.92 0.95 0.97 97.24  75.83
NRM 0.97 0.97 -0.09 0.95 104.14 66.94
H SNRM 0.93 0.93 0.94 0.97 96.92 77.42
NRM 0.97 0.96 -0.09 0.94 105.1 61.3
o SNRM 0.93 0.92 0.95 0.97 97.45 76.1
NRM 0.95 0.94 0.66 0.93 10355 773
0 SNRM 0.93 0.92 0.97 0.98 97 76.57
NRM 0.94 0.93 0.77 0.89 96.73 74.85
Y SNRM 0.91 0.90 0.98 0.97 9747 76.44
NRM 0.95 0.94 0.71 0.93 101.07  78.33
S SNRM 0.93 0.93 0.96 0.97 96.97 76.59
NRM 0.96 0.96 0.41 0.96 101.4  74.79
w0 SNRM 0.94 0.93 0.93 0.98 97.17 76.96
NRM 0.95 0.95 -0.28 0.25 10156  73.7
20 SNRM 0.93 0.93 0.98 0.98 97.34 76.12

NRM tarafindan belirlenen modellerden 2, 3, 4, 5, 7, 8, 10, 11, 13, 14, 15, 19 ve 20.
tekrar calistirma sonucu elde edilen modellerin R? basar1 kriterlerinden en az bir
tanesini saglamadigi veya 0.5’den daha diisiik bir performans gosterdigi
gorilmektedir. SNRM ise tiim tekrar calisgtirma islemlerinde tahmin performansi
yiiksek basarili modeller Onerebilmistir. Tekrarli ¢alistirma sonucu SNRM
kullanilarak elde edilen modeller i¢in minimum R? ve diizeltilmis R? degerlendirme
kriterlerinin egitim, test ve dogrulamada sirastyla 0.92, 0.91, 0.88 ve 0.96 olarak

bulunmustur. Goriildigii gibi SNRM, egitim seti rastgele degistigi durumda da model

olusturmada oldukca yliksek basar1 oranina sahiptir.

Tablo 7.6’da benzer sekilde bootstrap metodu kullanilarak veri seti 6nce egitim ve test
olarak iki parcaya sonrasinda egitim seti kendi icerisinde tekrar iki pargaya bdliinerek
matematiksel modelleme siireci gergeklestirilmistir. Tablo 7.5°de %80 ve %20
oraninda ayrilan egitim seti Tablo 7.6’da esit oranda ayrilarak modelleme

gerceklestirilmistir. Boylece modeli egitmede kullanilan veri saymin degismesi
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durumunda modelleme metotlarinin basarisinin nasil degistigini degerlendirme imkant

ortaya ¢ikmuistir.

Tablo 7.6’da verilen sonuglara gore NRM 20 tekrarli ¢alistirma islemi sonucunda
hi¢bir uygun matematiksel model 6nerememistir. Metot tarafindan 6nerilen modeller
en az bir kriteri saglamamaktadir. SNRM ise tiim tekrarli ¢alistirma islemleri sonucu
onerdigi modeller daha dnce oldugu gibi yliksek tahmin performansina sahip basarili
modellerdir. Bu sonuclara gére SNRM’yi giivenilirligi yiksek bir modelleme metodu

olarak tanimlayabiliriz.

Tablo 7.6: Bootstrap veri ayirma metodu kullanilarak NRM ve SNRM tarafindan
elde edilen modellerin basar1 durumlarmin karsilastirilmasi ((80 Egitim” - 20 Test) -
“Egitim kendi i¢inde iki kisma ayrild1 (40 Egitim — 40 Dogrulama))

2 2 2 2

egliim dUZSItme tsst dig. Maks. — Min.

NRM 1 1 1156 027 12392 4385

" SNRM 0% 095 0.9 097 9697 7659
NRM 1 1 2498 241 17025  29.02

* SNRM 093 092 0.94 097 9697 7659
NRM 1 1 4.9 244 14573 2552

° SNRM 093 001 0.94 097 9697 7659
NRM 1 1 432 -0.82 149172 42.27

" sNRM 092 09 0.94 097 9788  76.36
NRM 1 1 -0.31 055 11275 7197

> sNRM 093 01 0.94 097 9723  76.38
NRM 1 1 1182 -1.09 14161 3121

° SNRM 0% 095 0.91 097 9697 7659
NRM 1 1 045 026  109.12  57.68

" snRM 091 089 0.95 008 9711  76.25
NRM 1 1 4,82 02 12205 58.26

° SNRM 04 093 0.93 097 9697 7659
NRM 1 1 3307 -0.39  186.65 42.82

° SNRM 093 0.2 0.93 097 9673  76.16
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NRM
10
SNRM
NRM
11
SNRM
NRM
12
SNRM
NRM
13
SNRM
NRM
14
SNRM
NRM
15
SNRM
NRM
16
SNRM
NRM
17
SNRM
NRM
18
SNRM
NRM
19
SNRM
NRM
20
SNRM

1
0.91

0.9

0.91

0.93

0.92

0.92

0.89

0.92

0.93

0.91

0.87

1
0.90

0.88

0.89

0.92

0.91

0.90

0.87

0.90

0.92

0.89

0.85

-14.87
0.95
-15.7
0.95
-43.77
0.96
-2.41
0.93
-4.21
0.95
-87.43
0.94
-13.77
0.96
-45.82
0.94
-249.95
0.94
-31.36
0.96
-11.59
0.97

-6.97
0.97
-2.97
0.97
-6.18
0.97
0.096
0.98
-2.93
0.97
-84.35
0.98
-14.29
0.98
-24.85
0.98
-62.46
0.97
-11.61
0.97
-5.85
0.98

150.08
97.57
143.34
97.11
159.51
98.06
146.62
97.03
126.15
97.46
213.44
96.96
139.52
97.11
203.16
98.10
256.6
97.86
178.83
97.05
158.76
97.37

43.41
77.32
48.45
76.69
45.66
76.05
28.8
77.20
22.35
76.41
-21.22
77
25.59
76.25
-1.36
77.18
-129.62
76.41
-5.53
76.06
68.89
75.35

Tablo 7.7°de baska bir veri ayirma metodu olan ¢apraz dogrulama kullanilarak NRM

ve SNRM ile matematiksel modelleme gerceklestirilmistir.

Buradaki capraz

dogrulama isleminde veri seti ilk 6nce %80 egitim ve %20 test olarak iki parcaya

ayrilmistir. Sonrasinda egitim seti kendi icerisinde 10 pargaya bolunerek her bir

adimda dokuz par¢a egitim bir parca ise dogrulama islemi i¢in kullanilmistir. Burada

bahsedilen dogrulama islemi, ¢alismanin basinda tanimlanan iki farkli dogrulama

tipinden literatuirde tercih edilen, egitim seti igerisinde yer verilen ¢esididir. 10 tekrarl

calistirma isleminde her bir ¢alistirmada dogrulama igin ayrilan veri seti degistirilerek
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modelleme gerceklestirilmistir. Bu sekilde, egitim ve dogrulama datalarinin
degisiminin model basarisini ne Olclide etki ettigini degerlendirmek miimkiin

olmaktadir.

Tablo 7.7: Capraz dogrulama veri ayirma metodu kullanilarak NRM ve SNRM
tarafindan elde edilen modellerin basar1 durumlarinin karsilastirilmasi (10 katl
capraz dogrulama)

%80 egitim %20 test
2 2 2 2

egliqtim dUZEItme dogrilama tl(::st Maks.  Min.

NRM 0.89 0.88 0.37 0.61 97.96 68.63

. SNRM 0.87 0.86 0.93 0.93 98.31 76.66
NRM 0.89 0.88 0.4 0.77 102.31 73.84

’ SNRM 0.86 0.85 0.95 0.93 96.62 76.37
NRM 0.9 0.89 -7.08 -0.83  122.17 8181

’ SNRM 0.85 0.84 0.97 0.93 97.15 75.18
NRM 0.89 0.88 0.13 0.56 101.32 76.62

) SNRM 0.87 0.85 0.87 0.93 96.67 74.96
NRM 0.9 0.9 0.38 0.84 99.2 68.48

° SNRM 0.88 0.87 0.87 0.93 97.31 77.62
NRM 0.89 0.88 0.23 0.83 99.24 67.51

° SNRM 0.87 0.85 0.85 0.94 96.78 78.54
NRM 0.91 0.9 -35 0.009 9755 69.73

! SNRM 0.89 0.88 0.82 0.93 98.1 75.63
NRM 0.89 0.88 0.36 0.86 97.01 76.32

| SNRM 0.87 0.85 0.98 0.93 97.21 75.46
NRM 0.89 0.88 0.33 0.88 99.11 75.39

’ SNRM 0.87 0.86 0.8 0.92 97.04 75.53
NRM 0.92 0.92 -1.64 0.47 98.63 71.48

0 SNRM 0.87 0.86 0.9 0.93 97.12 76.1
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Daha 0nce uygulanan veri ayirma metotlarindakine benzer sekilde SNRM 10 tekrarli
calistirma islemlerinin tamaminda yiiksek basari oranma sahip SOTN modeller
onerirken, NRM tekrarli calistirmalarin hicbirinde R? basart kriterlerinin tamaminin
0.5 ve iizeri oldugu bir model 6nerememistir. Bu sonuglar, NRM tarafindan 6nerilen
modellerin basarili oldugu yoniinde bir degerlendirme yapmak icin yeterli degildir.
SNRM tarafindan &nerilen modeller i¢in en diisiik basar1 oranmin 0.8 ve iizeri R?

degerleri oldugu agik bir sekilde Tablo 7.7’de gorllmektedir.

Tablo 7.8: Capraz dogrulama veri ayirma metodu kullanilarak NRM ve SNRM
tarafindan elde edilen modellerin basar1 durumlarinin karsilastirilmasi (5 katli ¢apraz

dogrulama)
%80 egitim %20 test
2 2 2 2

egliim dl'Jth::Itme dogrilama tESt Maks. ~ Min.

NRM 0.94 0.93 -4.55 0.3  105.87 66.14

. SNRM 0.87 0.85 0.91 092 9777 76.18
NRM 0.93 0.92 -3.98 -0.63 132.13 80.32

? SNRM 0.83 0.82 0.92 096 96.92 78.75
NRM 0.92 0.91 -0.44 0.54 103.99 69.33

’ SNRM 0.87 0.85 0.88 093  96.74 75.55
NRM 0.93 0.92 -5.79 -2.65 100.02 51.7

) SNRM 0.87 0.86 0.84 093 97.28 76.42
5 NRM 0.89 0.88 0.44 0.84 99.69 80.2
SNRM 0.86 0.84 0.92 092 97.24 75.19

Capraz dogrulama yontemi kullanarak verileri ayirma isleminde verinin ka¢ parcaya
ayrildigi modelleme de dnemli bir etki olusturabilir. Bu sebeple Tablo 7.7°de ¢apraz
dogrulama yontemiyle 10 pargaya ayrilarak gergeklestirilen modelleme islemi Tablo
7.8’de veri 5 pargaya ayrilarak gergeklestirilmis ve bu iki durumun NRM ve SNRM
ile matematiksel modelleme {izerine etkisinin nasil oldugu gozlemlenmistir. Tablo
7.8’de modelleme islemi igin veri dncelikle %80 ve %20 olacak sekilde iki pargaya
ayrilmis ve sonrasinda %80’lik egitim seti kendi igerisinde 5 parcaya bolinmiistiir.

Burada dort parga egitim, bir parca dogrulama islemi i¢in kullanilir. Bu ¢alismada
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kullanilan veri seti 100 satirdan olustugu icin 80 satirin egitim, 20 satirin test igin
ayrildigini soyleyebiliriz. 80 satirlik egitim seti kendi icerisinde 16 satirlik 5 parcaya
boliiniir ve bu 5 parcanin 4’1 egitim biri dogrulama olarak ayrilir. Bu prosediir takip
edilerek bir matematiksel model elde edilip gercek degerleri tahmin etmedeki basari
orani kaydedilir. Sonrasinda 4 parcalik egitim setinin bir par¢ast dogrulama’ya, daha
once dogrulamada kullanilan veri seti egitime aktarilir ve ayn1 modelleme prosediirii
takip edilerek tekrar bir matematiksel model olusturulmus olur. Bu yontemle 5 tekrarli
olarak SOTN tip matematiksel model elde edilerek basari1 oranlar1 kaydedilir. Tablo
7.8’deki sonuglar incelendiginde SNRM’nin NRM’ye modellemede belirgin bir
tstiinliigii oldugu goze carpmaktadir. NRM tarafindan Onerilen modeller basari
kriterlerini saglayamazken, SNRM 5 tekrarli olarak gergeklestirilen modelleme siireci

sonrasinda daha once oldugu gibi yine basari kriterlerini en 1yi sekilde karsilagsmustir.

Bu calisma boyunca elde edilen sonuglar ile ilgili genel bir degerlendirme yapildiginda

1) SNRM, tim veri ayirma metotlar1 (egitim-test, egitim-test-dogrulama,
bootstrapt, ¢apraz dogrulama) i¢in matematiksel model olusturmada yiiksek
basar1 oranina sahip modeller Gnermistir.

2) NRM; egitim-test, egitim-test-dogrulama veri ayirma metotlari kullanildiginda
basarili modeller 6nerirken, bootstrapt metodunda sinirli sayida bagarili model
Onerebilmis, ¢capraz dogrulama veri ayirma metotlarinda ise hi¢ basarili model
Onerememistir.

3) Veri ayirma metodu olarak bootstrap ve capraz dogrulama matematiksel
modellemede daha etkili birer metot olarak goze ¢arpmaktadir. Ancak bu
durum, veri setini egitim-test veya egitim-test-dogrulama olarak bdlmenin
modellemede her zaman yetersiz olacagi anlamina gelmemelidir.

4) Matematiksel modelleme surecinde tim veri setini model olusturmak igin
kullanmak modelin datay1 ezberlemesine sebep olabilir. Bu durumda veri seti
icerisindeki ¢ikt1 parametrelerinin gergek degerlerini tahmin etme performansi
oldukga iyi olan bir model, veri seti digindaki bir veri igin gercgekle tutarlilig
olmayan anlamsiz bir tahminde bulunabilir. Bu durumun érneklerini tablolarda
verilen model basarilar1 incelendiginde gérmek miimkiindiir. Hemen hemen

tim sonug¢ tablolarinda hem NRM hem de SNRM ile modelleme
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gerceklestirildiginde modellerin egitim asamasinda gercek c¢ikti degerlerini
tahmin performansi1 R? bakimindan 1°e oldukg¢a yakin degerler alirken, test ve
dogrulama asamalarinda bazen benzer basartyr  gOsteremedikleri
gorulmektedir. Bu durum, o&nerilen modellerin mutlaka daha 6nce
karsilagsmadiklar1 veriler ile test ve dogrulama islemlerine tabi tutulmasinin

gerekliligini gostermektedir.
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Bolim 8

Model Degerlendirme Kriterleri

8.1 Model Degerlendirme Kriterlerinin

Karsilastirilmasi

Bu bolimde, model degerlendirme kriteri olarak kullanilan farkli basar1 6lgiitlerinin
karsilastirilmast  yapilmistir. Bunun i¢in literatlirde en sik kullanilan model
degerlendirme kriterleri belirlenmis ve ele alinan spesifik bir problem i¢in 6nerilen
matematiksel modellerin basar1 degerlendirmeleri belirlenen model degerlendirme

kriterleri kullanilarak olgiilmiistiir.

Literatiirde en sik kullanilan model degerlendirme kriterleri asagida Tablo 8.1°de

verilmistir.
Tablo 8.1: Model degerlendirme kriterleri [59- 61]
Sembol Kriter
2 _ S5 _ Ziza(0imP?
R 1=, -3 oo
. —1)(1 - R?
n—p
n 1/2
1
SE [_Z|Oi_Pi|2]
n .
i=1
n
1
MSE = (0 - PY?
e
1 n 0.5
RMSE [EZ(OL' - P)?
i=1




RMSPE
i=1
RMSE
RRMS —— 100
0
n
SAE Zm- — 0,
i=1
1 n
MAE —ZIPi -0y
n r}
i=1
1 1% ,
SRMSE 5 EZ(PL- - 0y)
i=1
n
1O |P— 04
MAPE 100
ns P;
i=1
1 1% ’
SEP 5 EZ(OL' -P)
i=1
KGE 1-J(R—-1)2+ (B - 1)* + (4] — 1)?
_ _ Z?:l(oi_Pi)z
R_\/ 1 Y (P)?
:Z?zl(Pi)
BJ Z?:l(oi)
|5 (i-PY2
AJ=EL
L2, (0i-0)2k
n . — P.)2
U2theil j i=1(0: = P)
n 02
=1 l
n
1 0, — P,)?
MSRE _z #
n 4 0;
=1 5
X2 tr(E71S —1) —log [E7YS| cvvooveoeeeen n, et
SSE
A|C nln (T) + 2 p
SSE=X11(0; — P;)?
SSE 2(p+2)ns? 2n?s* SSE
BIC nln (—) T g T oggz e In (—) +
p In (;l)
2p% + 2
AICC AIC + <u>
n—p-—1
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Model basar1 &lgiitleri kendi igerisinde degerlendirildiginde ise R? , R? diizeltme , KGE
gibi kriterler degerleri 1’e ne kadar yakin ise modeli o dl¢lide basarili kabul ederken;
AIC, BIC, AICC gibi kriterler elde edilen degerin ne kadar kii¢iik olduguna bagh
olarak modeli basarili kabul etmektedir. Bu iki grup disinda geriye kalan model
degerlendirme kriterleri modellerin ger¢ek degerleri tahmin etmede gosterdikleri

hatalar 0’a yakin oldugu 6l¢iide modeli basarili kabul eder.

Problem 11

Hosseinzadeh, Y., Jalili, S., & Khani, R. (2020). Investigating the effects of flax fibers
application on multi-objective optimization of laminated composite plates for
simultaneous cost minimization and frequency gap maximization. Journal of Building
Engineering, 32, 101477. [57]

Matematiksel modelleme icin bir tabakali kompozit problemi referans alinmustir.
Tabakali kompozit Cam/Epoksi, Keten/Epoksi malzemeler iceren hibrit, 8 katmanl
simetrik bir yapidadir. Cam/Epoksi ve Ketem/Epoksi malzemelerin 6zellikleri Tablo

8.2’de verilmistir.

Tablo 8.2: Cam/Epoksi ve Keten/Epoksi kompozit malzeme ozellikleri

Parametre Cam/Epoksi [34] Keten/Epoksi [34]
E1l (GPa) 34 22.8
E2 (GPa) 8.2 4.52
G12 (GPa) 4.5 1.96
V12 0.29 0.43
p (kgim3) 1910 1310

Caligma kapsaminda ele alinan hibrit tabakali kompozit Sekil 8.1°de gosterilmistir.

Cam/Epoksi
Keten Epokst
Keten; Epokst
Keten'gpof:i
xeten Epoksl
Reten/Epoksi
Keten'Epoksi
Cam Epoksi

Sekil 8.1: Hibrit tabakali kompozit yap1
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Kompozit fiber agilar1 ve tabakali kompozit yapida yer alan Cam/Epoksi tabaka sayist
dizayn parametreleri olarak segilmistir. Dogal frekans modlar1 arasindaki farkin
maksimize edilmesi amag olarak belirlenmistir. Tabakali kompozit tabanli bir
problemin secilmesinin baslica sebepleri; birgok sektore hitap eden, yaygin kullanim
etkisine sahip bir alan olmasi ve analitik formiil kullanilarak kendi verimizi
uretmemize izin vermesidir. BOylece veri seti olusturma ve Onerilen matematiksel

modelleri test etme konusunda yeterli veriye sahip olmak miimkiin olacaktir.

Cam-Keten/Epoksi hibrit tabakali kompozit dogal frekans araligi problemi Klasik
Laminasyon Teorisi dikkate alinarak ¢oziilmiistiir. Klasik Laminasyon Teorisinin
varsayimlari ve detayli bilgi igin referans calisma incelenebilir [58]. Kompozit
malzeme mekanigi tabanli analitik formiil kullanilarak dogal frekans araliginin
hesaplanabilmesi icin tabakali kompozit’in agiya bagli 6zelliklerinin tespit edilmesi
gerekir. Dondistiiriilmiis indirgenmis rijitlik matrisi ve ona bagli olarak hesaplanan
mithendislik sabitleri, [D] matrisi elemanlari, dogal frekans araligi hesabinda

kullanilan formiller 6. Boliim Denklem 6.1-6.5’de verilmistir.

Tablo 8.3 dizayn parametresi olarak segilen fiber agilarinin ve Cam/Epoksi tabaka
sayisinin deney seti olusturulurken alabilecegi seviye degerlerini gostermektedir. Fiber
acilar1 0, 45 ve 90 derece, Cam/Epoksi tabaka sayis1 ise 0, 1, 2, 3, 4 olacak sekilde

secilmistir.

Tablo 8.3: Dizayn parametrelerinin seviye degerleri

Seviyel Seviye2 Seviye3 Seviyed Seviyeb
X1 0 45 90 - -
X2 0 45 90 - -
X3 0 45 90 - -
Xa 0 45 90 - -
Xs 0 1 2 3 4

Deney seti olusturmak icin optimizasyon tabanli bir deney tasarim metodu olan D-

Optimal kullanilmigtir. Béylece FFD kullanildigi durumda gergeklestirilmesi gereken
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405 deney sayis1 74’e diisiiriilmiistiir. Deney seti ve analitik formiiller kullanilarak elde

edilen dogal frekans aralig1 sonuglar1 Tablo 8.4’de verilmistir.

Tablo 8.4: D-Optimal metodu kullanilarak olusturulan deney seti

%1 % X3 %4 s Dogal fr?kans
arali81
1 0 90 90 0 3 590.261
2 90 45 45 45 2 495.325
3 90 0 0 0 3 595.434
4 45 90 90 45 4 509.883
5 0 0 90 90 3 448.393
6 0 90 45 90 1 541.669
7 90 0 90 90 1 513.395
8 45 0 45 0 4 529.718
9 90 0 45 0 2 579.859
10 0 90 90 45 2 598.1
11 0 45 45 45 0 437.594
12 45 90 0 90 0 529.312
13 45 90 0 45 2 584.434
14 0 90 0 0 4 517.895
15 45 45 90 90 2 610.578
16 90 90 0 45 3 445212
17 45 0 90 90 4 561.771
18 0 0 0 0 2 387.162
19 45 45 90 90 0 542.76
20 0 45 90 0 2 514.631
21 0 90 45 0 0 515.043
22 0 45 90 45 4 498.96
23 0 90 0 45 1 516.547
24 90 90 45 90 2 410.766
25 90 90 45 90 0 351.822
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26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55

90
45
90
45
90
45
90
90

45

45

45

90

45

45

90

45

45

90

45
90

90

45
45
90
45

90
45

90
90
90
45
90

90
90

45
45

45
45
45

90

90
45
45
45
90
90
45
90

45

45

90

90

45

45

45

90

45

45
90
45
90
90
45
90
90
90
90
90
90

90
45

90

45

90

N W, w00 M PP PO O FP kP MM P LW O P O O DN PFP W B>

475.745
612.629
404.441
610.578
544.288
483.785
495.8
497.455
565.33
529.718
544.524
499.364
547.423
504.97
551.858
428.173
553.661
619.842
495.503
361.335
577.266
375.491
570.775
425.789
541.256
596.264
565.33
443.692
465.75
441.866
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56 0 0 45 0 1 400.735
57 45 90 45 90 3 550.831
58 0 45 45 90 4 475.745
59 45 0 45 90 2 566.87

60 90 0 0 45 4 570.629
61 45 0 0 45 3 529.126
62 90 45 0 0 0 472.108
63 45 45 90 45 3 592.769
64 0 0 45 45 2 414.059
65 45 90 45 0 2 566.87

66 0 0 0 45 0 323.036
67 90 90 90 0 1 382.037
68 90 45 90 90 3 459.904
69 45 45 90 0 4 574.246
70 45 0 90 45 1 593.061
71 90 90 90 90 4 366.775
72 0 45 0 90 2 478.126
73 90 90 90 45 0 323.036
74 90 0 90 45 2 558.317

Tablo 8.5 dogal frekans araligi c¢iktisini modellemede kullanilan matematiksel
modellerin 19 farkli basar1 dlgiitiine gore degerlendirme sonuglarin1 gostermektedir.
Bu degerlendirme yapilirken veri; egitim, test ve dogrulama olarak U¢ gruba
ayrilmistir. Tablo 8.5’de verilen sonuglar egitim, test ve dogrulama asamalarinda
modellerin gosterdigi tahmin performanslarinin ortalamasini igermektedir. Mesela,
SON modele karsilik gelen 0.953 R? degeri egitim, test ve dogrulama asamalarinda
elde edilen R? degerlerinin ortalamasini gostermektedir. Tablo 8.5°de basar
degerlendirmesi yapilan modeller polinom, rasyonel, trigonometrik, Bessel tipi 6zel
fonksiyon ve polinom-trigonometrik ifadelerden olusan hibrit modeldir. Model basari
olciitleri kendi igerisinde degerlendirildiginde ise R?, RZduzeitme, KGE gibi kriterler
degerleri 1’e ne kadar yakin ise modeli o 6l¢iide basarili kabul ederken; AIC, BIC,
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AICC gibi kriterler elde edilen degerin ne kadar kiigiik olduguna bagli olarak modeli
basarili kabul etmektedir. Bu iki grup disinda geriye kalan model degerlendirme
kriterleri modellerin gercek degerleri tahmin etmede gosterdikleri hatalar 0’a yakin
oldugu o6l¢iide modeli basarili kabul eder. Bu bakimdan, R?, RZizeltme, KGE gibi
kriterlerin verdigi sonuglarin veriden bagimsiz bir sekilde daha yorumlanabilir ve

kabul edilebilir oldugunu sdylemek miimkiindiir.

Tablo 8.5: Dogal frekans ¢iktisint modellemek i¢in dnerilen matematiksel modellerin
farkli model degerlendirme kriterlerine gore basarilarinin 6lgtilmesi

SON SONR TON FOTN FOTNR SOTN  Besseld HM

R2 0.953 0.966 0.967 0.318 0.775 0.988 0.871 0.993

R2
diizeltme

SE 16.115  13.037 13.019 61.622 33.326 8.234 26.318 6.098

0.966 0.992 0.968 0.378 0.895 0.991 0.821 0.994

MSE  266.587 202.373 197.947 3809.293 1199.374 72901 706.721 39.085
RMSE 16.115 13.037 13.019 61.622 33.326 8.234 26.318 6.098
RMSPE  3.053 2.557 2.387 12.711 7.820 1.608 5.380 1.157
RRMS  3.141 2.533 2.545 12.020 6.480 1.606 5.145 1.190

SAE 265598 160.354 245.729 1167.011 548.926 138.768 594.269 106.705

MAE 13411 11.824 11.126 51.071 27.358 7.111 21.842 4.872
SRMSE  0.031 0.025 0.025 0.120 0.065 0.016 0.051 0.012
MAPE  2.563 2.314 2.098 10.355 6.042 1.396 4.434 0.934

SEP 0.031 0.025 0.025 0.120 0.065 0.016 0.051 0.012

KGE 0.979 0.992 0.987 0.617 0.902 0.991 0.911 0.987
U2theil  0.031 0.025 0.025 0.119 0.064 0.016 0.051 0.012
MSRE  0.001 0.001 0.001 0.019 0.006 0.000 0.003 0.000

X2 9.256 3.646 7.418 177.387  41.764 2.386 43.872 1.498

AIC 241637 253585 304.282 292415 239.050 297.551 278.769 426.175

BIC  254.669 279.649 339.034 299.242 241533 338.509 291.801 510.573

AICC 204.850 260.338 1281.870 195288 228.186 -170.38 241.982 74.952
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Bir ornek iizerinden agiklamak gerekirse, ¢ikti parametresinin 0-1 gibi dar bir aralikta
degistigi bir veri setinde hatanin 0’a yakin olmasinin basar1 kabul edildigi MSE,
RMSE vb. degerlendirme kriterlerinde 0.5 degeri diisiik bir hata gibi gériinse de bu
durum yaniltict olabilir. Benzer bir degerlendirme c¢ikti parametresinin 0-1000
araliginda degistigi bir veri setinde yapilmis olsaydi 0.5 degeri oldukga diisiik bir hata
olarak kabul edilebilirdi. Yani, hata degerlerinin toplaminin 0’a yakin olmasin
referans alan model degerlendirme kriterlerinde model basarisi ile ilgili gergekei bir
degerlendirme yapmak her zaman miimkiin olmayabilir. Ciinkii bu kriterler 0’a
yakinligin olciisii ile ilgili net bir bilgi verememektedir. Cikt1 parametresinin deger
araligina bagli olarak bazi durumlarda ayni hata degerleri diisiik kabul edilirken bazi
durumlarda yine ayni hata degeri yiiksek kabul edilebilir. R? tabanli model
degerlendirme kriterleri ise hata (SSE) degerlerinin yaninda gercek deger ve gergek
deger ortalamasin1 (SST) da dikkate alan bir hesaplama yaptig1 i¢in elde edilen
sonuclarin sadece hata degerlerini dikkate alan (MSE, RMSE, SE vb.) model
degerlendirme kriterlerine gore daha yansiz ve gergek¢i oldugu sdylenebilir. Burada
dikkat edilmesi gereken sey, R? tabanli model degerlendirme kriterlerinin
kullaniminda ¢ikti parametresinin dagiliminin normal veya normale yakin oldugu
varsayimidir. Cikti parametresi belirli bir bolgede kiimelenirse bu durum SST

hesabinda yanli bir sonuca sebep olacagindan elde edilen R? sonucu yaniltici olabilir.

Diger bir model degerlendirme kriterleri baslig1 altinda incelenen AIC, BIC, AICC
gibi kriterler ise model tahmin performansinin yaninda modelin igerdigi terim sayisini
da dikkate alir. Bu kriterler hem tahminden kaynaklanan hatanin hem de model terim
sayisinin olabildigince diisiik tutulmasini basar1 olarak kabul eder. Bu ¢ikarimlar
dogrultusunda, farkli tip model degerlendirme Olgiitlerinin model basarisini tespit

etmek icin birlikte kullaniminin daha anlamli olacag sdylenebilir.

Tablo 8.6 model degerlendirme kriterlerini ve her bir model degerlendirme kriterine
gore onerilen modeller arasinda en basarili ilk 5 modeli gostermektedir. Sonuglar
incelendiginde, model degerlendirme kriterlerinin biiyiik ¢ogunluguna gére HM en
basarili model olarak 6n plana ¢ikmaktadir. Onun disinda SOTN model de 6nerilen bir
baska model olarak gorilmektedir. Bu sonuglarin yaniltici olmamasi adina Tablo
8.5’de verilen sayisal degerler dikkate alinarak Tablo 8.6’nin yorumlanmasi gerekir.

Mesela, R? model degerlendirme kriteri dikkate alindiginda Tablo 8.6’ya gére en
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basarili HM dir ancak SOTN, TON, SONR ve SON modellerde yiiksek basari oranina
sahiptir. Bu sebeple, belirtilen modeller arasindan bir se¢cim yapilmak istendiginde tek
basina R%’nin belirleyici bir degerlendirme kriteri olamayacagini sdylemek gerekir. R?
bakimindan model basarilari arasindaki fark belirleyici bir etki yaratacak kadar blyiik
degildir. Benzer durum diger degerlendirme kriterleri dikkate alinarak sonuglar
incelendiginde de goriilebilir. Sayisal sonuglara gére, HM’nin en basarili model
oldugunu séylemek miimkiin olmakla birlikte; SOTN, TON, SONR ve SON modeller

de birgok model degerlendirme Kkriterine gére HM’ye yakin basar1 gosterebilmistir.

Tablo 8.6: Farkli model degerlendirme kriterlerine gore en basarili tespit edilen ilk

bes model
Kriter 1 2 3 4 5
R2 HM SOTN TON SONR SON
dUzlzIZtme HM SONR SOTN TON SON
SE HM SOTN TON SONR SON
MSE HM SOTN TON SONR SON
RMSE HM SOTN TON SONR SON
RMSPE HM SOTN TON SONR SON
RRMS HM SOTN SONR TON SON
SAE HM SOTN SONR TON SON
MAE HM SOTN TON SONR SON
SRMSE HM SOTN TON SONR SON
MAPE HM SOTN TON SONR SON
SEP HM SOTN TON SONR SON
KGE SOTN SONR HM TON SON
U2theil HM SOTN TON SONR SON
MSRE HM SOTN TON SONR SON
X2 HM SOTN SONR TON SON
AlC FOTNR SON SONR BesselJ FOTN
BIC FOTNR SON SONR BesselJ FOTN
AICC SOTN HM FOTN SON FOTNR
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Tablo 8.7 bu tez ¢aligmasi kapsaminda orijinal bir model degerlendirme kriteri olarak
Onerilen smir kontrol Kriteri dikkate alinarak modellerin basar1 degerlendirme
sonuglarini gostermektedir. Sinir kontrol Kriteri dizayn parametreleri siirekli aralikta
degisirken modellerin alabilecegi maksimum ve minimum degerlerin miithendislik
bakimindan ger¢ekle uyumlu olup olmadigini kontrol eder. Bu ¢alisma kapsaminda
Tablo 8.4’de verilen sonuglara gére maksimum ve minimum dogal frekans araligi
sirastyla 619.842 rad/sn ve 323.036 rad/sn olarak bulunmustur. Onerilen matematiksel
modeller tarafindan bulunan maksimum ve minimum dogal frekans arali§1 degerleri
Tablo 8.7°de verilmistir. Matematiksel modeller kullanilarak elde edilen sonuclar,
Tablo 8.4’de analitik formiil kullanilarak bulunan ger¢cek sonuglar ile
karsilastirildiginda yalnizca SON ve SONR modellerin hem maksimum hem de
minimum dogal frekans araligi degerleri bakimindan gercek sonuglar ile tutarh
sonuclar Urettikleri gortlmektedir. Burada ulasilan sonug oldukga ¢arpicidir. Tablo 8.5
ve Tablo 8.6°daki 19 farkli model degerlendirme kriterine gore en basarili model
olarak 6n plana ¢ikan HM ve SOTN modeller Tablo 8.7’deki sinir kontrol kriteri
sonuclarina gore kullanilmast miimkiin olmayan modeller olarak belirlenmistir. Bu
sebeple, siir kontrol Kriterinin model segimine direk etki edebilen ayirt edici bir kriter
oldugu soylenebilir. SON ve SONR modeller hem maksimum hem de minimum dogal
frekans aralig1 degerleri bakimindan gergekle tutarli ve birbirlerine yakin sonuglar
tiretmistir. Bu iki model igerdikleri terim sayisi bakimindan karsilastirildiginda ise

SON modelin SONR modele gore daha sade bir model oldugu goriilmektedir.

Tablo 8.7: Modellerin sinir kontrol kisit1 (boundedness check) degerlendirmesi

Maksimum Minimum Model terim sayisi
SON 606.85 317.72 21
SONR 629.84 297.89 42
TON 9.94E+04 -9.84E+04 56
FOTN 604.3 100.06 11
FOTNR 1.15E+10 -2.35E+07 22
SOTN 652.67 -629.4 66
BesselJ 799 -21535.2 21
HM 3931.95 -11596 136
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Tablo 8.5, 8.6 ve 8.7deki degerlendirmeler SON ve SONR modellerin dogal frekans

araligr ¢iktisini modellemede kullanilabilecek en uygun iki model oldugunu

gostermistir.

Tablo 8.8: SON ve SONR modellerin rastgele dretilen veri setleri ile farkli

degerlendirme kriterleri baz alinarak basarilarinin dl¢iilmesi

Model 50 test veri 100 test veri 250 test veri
degerlendirme
Kriteri SON SONR SON  SONR SON SONR
R2test 0.81 0.88 0.72 0.86 0.32 0.22
R2diizeltme 0.79 0.87 0.71 0.85 0.30 0.20
SE 29.52 22.94 35.19 25.20 52.72 56.47
MSE 871.57 526.25 1238.56 634.94 2779.48 3188.35
RMSE 29.52 22.94 35.19 25.20 52.72 56.47
RMSPE 5.61 4.35 6.80 4.76 10.42 11.30
RRMS 5.59 4.35 6.72 4.81 9.79 10.49
SAE 1222.04 967.88 2968.91 2136.61 9883.96 9767.99
MAE 24.44 19.36 29.69 21.37 39.54 39.07
SRMSE 0.06 0.04 0.07 0.05 0.10 0.10
MAPE 4.62 3.64 5.64 4.04 7.60 7.56
SEP 0.06 0.04 0.07 0.05 0.10 0.10
KGE 0.78 0.89 0.68 0.88 0.70 0.87
U2theil 0.06 0.04 0.07 0.05 0.10 0.10
MSRE 0.00 0.00 0.01 0.00 0.01 0.01
X2 82.47 49.64 238.04 119.36 1364.36 1581.94
AIC 522.41 539.18 1037.96 1013.14 2733.97 2810.28
BIC 562.56 619.49 1092.67 1122.56 2807.92 2958.19
AICC 555.41  1055.18 1049.80 1076.51 2738.03 2827.73

Bu iki modelin basar1 durumlarini birbirleriyle karsilastirmak icin rastgele 50, 100 ve

250 satirdan olusan test verileri tiretilmistir. Tablo 8.8’de bu test verileri icin elde

edilen gercek dogal frekans aralig1 degerlerinin SON ve SONR modeller taratindan ne

kadar hassasiyetle tahmin edilebildigi farkli model degerlendirme kriterleri
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kullanilarak belirlenmistir. Sonuglara gore, 50 ve 100 satirlik test verileri kullanilarak
bir karsilagtirma yapildiginda; SONR modelin AIC, BIC ve AICC digindaki tiim
model degerlendirme kriterleri tarafindan daha basarili bulundugu séylenebilir. SON
ve SONR modellerin karsilastirilmasinda 250 satirlik test verisi kullanildiginda ise R?,
R2diizeltme, SE, MSE, RMSE, RMSPE, RRMS, X2, AIC, BIC, AICC kriterlerine gore
SON modelin daha basarili oldugu tespit edilmistir.

Tablo 8.8 sonuglar1 incelendiginde dikkate ¢eken baska bir durum, belirtilen iki
modelin test edildigi veri kiimesinin hacmi genisledikge gergek degerleri tahmin
edebilmede gosterdikleri performansin bazi basari degerlendirme Kriterlerine gore
oldukga diistikken, bazi kriterlere gore ise hala oldukea iyi durumda olmasidir. Mesela
50 ve 100 satirlik veri seti ile test asamasinda R? ve R? diizeltme kriterlerine gore
yiiksek basari oranina sahip olan SON ve SONR modeller, test veri seti hacmi 250
satira ¢ikarildiginda bu iki kritere gore oldukca koti bir basart performansi
gostermislerdir. Ancak, MAPE, KGE MSRE gibi basar1 kriterleri dikkate alinarak
modeller degerlendirildiginde test veri hacminin arttirilmasinin modellerin basari
durumunu degistirecek kadar biiyiik bir etki olusturmadigi goriilmektedir. Bu sonuglar,
model basar1 degerlendirmesinde farkli yaklagimlari baz alan bu kriterlerin rastgele
kullaniminin yaniltici olabilecegini gostermektedir. Bu sebeple, modellerin tahmin
performansi degerlendirilirken, yukaridaki tablolarda verilen farkli kriterleri bir arada
kullanmak daha anlamli olabilir. Ancak bazi durumlarda, farkli kriterleri bir arada
kullanmakta karar vermek igin yeterli olmayabilir veya yaniltict olabilir. Daha 6nce
yukaridaki ornekte de bahsedildigi gibi 250 satirlik test verisi kullanilarak SONR
model icin belirlenen 0.22 R? degeri, modelin gergek degerleri tahmin etme basarisinin
olduke¢a diisiik oldugunu sdylerken, MAPE basar1 kriterine gére SONR model icin
belirlenen 7.56 degeri modelin basarisinin ¢ok iyi oldugu yoniinde bir tespit
yapmamizi saglar. Bu durum bir¢ok model arasindan hangisinin daha basarili oldugu
ile 1lgili bir se¢im yapmamiz gerektiginde sorun olusturmayabilir ancak bir modelin
ne kadar basarili oldugu ile ilgili tespit yapmak gerektiginde karar vermek daha zor
olacaktir. Modeller arasindan en basariliy1 segmek gerektiginde farkli degerlendirme
kriterleri tarafindan 6n plana ¢ikan modeli se¢gmek anlamli olabilir. Fakat hangi basar1
kriterinin degerlendirmesinin dikkate alinmasi gerektigi ile ilgili bir soru isareti
olacagindan dolay1 bir modelin ne kadar basarili olup olmadigina karar vermek daha

zor olacaktir. Boyle bir sorunun Ustesinden gelebilmek igin basar1 degerlendirme
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kriterlerinin hesaplamalarinda nasil bir yaklasim kullanildigini ve calistigimiz veri
setinin bu yaklagima uygun olup olmadigini bilmek faydali olacaktir. Yani bir modelin
basar1 degerlendirmesi ile ilgili sadece gercek degerleri tahmin etme performansini bir
sonug olarak diisiinmek yerine bu degerlendirmeye etki edebilecek faktorleri dikkat
almak gerekir. Burada, dizayn parametrelerinin ve onlarin seviye degerlerinin dogru
belirlenmesi, uygun bir deney tasarim metodu kullanilarak deney seti olusturulmas,
deney sayisinin modelleme i¢in yeterli olmasi, ¢ikti parametresi igin veri dagilim
tipinin belirlenmesi temel bazi dikkat edilmesi gereken faktorlerdir. Bu faktorlere
dikkat edilmeden gerceklestirilen bir modelleme sonucunda basarili bir modele

ulagilsa bile bu durum yaniltici olabilir.

Bu degerlendirmeler dogrultusunda, ¢alisma kapsaminda ele alinan model tipleri ve

model basar1 degerlendirme kriterleri kullanilarak su sonuglara ulasildigi sdylenebilir:

1) Bu tez calismasi kapsaminda Onerilen sinir kontrol (boundedness check)
model degerlendirme kriteri modelin ne kadar basarili oldugundan ziyade
modelin trettigi sonuglarin ger¢ekle uyumlulugunu degerlendiren ve modelin
kullanilabilir olup olmadig: ile ilgili direk bilgi verebilen bir metottur. Sinur
kontrol kriterinin 6nemini dogal frekans araligi ¢iktisinin modellemesinde
kullanilan matematiksel modellerin basar1 degerlendirilmesinde agik bir
sekilde géormek miimkiin olmustur. Diger model degerlendirme kriterlerinin
biiytik bir gogunlugu HM’yi en basarili model olarak 6n plana ¢ikarirken, sinir
kontrol kriteri HM nin irettigi maksimum ve minimum dogal frekans araligi
degerlerinin gercekte ulasilmasi miimkiin olmayan sonuglar oldugunu ve
modelin kullanilamayacagini1 gostermistir. Ayrica, bu tiir bir degerlendirme
dogrultusunda sadece SON ve SONR modellerin iirettigi maksimum ve
minimum dogal frekans araligi degerlerinin gergek ile tutarli sonuglar
oldugunu belirlemistir.

2) Model basari 6lgiitleri kendi icerisinde degerlendirildiginde ise R?2
R?dlzeltme, KGE gibi kriterler degerleri 1’e ne kadar yakin ise modeli o
Ol¢iide basarili kabul ederken; AIC, BIC, AICC gibi kriterler elde edilen
degerin ne kadar kiiciik olduguna bagli olarak modeli basarili kabul

etmektedir. Bu iki grup disinda geriye kalan model degerlendirme kriterleri
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3)

modellerin gercek degerleri tahmin etmede gosterdikleri hatalar 0’a yakin
oldugu 6l¢iide modeli basarili kabul eder.

MSE, RMSE, SE vb. model degerlendirme kriterleri sadece gercek ve tahmin
edilen arasindaki farki dikkate alarak hata (SSE) karsilastirmasi yapar. R?
tabanli model degerlendirme kriterleri hata (SSE) degerlerinin yaninda gergek
deger ve gergek deger ortalamasimin farkin1 (SST) da dikkate alarak bir
hesaplama gergeklestirir. AIC, BIC, AICC gibi kriterler ise gercek ve tahmin
edilen arasindaki farka ek olarak, model terim sayisin1 da model basarisina etki
eden bir dlgiit olarak dikkate alir. Bu degerlendirme kriterlerine gore daha az
terimden olusan ve hata orani daha diisiik olan model daha basarilidir. Bu
sebeple, model basarisi belirlenirken farkli model degerlendirme kriterleri
kullanilarak en etkili model belirlenmeye calisilmistir. Ancak goriildiigii tizere
bahsedilen model degerlendirme kriterlerinin higbirisi sinir kontrol kriteri
kadar modelin kullanilabilirligi hakkinda net bilgi verememektedir. Bu
kriterler, hangi modelin daha yalin ve veriyi ne kadar iyi fit ettigi ile ilgili fikir
vermektedir. Ancak elde edilen sonuglarin gercekle tutarliligi ve

uygulanabilirligi hakkinda bilgi verememektedir.
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Bolim 9

Deney Tasarim Metotlarinin

Karsilastirilmasi

9.1 Farkli Deney Tasarim Metotlar1 Kullaniminin
Modelleme Uzerindeki Etkisinin Degerlendirilmesi

Deney tasarimi, modelleme ve optimizasyon, birbirlerini takip eden ve birbirlerinden
bagimsiz diistiniilmemesi gereken bir siiregtir. Deney tasarimi asamasinda dizayn
parametrelerinin se¢imi, onlarin seviye degerlerinin belirlenmesi ve hangi deney
tasarim metodunun kullanilacagina karar verilmesi modelleme siirecine dogrudan etki
etmektedir. Yani, tanimlanan probleme etki eden dizayn parametrelerinin veya onlarmn
seviye degerlerinin dogru se¢ilmemis olmasi, matematiksel modelleme siirecinde ¢ikti
parametresinin davranis trendi ile ilgili yanls ¢ikarimlar yapilmasina sebep olabilir.
Dizayn parametreleri ve onlarin seviye degerlerinin dogru tanimlandigi bir problemde
deney tasarim metodunun dizayn parametrelerinin tanimlanan deger araligini
kapsayacak sekilde bir data seti iretmemesi de istenmeyen bir durumdur. Bu tur data
setleri kullanilarak matematiksel modelleme gerceklestirildiginde ¢ikt1 parametresinin
global trendini gozlemlemek yerine dizayn parametrelerinin belirli bir araligi i¢in
gecerli olan lokal bir trende yakalanma ihtimali ortaya c¢ikmaktadir. Boyle bir
durumda, matematiksel model gercek degerleri yiiksek dogruluk ile tahmin etse bile
data seti icerisinde yer alan noktalar dizayn parametrelerinin belirli araliklarini ifade
edecek sekilde kiimelendigi icin yanilgiya sebep olabilir. Asagida verilen Sekiller
incelendiginde bahsedilen durum ile ilgili degerlendirme yapmak daha kolay olacaktir.
Sekil 9.1 “de girdi ve ¢ikt1 parametreleri arasindaki iliski lineer davranis gosterdigi i¢in

data seti olusturulurken tim girdi araligini ifade edecek sekilde degil de isaretlenmis
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belli bolgelerde kiimelenmis olarak data toplanmis olsa dahi modelleme asamasinda

bir sorun teskil etmeyebilir.

Sekil 9.1: Girdi ve ¢ikt1 parametrelerinin iligkisinin lineer model ile ifade edilmesi

Ancak benzer degerlendirmeyi Sekil 9.2 icin yapmak miimkiin degildir. Burada data
seti olusturulurken belli boélgelerde kiimelenmis datalar1 segcmek modellemede
yanilgiya sebep olacaktir. Mesela siyah renk ile isaretlenmis bélgeden yogun olarak
data se¢cmek girdi-¢iktt parametreleri arasindaki iligkinin lineer davranisa sahip
oldugunu gosterirken, turuncu renk ile isaretlenmis bolge logaritmik, kirmizi ile
isaretlenmis bolge ise polinom veya trigonometrik davranigsin baskin oldugunu
gosterir. BOyle bir durumda ancak data seti igerisinde yer alan noktalarin tiim girdi
parametreleri deger araliklarii temsil edecek sekilde segilmesi bizi dogru sonuca

goturar.

Deney tasarimi ve modelleme agsamalarinda dogru stratejinin izlenmemesi durumunda
optimizasyonda bircok farkli problem tipinde basarisini ispatlamig metotlar kullanilsa
dahi elde edilen sonuclar gergeklikten uzak olacaktir. Optimizasyon siirecinin ana
elemanlari, ama¢ fonksiyonu, kisitlar ve dizayn parametreleridir. Degeri maksimize
veya minimize edilmek istenen amag¢ fonksiyonu dogrudan deney tasarimi ve
modelleme siirecleri ile baglantili oldugu i¢in giivenilir bir optimizasyon sonucuna

ancak gilivenilir bir amag¢ fonksiyonuna sahip olmakla ulasilabilir.
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Sekil 9.2: Girdi ve ¢ikt1 parametrelerinin iligkisinin non-lineer model ile ifade
edilmesi

Tablo 9.1’ de literatirde en sik karsilagilan deney tasarim metotlar1, bu metotlarin
uygulandigi problemlere 6rnekler ve FFD kullanilsaydi gergeklestirilmesi gereken

deney sayilar1 gosterilmistir.

Literatiirde en ¢ok karsilasilan deney tasarim metotlar1; BBD, CCD ve Taguchi
olmakla birlikte D-optimal ve FFD da siklikla kullanilmaktadir. Ozellikle Taguchi
metodunun ¢ok fazla deney gergeklestirilmesi gereken durumlarda alternatif diger
metotlara gore oldukga az deney sayisi igerecek sekilde bir tasarim sunmasi maliyetin
birince derece 6nemli oldugu miihendislik alanlarinda c¢alisanlar igin cezbedici
olmaktadir. Ornek problemlerin yer aldigi Tablo 9.1 incelendiginde de Taguchi nin

deney sayilarinda dikkate deger bir azalma sagladigi agik bir sekilde goriilmektedir.

Ancak burada dikkat edilmesi ve sorgulanmasi gereken konu deney sayisini
azaltmanin modelleme ve optimizasyon iizerindeki etkisidir. Mesela, Taguchi’nin bir
deney tasarim metodu olarak kullanildigi Hong ve dig. [44], Jafari ve Akyuz [2],
Huang ve dig. [50] tarafindan yapilan c¢alismalarda Taguchi metodunun ve FFD
metodun Onerdigi gergeklestirilmesi gereken deney sayilari karsilastirildiginda farkin
cok biiyiik oldugu goriilmektedir. Bu durum Taguchi metodunun kullanimiin daha
cok sorgulanmasina sebep olmaktadir. Bu asamada deney tasarim metotlarindan
beklenti, dizayn parametrelerinin sinirlar1 igerisinde kalacak sekilde girdi ve ¢iktilar

arasindaki iligkiyi en dogru sekilde ortaya koyabilecek data setini olusturmalaridir.
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Tablo 9.1: Deney tasarim metotlar1 ve literatiirden 6rnek problemler

Deney
Yil Calisma Calisma konusu tasarlén 2:;2/ FFSZ}?lesTey
metodu
Kashyzadeh ve  Kompozit dogal
2021 dig. [62] gaz tanki tasarimi cCD 24 625
Elektrikli arac
2019 Zhang ve dig. batarya paketi ccb 79 78125
[63] muhafazasinin
optimizasyonu
Katmanli {iretim
ile Uretilen
Mohamed ve numunelerin .
2016 diz. [64]  dinamik-mekanik -OPtimal 60 31104
Ozelliklerinin
optimizasyonu
Pahange ve Ucak kanat .
2016 Apolbashari [3] fasarimi Taguchi L8 486
. Yaprak yay igin
2016 AOEDE yoruma dmr cco 50 3125
[65] optimizasyonu
Dokim BBD
2016  Patel ve dig. [6] prosesinin cch 27 81
modellenmesi
2021 H“a”[%g]e dig. '-asgotzé’i”ak Taguchi 25 15625
Stirling
moturunun BBD
2020  Yevedig. [41] dinamik 55 729
performans
analizi
Fiber takviyeli
Kun ve dig. kompozitlerin .
2019 [66] enjeksiyon Taguchi 27 243
kaliplama islemi
Veljkovic ve BiyodizeI_U_retim FFD 27
2019 dig. [5] prosesinin BBD 14 27
& modellenmesi CCD 14
. Arac fren diski
2022 Jafar ‘Eg]Aky“Z tasarm Taguchi 16 1728
2021 Hong ve dig. Train fren diski Taguchi 30 262144
[44] tasarimi
Souzangarzadeh Enerji emici .
2020 .3 silindirik par¢ali  D-Optimal 34 72
ve dig. [67] .
tapler
Arag
2020 Li ve dig. [68] stabilitesinin D-Optimal 28 729
modellenmesi
Kumar ve dig. P°"”f‘er .
2021 kompozitlerde Taguchi 16 64

[49]

delme prosesi
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Sekil 9.3: FFD ve Taguchi metotlar1 tarafindan olusturulan deney setlerinin
karsilastirilmast

Kumar ve dig.[49] tarafindan yapilan caligmada polimer kompozitlerde delme
prosesinin matematiksel modellemesi ve optimizasyonu ele alinmistir. Deney tasarim
metodu olarak Taguchi kullanilmis ve 16 satirdan olusan bir deney seti ortaya
konulmustur. Taguchi yerine FFD deney tasarim metodu kullanildigi durumda 64
deney gergeklestirilmesi gerekmektedir. Sekil 9.3 (a), FFD deney tasarimi igin
gerceklestirilmesi gereken deneyleri gosterirken; Sekil 9.3 (b), Taguchi deney tasarimi
tarafindan gerceklestirilmesi Onerilen deneyleri gostermektedir. Burada, basarili bir
matematiksel modelleme siireci gerceklestirilebilmesi, Taguchi deney tasarim metodu
tarafindan Onerilen deneylerin Sekil 9.3 (b)’de gosterilen kiibik eleman iizerinde
homojen dagilim saglayacak sekilde belirli bir alanda yogunlagsmadan farkl
noktalardan deney seti datalarin se¢ilmesiyle miimkiin olacaktir. Sekil 9.3 (b)’de yer
alan Taguchi tarafindan gerceklestirilmesi Onerilen deneyler incelendiginde, kibik

elemanin tiim koselerini kapsayacak sekilde bir deney setinin olusturulmadigi, 16
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deney seti noktasinin, koselerden 4 nokta, her yuzeyde 2 nokta olmak (izere yiizeylerde
toplam 12 nokta olarak segildigi goriilmektedir. Dikkat gekici bir baska durum kiibik
elemanin i¢ kisminda yer alan hi¢bir noktanin Taguchi tarafindan 6nerilen deney seti
i¢in se¢ilmemis olmasidir. Bu degerlendirmeler dogrultusunda, FFD yerine Taguchi
deney tasarim metodunun kullanilmasi problemin matematiksel modelleme
asamasinda yanilgiya sebep olabilir mi? Sorusu dikkatle incelenmesi gereken bir
durumdur. Taguchi deney tasarim metodu dikkate alinarak yapilan bu degerlendirmeyi
farkli deney tasarim metotlar1 ig¢in yapmak da muimkindir. Tekrar hatirlatmak
gerekirse, burada vurgulanmak istenen temel sey; deney tasarimi siirecinin modelleme
ve optimizasyonu dogrudan etkiledigi, dolayisiyla bu ii¢ siirecin birbirinden ayri
diisiiniilemeyecegi ve deney tasariminda dizayn parametrelerinin, onlarin seviye
degerlerinin ve kullanilacak deney tasarim metodunun dogru bir strateji ile
secilmesinin problemin ¢6zimunde en biyik etkiye sahip oldugudur. Ancak hem
Tablo 9.1°de verilen ornekler hem de literatiir ¢alismalar incelendiginde, deney
tasarimina gereken Onemin verilmedigi, Ozellikle Taguchi metodunun (zerinde
calisilan problem dikkate alinmaksizin deney sayisini azaltmak i¢in yogun bir sekilde
kullanildigr goriilmektedir. Bu sebeple, bu calismada deney tasarim metotlarinin
modelleme ve optimizasyon Uzerindeki etkisini incelemek igin analitik ¢c6zumu olan
kompozit saft problemi ele alinmistir. Béylece analitik formiil kullanilarak gergek
sonuglari elde etme, modellerin tahmin performanslarini karsilastirma, modelleri daha
once karsilasmadiklar1 data setleri ile test etme imkéani dogmus ve gergek anlamda

deney tasarim metotlarinin performanslarini degerlendirmek miimkiin olmustur.

Problem 12

Savran, M., Ayakdas, O., Aydin, L., & Dizlek, M. E. (2020). Design and Optimization
of Glass Reinforced Composite Driveshafts for Automotive Industry. Designing

Engineering Structures using Stochastic Optimization Methods, 44-58. [69]

Calisma kapsaminda incelenen kompozit saft 16 tabakali simetrik/balans cam-epoksi
malzemeden olusmaktadir. Kompozit fiber agilar1 dizayn parametresi olarak
secilmistir. Amag fonksiyonu olan kritik burulma burkulma yukiiniin degerinin en az
550 Nm’den biiyiik olacak sekilde maksimize edilmesi hedeflenmistir. Deney tasarim

metodu olarak; FFD, Taguchi, BBD, CCD ve D-Optimal kullanilmistir. Deney tasarim
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metotlarinin modelleme ve optimizasyon Tlizerindeki etkisi karsilagtirmali olarak

incelenmistir.

Kompozit saft problemi Klasik Laminasyon Teorisi dikkate alinarak ¢6ziilmiistiir.

< Tam >

1480 mm

Sekil 9.4: Kompozit Saft [58]

Klasik laminasyon teorisinin varsayimlari ve detayli bilgi i¢in referans g¢alisma
incelenebilir [58]. Kompozit malzeme mekanigi tabanli analitik formiil kullanilarak
kritik burulma burkulma yiikiiniin hesaplanabilmesi i¢cin kompozit saftin agrya bagh
Ozelliklerinin tespit edilmesi gerekir. Doniistliriilmiis indirgenmis rijitlik matrisi ve
ona bagli olarak hesaplanan miihendislik sabitleri ile ilgili formiiller formiiller 6.

Boliim Denklem 6.1 ve 6.2°de verilmistir.

Uzama-kisalma rijitlik matrisi [A] herbir tabaka igin hesaplanan doniistiiriilmiis
indirgenmis rijitlik matrisi ve herbir tabakanin kalinligina bagl olarak asagidaki gibi

hesaplanabilir [58].

Ajj = ZR=a[(@QTi (i — hyp), 1) =1,2,6 (9.1)

Fiber ve fibere dik yondeki efektif moduller Ex ve En ; [A] matrisi ve tek tabaka
kalinligina bagl olarak asagidaki gibi ifade edilebilir [58].

1 A2 1
Ex=¥A11—A—22 Eh=€Azz_

(9.2)

Alzzl
A11

Ele alinan problemde amag fonksiyonu olarak segilen kritik burulma burkulma yuki

(Ter ) asagidaki gibi hesaplanir [58].

t \3/2
T., = (2rr, 2t)(0.272) (E,Ey )/ (r—> (9.3)
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Burada, rm, kompozit saftin ortalama yaricap degerini gostermektedir. Calisma
kapsaminda ele alinan silindirik kompozit saft Sekil 9.5°de gosterilen tabakali

kompozit gibi diisiiniilerek hesaplamalar gerceklestirilmistir.

ho

h:

Sekil 9.5: Cam /epoksi tabakali kompozit

Tablo 9.2, dizayn parametresi olarak segilen fiber acgilarmin deney setleri
olusturulurken alabilecegi seviye degerlerini gostermektedir. Bu kapsamda FFD, D-
Optimal, Taguchi ve CCD deney tasarim metodlari ile deney seti olusturulurken fiber
acilarimin seviye degerlerinin tamami kullanilirken, BBD yanlizca 3 seviyeden olusan
dizayn parametreleri icin deney seti Onerebildiginden dolayr 0, 45, 90 seviye

degerlerini igerecek sekilde bir deney seti olusturulmustur.

Tablo 9.2: Saft tasariminda kullanilan dizayn parametreleri ve seviye degerleri

Seviyel Seviye2 Seviye3 Seviyed Seviyeb

X1 0 225 45 67.5 90
X2 0 22.5 45 67.5 90
X3 0 22.5 45 67.5 90
X4 0 225 45 67.5 90

Deney tasarim metotlarindan BBD, CCD ve Taguchi 25 satirhik deney setleri

Onerirken, D-Optimal 118, FFD ise 625 satirdan olusan bir deney seti onermistir.
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Deney tasarim metotlar1 tarafindan olusturulan deney setleri kullanilarak elde edilen
matematiksel modeller optimizasyon sirecinde DE algoritmast kullanilarak

maksimize ve minimize edilerek kritik burulma burkulma yiikii belirlenmistir.

Tablo 9.3, 625 satirdan olusan FFD deney tasarim metodu ile elde edilmis data seti
kullanilarak kurulan matematiksel modelleri, onlarin basar1 degerlendirmelerini ve
elde edilen kritik burulma burkulma yiklerini ve onlara karsilik gelen dizayn
parametrelerini gostermektedir. Cam/epoksi malzemeden olusan saft’in kritik burulma
burkulma davranisini modellemek igin polinom, rasyonel, trigonometrik, logaritmik
ifadeler iceren 14 farkli matematiksel model Onerilmistir. Modellerin basarilari, tez
boyunca sistematik bir sekilde uygulana R? uyum iyiligi indeksi ve boundedness check
kriterleri ile Ol¢iilmiistiir. Egitim, test ve dogrulama asamalarinda yeterli basari
gosteren modeller SON, TON, TONR, SOTN, SOTNR, SOLN olurken, boundedness
check asamasinda, TONR ve SOLN modellerinin Grettikleri minimum Kkritik burulma
burkulma yiikii degerleri mithendislik bakimindan gercegi yansitmadigi i¢in bu iki
model basarisiz kabul edilmistir. Ter i¢in belirtilmis olan analitik formili kullanilarak
optimizasyon yapildiginda elde edilen maksimum ve minimum degerler sirasiyla
1783.96 Nm ve 769.16 NM dir. Bu durumda hem tahmin basar1 orani yiiksek hem de
gercek sonuglar ile en uyumlu sonug treten modeller SON ve TON modellerdir. SON
modelin egitim, dizeltme, test ve dogrulama agamalarindaki ortalama basar1 orani
0.95, optimizasyon sonucu buldugu maksimum ve minimum T¢r degerleri 1825.24 Nm
ve 766.01 Nm iken bu degerler TON model i¢in sirasiyla 0.965, 1827 Nm ve 739.49
Nm olarak elde edilmistir. SON ve TON modeller tarafindan maksimum T igin
dizayn parametrelerinin optimum degerlerini 0 ve 90 olarak bulunurken, minimum Ter
de bu degerler iki model i¢in farklilik gostererek sirasiyla [0/0/0/0] ve
[13.15/12.74/12.65/13.39] olarak bulunmustur.
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Tablo 9.3: FFD deney seti kullanilarak olusturulan matematiksel modeller

RZegitim R?duzeltme  R?test RZ?dogrulama Maks. Tcr ve dizayn parametreleri ~ Min. T ve dizayn parametreleri
L 0.65 0.65 0.55 0.63 1819.73 784.04
[90/90/90/90] [0/0/0/0]
LR 0.66 0.66 0.54 0.63 1733.35 662.36
[90/90/90/90] [0/0/0/0]
SON 0.96 0.96 0.95 0.93 1825.24 766.01
[90/0/90/0] [0/0/0/0]
SONR 0.09 0.08 0.01 -0.14 4.26E+12 -1.59E+09
[48.27/0.33/25.48/17.23] [8.90/12.83/6.03/59.18]
TON 0.97 0.97 0.97 0.95 1827 739.49
[90/90/90/0] [13.15/12.74/12.65/13.39]
TONR 0.98 0.98 0.98 0.97 1805.96 -8.73
[90/90/90/0] [4.51/7.44/0.06/26.46]
FOTN 0.14 0.14 -0.02 -0.08 1542.37 1026.99
[90/90/46.62/90] [31.02/18.22/68.61/24.64]
FOTNR 0.11 0.11 0.01 -0.05 8.13E+08 -1.76E+12
[10.59/12.13/5.17/58.37] [15.49/16.03/89.93/13.79]
SOTN 0.93 0.93 0.94 0.91 2011.55 797.13
[30.41/21.09/90/17.85] [50.86/28.93/28.93/19.44]
SOTNR 0.98 0.98 0.97 0.97 1937.82 423.93
[65.34/71.64/49.61/90] [75.80/31.81/56.92/35]
FOLN 0.18 0.17 0.02 0.02 1443.54 930.61
[90/90/90/90] [0/0/0/0]
FOLNR 0.03 0.02 -0.003 -0.13 1.22E+16 1303.64
[0.26/0.003/30.42/30.33] [90/90/90/90]
SOLN 0.8 0.8 0.76 0.71 1827.09 -144.83
[90/90/90/90] [1.37/1.40/1.36/1.41]
SOLNR 0.41 0.4 0.59 0.3 1359.26 -5.23E+12
[90/90/90/90] [0.001/10.93/1.2730.99]

170



Tablo 9.4: CCD deney seti kullanilarak olusturulan matematiksel modeller

RZegitim  R?dlzeltme R2test RZ?dogrulama Maks. T ve dizayn parametreleri ~ Min. T ve dizayn parametreleri
L 0.62 0.52 -0.3 0.56 1734.55 562.96
[90/90/90/90] [0/0/0/0]
LR 0.63 0.54 -0.2 0.64 1525.65 -105.96
[90/90/90/90] [0/0/0/0]
SON 0.77 0.71 0.92 0.78 2502.29 738.62
[90/90/90/0] [27.87/27.92/27.87/27.17]
SONR -2 -3.25 -48 -19.82 2.48E+09 -1.72E+08
[90/0/44.16/82.73] [90/78.47/0/0.02]
TON 0.8 0.75 0.9 0.66 367558 -364197
[0/90/50.94/24.43] [90/3.27/39.06/65.40]
TONR -7 -0.87 -149 -39.6 3.14E+13 -7.65E+09
[85.68/82.97/81.97/25.10] [46.03/4.59/56.77/73.36]
FOTN 0.44 0.3 0.7 0.49 1514.28 764.86
[36.84/43.13/74.54/5.38] [33.70/71.40/71.40/2.24]
FOTNR 0.99 0.99 0.43 -0.48 4.69E+14 -1.83E+08
[25.12/15.21/89.28/14.39] [80.92/69.82/10.61/86.71]
SOTN 0.99 0.99 0.99 0.99 2504.55 -130.87
[55.82/73.88/40.16/24.82] [41.96/82.63/57.62/23.18]
SOTNR -30 -39.41 -150 -45.25 1.59E+07 -8.97E+11
[31.93/10.35/82.86/15.67] [34.77/30.23/8.59/68.39]
FOLN 0.45 0.3 0.39 0.84 1.38E+03 -9.42E+01
[90/90/90/90] [0/0/0/0]
FOLNR 0.49 0.36 0.25 0.8 1.59E+03 6.98E+02
[90/90/90/90] [0/0/0/0]
SOLN 0.64 0.54 0.9 0.97 2.22E+03 -2.20E+04
[90/0/90/90] [0/0/0/0]
SOLNR -0.5 -0.99 0.3 -4.16 1.60E+10 -3.16E+10
[23.32/49.67/62.83/89.95] [89.97/68.64/90/0]
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Tablo 9.4, 25 satirdan olusan CCD deney tasarim metodu ile elde edilmis data seti
kullanilarak  kurulan matematiksel modelleri, onlarin basart durumlarin
gostermektedir. Tablo 9.4°de dikkat ¢ekici bir sonu¢ SOTN modelin egitim, test ve
dogrulama asamalarinda neredeyse gercek degerler ile birebir ayni tahmin de
bulunmasina ragmen boundedness check asamasinda iirettigi maksimum ve minimum
Ter degerlerinin gergek sonuglar ile tutarsiz olmasidir. Bu durum boundedness check’in
bir degerlendirme kriteri olarak 6nemini ortaya c¢ikarmaktadir. Diger modeller de
incelendiginde R? tahmin performanslart ve boundedness check kriteri dikkate
alinarak digerleri ile karsilagtirildiginda nispeten bagarili diyebilecegimiz tek model
SON dir. R? ortalama tahmin performansi 0.8, T¢r maksimum ve minimum degerleri
ise sirasiyla 2502.29 Nm ve 738.62 Nm dir. SON modelin buldugu Ter maksimum
degeri (2502.29 Nm) analitik formiil ile elde edilen ger¢ek deger (1783.96 Nm) ile
karsilastirildiginda yaklasik %29’luk bir fark vardir. Aslinda gercek sonuglar ile bu
derece bir fark kabul edilebilir olmamasina ragmen diger modeller ile

karsilastirildiginda SON tercih edilebilir tek modeldir.

Tablo 9.5, 25 satirdan olusan BBD deney tasarim metodu ile elde edilmis data seti
kullanilarak  kurulan matematiksel modelleri, onlarin  basar1 durumlarin
gostermektedir. CCD kullanilarak deney seti olusturulmak istendiginde dizayn
parametreleri 0, 22.5, 45, 67.5 ve 90 derece den olusan 5 farkli seviye degerini
alabilirken, BBD deney tasarim metodunda 0,45 ve 90 derece olmak iizere 3 farkli
seviye degeri kullanilarak deney seti olusturulmustur. Tablo 9.5’deki sonuglara gore;
LR, SON, TON, FOTN, FOTNR, SOTN, SOLN, R? uyum iyiligi indeksi bakimimdan
basarili modellerdir. Ozellikle; SON, FOTNR, SOTN ve SOLN gercek T¢r degerlerini
bire bir dogru tahmin eden modeller olarak 6n plana ¢ikmiglardir. Ancak bu modeller
arasindan boundedness check kriterini saglayan modeller yalnizca SON ve TON
modeller olmustur. Bu iki modelin buldugu hem maksimum hem de minimum T

degerleri gercek degerler ile tutarlidir.
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Tablo 9.5: BBD deney seti kullanilarak olusturulan matematiksel modeller

R%egitim  R? dlzeltme R%test  R?dogrulama  Maks. T ve dizayn parametreleri Min. Tc ve dizayn parametreleri
L 0.75 0.69 0.89 0.61 1691.95 757.04
[90/90/90/90] [0/0/0/0]
LR 0.77 0.71 0.91 0.57 1580.85 561.86
[90/90/90/90] [0/0/0/0]
SON 1 1 1 1 1864.27 744.84
[90/90/0/90] [24.81/24.81/24.81/24.81]
SONR -19.19 -24.58 -35.97 -142.72 2.40E+10 -6.72E+09
[87.08/56.88/73.05/53.03] [24.84/44.32/37.92/68.83]
TON 1 1 0.78 0.95 2032.21 759.19
[90/90/90/0] [0/0/0/0]
TONR -27.26 -34.79 -47.39 -340.81 3.33E+08 -7.25E+07
[56.36/38.41/31.70/67.54] [61.69/70.13/40.65/5.17]
FOTN 0.95 0.94 0.92 0.65 4229.06 760.38
[72.95/28.97/66.67/60.39] [76.09/63.53/57.24/19.55]
FOTNR 1 1 1 1 6.05E+14 -2.82E+11
[58.83/63.75/63.32/31] [76.38/39.80/68.94/69.09]
SOTN 1 1 1 1 2162.32 -1501.95
[89.98/58.72/18.32/80.59] [35.64/10.44/41.66/60.44]
SOTNR -7.48 -9.74 -83.32 -281.71 1.45E+16 -5.09E+09
[89.96/38.45/89.9/20.55] [78.78/88.75/57.5/87.16]
FOLN 0.53 0.4 0.89 0.74 1463.5 656.91
[90/90/90/0] [0/0/0/0]
FOLNR 0.62 0.52 0.99 0.35 1357.49 -1.80E+15
[90/90/90/0] [0.002/0.1/81.53/0.03]
SOLN 1 1 1 1 2004.23 -1534.65
[90/90/90/0] [1.79/1.79/1.79/1.79]
SOLNR -9.58 -12.41 -37.78 -166.46 1.16E+16 -3.37E+11

[42.91/88.69/30.43/54.73]

[36.31/34.52/83.20/55.92]
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Tablo 9.6: D-Optimal deney seti kullanilarak olusturulan matematiksel modeller

RZegitim  R?duzeltme R?*test R2valid  Maks. Te ve dizayn parametreleri Min. T¢r ve dizayn parametreleri
L 0.58 0.56 0.83 0.71 1805.79 780.91
[90/90/90/90] [0/0/0/0]
LR 0.61 0.59 0.8 0.61 1698.07 743.84
[90/90/90/90] [0/0/0/0]
SON 0.94 0.94 0.98 0.98 1838.6 786.36
[90/90/90/0] [3.92/0.68/4.69/1.79]
SONR 0.95 0.95 0.97 0.98 1807.16 784.63
[90/90/90/0] [14.83/11.64/9.07/11.58]
TON 0.96 0.96 0.99 0.99 1938.86 757.45
[90/90/90/0] [11.32/12.96/11.55/12.04]
TONR 0.99 0.99 -0.65 0.82 2.29E+18 -2.11E+17
[72.54/82.77/74.75/1.96] [11.14/25.31/6.97/2.73]
FOTN 0.13 0.1 0.12 0.14 1563.94 1039.58
[65.58/65.37/27.80/27.63] [12.17/87.36/37.22/37.05]
FOTNR 0.28 0.25 -0.83 0.45 4.40E+09 -1.50E+12
[87.45/53.67/89.97/5.66] [60.41/70.42/59.96/65.02]
SOTN 0.92 0.91 0.94 0.89 2072.09 686.59
[30.42/80.63/65.08/77.61] [75.96/38.26/19.42/50.86]
SOTNR 0.85 0.85 0.05 -0.17 1.67E+09 -7.86E+17
[65.55/71.11/49.60/89.33] [10.36/0.94/86.08/0.05]
FOLN 0.11 0.07 0.37 0.26 1.44E+03 9.31E+02
[90/90/90/90] [0/0/0/0]
FOLNR 0.29 0.26 0.19 -0.12 1.95E+03 1.15E+03
[90/90/90/0] [90/0/0/0]
SOLN 0.76 0.75 0.83 0.9 1.80E+03 -8.73E+01
[90/90/90/90] [1.36/1.43/1.33/1.36]
SOLNR 0.61 0.59 -2.53 -0.84 1.54E+16 -4.78E+15
[89.95/87.41/90/24.54] [13.78/8.44/51.75/10.57]
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Tablo 9.6, Te c¢iktisimin modellenmesinde D-optimal deney tasarim metodu
kullanilmast durumunda elde edilen modellerin basart durumunu gostermektedir. D-
optimal deney tasarim metodu modelleme i¢in 118 satirdan olusan bir data seti
onermektedir. D optimal’in 6nerdigi data satir sayis1 BBD ve CCD kadar az olmasa
da, 625 satirdan olugan FFD metoduna gore daha avantajli oldugu sdylenebilir. Tablo
9.6’de yer alan modellerin basar1 durumlar incelendiginde, SON, SONR, TON ve
SOTN modellerinin hem R? uyum iyiligi indeksini hem de boundedness check kriterini
basariyla sagladigi goriilmektedir. Bu modeller arasmndan TON, R2? kriteri baz
alindiginda daha iyi tahmin performansi gostermis olsa da, SONR model maksimum
ve minimum T¢r degerleri dikkate alindiginda analitik formiil kullanilarak bulunan
gercek sonugclar ile daha tutarli sonuglar iiretmistir. Bazi modeller ise boundedness
check asamasinda maksimum ve minimum T¢ YUKUNU gergekci degerler olarak
bulmasina ragmen, gercek degerleri tahmin etme asamasinda gosterdikleri
performanslarin yeterli olmamasi sebebiyle basarisiz kabul edilmistir. L ve LR bu

kategoride yer alan modellerdir.

Tablo 9.7 matematiksel modelleme siirecinde data seti olusturmak ve bu data setini
kullanarak T¢r ¢iktisinin davranisini ifade eden en dogru modeli ortaya koymak igin
Taguchi deney tasarim metodu kullanildigi durumda elde edilen sonuglar
gostermektedir. Taguchi deney tasarim metodunda BBD ve CCD de oldugu gibi 25
satirdan olusan bir data seti kullanilarak matematiksel model olusturma islemi
gerceklestirilmistir. Bu sebeple ayni data satir sayisina sahip bu ¢ metodun
sonuglarini karsilagtirmak bahsedilen Ter ¢iktisini hangisinin daha iyi ifade ettigini
ortaya koymak igin olduk¢a anlamli ve fikir verici olacaktir. Taguchi deney seti
kullanilarak gerceklestirilen modellemelerde SON, TON, SOTN, SOLN ve SOLNR
modellerin R? uyum iyiligi indeksi bakimindan gercek degerleri tahmin etme
konusunda yeterli basariy1 gosterdigi saptanmistir. Bu modeler icerisinde boundedness

check kriterlerini de saglayan tek model ise SON olmustur.
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Tablo 9.7: Taguchi deney seti kullanilarak olusturulan matematiksel modeller

RZegitim  R? dlzeltme R2 test R%?dogrulama  Maks. T¢ ve dizayn parametreleri Min. T¢ ve dizayn parametreleri
L 0.81 0.76 -1.33 0.41 1924.38 687.74
[90/90/90/90] [0/0/0/0]
LR 0.98 0.97 -14.49 -1.67 Inf Inf
SON 0.96 0.95 0.63 0.88 21404 748.13
[0/90/0/90] [0/0/14.10/0]
SONR -5.39 -7.1 -348 -72 1.22E+14 -1.06E+14
[20.88/6.21/47.23/43.20] [55.05/81.65/45.24/67.79]
TON 0.99 0.99 0.94 0.99 3.85E+06 -1.31E+07
[48.31/0/0/90] [0/0/90/90]
TONR -5.72 -7.51 -205.44 -73.24 1.46E+14 -3.68E+09
[80.38/89.92/0.23/89.91] [8.09/25.82/32.48/54.21]
FOTN 0.33 0.16 -55.44 0.53 1786.58 657.53
[90/9020.88/90] [43.47/5.52/49.15/30.41]
FOTNR 0.99 0.99 -31.76 0.71 5.22E+13 -2.90E+12
[29.35/30.26/78.27/29.05] [62.32/34.19/18.88/88.57]
SOTN 1 1 1 1 3690.22 -852.43
[83.53/71.46/45.29/38.79] [21.49/53.54/10.92/47.94]
SOTNR -9.24 -11.97 -489.36 -76.16 2.01E+12 -3.23E+09
[59.03/25.26/65.37/34.30] [50.75/68.94/45.07/83.89]
FOLN 0.34 0.17 -7.7 -0.95 1.48E+03 7.53E+02
[90/90/90/90] [0/0/0/0]
FOLNR 0.55 0.43 -8.16 -0.32 4.10E+15 -2.30E+14
[90/0.002/58.33/88.78] [0.3/0.007/0.22/90]
SOLN 0.95 0.94 0.88 0.95 4.21E+03 -4.08E+03
[90/0/0/90] [0/0/90/6.44]
SOLNR 0.97 0.96 0.7 0.99 3.66E+08 -1.66E+10
[27.15/90/0/90] [0.11/6.93/3.68/0.08]




Su ana kadar Ter ¢iktisini modelleme de etkisi incelenen deney tasarim metotlari, FFD,
CCD, BBD, D- optimal ve taguchi birbirleri ile karsilagtirildiginda tespit edilen bazi
sonuclar su sekildedir: (i) SON, kompozit saftin Ter davranisini modellemede bu bes
farkli deney tasarim metodu tarafindan da onerilen tek modeldir, (ii) SONR, ise bu
bes deney tasarim metodu arasinda sadece D-optimal tarafindan basarili bulunan bir
modeldir, (iii) BBD, CCD ve Taguchi metotlar1 25 satirdan olusan data setleri ortaya
¢ikarmis olmalarina ragmen, bu data setleri kullanilarak elde edilen matematiksel
modellerin basar1 durumlari birbirlerinden dikkate deger derecede farklidir. Mesela
BBD, CCD ve Taguchi metotlar1 deney setleri kullanilarak olugturulan SON modeller
birbirlerinden oldukca farkli basari oranlar1 gostermektedir. BBD tarafindan onerilen
SON model miikemmel bir tahmin performansi gosterirken CCD ve Taguchi
tarafindan 6nerilen SON modeller de ayni basariy1 yakalamak miimkiin olmamistir.
Bu sonuglar, hibrit deney tasarim metotlart kullanmanin bir avantaj saglayip
saglamayacagi sorusunu gindeme getirmektedir. Bu sebeple BBD, CCD ve Taguchi
metotlarin bir arada kullanildigi hibrit deney setleri olusturulmustur. Bu deney
setlerinin matematiksel modelleme ve T¢ ¢iktis1 tizerindeki etkileri Tablo 9.8’de
verilmistir. Tablo 9.8’da yer verilen modeller yapilan denemeler sonucu en basarili
oldugu tespit edilen modellerdir. BBD ve CCD metotlarin hibrit olarak kullanildig:
durumda ortaya ¢ikan en basarili modeller SON, TON ve SOTN olmustur. Ancak
burada SON ve TON modellerin gercek degerleri tahmin etme performansi sadece
BBD metodu kullanildigi durumda elde edilen SON ve TON modellerden daha
kotidir. SOTN model ise tahmin performansit bakimindan sadece BBD ve CCD
kullanildig1 durum ile benzer performansi gostermektedir. Ancak bu iki metot tek
baglarina veya hibrit olarak kullanildiklarinda SOTN model tarafindan boundedness
check kriteri kapsaminda elde edilen Ter ¢iktisinin maksimum ve minimum degerleri
gercekei olmadigl icin - model basarisiz kabul edilmistir. Yani BBD ve CCD
metotlarini hibrit olarak kullanmanin bir avantaj saglamadigini sdyleyebiliriz. BBD ve
Taguchi hibrit olarak kullanildigi durumda (BBD-Taguchi) L ve LR modellerin
basarilar1 tek baslarina kullanildiklart durumlara gore artarken, SON ve TON
modellerin BBD metodunda daha basarili oldugu soylenebilir. Taguchi metodu
tarafindan oOnerilen L ve LR modeller test ve dogrulama asamalarinda basarisiz
olmalarindan dolay1 elenirken, BBD metodu tarafindan 6nerilen bu iki model tipinden
L model’in ortalama R? degeri 0.74, LR model ise boundedness check kriterini

saglayamadigl icin basarisiz oldugu belirlenmistir. BBD ve Taguchi’nin hibrit
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kullanim1 ile L ve LR modellerinin ortalama R? degerleri 0.83 ve 0.86 olarak
bulunmustur. Bu iki model boundedness check testlerini de basariyla gegmistir. Yani
BBD-Taguchi hibrit kullanim1 L ve LR modeller {izerinde bir iyilestirme saglarken,
SON ve TON modeller tizerinde iyilestirme yOniinde bir etkiye sebep olmamustir.
Benzer degerlendirmeler BBD, CCD ve Taguchi metotlarinin hibrit olarak kullanildigi
durum i¢in de yapilirsa, SON ve TON modeller iizerinde hibrit kullanimin pozitif bir
etki olusturmadigi, BBD deney seti tarafindan onerilen bu iki model tipinin hibrit
duruma gore daha basarili olduklari, SOTN modelin ise hibrit olmayan metotlar ile
karsilastirildiginda benzer tahmin performansina sahip olmakla birlikte hibrit

kullanimda daha gerc¢ekg¢i sonuglar iirettigi sdylenebilir.

Su ana kadar yapilan degerlendirmelere gore en basarili deney tasarim metodu BBD,
en basarisiz deney tasarim metodu ise CCD dir. BBD deney seti kullanilarak
olusturulan SON model gercek degerler ile birebir tutarli tahminlerde bulunmus ve
ayrica boundedness test de optimizasyon sonucu bulunan maksimum ve minimum Ter
degerleri analitik formiil kullanilarak optimizasyon sonucu elde edilen maksimum ve
minimum degerler ile uyum gostermektedir. BBD deney tasarim metodunun bu
basaris1 yaniltici olabilir. Burada, 625 satirlik FFD deney seti yerine 25 satirlhik BBD
deney setini kullanmak kompozit saft’in Kritik burulma burkulmasi (Te¢r) davranigini
modellemek icin yeterli ve gergekci midir? Ciddi sekilde tartisilmasi gerekiyor.
Gergeklestirilen ilk modelleme sonuglari bu yonde bir pozitif algi olustursada ¢alisma
kapsaminda etkileri incelenen deney tasarim metotlart kullanilarak elde edilen
modellerin FFD data setinde yer alip kendilerinde yer almayan datalar ile tahmin
performanslarinin test edilmesi daha dogru bir degerlendirme yapmamiza yardimci
olacaktir. Mesela BBD 0zelinde bir inceleme yaparsak, FFD’de olup kendisinde yer
almayan 600 satir ile BBD tarafindan 6nerilen SON modelin tahmin performans: test
dildiginde hala gergcek degerler ile yiiksek tutarlilik gostermesi durumunda BBD
metodunun basaris1 Kabul edilebilir. Benzer degerlendirmeleri bu c¢alismada

kullanilan tiim deney tasarim metotolar i¢in yapmak miimkiindiir.
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Tablo 9.8 BBD-CCD-Taguchi hibrit deney seti kullanilarak olusturulan matematiksel modeller

R2egitim  R?dlzeltme R?test R2dogrulama Maks. Ter ve dizayn parametreleri ~ Min. T ve dizayn parametreleri

BBD- SON 0.85 0.83 0.7 0.75 1692.82 620.62
CCD [90/90/90/0] [0/0/0/0]

TON 0.86 0.84 0.77 0.74 1857.65 550.91
[90/0/90/90] [0/0/0/0]

SOTN 0.99 0.99 0.99 0.99 2754.15 495.62

[4.80/70.89/39.47/29.87] [56.97/75.82/0.42/6.70]

BBD- L 0.74 0.71 0.95 0.91 1767.22 731.22
Taguchi [0/90/90/90] [0/0/0/0]

LR 0.76 0.74 0.97 0.95 1746.53 735.87
[0/90/90/90] [0/0/0/0]

SON 0.94 0.94 0.93 0.93 1792.37 757.62

[90/90/90/0] [12.99/17.69/11.12/17.55]

TON 0.98 0.98 0.99 0.96 2506.16 548.72
[0/90/90/90] [0/0/0/90]

BBD- SON 0.88 0.87 0.92 0.87 1787.68 720.65
CCD- [0/90/90/90] [0/0/0/0]

Taguchi TON 0.91 0.9 0.93 0.96 1959.41 734.24

[90/90/0/90] [12.71/11.11/14.33/12.64]
SOTN 0.99 0.99 0.99 0.98 2263.96 545.14
[55.57/90/90/86.85] [60.45/0.40/19.33/0.42]
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Tablo 9.9°da deney tasarim metotlari tarafindan iiretilen data setleri kullanilarak elde
edilen ve ilk degerlendirmeler sonucu kompozit saft’in kritik burulma burkulma
davranigint modelleme de basarili olduklari tespit edilen modeller yer almaktadir. Bu
modellerin daha 6nce karsilasmadiklar1 FFD data seti ile test edilmeleri durumunda
gosterdikleri performanslar dort farkli model degerlendirme kriteri ig¢in ayri ayri

verilmistir.

Tablo 9.9 Farkli deney tasarim metotlari kullanilarak {iretilen modellerin test asamasi
basar1 degerlendirmeleri

R? MAPE MAE RMSE
CCD SON -0.66 17.5 238.44 292.95

SON 0.83 5.99 76.79 94

BBD
TON 0.81 6.15 80.31 100.59
SON 0.95 3.3 40.88 49.07
) TON 0.96 2.87 35.83 44 .47
D-Optimal
SONR 0.96 3.03 38.2 46.83
SOTN 0.92 4.06 50.38 65.61
Taguchi SON 0.64 7.9 102.09 136.3
SON 0.88 5.08 66.06 78.02
BBD-CCD TON 0.88 5.2 65.7 79.57
SOTN -5.45 42.24 522.51 582.28
L 0.58 9.5 121.68 147.2
LR 0.57 9.67 122.65 149.91
BBD-Taguchi
SON 0.91 4.19 54.65 69.31
TON 0.31 10.06 135.49 189.61
SON 0.95 3.36 42.44 52.65
BBD-CCD- TON  0.89 454 59.16 76.82
Taguchi

SOTN 0.75 6.88 88.09 115.04

Bu kriterlerden MAPE, MAE ve RMSE’de degerlerin 0’a yakin olmasi daha basarili
durumu ifade ederken, R¥’de degerler 1’e ne kadar yakinsa model o dl¢iide daha

basarilidir. Tablo 9.9°deki sonuglar herbir deney tasarim metodu i¢in incelendiginde
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su c¢ikarimlar yapilabilir: (i) CCD tarafindan Onerilen SON model ilk samada
degerlendirmesinde Tablo 9.4’de elde edilen basariy1 gosterememistir. FFD data
setinde yer alan gergek sonuglar1 tahmin etme performansi ¢ok kotiidiir. (ii) BBD data
seti kullanilarak olusturulan SON ve TON modeller Tablo 9.5’deki kadar yiiksek
basar1 oran1 gosteremesede dort degerlendirme kriteri baz alindiginda da oldukga iyi
tahmin performansina sahip oldugu sdylenebilir. (iii) D-Optimal tarafindan 6nerilen
tim modeller dikkate deger bir basar1 oranina sahiptir. Modeller, Tablo 9.6’eki ilk
asama degerlendirme sonuglar1 ile benzer tahmin performansi gostermektedir. (iv)
Taguchi tarafindan onerilen SON modelin basarisinda da bir diislis s6z konusudur
ancak CCD’deki gibi keskin bir basarisizlik goriilmemistir. (v) Deney tasarim
metotlariin hibrit olarak bir arada kullaniminin tek baslarina kullanima gore FFD data
seti ile test asamasinda basartyr arttirdign sdylenebilir. Ozellikle BBD-Taguchi ve
BBD-CCD-Taguchi deney setlerinde SON modelin basarisinda hibrit olmayan deney
tasarim metotlart (BBD, CCD, Taguchi) ile karsilastirildiginda onemli bir artis
olmustur. Ayrica, bu {li¢ deney tasarim metodunun tek baslarmma kullaniminda
degerlendirme kriterlerini saglayamayan SOTN model, hibrit deney tasarim

metodunda basari kriterlerini saglayan modellerden biri olarak 6n plana ¢ikmuistir.

Tablo 9.9°de dikkat ¢eken bir durum, D-Optimal tarafindan 6nerilen dért modelin de
ilk asama degerlendirmelerinde oldugu gibi FFD data seti ile gergeklestirilen test
asamasinda da ayni basariyr gostermis olmalaridir. Bu sonug, diger deney tasarim
metotlart ile karsilastirildiginda D-optimal tarafindan onerilen modellerin ne kadar
stabil olduklarmi gdstermektedir. Tablo 9.9°da eksik olan tek degerlendirme, FFD
tarafindan 6nerilen modellerin bir teste tabi tutulmamis olmasidir. Bu yiizden FFD de
dahil tiim deney tasarim metotlar tarafindan onerilen modeller, 25 satirdan olusan
ortak bir data seti kullanilarak teste tabi tutulmustur. Bu data seti olusturulurken
dizayn parametresi olan fiber agilari iretimde de en ¢ok tercih edilen 0, 15, 30, 45, 60,

75 ve 90 derece olarak segilmistir.

Tablo 9.10 deney tasarim metotlar tarafindan onerilen modellerin, bahsedilen 25
satirlik deney seti kullanilarak test edilmesi sonucu elde edilen basart durumlarinin
degerlendirmesini icermektedir. Sonuglara gére D-Optimal tarafindan 6nerilen TON
ve SONR modeller ile FFD tarafindan 6nerilen TON model en basarili modellerdir.
FFD’de ilk asamada Tablo 9.3’de basarili gézilken SOTN ve SOTNR modellerin
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Tablo 9.10°de test asamasinda basarisiz olduklari goriilmektedir. D-Optimal
tarafindan Onerilen Tablo 9.10’da yiiksek basari oranina sahip olan SOTN model,
Tablo 9.10°deki test islemi sonuglarina gore basarisiz olmustur. BBD-CCD, BBD-
Taguchi veya BBD-CCD-Taguchi seklinde deney tasarim metotlarinin hibrit olarak
kullanim1 tek baslarina kullanimlar ile karsilagtirildiginda olusturulan modellerin

basarisini arttirmistir.

Tablo 9.10 Farkli deney tasarim metotlar1 kullanilarak iiretilen modellerin test
asamasi bagar1 degerlendirmeleri

Deney tasarim

Model R? MAPE MAE RMSE
metodu

SON 0.93 3.68 45.24 52.79
. TON 0.95 3.09 37.63 47.21
SOTN -0.23 15.68 188.92 228.33
SOTNR -0.72 19.23 231.7 269.78
CCD SON -0.24 14.23 188.25 229.1

SON 0.77 6.61 86.3 99

BBD
TON 0.74 6.83 87.28 104.45
SON 0.93 3.63 45.24 53.18
) TON 0.95 3.2 38.33 47.38
D-Optimal
SONR 0.95 3.08 39.37 40.01
SOTN -0.14 14.73 177.01 219.4
Taguchi SON 0.61 7.83 97.93 127.55
SON 0.82 6.03 76.3 88.22
BBD-CCD TON 0.82 5.9 73.52 87.78
SOTN -5.34 37.46 450.19 517.54
L 0.49 9.25 114.48 146.56
) LR 0.41 9.85 121.26 157.87
BBD-Taguchi

SON 0.86 4.97 64.01 76.35
TON 0.42 9.7 128.29 156.58
SON 0.9 4.38 54.54 64.16
BBD-CCD-Taguchi TON 0.82 5.51 68.76 86.79
SOTN -0.82 18.95 232.8 277.42

182



Tiim galisma boyunca elde edilen sonuglar bir arada degerlendirildiginde, modelleme
siirecinde hangi deney tasarim metodunun kullanilacagina karar vermenin mutlaka
dikkate alinmasi1 gereken 6nemli bir adim oldugu anlasilmistir. FFD ve D-optimal
deney tasarim metotlar1 kompozit saft’in kritik burulma burkulmasi davranigini
modellemede en basarili modelleri ortaya koymustur. CCD deney tasarim metodu
kullanilarak gerekli basar1 kriterlerini saglayan bir model olusturulamamistir. Buna
ilave olarak BBD ve Taguchi metotlari, FFD ve D-optimal kadar yiiksek basar1 oranina
sahip olmasada testleri gegen modeller sunmuslardir. Bu ¢alisma kapsaminda ele
alman problemde, BBD, CCD ve Taguchi tarafindan olusturulan deney setlerinin
biiytikliiklerinin ayn1 olmasi, onlarin basarilt model olusturmaya katkilarinin birbirleri
ile kiyaslanmasini anlamli kilmaktadir. Byle bir kiyaslama da BBD, Taguchi ve CCD
‘den daha basarili goriinmektedir. Aslinda deney seti olusturulurken dizayn
parametrelerinin aldiklari seviye degerleri incelendiginde, CCD ve Taguchi tarafindan
olusturulan deney setlerinin BBD’ye gore daha kapsayict oldugu goriiliir. Bunun
sebebi BBD metodu her bir dizayn parametresi 3 seviyeden olustugu durumda
kullanilirken, CCD ve Taguchi metotlarinin deney seti olustururken dizayn
parametrelerinin 5 seviyeden olustugu durumu dikkate almasidir. CCD ve Taguchi
metotlarinin daha kapsayici deney setleri Sunmalarina ragmen BBD kadar basarili
olamamalarinin muhtemel sebeplerinden biri, dizayn parametrelerinin alabilecegi
degerlerin fazla ancak deney sayisinin ayni oranda yeterli olmamasi olabilir. Yani
dizayn parametrelerinin alabilecegi Seviye degerlerinin sayisini arttirmak her zaman
problemi daha dogru tanimlamamizi saglayamayabilir. Aymi biiyiikliikteki ii¢ data
setinin modelleme de gosterdikleri dikkate deger farklar bu konunun degisik
alanlardaki problemler icin detayli bir sekilde ele alinmasi gerektigini gostermektedir.
Burada merak edilen bir soru, BBD, CCD ve Taguchi metotlarinin birlikte
kullaniminin modelleme iizerinde pozitif bir etki olusturup olusturmadigidir. Ozellikle
FFD data seti ve 25 satirlik ortak bir data seti kullanilarak gergeklestirilen, sonuglar
Tablo 9.9 ve 9.10’da verilen test asamalarinda, bu deney tasarim metotlarinin birlikte
kullaniminin tek baslarina kullanima gore basar1 oranlarini arttirdiklar: agik bir sekilde
gorulmektedir. Bu durum CCD ve Taguchi’nin tek baslarina BBD’ye gore daha
basarisiz olmalar1 konusunda sunulan goriisii desteklemektedir. Yine bu c¢alisma
Ozelinde, deney seti biyiikliigi arttikga modellerin basari oraninin attigini séylemek

mimkiindiir ancak bu artig lineer bir artis degildir. Yani, biiyliklik bakimindan
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birbirlerinden farkli bes deney setini ele alir ve onlarin olusturdugu modellerin

basarisin1 degerlendirirsek durum daha agiklayici olacaktir.

700 1
07925 6:94 ‘Wsoga 0.9
600
81 0.8
500 0.7
2 0.625
§ 400 0.6
> 0.5
(] ~
g 300 04 <
e £
200 0.3 ©
. 118 0.2 g
100
25 25 49 49 I 0.1
, m == m m B .
Taguchi BBD BBD- CCD BBD - BBD - CCD- D-Optimal FFD
Taguchi Taguchi
Deney Tasarim Metodu
N Deney saylsl === QOrtalama R2
(@)
700 2500
625
600 140.4
2000
500 64.27 99=37 1787 .68 8386 1825.24
— .82
%)
% 400 1500
wn
o
< 300 1000 &
- 200 g
€
. 118 500 G
100
»5 ’s 49 49 I c
, wm == m m BN .
Taguchi BBD BBD- CCD BBD - BBD - CCD- D-Optimal FFD

Taguchi Taguchi
Deney Tasarim Metodu

EE Deney saylsl === Maksimum Tcr

(b)

Sekil 9.6: Deney tasarim metotlarinin karsilastirilmasi, (a) Matematiksel modellerin
basar1 orani, (b) Optimizasyon sonuglari
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Sekil 9.6’da farkli data seti bilylikliiklerine sahip, bu ¢aligma kapsaminda kompozit
saft’in kritik burulma burkulmasi davranigint modelleme de kullanilan 5 deney tasarim
metodunun Tablo 9.9 ve 9.10°deki gercek sonuglar1 tahmin etmede gosterdikleri R?
basar1 performanslarinin ortalamasi dikkate alinarak elde edilmis olan karsilastirmali
sonuclar ve belirtilen deney tasarim metotlart tarafindan Onerilen matematiksel
modellerin kullanimiyla elde edilen optimizasyon sonuglar1 gorilmektedir. Sonuglar,
CCD disinda tiim deney tasarim metotlar1 tarafindan basarili kabul edilen SON model
icin degerlendirilmistir. Sonuglardan da anlasilacagi gibi data seti biiyiikliigliniin
artmas1 modellerin ¢iktiy1 daha iyi tanimlamasina yardimeci olan bir faktor ancak 72 ve
625 satira sahip hibret deney tasarim metodu ile FFD arasinda tahmin performansi
bakimindan 6nemli bir fark yok. Bu sonuglar dikkate alindiginda, FFD deney tasarim
metodu yerine D-Optimal veya BBD, CCD, Taguchi deney tasarim metotlarinin
birlikte kullanildig1 hibrit metotlar1 tercih etmek anlamli goziikiiyor. Deney tasarim
metotlart arasinda D-Optimal calisma boyunca gerceklestirilen testlerin tiimiinii
yiiksek basar1 oranlar ile gecerek on plana ¢ikti. Ayrica diger deney tasarim metotlari
rasyonel tip basarili bir model 6nermemesine ragmen D-Optimal metodun 6nerdigi
SONR model tiim kriter ve test asamalarini basariyla sagladi. Sekil 9.6’da D-Optimal
tarafindan bulunan SON model’in basar1 oranin FFD’den biraz daha yiiksek olmasi
bizi yaniltmamalidir. Bu ¢aligmada ve daha onceki boliimlerde de bahsedildigi gibi
modellerin ger¢ek degerleri tahmin etmedeki basar1 oranlar tek baslarina bir gosterge
degildir. Modellerin boundedness check ve optimizasyon asamalarinda ne kadar
gercege uygun sonuglar irettikleri mutlaka dikkate alinmalidir. Tim bu
degerlendirmeler dogrultusunda D-Optimal daha basarili goriinse de yine de
cikarilmasi gereken sonug, FFD data seti kullanilarak problemi yeterli derece iyi
tanimlayacak bir model kurulmamis olmasidir yoksa zaten D-Optimal ve diger deney
tasarim metotlar1 tarafindan olusturulan data setlerini kapsayan bir metodun
matematiksel olarak daha basarisiz bir model 6nermesi miimkiin degildir. Burada
yorumlanan durum ile ilgili benzer sonuglara ¢alisma boyunca da rastlanmistir.
Mesela, Tablo 9.3 ve Tablo 9.5°de FFD ve BBD tarafindan olusturulan SON modeller
karsilagtirildiginda BBD metodunun FFD’ye gore daha basarili oldugunu
diisiinebiliriz. BBD tarafindan oOnerilen SON model egitim, test, dogrulama
asamalarinin tamaminda ger¢ek degerleri birebir dogru tahmin etmis ve lrettigi
maksimum ve minimum T¢r degerleri de gergek sonuglar ile uyumludur ancak daha

sonra Tablo 9.9 ve 9.10°de gergeklestirilen test asamalarinda BBD metodunun ayni
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basarty1 gosteremedigi goriilmiistiir. Matematiksel olarak bu normal ve beklenen bir
durumdur. Dolayistyla FFD tasarimin her zaman problemi en iyi tanimlayan metot
oldugu ve diger deney tasarim metotlar1 ile ona en yakin tasarimin elde edilmeye
calisildigi unutulmamalidir. Her bir deney tasarim metodu tarafindan 6nerilen SON
modellerin kullanimiyla gergeklestirilen optimizasyon sonuglari da modelleme de
deney tasarim metotlarinin ortaya koyduklar1 basariyla tutarlilik gostermektedir.
Optimizasyon sonuglarina gore, Taguchi tarafindan onerilen model, T¢r degerini
analitik formiil kullanilarak elde edilen gergek degerine gore yaklasik %17 hata ile
2140.4 Nm olarak tahmin ederken, D-Optimal ve FFD yaklasik %3 hata ile sirasiyla
1838 Nm ve 1825 Nm olarak tahmin etmistir. Deney tasarim metotlarinin hibrit olarak
kullanildigi BBD-Taguchi ve BBD-CCD-Taguchi metotlar1 tarafindan oOnerilen
modeller ise analitik formiil kullanilarak elde edilen optimizasyon sonucu ile yaklasik
% 0.5 hata ile sirasiyla 1792 Nm ve 1787 Nm olarak en yakin sonuglari tiretmislerdir.
Tekrar vurgulamak gerekirse, bu problem 6zelinde, FFD’ye alternatif olarak sunulan
D-optimal, BBD ve hibrit metotlarin basaris1 dikkat ¢ekicidir. Gelecege yonelik bir
caligma olarak da D-Optimal metodunun optimizasyon tabanli bir deney tasarim
metodu olmas1 sebebiyle daha fazla problemde kullanilarak diger deney tasarim
metotlart ile performansinin  karsilastirilmasinin, arti ve eksi yonleriyle

degerlendirilmesinin 6nemli oldugu distiniilmektedir.
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Bolim 10

Ozel Fonksiyonlarin Matematiksel

Modellemede Kullanimi

Problem 13

Savran, M., & Aydin, L. (2022). Natural frequency and buckling optimization
considering weight saving for hybrid graphite/epoxy-sitka spruce and graphite-
flax/epoxy laminated composite plates using stochastic methods. Mechanics of
Advanced Materials and Structures, 30:13, 2637-2650. [70]

Ozel fonksiyonlarn matematiksel modellemede alternatif model tipi olarak
kullanilabilirligini gostermek i¢in bir tabakali kompozit problemi ele alinmistir.
Tabakali kompozit keten/epoksi malzemeden olusan 16 katmanli simetrik balans bir
yapiya sahiptir. Keten/epoksi malzemenin 6zellikleri Tablo 8.2’de verilmistir. Calisma

kapsaminda ele alinan hibrit tabakali kompozit Sekil 10.1°de gosterilmistir.

Sekil 10.1: 16 katmanl simetrik-balans Keten/Epoksi tabakali kompozit
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Kompozit fiber agilari, plaka en boy orani (a/b) ve plaka diizlem ici y ekseni yéninde
uygulanan yik (Ny) dizayn parametreleri olarak se¢ilmistir. Tabakali kompozitin
belirtilen dizayn parametrelerine bagli olarak kritik burkulma yikinin maksimize

edilmesi amaglanmustir.

Keten/Epoksi tabakali kompozit kritik burkulma yiki problemi Klasik Laminasyon
Teorisi dikkate alinarak ¢oziilmiistiir. Klasik laminasyon teorisinin varsayimlari ve
detayli bilgi i¢in referans calisma incelenebilir [58]. Kompozit malzeme mekanigi
tabanli analitik formiil kullanilarak Kkritik burkulma yukinin hesaplanabilmesi icin
tabakali kompozit’in agiya bagl 6zelliklerinin tespit edilmesi gerekir. Agili tabakali
kompozit icin Déniistiiriilmiis indirgenmis rijitlik matrisi [Q; ;1 elamanlari, bu
elemanlarin miihendislik sabitlerine bagh olarak ifade edilmis halleri (Qij,vl-j) ve
egilme rijitlik matrisi [D] daha 6nce Bolim 6’da Denklem 6.1, 6.2 ve 6.3’de

verilmistir.

Ele alinan problemde amag fonksiyonu olarak segilen Kritik burkulma yiikii dort kenar1

basit mesnetli kompozit plaka igin asagidaki gibi hesaplanir [70].

o @) 200200 @) @ 0] o

N(@) + M (F) + M (3) (5)

Burada 4,, kritik burkulma yuk faktoriint, Nx ve Ny ise birim uzunluk basgina uygulanan

Ap(mn) =

yukleri gosterir. Kritik burkulma yukleri Ny, ve Nyb su sekilde tanimlanir:
Nxb = Nx Ab ) Nyb = Nylb

Burkulma yiik faktoriiniin (4,) en kiigiik degeri kritik burkulma yiik faktorii olarak
belirlenir. Burkulma yiik faktorii hesabinda kullanilan formiil igerisinde yer alan m ve
n modlarinin degisimine bagli olarak farkli burkulma yiikleri arasindan ({4, (1,1), 1,
(1,2), A (2,1), 14 (2,2)}) en kiigiik olani secilip birim uygulanan yik ile ¢arpildiginda

kritik burkulma yuki elde edilmis olur.
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Matematiksel modellemede kullanilmak {izere deney seti olusturmak i¢in tanimlanan
dizayn parametreleri ve onlarin seviye degerleri Tablo 10.1’de verilmistir. Calismada
her biri ti¢ seviye degerine sahip alt1 dizayn parametresi tanimlanmistir. Bunlardan
dordi tabakali kompozit fiber ag1 oryantasyonunu gosteren parametrelerdir. Kompozit
plaka 16 tabakali olmasina ragmen, simetrik ve balans 6zellikler sebebiyle dort farkl
fiber agis1 icermektedir. Q1, Q2, Q3 ve Q4 sirastyla bu fiber agilarini1 gésteren dizayn
parametreleridir. Plakanin eni (@) sabit bir deger a=0.508 kabul edilmistir. Boyu ise (b)
degisken degerler alan bir diger dizayn parametresidir. Son dizayn parametresi Ny ise
plaka eni boyunca uygulanan yik ile ilgilidir. Ve diger dizayn parametrelerinde oldugu
gibi tanimlanan burkulma problemi igin alabilecegi ii¢ seviye degeri Tablo 10.1°de

gosterilmistir.

Tablo 10.1: Burkulma davranisina etki eden dizayn parametreleri ve seviye degerleri

Seviyel Seviye?2 Seviye3
B (X1) 0.254 0.508 0.762
Ny (X2) 0.5 1 15
Q1 (X3) 0 45 90
Q2 (Xa) 0 45 90
Qs (Xs) 0 45 90
Q4 (Xs) 0 45 90

Tablo 10.2, BBD deney tasarim metodu kullanilarak olusturulan deney setini
gostermektedir. BBD metodu modelleme icin 49 satirdan olusan bir deney seti
onermektedir. FFD deney tasarimi diisiiniilerek deney seti olusturulmak istenseydi

gerceklestirilmesi gereken analiz sayist 729 olmasi gerekirdi.

BBD deney tasarim metodu 729 satir deney seti igerisinden kendi calisma
metodolojisine gore en gerekli 49 satir1 tespit edip Onermektedir. Burada ¢ikti
parametresi olarak belirlenen kritik burkulma faktorii sonuglari analitik formiil
kullanilarak elde edilmistir. BBD metodu tarafindan onerilen tasarimlarda maksimum
ve minimum Kritik burkulma faktorii sirastyla 3129.39 ve 373.90 olarak bulunmustur.
Maksimum Kkritik burkulma faktorii i¢in dizayn parametrelerinin degerleri sirasiyla;

x1=0.254, x2=0.5, x3=45, x4=90, x5=45, x6=45 olurken, minimum kritik burkulma
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faktorl icin dizayn parametreleri x1=0.762, x2=1, x3=90, x4=45, x5=45, x6=0 olarak

tespit edilmistir. Bu sonuclar BBD deney seti tarafindan oOnerilen tasarimlar

kullanilarak analitik formiil tarafindan bulunan sonuglardir.

Tablo 10.2: Burkulma davranisint modellemek i¢in olusturulan BBD deney seti

Kritik
B Ny Q1 Q2 Q3 Q4 Burkulma
(X1) (x2) (x3) (xa4) (Xs) (Xe) Y ki

faktor(

1 0254 1 0 45 45 0 1153.97
2 0.254 1 90 45 45 90 2057.79
3 0.762 15 45 90 45 45 389.152
4  0.508 1 90 90 45 0 562.044
5 0.508 15 45 45 90 90 584.629
6 0.508 1 90 0 45 90 562.044
7 0508 0.5 45 45 0 0 974.381
8 0.508 0.5 90 45 0 45 809.083
9 0.762 1 45 0 0 45 535.866
10 0.508 15 45 45 0 0 584.629
11 0.762 1 90 45 45 90 373.904
;§D 12 0.762 1 45 0 90 45 505.034
= 13 0.508 0.5 90 45 90 45 809.083
14 0.762 1 0 45 45 90 536.873
15 0.762 15 45 0 45 45 461.681
16 0.508 1 45 45 45 45 758.335
17 0.762 0.5 45 90 45 45 530.662
18 0.254 15 45 90 45 45 1341.17
19 0.2%4 0.5 45 90 45 45 3129.39
20 0.508 1 90 90 45 90 562.044
21 0.254 1 0 45 45 90 1177.75
22 0.508 1 90 0 45 0 562.044
23 0.254 1 45 90 90 45 1944.01
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24 0.762 1 0 45 45 0 541.278

25 0.508 1.5 45 45 0 90 584.629
26 0.508 0.5 45 45 90 0 974.381
27 0.508 1 0 90 45 0 562.044
28 0.254 1 90 45 45 0 2034
29 0.254 0.5 45 0 45 45 2376.21
30 0.508 0.5 0 45 90 45 809.083
31 0.508 1.5 0 45 0 45 485.45
32 0.254 1 45 0 0 45 1325.6
33 0.508 1 0 90 45 90 562.044
34 0.254 1.5 45 0 45 45 1018.37
35 0.508 0.5 45 45 90 90 974.381
36 0.508 0.5 0 45 0 45 809.083
37 0.762 1 45 90 90 45 421.347
38 0.508 1.5 90 45 90 45 485.45
39 0.508 1.5 45 45 90 0 584.629
40 0.508 1 0 0 45 0 562.044
41 0.508 1.5 90 45 0 45 485.45
42 0.762 1 90 45 45 0 378.309
E 43 0.762 0.5 45 0 45 45 629.565
44 0.762 1 45 90 0 45 452.179
45 0.508 1 0 0 45 90 562.044
46 0.508 0.5 45 45 0 90 974.381
g 47 0.254 1 45 0 90 45 1492.1
éﬁ 48 0.508 1.5 0 45 90 45 485.45
o
A 49 0.254 1 45 90 0 45 1777.51

Tablo 10.3, 16 tabakali Keten/Epoksi kompozit plakanin 49 satirlik deney seti
kullanilarak kritik burkulma yukini modellemede Onerilen temel matematiksel
modelleri ve onlarin bagar1 durumlarini gostermektedir. Sonuglar incelendiginde,

ikinci ve tglinci derece polinom (SON ve TON), birinci ve ikinci derece trigonometrik
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(FOTN ve SOTN), ikinci derece logaritmik (SOLN), lineer rasyonel (LR), birinci
derece trigonometrik rasyonel (FOTNR) modeller egitim asamasinda R? bakimindan
0.8 ve Uzeri yiiksek tahmin performansina sahip modellerdir. Bunlar disinda kalan
diger modellerin egitim asamasinda kompozit plakanin kritik burkulma ytikii ile ilgili
davranigt matematiksel modellemede yeterli olmadiklari goriilmiistiir. Egitim
asamasinda basarili olan modellerden sadece FOTNR test asamasinda da kompozit
plakanin gercek kritik burkulma yiki degerlerini tahmin etmede yiiksek basari (0.95)
gosterebilmistir. Ayn1 modelin dogrulama asamasindaki tahmin performansi, egitim
ve test asamalarindakinin aksine oldukga kotudur. Bu durumda egitim, test ve
dogrulama kriterlerini basartyla saglayan model olmadigi acik bir sekilde

gorulmektedir.

Tablo 10.3: Kritik burkulma yikini modellemede 6nerilen matematiksel modeller
ve onlarin basar1 degerlendirmesi

RZ%gitim  R?test R?dogrulama  Maksimum Minimum
L 0.66 0.63 0.6 1953.98 -244.49
SON 0.97 0.19 0.93 2941.73 -292.92
TON 1 -1.45 0.69 4161.62 -1567.36
FOTN 0.88 0.43 0.88 2374.5 -1087.22
SOTN 1 -8.22 0.66 6764.28 -4198.63
FOLN 0.78 0.72 0.8 2079.34 -285.53
SOLN 0.99 0.59 0.99 3647.93 162.96
LR 0.98 0.61 0.79 Inf Inf
SONR -0.42 -9 -4.77 7.80E+16 -71.4E+11
TONR 0.47 -8.55 -5.18 3.83E+14 -3.39E+14
FOTNR 0.99 0.95 -1.02 1.02E+14 -6.14E+08
SOTNR -0.39 -12.55 -5.29 2.89E+07 -5.23E+10
FOLNR 0.39 -1.71 -04 2.28E+10 -2.50E+15
SOLNR -0.95 -10.67 -5.1 4.03E+12 -1.80E+12
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Ayrica, smir kontrol (boundedness check) kriteri kapsaminda model tarafindan
tiretilen kompozit plakanin maksimum ve minimum kritik burkulma faktorii degerleri
incelendiginde, ikinci derece logaritmik (SOLN) disindaki tim modellerin gercekte
ulagilmasi miimkiin olmayan maksimum veya minimum degerler 6nerdigi, dolayisiyla
gercekle ilgisi olmayan bu sonuglari ilireten modellerin kullanilabilir olmadig:
anlagilmistir. SOLN model tarafindan bulunan maksimum (3647.93) ve minimum
(162.96) kritik burkulma faktorii degerleri analitik formiil kullanilarak elde edilen
maksimum (3129.39) ve minimum (373.904) degerler ile tutarlilik géstermektedir. Bu
degerlendirmeler dogrultusunda, test asamasinda 0.59 R? gibi diisiik bir tahmin
performansi gostermesine ragmen tiim Onerilen modeller igerisinde en basarili olanin

SOLN oldugunu sdyleyebiliriz.

Tablo 10.3’de verilen sonuglar temel matematiksel modellerin plakali kompozitin
kritik burkulma davranisinin modellenmesinde yeterli olmadigini gostermistir. Bu
durumda alternatif matematiksel modeller iiretme ihtiyaci dogmaktadir. Ozel
fonksiyonlar, temel fonksiyonel yapilar cinsinden de ifade edilebilen ayni zamanda
temel fonksiyonlarin yetersiz kaldigi daha diizensiz, degisken ve stabil olmayan
davraniglara sahip olan datalari modellemede kullanilabilme potansiyeli gosterir. Bu
sebeple, incelenen kompozit plaka burkulma davranisi problemini modellemede Ozel

fonksiyonlar tercih edilmistir.

Tablo 10.4, farkli tip 6zel fonksiyonlarin kompozit plaka burkulma davranigini
modellemede gosterdigi basar1 degerlendirmelerini icermektedir. Egitim, test ve
dogrulama asamasindaki sonuglar incelendiginde, Onerilen tiim 6zel fonksiyonlarin
gercek degerleri tahmin etme konusunda yiiksek basart oranina sahip oldugu
goriilmektedir. Tiim sonuglar igerisinde en diisiik basar1 orani test asamasinda 0.77 R?
degeri olarak tespit edilmistir. Egitim, test ve dogrulama asamalarinda gergeklestirilen
R? tabanl1 degerlendirmeden tiim modellerin basariyla gectigini sdyleyebiliriz. Sinir
kontrol (boundedness check) kriteri kapsaminda modellerin iirettigi maksimum ve
minimum kritik burkulma faktori degerleri dikkate alindiginda, Erf ve Explntegral IE
Ozel fonksiyon model tiplerinin analitik formiil kullanilarak bulunan gergek degerler
ile uyumlu sonuglar iirettigini soyleyebiliriz. Diger modeller igerisinde LegendreP ve
HermiteH disindakilerin buldugu maksimum kritik burkulma faktorii analitik forml

tarafindan bulunan gercek degerle yakinlik gdsterirken minimum Kritik burkulma
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faktorii i¢in benzer seyi soylemek miimkiin degildir. Bu durumda hem maksimum ve
minimum kritik burkulma faktori degerlerinde gosterdigi tutarlilik hem de egitim, test
ve dogrulama asamalarindaki yiiksek tahmin performanslarindan dolay1r Erf ve
ExplIntegrallE 6zel fonksiyonlarmin kritik burkulma faktoriinii modelleme diger

model tiplerine gére 6n plana ¢iktiklarini sdyleyebiliriz.

Tablo 10.4: Ozel fonksiyonlarin kompozit plaka burkulma davranisini modelleme
basarilarinin degerlendirilmesi

RZegitim R? test R? dogrulama Maks. Min.
BesselJ 0.97 0.98 0.97 3160.01 -87767.5
ChebyShevT 0.99 0.99 0.99 3480.46 12.707
Erf 0.98 0.98 0.98 2914.08 253.748
Explintegral IE 0.98 0.98 0.99 2909.36  341.248
FresnelG2 0.94 0.85 0.95 2886.16  56.81
FresnelG3 0.91 0.95 0.93 2838.27 117.864
HermiteH 0.9 0.77 0.78 2537.53 100.513
HyperGeometricOF1 0.96 0.79 0.94 3096.61 48.92
LegendreP 0.9 0.77 0.78 2537.37  101.086
RamanujanTauTheta  0.95 0.93 0.99 3228.72  45.7072
RiemannSiegelTheta  0.97 0.92 0.99 3448.3 84.55

Tablo 10.5’de Erfve ExplntegrallE 6zel fonksiyonlart kullanilarak modelleme islemi
10 tekrarl olarak gergeklestirilmis ve modellerin basar1 durumlari R? bakimindan
egitim, test ve dogrulama asamalar1 i¢in degerlendirilmistir. Her tekrarli galistirma
isleminde modellemede kullanilan egitim, test ve dogrulama datalar1 rastgele bir
sekilde secilmistir. BOylece farkli datalarin egitim, test ve dogrulama bir araya geldigi
durumlar icin Erf ve ExplntegrallE 6zel fonksiyonlarinin Kritik burkulma faktorint

modellemedeki basarilarini degerlendirmek miimkiin olmaktadir.

Erf model tekrarl ¢alistirma isleminde, R? bakimindan egitim asamasinda en diisiik
0.95, test asamasinda 0.88 ve dogrulama asamasinda 0.8 basar1 degerlerini vermistir.

R? degerinin 1’e yakin olmas1 yiiksek tahmin performansi anlamina geldiginden Erf
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modelin tekrarli calistirma isleminde R? testini basariyla gectigini sdyleyebiliriz.
Benzer sekilde smir kontrol (boundedness check) kriteri kapsaminda elde edilen
maksimum ve minimum kritik burkulma faktorii degerlerinin de analitik formulle

tiretilen gergek degerler ile uyumlu oldugu gortlmektedir.

Tablo 10.5: Erf ve ExplIntegrallE 6zel fonksiyonlar: kullanilarak olusturulan
matematiksel modellerin basar1 durumlarinin karsilastirilmast

R%gitim R?test RZ?dogrulama Maks. Min.

1 0.97 0.99 0.96 2909.8 2955
2 0.98 0.99 0.89 2905.54 258
3 0.96 0.99 0.97 30215 227.85
4 0.97 0.99 0.91 2021.91 218.47
5 0.97 0.98 0.99 2030.79  242.44
Erf Model
6 0.98 0.96 0.92 2797.58  297.4
7 0.98 0.88 0.8 2880.16 259.42
8 0.98 0.99 0.97 2907.96 274.12
9 0.98 0.95 0.85 202321 291.88
10 0.95 0.99 0.94 2993.94 199.13
Ortalama  0.97 0.97 0.92 2019.24  256.42
1 0.98 0.99 0.98 2909.83 308.68
2 0.98 0.99 0.97 2922.05 291.05
3 0.98 0.95 0.96 204451 319.48
4 0.98 0.96 0.96 2932.05 313.29
ExpintegrallE 5 0.98 0.97 0.63 2011.58 336.38
Model 6 0.98 0.98 0.94 2064.82 314.62
7 0.97 0.99 0.94 20432 319.81
8 0.98 0.93 0.54 2902.59 318.04
9 0.98 0.94 0.87 2820.72 288.27
10 0.98 0.95 0.99 2082.66 315.73
Ortalama  0.98 0.97 0.88 2924.30 312.54
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Diger bir 6zel fonksiyon ExpintegrallE kullanilarak gergeklestirilen 10 tekrarl
modelleme isleminde, R? bakimindan egitim asamasinda en diisiik 0.97, test
asamasinda 0.93 ve dogrulama asamasinda 0.54 basar1 degerleri elde edilmistir. Erf
model ile karsilastirildiginda dogrulama asamasinda daha diisiik tahmin performansi
gostermis olsada, ExplIntegrallE modelin de 10 tekrarli ¢alistirma islemindeki diger
sonuglar dikkate alindiginda R? bakimindan tiim degerlendirme asamalarinda ortalama

basarisinin oldukga yiiksek oldugunu sdyleyebiliriz.

Ozel fonksiyonlarin matematiksel modellemede alternatif model tipi olarak
kullanilabilirliginin arastirildigt bu calismada; tabakali kompozit plakanin Kritik
burkulma faktori parametresinin temel matematiksel fonksiyonlar kullanilarak
modellenemedigi, 6nerilen 6zel matematiksel fonksiyonlarin ise tahmin performansi
bakimindan oldukca yiksek basar1 gosterdigi goriilmistir. Bu durum; temel
matematiksel fonksiyonlarin modellemede yeterli olmadigi durumlarda, Ozel
fonksiyonlarin tercih edilebilecegini gdstermistir. Ozel fonksiyonlarin matematik *de
olduk¢a genis ve kapsamli bir konu olmasi sebebiyle, farkli alanlardan ele alinacak
problemlerde matematiksel model olarak 6zel fonksiyonlar tercih edildigi durumda
elde edilen sonuglarin karsilastirilmasi ile daha genel bir degerlendirme yapmak

mUmkun olur.

196



Bolim 11

Katmanli Uretim Yontemi ile Uretilen
Polilaktik Malzemelerin N6ro
Regresyon Metodu ile Matematiksel

Modellemesi ve Optimizasyonu

Problem 14

Tez calismasi boyunca, deney tasarimi, matematiksel modelleme ve optimizasyon ana
bagliklar1 altinda degerlendirmeler yapilip bu siireglerdeki her bir bagligin
birbirlerinden bagimsiz diisiiniilemeyecegi vurgulanmistir. Deney tasarim metodu
olarak literatiirde de en sik rastlanan CCD, FFD, Taguchi, BBD, D-Optimal metotlar1
incelenmis ve bu metotlar kullanilarak olusturulan veri setlerinin matematiksel model
olusturmada etkileri arastirilmistir. Matematiksel modelleme siirecinde Yyine
literatlirde siklikla kullanilan YYY ve YSA gibi metotlarin degerlendirmesine yer
verilip bu tez ¢alismasi kapsaminda yeni modelleme metotlar1 olarak tanitilan NRM
ve SNRM’nin farkli problemler lizerinde uygulamalar1 gosterilmistir. Tez kapsaminda
ortaya konulan bu iki modelleme metodunun YYY ve YSA’ya kiyasla sagladigi

avantajlar 6rnek problemler tizerinden detayl1 olarak anlatilmistir.

Bir diger baslik olan optimizasyon siirecininde deney tasarimi ve modellemeden
bagimsiz diisiiniilemeyecegi, problem c¢o6ziim asamasinda segilen optimizasyon

metodunun o6nemi kadar basarili bir deney tasarimi ve modelleme siireglerinin
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gerceklestirilmesinin optimizasyon sonuglarinda goz ardi edilemeyecek bir etki

olusturdugu vurgulanmistir.

Bu boliimde ise tez kapsaminda yukarida bahsedilen ana basliklarin adim adim
gergeklestirildigi bir problem ele alinmistir. Son donemlerde miihendisligin bir¢ok
alaninda yaygin sekilde kullanim1 giindeme gelen {i¢ boyutlu Uretim teknolojisinden

faydalanilarak yapilan ¢alisma hem deneysel hem de teorik siirecleri icermektedir.

Literatirde 3D katmanli iiretim siire¢ parametrelerinin tasarimi, modellenmesi ve
optimizasyonu ile ilgili bircok c¢alisma olmasma ragmen, model se¢imi ve
optimizasyon sonuclarmin giivenilirli§ini artiracak sistematik bir yaklagimin
olmamasit goz ardi edilemeyecek 6nemli bir eksikliktir. Bu eksikligi gidermek igin,
katmanli tiretim proses parametrelerini ayarlayarak mekanik o6zelliklerde istenen
kalitenin elde edilebilecegi yeni bir strateji onerilmistir. Proses parametrelerini igeren
deney seti olusturmak icin D-optimal yontemi kullanilmigtir. 3B katmanli tiretim
stirecinin modellenmesi icin YSA ve regresyon analizini birlestiren hibrit bir yaklagim
olan NRM kullanilmigtir. NRM yaklasiminin YSA’ya goére en Onemli avantaji
matematiksel modellerin herhangi bir doniisiime ihtiyag duymadan dogrudan
kullanilabilmesidir. Bu, sinir aglarinda miimkiin degildir ve bu durum YSA
kullanilarak elde edilen modellerin kullanimini 6nemli olgiide simirlandirir. Bu
calismada, dolgu yogunlugu, dolgu deseni, katman kalinligi ve baski hizi {iretim
parametreleri dikkate alinarak polilaktid (PLA) malzeme icin maksimum cekme
dayanimi, kirllma dayanimi ve kirilma gerinimi ¢iktt  parametrelerinin
optimizasyonunu amaglamaktadir. Bu baglamda, en iyi tasarimi veya elit tasarimlari
bulmak i¢in optimizasyon algoritmalart DE, NM ve SA’nin Mathematica’da yer alan
degistirilmis versiyonlar1 kullanilmistir. PLA'nin dayanim ve gerinim davranisini
tanimlamak i¢in polinom, trigonometrik, logaritmik ifadeler ve bunlarin hibrit

formlarindan olusan dogrusal veya dogrusal olmayan modeller olusturulmustur.

Malzeme ve YOntem

Bu caligmada kullanilan numuneler, ¢cekme testi icin ASTM D638 Tip I standartlarina
gore hazirlanmistir. Sekil 11.1, hazirlanan test numunelerinin boyutlarini
gostermektedir. Tim numuneler ABG marka PLA filamentler ve Sharebot marka 3D

yazict kullanilarak basilmistir. Makine, 50 pm katman ¢oziintirliigtine sahip 400 mmx
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300 mmx 300 mm'lik bir bask1 odasina sahiptir. Sharebot yazicinin noziil ¢apt 0.4 mm
ve maksimum malzeme ilerleme hizi 150 mm/sn'dir. Yazici, 1.75 mm g¢apinda
termoplastik PLA, ABS, naylon ve PVA filament tipi malzemelerle baski
yapabilmektedir. 3B katmanli iiretim metodu ile {iretilen pargalarin mekanik
Ozellikleri, proses parametrelerinden 6nemli o6lglde etkilenir. Bu nedenle, bu
calismada, (i) dolgu yogunlugu, (ii) dolgu deseni, (iii) katman kalinlig1, (iv) baski hizi

olmak (zere dort Uretim parametresinin mekanik oOzellikler Uzerindeki etkileri

incelenmistir.

50
57
115
180

Sekil 11.1: ASTM D638 Tip I standartlarina gore ¢ekme testi numunesi

Dolgu yogunlugu parametresi, basilan parganin doluluk oranii gosterir; ytlizde sifir
doluluk i¢i bos bir kabuk yapiy1, %100 doluluk ise i¢i tamamen dolu bir yapiy1 ifade
eder. Dolgu deseni, katmanli yapiy1 olusturmak i¢in ne tiir bir geometri kullanilacagini
gosteren bir parametredir. Bu ¢alismada dort dolgu deseni kullanilmigtir; bunlar Sekil
11.2'de gosterildigi gibi kiibik, petek, gyroid ve tiggendir. Bask1 hizi, 3D yazic1 nozdl
hareket hiz1 ile ilgili bir parametredir. Katman kalinlig1 parametresi, numuneyi

olusturmak i¢in kullanilan her katmanin kalinlig1 hakkinda bilgi verir.

Ucgen
Gyroid

Kiibik

]

Bal Petegi

Sekil 11.2: Shareboot yazic1 kullanilarak tiretilen dolgu desenleri
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Burada, dolgu yogunlugu ve dolgu deseni isleme parametreleri dort seviyeli iken, diger
iki isleme parametresi katman kalinligi ve baski hizi ii¢ seviyelidir. Proses

parametreleri ve seviye degerleri Tablo 11.1'de verilmistir.

Tablo 11.1: Proses parametreleri ve seviye degerleri

Parametreler Sembol Seviyel Seviye2 Seviye3  Seviye4
Dolgu yogunlugu (%) X1 25 50 75 100
Dolgu deseni X2 Kibik  Gyroid  Ucgen Petek
Tabaka kalinligr (mm) X3 0.1 0.2 0.3 -
Basma hizi (mm/s) X4 30 45 60 -

Uretim ve test asamalarindan once, dizayn parametrelerinin etkisini net olarak
gorebilmek ve fiziksel siireci daha dogru tanimlayabilmek ig¢in D-optimal deney
tasarim1 yontemi kullanilarak bir deney seti olusturulmustur. Deney tasarim
yontemlerinin kullanimi, gergeklestirilmesi diistiniilen deneyleri belirlemede daha
sistematik bir yol izlenmesini saglamanin yaninda, tim muhendislik problemlerinin
¢coziminde dikkat edilen en 6nemli iki parametre olan zaman ve maliyetten de 6nemli
6lglide tasarruf edilmesine olanak tanir. D-optimal yontemi, CCD ve BBD gibi daha
popiiler yontemlerden farkli olarak herbir tasarim parametresinin farkli seviye sayisina
sahip oldugu durumlarda bile kullanilabilmesi ve tasarim parametreleri arasinda
dogrusal olmayan iligkiler kurabilmesi nedeniyle, deneysel tasarim yontemleri

arasinda one ¢ikmaktadir.

Uretimi gerceklestirilecek numunelerin ¢izimi ve STL dosyasina doniistiirtilmesi igin
SpaceClaim CAD yazilimi kullanilmigtir. STL dosyas1 daha sonra sharebot 3B yazici
ile uyumlu olarak calisabilen Pulsar agik kaynak dilimleme yazilimina aktarilmistir.
Bu yazilim kullanilarak numuneler baskir islemi i¢in uygun gcode'lara
dontstiiriilmiistiir. Son olarak, olusturulan gcode dosyasi yazdirma islemi icin 3B
yazictya aktarilir. Uretilen numunelerin test islemleri ASTM D638 standardina gore 5
KN kuvvet transdiiser kapasiteli SHIMADZU {iniversal ¢ekme test cihazi kullanilarak
gerceklestirildi. Numuneler, 5 mm/dak'lik ¢ekme hizinda test edildi. Numunelerin

¢ekme testleri yapilarak maksimum cekme mukavemeti, kopma mukavemeti ve
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kopma gerinmesi elde edildi. Numunelerin ayrintili tiretim ve test asamalar ile
tasarimdan optimizasyona kadar olan tiim siireg sirastyla Sekil 11.3 ve 11.4'te net bir

sekilde verilmistir.

- _
GCODE

G Kod

3D Modal

Dilimleme

STL Dosyas1

Cekme Testi 3D Obje

3D Yaznc1/

Sekil 11.3: 3B katmanli iiretim ve test asamalarinin akis semast

irdi % CAD STL dosyasini
Girdi ve glk.tl‘ Deney Tasarim Deney ‘ T domyas
parametrelerini metodunu —_— setini —_— yazilum lle': dontime ve
tammlamak secmek nmr.nmelen atmanls Gretm e
olustur cizmek numuneleri iretmek
Noro Regresyon Metot (NRM)
e 1
1 I
! |
I P
Optimizasyon Optimizasyon : Amag Onerilen : Ciktr Vﬁlerml
metodunu roblemini — ; Matematik — gekme
k tl:mnnlamak | fonksiyonu — Model 1 testinden elde
se¢me | . : ek
! 1
1 1 |
| Frnmaa] | ||
! Egitim modeli |
: Hayir l 1
1
. I
Optimum X g - |
s
Sonug : Resirinn>0.85 '
: l Evet i
: et ——|R%0.85 !
: Evet !
1
1 Ll
: Risinlane0.83 :
|
: 1 Evet \
! |
1
1

I Onerilen model sl nu? I -

Sekil 11.4: Dizayn, modelleme ve optimizasyon siireclerinin akis semast
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Problem Tanimi

Bu calismada, ¢ok seviyeli tasarim parametrelerinin katmanli {iretim kullanilarak
uretilen PLA numunelerin mekanik 6zellikleri tizerindeki etkileri NRM ve SNRM
kullanilarak incelenmistir. Modelleme ve optimizasyon i¢in dikkate alinan tasarim
parametreleri; dolgu yogunlugu, dolgu deseni, katman kalinligi ve baski hizidir.
Kopma mukavemeti, maksimum c¢ekme mukavemet ve kopma gerinmesi ¢ikti
degiskenleri olarak kabul edildi. Alt senaryolardan olusan (¢ farkli optimizasyon
problemi (problem 1-3) tanimlandi. Optimizasyon problemlerini ¢ézmek igin, DE,
NM ve SA algoritmalarinin modifiye edilmis versiyonlar1 kullanild: ve elde edilen
sonuglar birbiriyle karsilagtirildi. Optimizasyon problemleriyle ilgili detayl

aciklamalar asagidaki verilmistir:

Problem 1

Bu optimizasyon probleminde kopma mukavemeti ama¢ fonksiyonu olarak
secilmistir. Tasarim parametrelerinin ve kisitlarin kopma mukavemeti (zerindeki

etkisini incelemek igin bes farkli alt problem tanimlanmuistir.

Bul
{x, €[25,99] A x,€{1,2,3,4} A x3€[0.1,0.3] A x4 €[30,60] : {Xq,X5,X3,X4}
Maksimum
Kopma Mukavemeti (X4, X, X3,X4)
Kisitlar
Senaryol 25<x,;<99,1<x,<4,01 <x3<0.3,30 <x4 <60 {xXq,x,}€
Tamsay1
Senaryo 2
X, €{25,50, 75,99}, %, €{1, 2,3,4},x5 € {0.1,0.2,0.3}, x, € {30, 45, 60}
Senaryo3 25<x; <99,1<x,<4,01 <x3<0.3,30 <x4 <60,
Kopma gerinmesi < 3.1 {x4,X,} € Tamsay1
Senaryo4 25<x;<99,1<x,<4,01 <x3<0.3,30 <x4 <60,
Kopma Gerinmesi < 2.2 {x4,X,} € Tamsay1
Senaryo5 25<x; <98,1<x,<4,01 <x3<0.3,30 <x4 <60,

38 < Kopma Mukavemeti < 42.5 {x4,X,} € Tamsay1
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Dizayn Parametreleri

X1,X3,X3,Xy

Problem 2

Tasarim parametrelerinin kopma gerinimine etkisini aragtirmak igin senaryo 1 ve
senaryo 2 olmak tizere iki farkli alt problem tanimlanmistir. Optimizasyon yontemleri:
DE, NM ve SA optimizasyon siirecinde kullanildi. Amag¢ fonksiyonu ve kisitlar

asagidaki gibi tanimlandi.

Bul

{x1 €[25,99] A x,€{1,2,3,4} A x3€[0.1,0.3] A x4 €[30,60] : {Xq,X5,X3,X4}
Minimize

Kopma Gerinmesi (X1, X3,X3,X4)

Kisitlar

Senaryol 25<x;<99,1<x,<401 <x3<03,30 <x, <60 {X1,X,}€
Tamsay1

Senaryo 2

X, €{25,50, 75,99}, %, €{1, 2,3,4},x3 € {0.1,0.2, 0.3}, x, € {30, 45, 60}

Dizayn Parametreleri

X1,X2,X3,Xy

Problem 3

Maksimum c¢ekme mukavemeti ama¢ fonksiyonu olarak tanimlanmis ve degeri
maksimize edilmistir. Tasarim parametrelerinin  gekme mukavemeti Gzerindeki
etkisini incelemek igin {i¢ farkl alt problem tanimlanmistir. Bunlardan senaryo 1 ve 2,
problem 1 ve 2'de oldugu gibi tasarim parametre degerlerinin ¢ekme mukavemeti
uzerindeki etkisini belirlemeyi amaclarken, senaryo 3’de , gcekme mukavemeti bir kisit

olarak yer almis ve global optimuma yakin alternatif tasarimlar bulmak amaglanmustir.

Bul
{x, €[25,99] A x,€{1,2,3,4} A x5€[0.1,0.3] A x4 €[30,60] : {Xq,X5,X3,X4}
Maksimum

Maksimum Cekme Mukavemeti (x4,X;, X3, X4)
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Kisitlar
Senaryol 25<x;<99,1<x,<401 <x3<03,30 <x, <60 {X1,X,}€
Tamsay1
Senaryo 2
X; €{25,50, 75,99}, %, € {1, 2,3,4},x5 € {0.1,0.2,0.3}, x, € {30, 45, 60}
Senaryo3 25<x;<98,1<x,<401 <x3<0.3,30 <x, <60,

40 < Maksimum Cekme Mukavemeti < 44.3 {x4,X,} € Tamsay1
Dizayn Parametreleri

X1,X3,X3,Xy

Sonug¢ ve Degerlendirme

Matematiksel modelleme siirecinde kullanilacak veri seti D-optimal deney tasarim
metodu kullanilarak olusturulmus ve girdi ve ¢ikti parametrelerini iceren deneysel
sonuclar Tablo 11.2'de verilmistir. Modelleme asamasinda Onerilen modellerin
basarisini degerlendirmek i¢in veriler egitim, test ve dogrulama olarak ii¢ gruba

ayrilmistir.

Bu calisma kapsaminda, her biri farkli optimizasyon senaryolar1 igeren {i¢ ayr1 problem
¢ozilmistiir. Problem 1’de amag fonksiyonu olarak kopma mukavemeti segilmis ve
farkli kisitlar altinda degeri maksimize edilmistir. Bu baglamda, bes farkli senaryo ele
alinmigtir. Problem 2'de kopma gerinmesi amag fonksiyonu olarak segilmistir. Burada
iki farkli senaryo incelenmis ve kopma gerinmesini en aza indirecek dolgu yogunlugu
(x1), dolgu deseni (x2), katman kalinlig1 (x3) ve baski hizi (x4) tasarim degiskenlerinin
degerleri belirlenmistir. Problem 3'te, tasarim parametrelerinin, malzemelerin
performansini degerlendirmede kopma dayanimi ve kopma gerinimi gibi onemli
parametrelerden biri olan maksimum cekme mukavemetine etkisi incelenmistir. Bu
problem kapsaminda amag fonksiyonu olarak segilen ¢cekme mukavemetinin degeri
maksimize edilmistir. Stokastik optimizasyon yontemleri: DE, NM, ve SA tanimlanan

tim optimizasyon problemlerini ¢c6zmek igin kullanilmustir.
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Tablo 11.2: D-optimal deney seti ve test sonuglari

IIV)oIguV Tabak:al Basma hizi Kopma M%ﬁimgm Kopma
No yogunlugu deseni kalinligt (mis) Muk. MUk, Gerinme
(%) (mm) (MPa) b (8)
1 25 1 0.1 30 20.925 21.106 2.314
2 25 4 0.3 60 29.216 30.700 3.448
3 25 3 0.2 60 28.225 29.989 3.040
4 25 1 0.2 30 22.816 23.142 2.368
5 25 4 0.3 45 29.135 30.487 3.663
6 25 4 0.1 45 28.012 28.417 2.883
7 25 1 0.3 45 28.858 30.529 3.749
8 25 4 0.2 60 28.499 30.682 3.853
9" 25 2 0.3 60 26.432 28.173 3.718
10 25 1 0.1 60 25.824 27.393 3.619
11 25 3 0.3 30 30.411 30.899 2.936
12 25 2 0.2 45 27.727 29.731 3.460
13" 25 3 0.1 45 28.651 28.993 2.855
14 25 4 0.1 30 24.390 24.650 2.658
15 25 2 0.1 30 25.695 26.007 2.823
16 50 2 0.1 30 26.132 26.468 2.939
17 50 3 0.1 30 27.237 27.561 2.648
18™ 50 2 0.3 45 27.948 29.734 3.787
19 50 1 0.2 30 32.162 32.415 2.845
20 50 3 0.2 60 33.701 34.475 3.132
21 50 1 0.1 45 33.043 33.768 3.200
22" 50 1 0.3 60 32.589 34.399 3.616
23 50 3 0.3 45 30.359 31.521 3.336
24 50 4 0.1 60 32.315 33.581 3.435
25 50 2 0.1 60 26.875 27.759 3.139
26" 50 4 0.3 30 29.953 30.648 3.316
27 50 2 0.2 30 27.531 28.174 3.247
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28
29
30
31"
32
33
34
35
36
37
38
39
40"
41
42
43
44
45
46
47

49
50
51
52
53

55"

50
50
75
75
75
75
75
75
75
75
75
75
75
75
99
99
99
99
99
99
99
99
99
99
99
99
99
99

P W bR P, NN DN DN B DN WW R, P, B DN PO DN DO NN R, AN D

0.2
0.2
0.2
0.2
0.3
0.3
0.1
0.1
0.3
0.1
0.2
0.2
0.1
0.3
0.1
0.3
0.1
0.1
0.3
0.3
0.2
0.1
0.2
0.3
0.3
0.3
0.2
0.2

45
45
30
45
45
30
45
30
60
60
60
45
60
30
30
30
30
60
45
30
45
45
30
60
45
60
30
60

31.003
28.656
33.985
35.697
37.097
37.372
31.945
30.951
36.954
35.619
30.657
29.293
34.192
28.276
34.464
36.220
36.187
37.100
38.904
32.147
40.091
28.557
22.501
30.522
42.736
39.721
31.442
37.046

31.261
30.040
34.215
38.256
37.929
38.284
33.449
30.960
37.186
35.826
31.578
29.665
34.947
28.782
34.484
36.765
36.199
37.106
39.229
32.289
40.720
28.656
22.701
31.050
44.099
41.074
31.481
38.224

3.017
3.956
2.983
3.971
3.286
3.279
2.959
2.347
2.886
2.743
3.321
2.821
3.259
3.777
2.347
2.951
2.354
2.515
2.863
2.659
3.184
2.231
2.718
3.053
3.560
3.774
2.588
3.217

*test datalar1 ** dogrulama datalar
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PLA malzemesinin kopma mukavemeti, kopma gerinmesi ve maksimum cekme
mukavemeti davranisinin modellenmesinde, polinom, trigonometrik, logaritmik ve
bunlarin bir arada kullanildig: hibrit regresyon modellerinin ilgili verileri yeterince
aciklayip aciklamadigi test edilmis ve sonuglar tablolar halinde listelenmistir. Bu
baglamda, regresyon modellerinin girdi ve ¢iktilar arasindaki iliskiyi ne kadar iyi
tanimladigim belirlemek icin (i) parametreleri belirleme katsayisi; "R? egitim"”, "R?
diizeltilmis", "R? test" ve "R? dogrulama" hesaplanir, (ii) ilgili modellerin iirettigi
maksimum ve minimum degerler degerlendirilerek sonuglarin miihendislik agisindan

gercekei olup olmadig gozden gegirilir (sinirlilik kontrolii).

Sonuglar incelendiginde (i) sadece R2 egitim ve R? diizeltme degerlerini dikkate alarak
bir model secimi yaparsak TON ve SOTN modellerin, PLA malzemesinin mukavemet
ve gerinim davranmisini oldukea iyi ifade edebildigi goriiliir. R%gitim ve R?dizeltme
degerleri Tablo 11.3-11.5' da 0.93 ile 0.97 arasinda degismektedir. R?testing ve
R%dogrulama kriterleri dikkate alinarak bir degerlendirme yapildiginda, egitim
asamasinda basarili olan modellerin hi¢birinin PLA malzemesinin mukavemet ve
gerinme ile ilgili fiziksel slreci ifade etmeye yeterli olmadigi goriilmiistir. Bu
durumda egitim agamasinda basarili oldugunu diislindiigiimiiz modellerin 6grenmek
yerine sadece sisteme girilen verileri ezberledikleri ve bu nedenle egitim agamasinda
olmayan veriler soruldugunda basarili tahminlerde bulunamadiklart agikca

gorulmektedir.

Egitim asamasinda diisiik performans gdsteren L, SON, FOTN, FOLN, ve SOLN
modellerin test ve dogrulama asamalarinda egitim performansi yiiksek olan modellere
gdre daha basarili oldugu gdzlemlenmistir. Ancak 0.45 ile 0.73 arasinda degisen bu R?
degerleri, modellerin ne egitim asamasinda ne de test ve dogrulama agamalarinda
basarili oldugunu kabul etmek i¢in yeterli degildir. PLA malzemesinin dayanim ve
gerinim davranisinin -~ temel =~ matematiksel fonksiyonlar  kullanilarak
modellenemeyecegi anlasilmistir. Bu nedenle, polinom, trigonometrik ve logaritmik
ifadelerin kombinasyonunu igeren hibrit modeller onerilmistir. Tablo 11.3-11.5'de
verilen sonuglar, tiim hibrit modellerin kabul edilebilir R? uyum iyiligi parametrelerine
sahip oldugunu gostermektedir. Tablo 11.3-11.5'de verilen model degerlendirme
kriterleri arasinda, R? basar1 kriterinin yan1 sira, modellerin gergekci olup olmadig

hakkinda bilgi veren, sinirlilik olarak adlandirilan bir bagka kriterin daha bulunduguna
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dikkat edilmelidir. ilgili modellerin iirettizi maksimum ve minimum degerleri

hesaplayarak fonksiyonel bir sinirlama (sinirli) olup olmadigini gérebiliriz.

Tablo 11.3 Kopma mukavemeti icin 6nerilen modeller ve basar1 degerlendirmeleri

Maksimum Minimum

A R R R Riosian \iuometi Mulavemet

(MPa) (MPa)
L 0.51 0.46 0.60 0.58 38.14 24.46
SON 0.68 0.64 0.63 0.57 39.12 22.62
TON 0.93 093  -9.17 0.58 69.40 16.89
FOTN 0.66 0.62 0.68 0.76 45.91 -42.68
SOTN 0.95 0.95 -2.54 -0.51 743.79 -7025.97
FOLN 0.50 0.45 0.62 0.59 36.96 24.36
SOLN 0.73 0.71 0.44 0.67 41.16 21.47
HM1 0.88 0.86 0.92 0.89 42.55 23.34
HM2 0.86 0.85 0.88 0.85 4418 22.41

Tablo 11.4 Gerinme igin Onerilen modeler ve basar1 degerlendirmeleri

Model Maksimum  Minimum

Ad* RZgitim  RZdizetme  R%est  RZdogrulama  Gerinme Gerinme
(%) (%)
L 0.54 0.49 0.67 -0.02 3.90 2.29
SON 0.64 0.61 0.83 0.31 3.86 2.14
TON 0.95 0.94 -5.83 0.82 4.18 1.47
FOTN 0.62 0.58 0.82 0.21 4.61 2.05
SOTN 0.97 0.97 -0.70 0.86 40.85 -287.76
FOLN 0.53 0.48 0.75 -0.01 3.87 2.34
SOLN 0.65 0.61 0.62 0.50 4.06 2.22
HM3 0.92 0.91 0.93 0.94 4.20 1.80
HM4 0.92 0.91 0.92 0.94 4.19 1.83
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D-optimal deney setinde maksimum ve minimum degerler sirasiyla kopma
mukavemeti igin 42.736 MPa ve 20.925 MPa, kopma gerinimi igin % 3.971 ve %
2.231 ve maksimum c¢cekme mukavemeti icin 44.099 MPa ve 21.106 MPa olarak
bulunmustur. Onerilen modellerin bu alt ve iist smirlara yakin degerler iiretmesi
beklenmektedir. Bu degerlendirme dogrultusunda, Tablo 11.3 ve Tablo 11.5'da
trigonometrik modeller FOTN ve SOTN'nin kopma mukavemeti ve maksimum ¢ekme
mukavemeti agisindan gergekg¢i sonuglar vermedigi, Tablo 11.4'de ise sadece SOTN
sonuglarinin ger¢ek¢i olmadigi agikga goriilmektedir. Sonug olarak Tablo 11.3-11.5'de
verilen modellerden sadece hibrit modeller hem R? kriterini hem de smir kontrol
kriterini ayn1 anda saglayabilmistir. Boylece, bu hibrit modeller kopma mukavemeti,
kopma gerinmesi ve maksimum ¢ekme mukavemeti problemlerinde amag fonksiyonu

olarak kullanilmistir.

Tablo 11.5 Cekme mukavemeti i¢in 6nerilen modeller ve basar1 degerlendirmeleri

Maximum Minimum
A R R Ries Rl ST e

(MPa) (MPa)
L 0.49 0.44 0.58 0.55 38.95 25.18
SON 0.66 0.63 0.67 0.63 39.66 22.97
TON 0.93 0.92 -6.42 0.74 65.95 18.53
FOTN 0.65 0.61 0.72 0.76 46.62 -37.33
SOTN 0.95 0.95 -2.90 0.20 672.65 -5787.65
FOLN 0.49 0.44 0.62 0.61 38.13 24.82
SOLN 0.71 0.68 0.50 0.74 42.18 21.77
HM5 0.88 0.86 0.91 0.94 44.34 23.58

Senaryo 1'de, katman kalinlig1 ve baski hizinin strekli degerler, dolgu yogunlugu ve
dolgu deseninin ise tamsayir degerler alabilecegi tanimlanmistir. Bu calismada
kullanilan 3B yazict dolgu yogunlugunun siirekli degerler almasina izin
vermediginden ve dolgu deseni gercekte kategorik bir degisken olup matematiksel

olarak ifade edilebilmesi icin sayisal bir degere doniistiiriildiigiinden; dolgu yogunlugu
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ve dolgu deseni parametreleri yalnizca tamsay1 degerler alabilir seklinde bir kisit

eklenmistir.

Senaryo 2'de, tasarim parametreleri sadece deney seti olusturulurken kullanilan seviye
degerlerini alacak sekilde ayarlanmistir. Bu iki senaryo disinda, her problem 6nemli

oldugu diisiiniilen farkli 6zel senaryolar igermektedir.

Tablo 11.6'da, tiim senaryolar goz oniine alindiginda, senaryo 1'de maksimum kopma
mukavemetinin (42.5462 MPa) elde edildigi goriilmektedir. Bu durumda tasarim
parametrelerini degerleri, dolgu yogunlugu: 99(%); dolgu deseni: petek (4); katman
kalinligi: 0.3 (mm); baski hiz1:48.1671 (mm/sn) olarak belirlenmistir. Diger
senaryolarda elde edilen maksimum kopma mukavemeti degerleri sirasiyla 42.4958,
41.731 ve 38.4485 MPa'dir. Tablo 11.6'da verilen sonuglarda, baski hizi disinda,
tasarim degiskenlerinin optimum degerleri dort senaryoda degismedigi ve
degerlerinin; dolgu yogunlugu: %99, dolgu deseni:4 (bal petegi), katman kalinlig1:0.3
mm/sn olarak bulundugu gorulmiistiir. Sadece baski hizi tiim senaryolarda farkli
degerler alan ve sonuglart etkileyen onemli tasarim parametresi haline gelmistir.
Problem 1 i¢in bu parametrenin degeri yaklasik 34 ile 49 (mm/s) arasinda

degismektedir.

Burada 6nemli bir nokta, senaryo 4'teki kopma gerinim kisit1 kirilma mukavemetinde
yaklasik %10'luk bir azalmaya neden olurken, senaryo 2 ve 3'te sisteme girilen
kisitlarin maksimum kopma mukavemeti degerinde O6nemli bir degisiklige neden

olmamasidir.

Deneysel sonuglara bakildiginda elde edilen en diisiik kopma gerinim degerinin 2.2
oldugu goriilmektedir. Senaryo 4'te bu gerinim degeri sisteme bir kisit olarak girilir ve
elde edilebilecek maksimum kopma dayanimi arastirilir. Optimizasyon algoritmalart,
tasarim parametreleri; %99 dolgu yogunlugu, petek dolgu deseni, 0.3 katman kalinlig1
ve 43.8724 mm/s baski hiz1 segildiginde, 38.4485 MPa kopma mukavemeti elde
edilebilecegini gostermistir. Tablo 3'teki deneysel veri setinde (satir 49) 2.2 kopma
gerinmesine karsilik gelen kopma mukavemetinin 28 MPa oldugu bulunmustur.
Optimizasyonun senaryo 4'te kopma mukavemeti agisindan %26 oraninda iyilesme

sagladig1 sOylenebilir.
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Tablo 11.6: HM kullanilaral elde edilen kopma mukavemeti sonuglart ve dizayn
parametrelerinin degerleri

Kopma
Senaryo Kisitlar Metot Mukavemeti X1 X2 X3 X4
(MPa)
25 2xs < 99, DE 425462 99 4 03 481671
I =x2=4, SA 425462 99 4 03 48.1671
1 0.1 <x3<0.3, : 3 48
30 <x4 < 60,

{x1, Xo}€ Tam Say1 NM 42.5462 99 4 0.3 48.1612

vie {25,50.75.99%, DE 424958 99 4 03 45
xo€ {1,2,3,4},
) o Toa 0 SA 424958 99 4 03 45
xa€ {30,45,60} NM 424958 99 4 03 45
25 <x1< 99, DE 41731 99 4 03 34.6048
1 <x2<4,
0.1 <x3<023, SA 417294 99 4 03 34.6048
3 30 <x4 < 60,
Gerinme<3.1 NM 41731 99 4 0.3 34.6048
{X1, X2}€ Tam Say1
25 <x1< 99, DE 384485 99 4 03 43.8724
1 <x2<4,
. 0.1<x3<023, SA 384485 99 4 03 43.8724
30 <x4 < 60,
Gerinme<2.2 NM 384485 99 4 03 43.8724

{X1, X2}€ Tam Say1

Deneysel sonuclarda en yiliksek kopma mukavemetinin kiibik desen kullanilarak elde
edildigi goriilmiistiir. Bununla birlikte, modelleme ve optimizasyon siireci, petek
desen kullannminin daha yiksek kopma mukavemeti saglayabilecegini
gostermektedir. Bu iki sonug karsilagtirildiginda, dolgu deseni digsindaki diger tiim

girdi parametrelerinin birbiriyle ayni1 degerleri aldig: gortilmektedir.

Senaryo 3'te senaryo 1'den farkli olarak kopma gerinim kisitt da sisteme dahil
edilmistir. Kisit degeri, veri setindeki kopma gerinim degerlerinin ortalamasi olan
3.1'den kiigiik olacak sekilde secilir. Bu durumda optimizasyon sonucunda elde edilen
kopma mukavemeti degeri 41.731 MPa'dir. Elde edilen sonuglar hakkinda olumlu ya
da olumsuz bir degerlendirme yapabilmek i¢in Tablo 11.2'deki deneysel veri setindeki

3.1 gerinim degerine karsilik gelen kopma mukavemeti degerlerinin ortalamasini
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incelemek gerekir. Tablo 11.2'de deneysel veri setindeki satirlar (3, 20, 21, 23, 25, 27,
28, 32, 33, 40, 48, 51, 55) yaklasik olarak 3.1 kopma gerinme degerine sahiptir.
Belirtilen satirlar i¢in ortalama kopma mukavemeti degeri 32.8506 MPa'dir.
Optimizasyon sonucunda kopma mukavemeti degerinin %21 oraninda iyilestigi

gorulmektedir.

Tablo 11.7, problem 1'in 5. senaryosu kapsaminda elde edilen maksimum dayanim
degerlerini gostermektedir. Burada senaryo 1'e ek olarak kopma mukavemeti kisiti
(38<kopma mukavemeti<42.5) sisteme girilmistir. Amag, global optimumdan biraz
daha diisiik olan lokal degerleri bulmak ve alternatif tasarimlar 6nermektir. Sisteme
girilen kopma mukavemeti kisitinin alt sinirt deneysel sonuglar degerlendirilerek
belirlenir. Deney veri seti incelendiginde 38 MPa ve iizeri dayanim degeri elde
edebilmek i¢cin %99 dolgu yogunlugunda ¢alisilmasi gerektigi goriilmektedir. Aksi
takdirde, veri setinde 33. satirda verilen tasarim parametre degerleri (x1=75, X2=1,
x3=0.3, X4=30) kullanilarak deneysel sonuglara gore en yiiksek kopma mukavemeti
37.3321 MPa olarak elde edilebilir. Bu durumun gercegi yansitip yansitmadigi 38 MPa
dayanim degerinin alt limit kisit1 olarak sisteme girilmesi ile anlasilabilmektedir.
Kisitin st sinir degeri de 42.5 MPa segilerek algoritmalarin global noktalarda takilip
kalmasi1 engellenmistir. Senaryo 1-4'ten farkli olarak, ¢6ziim yontemi olarak yalnizca
Modifiye edilmis Nelder Mead algoritmasi kullanilmistir. Mathematica igerisinde yer
alan bu algoritma global noktalarin yani sira lokal noktalari da tespit etme ve alternatif
tasarimlar sunma konusunda oldukga basarilidir. DE ve SA algoritmalarinin modifiye
edilmis versiyonlar1 global sonu¢ odakl: algoritmalar oldugundan, bu iki algoritma ile
benzer bir galigma yapilmaya caligildiginda 42.5 MPa olan kopma mukavemeti kisiti
Ust sinirma takilip kaldiklari goézlenmistir. Global sonu¢ bulmaya odakli bu
algoritmalar alternatif tasarimlar yaratmada NM kadar basarili degillerdir. NM,
belirtilen kisitlar1 karsilayan birgok farkli alternatif tasarim onerir. Bu tasarimlardan
19 tanesi Tablo 11.7'de verilmistir. Sonuglar incelendiginde baski hizinin 45 mm/s ile
50 mm/s arasinda degisen degerlere sahip oldugu, tabaka kalinliginin 0.1 veya 0.3 mm
olarak secilebildigi, dolgu deseni kiibik veya petek olarak se¢cim yapmaya uygundur.
Bu parametreler disinda dolgu yogunlugunun genis bir aralikta (%98-64) degistigi

gozlemlenmistir.
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Senaryo 4'de optimizasyon islemi sonucunda girdi tasarim parametreleri x1=98, x.=4,
x3=0.3, X4=48.0173 alindiginda en yiiksek kopma mukavemeti degeri (42.2992 MPa)
elde edilirken; en disiik kopma mukavemeti degeri (38.0213 MPa), tasarim

parametreleri x1=79, X2=1, x3=0.102, x4=48.5833 alindiginda elde edilir.

Tablo 11.7: Belirtilen kisitlama altinda maksimum kopma mukavemeti icin alternatif

tasarimlar
Kopma
Senaryo Kisitlar Mukavemeti X1 X2 X3 Xa
(MPa)
42.2992 98 4 03 480173
42.0455 98 1 03 492242
41.6995 89 1 03 490385
415222 88 1 0.2988 50.8543
41.3535 8 4 01 60
40.7796 9%5 4 01 60
40.6779 79 1 03 489722
40.5437 78 1 03 489736
25 =x1 =98, 40.01 75 1 02982 47.5445
1 <x2 <4,
5 0.1 <x3<0.3, 39.6772 76 1 0.2906 45.0886
30 <x4 < 60,
38<Kopma 39.2901 70 1 03 490421
Mukavemeti<42.5 38.9 68 1 0.2993 48.3807
{X1, X2} € Tam Say1
38.5576 90 1 01 488464
38.5575 66 1 03  49.1144
38.3647 65 1 03  49.1374
38.0848 81 1 0.1004 44.4391
38.0693 64 1 03  46.0375
38.0365 87 1 0.1181 52.0938
38.0213 79 1 0102 485833

Amag fonksiyonu : HM1
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Tablo 11.7 incelendiginde, %68, 70, 75, 76, 78, 79 dolgu yogunluguna sahip
tasarimlarin, %81, 87, 90 dolgu yogunluguna sahip tasarimlara gére daha yiiksek
kopma mukavemeti degerlerine sahip olmas1 dikkat ¢ekici bir diger sonugtur. Bu, en
yuksek mukavemetin her zaman dolgu yogunlugunu artirarak elde edilemeyecegini
gostermektedir. Ayrica, Tablo 11.6 ve Tablo 11.7'deki en yiiksek dayanim degerleri
petek desen (x2=4) kullanilarak elde edilmis olsada, lokal sonuglar incelendiginde (38-
42.5 araliginda), kiibik desen (x2:1) kullanarak birgok farkli alternatif tasarim elde

etmek mumkadnddir.

Optimizasyon problemlerinde amag¢ en iyi tasarimi elde etmek ve buna alternatif
tasarimlarda sunmaktir. Bazen global sonuglar elde etmek yerine kabul edilebilir lokal
sonuglari tercih etmek daha avantajli olabilir. Ornegin, bu problemde, %99 yerine %64
dolgu yogunluguna sahip bir tasarimin secilmesi, yalnizca %5'lik bir mukavemet
azalmasiyla sonuglanmakla birlikte, bir¢ok tasarim i¢in arzu edilen, 6nemli malzeme-
agirlik tasarrufu (%17) da saglamaktadir. Alternatif tasarimlar incelendiginde daha
once deney tasarimi ile ortaya konulan 38 MPa'dan daha yiiksek dayanim degerleri
elde etmek i¢in % 99 dolgu yogunlugunun gerekli oldugu 6ngoriisiiniin yanlis oldugu,
hatta bu degerlerin %64 dolgu yogunlugu kullanarak da elde edilebilecegi

gorilmiistir.

Tim bu degerlendirmeler dogrultusunda deney tasarimi, modelleme ve
optimizasyonun iiretim siirecinde ve sonuglarin degerlendirilmesinde ne kadar 6nemli

oldugu agikca goriilmektedir.

Kopma Gerinimi Sonuglari

Daha 6nce bahsedildigi gibi 2. problemde amag fonksiyonu olarak kopma gerinimi
secilmis ve degeri minimize edilmistir. Senaryo 1 ve Senaryo 2'de sisteme girilen
kisitlar altinda kopma gerinimine iliskin optimizasyon sonuglart elde edilmis ve

deneysel sonuglarla karsilastirmalart yapilmistir.
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Tablo 11.8: HM3 modeli kullanilarak elde edilen kopma gerinimi sonuglar1 ve
dizayn parametrelerinin degerleri

Kopma
Senaryo Kisitlar Metot Gerinmesi X1 X2  Xs X4
(%)
25<x1<99, DE 1.802 99 3 0.1 39.0568
1 <x2<4,
1 0.1<x3<0.3, SA 1.802 99 3 0.1  39.0565
30 <x4 <60,

{x1, x2}€ Tam Say1 NM 1.802 29 3 0.1  39.0606

xie {25,50, 75,99}, °F 180 99 3 01 45

x2€ {1, 2, 3, 4},
2 xs€ {0.1, 0.2, 0.3},
xs€ {30, 45, 60}

SA 1.860 99 3 0.1 45

NM 1.860 99 3 0.1 45

Amag fonksiyonu: HM3

Tablo 11.8'de stokastik optimizasyon algoritmalari kullanilarak elde edilebilecek
minimum gerinim degeri senaryo 1 i¢in % 1.80163 ve senaryo 2 igin % 1.8602 olarak
bulunmustur. Deneysel calisma sonucunda elde edilen minimum gerinim degeri %
2.2306 olup, tasarim parametreleri; dolgu yogunlugu (x1): %99; dolgu deseni(x2): 2;
katman kalinligi(xz): 0.1 mm; baski hiz1 (x4): 45 mm/s mevcut deneysel veri setinin

49, satiria karsilik gelir.

Optimizasyon islemi ile deneysel sonuglarda minimum gerinim agisindan %19
oraninda iyilestirme yapilmistir. Ayrica optimizasyon sonucunda senaryo 1 i¢in giris
parametreleri x1:99, x2:3, x3:0.1, X4:39.0568; senaryo 2 igin X1:99, x2:3, x3:0.1, X4:45'tir.
Deneysel sonuglar ve optimizasyon sonuglar1 birbirleriyle karsilastirildiginda, dolgu
deseni (x2) digindaki tiim girdi parametrelerinin birbirine yakin degerlere sahip oldugu
goriilmektedir. Minimum gerinim saglayan dolgu paterni deneysel sonuglarda gyroid

(x2=2), optimizasyon sonuglarinda tiggen (x2=3) olarak bulunmustur.

Maksimum Cekme Mukavemeti

Problem 3'te amag fonksiyonu olarak maksimum ¢ekme dayanimi segilir ve degeri
maksimize edilir. Problem kapsaminda 3 farkli senaryo ele alinmigtir. Senaryo 1 ve

senaryo 2'de, ayrik ve siirekli degerler aldiklarinda girdi parametrelerinin sonuglar
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uzerindeki etkilerini incelenmistir. Senaryo 1 ve 2'den farkli olarak, senaryo 3
alternatif tasarimlar bulmay1 hedeflemektedir, bu nedenle maksimum ¢ekme dayanimi

ile ilgili kisitlar sisteme eklenir ve sonuglar degerlendirilir.

Tablo 11.9'da verilen sonuclara gore, modifiye edilmis Differential Evolution
algoritmasi kullanilarak, girdi tasarim parametreleri x1:98 %, x2:1, x3:0.3 mm, Xa:

49.4619 mm/s oldugunda maksimum ¢ekme dayanimi 44.3072 MPa olarak elde edilir.

Senaryo 2'de girdi parametrelerinin alabilecegi degerler tizerindeki kisitlamalar
sonuglarda anlamli bir fark yaratmamistir. Bu senaryoda optimizasyon islemi ile elde
edilen maksimum c¢ekme mukavemeti degeri (44.0994 MPa) ile karsilik gelen girdi
tasarim parametrelerinin (X1:99, x2:1, x3:0.3, X4:45) degerlerinin veri kiimesinde 52.

satirdaki deneysel sonuglar ile ayni oldugu goriilmiistiir.

[lk ii¢ problemdeki optimum sonuglar incelendiginde girdi tasarim parametrelerinden
biri olan dolgu deseninin her ii¢ problemde de farklilik gdsterdigi goriilmiistiir. Dolgu
deseni (x2), maksimum kopma mukavemeti tasarimi i¢in bal petegi, minimum gerinim
tasarimi i¢in liggen ve maksimum c¢ekme mukavemeti tasarimi i¢in kiibik olarak

bulunmustur.

Tablo 11.9: HM5 modeli kullanilarak elde edilen maksimum ¢ekme mukavemeti
sonuglar1 ve dizayn parametrelerinin degerleri

Maksimum
Senaryo Kisitlar Metot Cl\;trl?.e X1 X2 X3 Xa
(MPa)
25 <x1 <99, DE 44.3072 98 1 0.3 49.4619
I =xz2=4, SA 443071
1 0.1 <x3<0.3, ' 98 1 03 494735
30 <x4 <60, NM
{X1, X2}€ Tam Say1 44.1289 9%5 1 03 46.371
xi1€ {25, 50, 75, 99}, DE 44.0994 9 1 03 45
xz€ {1, 2, 3, 4}, A
2 xze {0.1, 0.2, 0.3}, 44.0994 9 1 03 45
xs€ {30, 45, 60}
Nvo A0 g 1 03 45

Amag fonksiyonu : HM5
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Tablo 11.10: Belirtilen kisitlama altinda maksimum ¢ekme mukavemeti igin

alternatif tasarimlar
Maksimum
Senaryo Kisitlar Cl\(jltrl?.e X1 X2 X3 X4
(MPa)
44.3 98 1 0.2999  49.3717
44.1685 95 1 0.3 49.4615
43.8213 98 4 0.3 49.5412
43.8181 95 1 0.2947  46.3541
43.6861 89 1 0.3 49.4569
43.6381 90 1 0.3 51.0319
43.5651 87 1 0.3 47.9137
433329 97 4 0.299 44.663
42.9858 81 1 0.3 47.9126
42.631 79 1 0.3 46.3727
25 <x1 <98,
1 <xo <4, 425549 98 4 03 307211
0.1=x3<03, 425457 98 4 01  59.0406
30 <x4< 60,
3 40<Cekme 42.4907 97 4 0.3 60
Mukavemeti<44.3

{Xu X2} € Tam Say1 423234 76 1 0.2996  49.4029

42.2696 97 4 0.1 60
41.5265 70 1 0.3 49.4598
41.1547 68 1 0.3 47.9152
40.9408 92 1 0.3 34.0183
40.5445 79 1 0.271 39.896
40.5015 87 1 0.2208  47.9231
40.2369 62 1 0.3 47.916
40.0654 62 1 0.3 44.8215
40.0513 67 1 0.2761  52.6464
40.0246 70 1 0.2593 52.559
40 81 1 0.2289  54.2521
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Tablo 11.10, problem 3'liin 3. senaryosu kapsaminda elde edilen maksimum g¢ekme
mukavemeti degerlerini gostermektedir. Burada, senaryo 1'e ek olarak, sisteme
maksimum ¢ekme mukavemeti (40<MCK<44.3) kisit1 girilmistir. Amag, global
optimumdan biraz daha diislik olan lokal degerleri bulmak ve alternatif tasarimlar
Oonermektir. Maksimum g¢ekme mukavemeti kisitinin alt sinir1, deneysel sonuglar
degerlendirilerek belirlendi. Tablo 3'teki deneysel veri seti incelendiginde, 40 MPa ve
tizeri maksimum ¢ekme mukavemeti degerinin elde edilebilmesi icin %99 dolgu
yogunlugu kullanilmas1 gerektigi goriilmektedir. Aksi halde deney sonuglarina gore
veri setinin 33. satirinda verilen girdi degerleri (x1=75, X2=1, X3=0.3, X4=30)
kullanilarak en yiiksek maksimum ¢ekme mukavemeti degeri 38.2837 Mpa olarak elde
edilebilir. Bu durumun gercegi yansitip yansitmadigi 40 Mpa dayanim degerinin alt

limit kisit1 olarak sisteme girilmesi ile anlagilabilecegi diisiiniilmiistiir.

Kisitin st sinir degeri de 44.3 MPa olarak segilerek algoritmanin global optimumda
takilip kalmasi engellenmistir. Senaryo 1 ve 2'den farkli olarak, ¢6ziim yontemi olarak
yalnizca Modifiye edilmis Nelder Mead algoritmas: kullanilmistir. Bu algoritma
global noktalarn yani sira lokal noktalar: da tespit etmede ve alternatif tasarimlar

sunmada oldukg¢a bagarilidir.

DE ve SA algoritmalar1 global sonu¢ bulmaya odaklandigindan, bu iki algoritma ile
benzer ¢aligmalar yapildiginda 44.3 MPa maksimum ¢ekme mukavemeti kisit1 list
degerinde takilip kaldiklar1 ve alternatif tasarimlar olusturmada Neldermead kadar

basarili olamadiklar goriilmektedir.

Tablo 11.10'da, sisteme girilen kisitlar altinda elde edilen 25 farkli tasarim
verilmektedir, ancak Nelder Mead, bu sonuclara yakin belirtilen kisitlar1 kargilayan
bir¢ok farkli tasarim dnermektedir. Sonuglar incelendiginde girdi parametreleri; dolgu
deseni kiibik ve petek, katman kalinlig1 0.1, 0.22, 0.25, 0.27 ve 0.3 mm, baski hiz1 30-
60 mm/s araliginda ve dolgu yogunlugu ¢ok genis bir aralikta (%98-62) degismistir.

En yiksek maksimum ¢ekme mukavemeti 44.3 MPa ve karsilik gelen girdi tasarim
parametrelerinin degerleri; X1:98, X2:1, X3:0.2999, x4:49.3717 olarak elde edilirken, en
diisiik maksimum c¢ekme mukavemeti 40MPa ve ilgili girdi tasarim parametreleri;
X1:81 %, X2:1, x3:0.2289 mm, Xx4:54.2521 mm/sn olarak bulunur. Tablo 11.10
incelendiginde, %68, 70, 76, 79 dolgu yogunluguna sahip tasarimlarin, % 81, 87, 92
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dolgu yogunluguna sahip tasarimlara gore daha yiliksek maksimum c¢ekme
mukavemetine sahip oldugu bir baska carpici sonugtur. Bu sonuglar, artan dolgu
yogunlugunun her zaman daha yiikksek maksimum c¢ekme mukavemeti
saglayamayacagimi goOstermektedir. Ayrica, Tablo 11.8 ve Tablo 11.10'daki
maksimum c¢ekme mukavemeti kibik desen (x2=1) kullanilarak elde edilmesine
ragmen, lokal sonuglarda (40-44.3 araliginda) petek (xo=4) desen kullanilarak farkli
alternatif tasarimlar sunulmaktadir. Bu sonuglara dayanarak, bazen global bir
maksimum veya minimum nokta elde etmek yerine, birkag farkli tasarimi i¢eren lokal
noktalar1 tercih etmek daha avantajli olabilir. Ornegin bu problemde %99 dolgu
yogunlugu yerine %62 dolgu yogunluguna sahip bir tasarimin se¢ilmesi yalnizca %9
dayanim azalmasina neden olurken 6nemli dl¢iide malzeme-agirlik tasarrufu (%18)
saglar ve bu ¢ogu tasarim siireci ic¢in istenen bir durumdur. Alternatif tasarimlar
incelendiginde daha dnce deney tasarimi ile ortaya konulan 40 MPa'dan daha yiiksek
maksimum ¢ekme mukavemeti elde etmek igin % 99 dolgu yogunlugunun gerekli
oldugu Ongoriisiiniin yanlis oldugu ve % 62 ve uzeri dolgu yogunluguna sahip
numunelerin de benzer kriterleri karsilayan alternatif tasarimlar saglayabilecegi

gorilmiistir.

Sonug

Bu calismada, 3D baski siireci i¢in tasarim, modelleme ve optimizasyon islemleri es
zamanli olarak ele alinmistir. Polilaktid (PLA) malzeme i¢in dolgu yogunlugu, dolgu
deseni, katman kalinlig1 ve baski hiz1 dahil olmak iizere FDM islem parametrelerini
ayarlayarak maksimum g¢ekme ve kopma mukavemetini en iist diizeye ¢ikarmak ve
kopma gerinimini en aza indirmek igin matematiksel modelleme ve optimizasyon

strecleri gergeklestirildi.

Modelleme sirecinde polinom, trigonometrik, logaritmik ve hibrit modellerin
performanslar1 farkli basar1 kriterleri kullanilarak test edilmistir. Basarili modeller
amag fonksiyonu olarak optimizasyon asamasinda kullanilmistir. Farkl: kisitlar altinda
en 1yl tasarimi bulmak i¢in tek amacli optimizasyon yaklasimi ve farkli caligma
stratejilerine sahip stokastik yontemler DE, NM ve SA kullanildi. Buna ek olarak,
global optimuma yakin alternatif tasarimlar bulmak i¢in farkli optimizasyon

senaryolar1 olusturuldu.
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Tablolarda verilen sonuglardan agik¢a goriilmektedir ki,

I. Polinom, trigonometrik ve logaritmik fonksiyonlarin bir kombinasyonunu iceren
hibrit modeller, deneysel sonuclarla iyi uyum gosterirken, sadece polinom,
trigonometrik veya logaritmik ifadelerden olusan dogrusal veya dogrusal olmayan

modeller ayn1 anda tiim basari kriterlerini karsilayamadi.

I1. Model segiminde R? uyum iyiligi indeksinin tek basina bir basari kriteri olarak
kullanilamayacag1 gosterilmistir. Ayrica, tasarim parametrelerinin  belirtilen
araliklardaki smirlilik kontroliinii de model se¢im kriteri olarak dikkate almamiz

gerektigi gorilmiistiir.

III. Problemlerdeki optimizasyon sonuglart incelendiginde, girdi parametreleri
arasindaki dolgu deseninin tiim problemlerde farklilik gosterdigi goriilmiistiir.
Dolgu deseni (x2), maksimum kopma mukavemeti tasarimi igin bal petegi,
minimum gerinim tasarimi i¢in tiggen ve maksimum ¢ekme mukavemeti tasarimi

i¢in kiibik olarak bulunmustur.

IV. Bazen global bir maksimum veya minimum nokta elde etmek yerine, birkag farkli
tasarimi iceren lokal noktalarin tercih edilmesinin daha avantajli olabilecegi
anlasiimistir. Oregin maksimum ¢ekme mukavemeti probleminde %99 dolgu
yogunlugu yerine %62 dolgu yogunluguna sahip bir tasarimin se¢ilmesi sadece %9
dayanim azalmasina neden olurken, dnemli 6l¢iide malzeme-agirlik tasarrufu

(%18) saglamakta ve bu durum ¢ogu tasarim siireci i¢in arzu edilen bir durumdur.

V. Stokastik optimizasyon algoritmalar1 kullanilarak elde edilebilecek minimum
gerinim degeri 1.80163 (%) olarak bulunurken bu deger deneysel sonuglarda
2.2306 (%) olarak bulunmustur. Deneysel sonuglarla karsilastirildiginda
optimizasyon islemi ile minimum gerinim degeri %19 oraninda iyilestirilmistir.
Ayrica minimum gerinim saglayan ilgili dolgu deseni deneysel sonuglarda gyroid

(x2=2), optimizasyon sonuglarinda ise Giggen (x>=3) olarak bulunmustur.

VI. Miihendislik problemlerinde tek bir global sonug iiretmek yerine buna yakin
alternatif tasarimlar sunmak her zaman arzu edilen bir durumdur. Bu ¢alismada,
lokal sonuglart bulmada da oldukga basarili olan Nelder Mead optimizasyon

algoritmasi bu amagla kullanilmigs ve kopma mukavemeti ve maksimum g¢ekme
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mukavemeti parametrelerinin amag¢ fonksiyonu olarak segildigi problemler igin
global optimuma yakin birgok alternatif lokal tasarim 6nerilmistir. Boylece tiretim
icin tek bir sonuca bagli kalmadan genis bir yelpazede c¢alismak miimkiin

olmaktadir.
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Bolim 12

Sonuclar ve Oneriler

Deney tasarimi, matematiksel modelleme ve optimizasyon miihendislik
problemlerinin ¢oziimiinde siklikla ihtiya¢ duyulan ve kullanilan kavramlardir. Tez
calismas1 kapsaminda; gerek literatlirden secilen, gerekse tezde tanimlanan orijinal
problemler olmak tizere 13 farkli problemin ¢éziimiinde deney tasarimi, matematiksel
modelleme ve optimizasyon sureclerinin problem ¢6zumi Uzerindeki etkileri
incelenmistir. Bu amagla; FFD, BBD, CCD, Taguchi, D-Optimal deney tasarim
metotlar;, NRM, SNRM modelleme metotlar1 ve DE, NM ve SA optimizasyon
metotlar1 tez calismay1r boyunca problem c¢6zumlerinde tercih edilen metotlar
olmustur. Tez ¢alismasinin diger boliimlerinde de bahsedildigi gibi, deney tasarimu,
matematiksel modelleme ve optimizasyon literatiirde bir¢cok ¢alismada kullanilan ve
aragtirmacilar tarafindan da talep goren metotlardir. Ancak, bu metotlarin hangi
durumlarda basarili olacagi, hangisinin ne zaman tercih edilmesi gerektigi, birbirlerine
sagladiklar stiinliikler, avantaj ve dezavantajlari gibi problemin ¢oziiminde elde
edilen sonuclara direk etki edebilecek dnemli konular ile ilgili degerlendirmelerin
eksikligi goze carpmaktadir. Yani; deney tasarimi, matematiksel modelleme ve
optimizasyon siireglerinin verimli bir sekilde kullanilabilmesi igin metodolojik bir
yaklasima ihtiya¢ duyulmaktadir. Bu tez calismasi kapsaminda; deney tasarimi,
matematiksel modelleme ve optimizasyon birbirlerinden ayr1 diigiiniilmemesi gereken,
birbirleri ilizerinde dogrudan bir etkiye sahip olan, bir problemin tanimlanmasi,
kurgulanmasi ve ¢Oziimiinde bir biitiin olarak etkili olan adimlar olarak ifade
edilmistir. Bu sebeple; tez caligmasinin boliimlerinde, gergek hayatta uygulamasi olan
problemler Uzerinden deney tasarimi, matematiksel modelleme ve optimizasyon
strecleri degerlendirilmistir. Tez ¢alismasinda incelenen ve ¢6ziim iretilmeye

calisilan konular:

222



= Bir matematiksel modelleme metodu olarak literattrde farkl tip problemlerin

¢Ozlminde siklikla tercih edilen YSA’nin kisitlari ve sinirlamalart nelerdir?

»  Model basarisini 6lgmede en fazla tercih edilen kriterlerden biri olan R? ‘nin
tek basina bir degerlendirme kriteri olarak kullanilip model i¢in basarili veya

basaril1 degil seklinde bir karar verilmesi ne kadar anlamlidir?

= Regresyon ve YYY modelleme metotlarinda kullanilan polinom yapilar girdi
ve ¢ikt1 parametreleri arasindaki iligskiyi agiklamak i¢in yeterli olur mu? Yoksa

farkli matematiksel fonksiyonlar kullanimina da ihtiyag¢ duyulabilir mi?

» Taguchi’nin bir deney tasarim metodu olarak kullanilmasinin modelleme

Uzerindeki etkisi nedir?

»= Matematiksel modellemede, data setinin egitim ve test olarak ayrilmasi
asamasinda takip edilen farkli metotlarin modelleme ve model basarisi lizerine

etkileri.

* Model basarisini Olgmede kullanillan farkli degerlendirme kriterlerin
performanslarinin birbirleriyle karsilastirilmasi. Hangi kriterleri kullanmak

anlamlidir?

» Tammlanan bir problem icin farkli deney tasarim metotlar1 kullanilarak data
seti olusturuldugunda, bu durumun matematiksel modelleme ve optimizasyon
stireclerine etkisi ne olur? Hangi deney tasarim metodunu kullanmak daha

avantajh?

= (Ozel matematiksel fonksiyonlarin modelleme siirecinde kullanilabilirliginin

incelenmesi

» Tez kapsaminda, orijinal modelleme metotlar1 olarak tanitilan NRM ve
SNRM’nin literatiirde sik kullanilan YSA, YYY, Regresyon gibi metotlar ile

karsilagtirilmasi ve uygulanabilirlikleri iizerine degerlendirmeler

Yukarida bahsedilen her bir baslik tez c¢alismasi kapsaminda incelenmis ve

degerlendirmelerde bulunulmustur.
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Matematiksel modellemede en fazla tercih edilen metotlarin basinda gelen YSA, bu
tez ¢aligmasi kapsaminda BOIUmM3 ‘de ii¢ farkli problemin ¢oziimiinde matematiksel

modelleme amacli kullanilmistir. Bu problemlerde sirasiyla sunlar amaglanmistir:

» Demir ¢elik sektoriinde elektrik ark ocaklarinda ergitilmis ¢eligin kimyasal

bilesiminin elektrik enerjisi tlketimi tzerindeki etkisinin modellenmesi

= 16 tabakali simetrik/balans keten-epoksi kompozit malzemede fiber ag1
oryantasyonunun kompozitin gerilme davramis1 iizerindeki etkisinin

modellenemsi

* Medikal alanda kullanilan PMMA kemik ¢imentosunun mekanik ozelliklerini
gelistirmede karbon fiber, ¢inko kapli karbon fiber ve nanoyapili ¢inko oksit

kapli karbon fiber kullaniminin etkisinin modellenmesi

Ark ocaklarindaki enerji tiiketiminin modellenmesinin amaglandig1 birinci ¢alismada
YSA kullanilarak olusturulan modelin egitim, test ve dogrulama asamalarindaki R?
basar1 degerleri sirasiyla 0.88, 0.95 ve 0.95 olmasina ragmen, oOnerilen modelin

stabilite testinde basarisiz oldugu gozlemlenmistir.

Keten/epoksi tabakali kompozitin gerilme davranisinin modellenmesinin amaclandigi
ikinci ¢aligmada, YSA tarafindan Onerilen modelin gercek degerleri tahmin etme
konusunda egitim, test ve dogrulama asamalarinda sirasiyla 0.95, 0.99 ve 0.99 oldukca
yilksek R? basar1 oranlarina sahip oldugu gériilmiistiir. Modelin basarisinin gercekgi
ve tutarli olup olmadigini anlayabilmek icin ekstra test datalari liretilip Y SA tarafindan
onerilen modelin analitik formiil kullanilarak bulunan gercek degerleri tahmin etme
performanst Ol¢lilmiistiir. Sonuglar incelendiginde, gercek degerler ile tahmin
edilenler arasinda dikkate deger bir fark oldugu goriilmektedir. Model basarisi
degerlendirme kriteri R¥’nin 0.36 olarak bulunmus olmasi, modelin daha once
bahsedilen egitim, test ve dogrulama asamalarinda sahip oldugu yiiksek basari

performansinin yaniltict oldugunu géstermektedir.

Son olarak, PMMA kemik ¢imentosunun mekanik 6zelliklerine katki maddelerinin
etkisinin modellendigi ii¢iincii calismada, Y SA ve bu tez ¢alismasi kapsaminda orijinal
bir metot olarak dnerilen NRM’nin karsilagtirmasi yapilmistir. Tahmin performansi

bakimindan, YSA ve NRM’nin birbirleriyle yakin sonuglar iirettigi goriilmiistiir. Bu
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sebeple, bu iki yontemin ortaya koydugu modelleri ve kullanim kolayliklarini
degerlendirmek daha anlamli olacaktir. YSA ve NRM yontemleri kullanilarak
deneysel sonuglara en uygun modeller olarak tanjant sigmoid ve dordinct derece
polinom elde edilmistir. Burada dikkat edilmesi gereken nokta, YSA'nin ortaya
koydugu tanjant sigmoid fonksiyon tabanli modelin kullanilmas1 durumunda, ek bir
dontisim formiilasyonu kullanilarak sonuglarin gergek degerlerinin elde edilmesi
gerektigidir. Ayrica tanjant sigmoid, polinom model ile kiyaslandiginda iistel terimler
igeren oldukc¢a karmasik bir modeldir. Bu hususlar dikkate alindiginda, daha basit ve
ekstra doniisiim gerektirmeden kullanilabilen bir model sunan NRM, kemik
cimentosunun mekanik davraniginin modellenmesinde daha uygun bir yontem olarak

gorunmektedir.

Ele alinan problemler ve yapilan incelemeler, YSA kullanilarak elde edilen
matematiksel modellerin bazi sinirlamalara sahip oldugunu, modellerin yiiksek tahmin
performansinin yaniltict olabilecegini gostermistir. Ayrica, her problem ve veri tipi
icin YSA ag yapisint modellemede kullanmak uygundur seklinde bir yaklasimin

sorgulanmas1 gerektigi gosterilmistir.

Boliim 4’de, R¥nin tek basma bir model basaris1 dlgme kriteri olarak kullanilip
kullanilamayacag: tartisilmistir. Serbest pistonlu Stirling motoru ve katmanl iiretim
konular1 ile ilgili gerceklestirilen matematiksel modelle ¢alismalari sonucunda
mutlaka Onerilen matematiksel modellerin test, validasyon, sinir kontrol, stabilite
kriterleri de dikkate alinarak degerlendirilmesi gerektigi anlagilmistir. Sonuglar,
sadece R?*ye dayali model seciminin yanlis degerlendirmelere sebep olabilecegini
gostermistir. Yiiksek R? degeri yalnizca modelin tahmin sonuglarnin gergek
sonuglarla iyi derecede uyumlu oldugu anlamma gelir. Miihendislik problemlerinde
beklentimiz sadece verilere iyi uyan bir model ortaya koymak degildir. Bu bélimde
ele alinan problemlerde, tim data setini kullanarak model olusturmanin model
basarisinda gozlenen yiiksek tahmin performansina ragmen bizi yaniltabilecegi, veri
setini egitim, test, dogrulama gibi bdliimlere ayirarak modelleme islemini
gerceklestirmenin daha saglam modeller elde etme imkani sunacagi anlasilmistir.
Ayrica, bu tez ¢alismasi kapsaminda 6nerilen stabilite ve sinir kontrold (boundedness
check) modelin basaris1 ve kullamlabilir olup olmadig ile ilgili fikir veren R¥’den

bagimsiz orijinal kriterlerdir. Baz1 modeller; egitim, test, validasyon asamalarinda
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basarili sonuglar iiretmelerine ragmen, stabilite ve sinir kontrol kriterlerini

saglayamadiklari i¢in basarisiz kabul edilmislerdir.

Boliim 5°de matematiksel modelleme siirecinde, polinom modellerin girdi ve ¢ikti
arasindaki 1iliskiyi modellemede yeterli olup olamayacagi tartisilmistir. Bazi
durumlarda polinom modellerin siireci dogru tanimlama konusunda yetersiz kaldigi
veya siireci daha iyi tanimlayabilecek baska matematiksel modellerin olabilecegi
vurgusuna yer verilmistir. Bu bélimde, ti¢ farkli muhendislik problemi icin
gerceklestirilen modelleme calismalart sonucunda; polinom modellere ek olarak
trigonometric, rasyonel, logaritmik, ve bu model tiplerinin bir arada kullanilmasiyla
olusturulan hibrit modellerin polinom modellere alternatif olabilecegi goriilmiistiir.
Gergeklestirilen modelleme c¢alismalarinda; (i) bir su altt patlamasinda sok
yliklemesine maruz kalan c¢ok katmanli bir zirhli sistemde olusan gerilmelerin
modellenmesinde birinci derece logaritmik rasyonel model (ii) elektrikli ara¢ batarya
paketi muhafazasinin dogal frekans davranisinin modellenmesinde ikinci derece
trigonometrik model, ve (iii) PMMA kemik cimentosunun mekanik &zelliklerinin
modellenmesinde polinom ve trigonometric ifadelerden olusan hibrit modeller en
basart modeller olarak 6n plana ¢ikmisdir. Bu sonuglar, her modelleme ¢alismasinda

yanlizca polinom model kullanmanin yeterli olamayacagi goriigiinii desteklemektedir.

Taguchi; deney tasarimi, modelleme ve optimizasyon amacli en fazla tercih edilen
metotlardan biridir. Bunun temel sebebi, Taguchi metodunun diger deney tasarim
metotlar ile karsilastirildiginda ¢ok daha diisiik sayida deney ile modelleme ve
optimizasyona imkan sunmasidir. Zaman ve maliyetten tasarruf saglayan bu yaklasim,
Boliim 6 ‘da tim yonleriyle incelenmistir. 8 tabakali simetrik grafit/epoksi kompozit
malzemenin frekans araligi davranisinin modellenmesinin amaclandigi problemde,
fiber agilar1 girdi parametresi olarak segilmistir. Sonuglar, Taguchi ve FFD metot i¢in
ayr1 ayri elde edilmis ve Taguchi metodunun basaris1 degerlendirilmistir. Calisma

sonucunda ortaya ¢ikan bazi 6nemli sonuglar:

* Hem FFD hem de Taguchi’de gozlenen ortak bir sonug; dizayn
parametrelerinin iki seviye degerinden olustugu durumda, veri seti
olusturmanin anlamsiz oldugudur. Bu durumda hem FFD hem de Taguchi
tarafindan onerilen modeller basarisiz olmustur. iki seviye degeri kullanimi

durumunda dizayn parametrelerinin alabilecegi ara degerler ile ilgili biiyiik bir
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esneklik sdz konusu oldugu igin Onerilen modellerin problemde ortaya
konulmak istenen dogal frekans araligi davranisini dogru bir sekilde

belirlemeleri ¢cok zordur.

= Bir deney tasarimi olustururken, deney satir sayis1 onemli oldugu kadar dizayn
parametrelerinin kag¢ seviye degerinden olusacagi ve onlarin alacagi degerleri
de dikkate almanin onemli ve gerekli oldugu anlagilmistir. Nitekim; L8, L9,
L16, L25, L27 Taguchi dizilimleri igerisinde L27 en fazla deney satir sayisina
sahip olmasina ragmen, en basarili model L16 dizilimi kullanildigi durumda

elde edilebilmistir.

» Taguchi metodu; egitim asamasinda yiiksek tahmin performansina sahip
modeller onersede, test asamasinda metodunun Onerdigi modellerin hepsinin
basarisiz oldugu goriilmiistiir. Ayni problem, FFD metodu kullanilarak
¢oziildiigiinde, hem egitim hem de test asamalarinda arzu edilen yiiksek tahmin

performansina sahip modeller elde edilebilmistir.

TUum bu degerlendirmeler dogrultusunda, literatiirde deney tasarimu igin en fazla tercih
edilen metotlardan biri olan Taguchi kullanimi1 konusunda dikkatli olunmasi gerektigi
ve problemi iyi analiz ederek dogru deney tasarim metoduna karar vermenin sonuglar

uzerinde direk olarak bir etki olusturacagi sonucuna varilmstir.

Doktora tezi caligsmasi kapsaminda; Béliim 7’de orijinal modelleme metotlar1 olarak
ortaya konulan NRM ve SNRM’nin referans bir problem baz alinarak gosterdikleri
modelleme performanslari birbirleriyle karsilastirilmistir. Bu karsilastirma yapilirken,
modelleme siirecinde saglam bir matematiksel model elde etmede dnemli bir faktor
olan veri setinin ayrilma bigimi ve sonuglar tizerindeki etkisi detayli bir sekilde
incelenmistir. Veri setini ayirma bigimi olarak hold out, k- fold cross validation ve
bootstrap metotlar1 kullanmilmistir. Elde edilen sonuglar; YSA, regresyon ve
optimizasyonu bir arada kullanan hibrit bir metot olan SNRM’nin, NRM’ye gore
model belirlemede oldukga basarili oldugunu ortaya koymustur. Model katsayilarini
belirlemede stokastik optimizasyon metotlarindan faydalanilmasi biiyiik avantaj
saglamis ve bu metot, yiiksek tahmin performansina sahip birden ¢ok alternatif model
Onerebilmistir. NRM, hold out data seti ayirma yaklasiminda basarili modeller

onerirken, k-fold cross validation ve bootstrap data ayirma teknikleriyle modellemede
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hold out ile kiyaslandiginda daha diisiik performans gostermistir. SNRM ise tlim veri
ayirma tekniklerinde yiliksek basari oraninina sahip modeller 6nererek basari oranini
koruyabilmistir. Bu durum, optimizasyon tekniklerini modellemede kullanmanin
sagladig1 avantaji net bir sekilde ortaya koymustur. Veri ayirma metodu olarak
bootstrap ve crossvalidation matematiksel modellemede daha etkili birer metot olarak
gbze carpmaktadir. Ancak bu durum, data setini hold out teknigi kullanarak bélmenin
modellemede her zaman yetersiz olacagi anlamina gelmemelidir. Burada yapilabilecek
kesin bir degerlendirme, veri setinin tamaminin model olusturmak i¢in kullanilmasinin
model basarist konusunda yaniltict olacagidir. Hemen hemen tiim sonug tablolarinda
hem NRM hem de SNRM ile modelleme gergeklestirildiginde modellerin egitim
asamasinda gercek ¢ikti degerlerini tahmin performansi R? bakimimdan 1’e oldukea
yakin degerler alirken, test ve dogrulama asamalarinda bazen benzer basariyi
gosteremedikleri gorilmektedir. Bu durum, onerilen modellerin mutlaka daha énce
karsilagsmadiklar1 veriler ile test ve dogrulama islemlerine tabi tutulmasinin

gerekliligini ortaya koymustur.

Matematiksel modellerin basarisin1 6l¢mede farkli model degerlendirme kriterlerinden
yararlanilmaktadir. En sik tercih edilen kriterler; R?, MAE, MAPE, RMSE, MSE gibi
gercek deger ve model tarafindan tahmin edilen deger farkini dikkate alan kriterlerdir.
Boliim 8’de doktora tezi ¢alismasi kapsaminda, literatlir aragtirmasi sonucu tespit
edilen 22 farkli model degerlendirme kriteri kullanilarak model basaris1 6l¢iilmiis ve
basari Olgiitlerinin birbirleri ile karsilastirmasi yapilmistir. Referans ¢alisma olarak; 8
tabakali simetrik-balans cam/epoksi ve keten/epoksi malzemelerden olusan hibrit
kompozit yapmnin dogal frekans araliginin davraniginin modellenmesinin amaglandigi
orijjinal bir problem secilmistir. Frekans araligini modellemek i¢in Onerilen
matematiksel modellerin tahmin performanslar1 22 farkli basari kriteri ile 6lgtilmiistr.

Elde edilen sonuglar degerlendirildiginde su ¢ikarimlar yapilmastir:

* Butez ¢alismasi kapsaminda 6nerilen sinir kontrol model degerlendirme kriteri
modelin ne kadar basarili oldugundan ziyade modelin irettigi sonuglarin
gercekle uyumlulugunu degerlendiren ve modelin kullanilabilir olup olmadig1
ile ilgili direk bilgi verebilen bir metot dur. Sinir kontrol kriterinin énemini
dogal frekans araligi ¢iktisinin modellemesinde kullanilan matematiksel

modellerin basar1 degerlendirilmesinde acik bir sekilde gérmek miimkiin
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olmustur. Diger model degerlendirme kriterlerinin biiyiik bir gogunlugu hibrit
modeli en basarili model olarak 6n plana ¢ikarirken, sinir kontrol Kriteri hibrit
modelin irettigi maksimum ve minimum dogal frekans araligi degerlerinin
gergekte ulasilmast miimkiin olmayan sonuglar oldugunu ve modelin
kullanilamayacagin1  gostermistir. Ayrica, bu tir bir degerlendirme
dogrultusunda sadece SON ve SONR modellerin iirettigi maksimum ve
minimum dogal frekans araligi degerlerinin gergek ile tutarli sonuglar oldugunu

belirlemistir.

* Model basar1 dlgiitleri kendi igerisinde degerlendirildiginde ise R?, R%guzeltme,
KGE gibi kriterler degerleri 1’e ne kadar yakin ise modeli o 0l¢iide basarili
kabul ederken, AIC, BIC, AICC gibi kriterler elde edilen degerin ne kadar
kiigiik olduguna bagli olarak modeli basarili kabul etmektedir. Bu iki grup
disinda geriye kalan model degerlendirme kriterleri modellerin gercek
degerleri tahmin etmede gosterdikleri hatalar 0’a yakin oldugu dl¢iide modeli

basaril1 kabul eder.

» MSE, RMSE, SE vb. model degerlendirme kriterleri sadece gergek ve tahmin
edilen arasindaki farki dikkate alarak hata (SSE) karsilastirmasi yapar. R?
tabanli model degerlendirme kriterleri hata (SSE) degerlerinin yaninda gercek
deger ve gercek deger ortalamasinin farkini (SST) da dikkate alarak bir
hesaplama gerceklestirir. AIC, BIC, AICC gibi kriterler ise gercek ve tahmin
edilen arasindaki farka ek olarak, model terim sayisin1 da model basarisina etki
eden bir Olciit olarak dikkate alir. Bu degerlendirme kriterlerine gore daha az
terimden olusan ve hata oran1 daha diisiik olan model daha basarilidir. Bu
sebeple, model basaris1 belirlenirken farkli model degerlendirme kriterleri
kullanilarak en etkili model belirlenmeye c¢alisilmistir. Ancak goriildiigii iizere
bahsedilen model degerlendirme kriterlerinin higbirisi sinir kontrol Kriteri
kadar modelin kullanilabilirligi hakkinda net bilgi verememektedir. Bu
kriterler, hangi modelin daha yalin ve veriyi ne kadar iyi fit ettigi ile ilgili fikir
vermektedir. Ancak elde edilen sonuglarin gergekle tutarliigi ve

uygulanabilirligi hakkinda bilgi verememektedir.

Bu sonuglar dogrultusunda, model basarisin1 6lgmede farkli yaklasimlara sahip olan

metotlarin bir arada kullanilmasinin daha anlamli oldugu sdyleyebiliriz. Ayrica 6nemli
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bir ¢ikt1; bu tez ¢aligmasi kapsaminda ortaya konulan sinir kontrol kriteri diger tim
model basar1 degerlendirme kriterlerinden farkli olarak modelin kullanilabilir olup
olmadig: ile ilgili direk bilgi verebilen tek kriterdir. Bu sebeple, model basarisi

degerlendirme kriteri olarak mutlaka dikkate alinmalidir.

Farkli deney tasarim metotlar1 kullanmanin matematiksel modelleme ve optimizasyon
streclerine etkisi ne olur? Hangi deney tasarim metodunu kullanmak daha
avantajlidir? Sorularina cevap aramak icin Boliim 9’da ayni problemin ¢6ziimiinde
farkli deney tasarim metotlar1 kullanmanin etkisi arastirilmistir. Calisma kapsaminda,
16 tabakali simetrik/balans cam-epoksi malzemeden olusan kompozit saft
incelenmistir. Kompozit fiber agilari dizayn parametresi olarak se¢ilmistir. Amag
fonksiyonu olan kritik burulma burkulma ytikiiniin degerinin en az 550 Nm’den biiyiik
olacak sekilde maksimize edilmesi hedeflenmistir. Deney tasarim metodu olarak;
FFD, Taguchi, BBD, CCD ve D-Optimal kullanilmistir. Deney tasarim metotlarinin
modelleme ve optimizasyon lizerindeki etkisi karsilagtirmali olarak incelenmistir.
Modelleme ve Optimizasyon sonuglarina gore; CCD basarili bir model ortaya
koyamamuistir. Taguchi tarafindan onerilen model, Kkritik burulma burkulma degerini
analitik formiil kullanilarak elde edilen ger¢ek degerine gore yaklasik %17 hata ile
tahmin ederken, D-Optimal ve FFD yaklasik %3 hata ile tahmin etmistir. Deney
tasarim metotlarinin hibrit olarak kullanildigi BBD-Taguchi ve BBD-Central CCD-
Taguchi metotlar1 tarafindan onerilen modeller ise analitik formiil kullanilarak elde
edilen optimizasyon sonucu ile yaklasik %0.5 hata ile en yakin sonuglari iiretmislerdir.
Bu problem 6zelinde, FFD’ye alternatif olarak sunulan D-optimal, BBD ve hibrit
metotlarin basarisi dikkat ¢ekigidir. Gelecege yonelik bir ¢alisma olarak da D-Optimal
metodunun optimizasyon tabanli bir deney tasarim metodu olmasi sebebiyle daha fazla
problemde kullanilarak diger deney tasarim metotlar1 ile performansinin
karsilastirilmasinin, artt ve eksi yonleriyle degerlendirilmesinin 6nemli oldugu

diistiniilmektedir.

Boliim 10°da 0Ozel fonksiyonlarin matematiksel modellemede alternatif model tipi
olarak kullanilabilirligi arastirilmistir. Besseld, ChebyShevT, Erf, ExplntegrallE,
Fresnel, Hermit, HyperGeometric,Legendre gibi 0zel fonksiyon tipleri modelleme
amagl kullanilmis ve tez kapsaminda kullanilan temel matematiksel fonksiyonlar ile

karsilagtirmalar1 yapilmistir. 16 katmanli simetrik balans keten/epoksi kompozit
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plakada; kompozit fiber agilari, plaka en boy orani (a/b) ve plaka diizlem i¢i y ekseni
yoniinde uygulanan yiik (Ny) dizayn parametreleri olarak secilmistir. Tabakali
kompozitin belirtilen diyazn parametrelerine bagli olarak kritik burkulma ytikiiniin
maksimize edilmesi amaglanmistir. Sonugclar, temel fonksiyon tipleri kullanilarak
basarili modele ulasilamadigini, 6zel fonksiyonlardan ise Erf ve ExplntegralE’in
gerekli basari kriterlerini sagladigini gostermistir. Bu sebeple, ileriye donlk bir
calisma olarak Ozel fonksiyonlarm matematiksel modellemede kullanimi ile ilgili

arastirmalar yapilabilir.

Tez ¢alismasi boyunca, deney tasarimi, matematiksel modelleme ve optimizasyon ana
bagliklar1 altinda degerlendirmeler yapilip bu siireclerdeki her bir basligin
birbirlerinden bagimsiz diisiiniilemeyecegi vurgulanmistir. Boéliim 11°de tez
kapsaminda yukarida bahsedilen ana bagliklarin adim adim gerceklestirildigi bir
problem ele alinmistir. Son donemlerde miihendisligin bir¢ok alaninda yaygin sekilde
kullanim1 giindeme gelen ii¢ boyutlu iiretim teknolojisinden faydalanilarak yapilan
calisgma hem deneysel hem de teorik siirecleri igermektedir. Calismada; dolgu
yogunlugu, dolgu deseni, katman kalinlig1 ve bask1 hiz1 iiretim parametreleri dikkate
alinarak PLA malzeme i¢in maksimum ¢ekme dayanimi, kirilma dayanimi ve kirilma
gerinimi ¢ikt1 parametrelerinin optimizasyonu amaglanmaktadir. Elde edilen sonuglar

dogrultusunda sunlar séylenebilir:

* Polinom, trigonometrik ve logaritmik fonksiyonlarin bir kombinasyonunu
iceren hibrit modeller, deneysel sonuclarla iyi uyum gosterirken, sadece
polinom, trigonometrik veya logaritmik ifadelerden olusan dogrusal veya

dogrusal olmayan modeller ayn1 anda tiim basari kriterlerini karsilayamamustir.

= Model segiminde R? uyum iyiligi indeksinin tek basina bir basari kriteri olarak
kullanilamayacag1 gosterilmistir. Ayrica, elde edilen sonuglarin gercekeiligi
hakkinda bilgi veren siir kontrol kriterini de model se¢im kriteri olarak dikkate

almamiz gerektigi goriilmiistiir.

* Problemlerdeki optimizasyon sonuglari incelendiginde, girdi
parametrelerinden biri olan dolgu deseninin tiim problemlerde farklilik

gosterdigi gortilmiistiir. Dolgu deseni; maksimum kopma mukavemeti tasarimi
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icin bal petegi, minimum gerinim tasarimi i¢in liggen ve maksimum c¢ekme

mukavemeti tasarimi i¢in kiibik olarak bulunmustur.

= Bazen global bir maksimum veya minimum nokta elde etmek yerine, birka¢
farkli tasarimi iceren lokal noktalarin tercih edilmesinin daha avantajh
olabilecegi anlasilmistir. Ornegin maksimum ¢ekme mukavemeti probleminde
%99 dolgu yogunlugu yerine %62 dolgu yogunluguna sahip bir tasarimin
secilmesi sadece %9 dayanim azalmasina neden olurken, 6nemli Olcide
malzeme-agirlik tasarrufu (%18) saglamakta ve bu durum ¢ogu tasarim siireci

icin arzu edilen bir durumdur.

* Deneysel sonuglarla karsilastirildiginda optimizasyon islemi ile minimum
gerinim degeri %19 oraninda iyilestirilmistir. Ayrica minimum gerinim
saglayan ilgili dolgu deseni deneysel sonuglarda gyroid, optimizasyon

sonuglarinda ise tiggen olarak bulunmustur.

* Miihendislik problemlerinde tek bir global sonug iiretmek yerine buna yakin
alternatif tasarimlar sunmak her zaman arzu edilen bir durumdur. Bu
calismada, lokal sonuclart bulmada da oldukc¢a basarili olan Nelder Mead
optimizasyon algoritmasi bu amagla kullanilmis ve kopma mukavemeti ve
maksimum ¢ekme mukavemeti parametrelerinin amag¢ fonksiyonu olarak
secildigi problemler icin global optimuma yakin bir¢ok alternatif lokal tasarim
Onerilmistir. Boylece iiretim i¢in tek bir sonuca bagh kalmadan genis bir

yelpazede ¢alismak miimkiin olmaktadir.

Bu doktora tezi kapsaminda gergeklestirilen ¢aligmalar sonucunda; deney tasarimi,
matematiksel modelleme ve optimizasyon siireglerinin bir biitiin olarak diisliniilmesi
gerektigi anlasilmistir. Bir problemin ¢6ziimiinde aktif rol oynayan bu {i¢ asama
tamamiyla birbirleriyle baglantilidir ve birinde ortaya ¢ikan olumsuzluk diger surecleri
de etkiler. Tez ¢alismasinda, bahsedilen bu ii¢ asama ile ilgili detayli ¢aligmalar
yiriitilmiis ve her bir asamanin sonuglar Uzerinde direk etkiye sahip oldugu

gOriilmiistiir.
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EK A

Bolim 3

Tablo A.1: Basma modiiliiniin modellenmesinde NRM kullanilarak elde edilen
modeller (Tablo 3.7 ile iliskili)

Model ismi Model

Y = —568.07 + 1907.7x, — 784.48x% + 94.306x; + 672.67x, —

TOP_1 1423.9x,x, + 324.06x2x, + 5343.1x% — 469.77x,x2 — 3364.1x3

Y = —1849.66 + 4044.43x, — 1771.75x + 226.453x3 — 347.275x, —
TOP_2 400.x,x, + 205.64x%x, + 2631.83x2 — 698.24x,x2 — 820.2x3

Y = —365.116 + 1102.66x; + 174.239x% — 317.02x + 54.7143xF +
FOP 1 1881.05x, — 3680.21x,x, + 1897.84x2x, — 266.123x3x, + 5150.9x2 —

3338.61x,x2 + 632.874x2x2 + 567.783x3 — 661.074x,x3 — 58.0064x%

Y = 780.937 — 958.459x, + 1298.47x% — 539.87x% + 68.4026x* +
FOP 2 3924.48x, — 5396.19x,x, + 2267.1x2x, — 305.731x3x, + 4797.57x2 —
2754.91x,x2 + 738.752x2x2 + 852.245x3 — 1357.62x,x3 + 81.2071x%

Y = 601.145 + 1996.66Cos(x;) — 327.11Cos(x;)? + 1241.77Cos(x,) —
3233.68Cos(x;)Cos(x,) — 2158.93Cos(x,)* + 1403.42Sin(x,) +
SOT 1 1310.13Cos(x;)Sin(x;) — 486.505C0s(x,)Sin(x;) + 511.34Sin(x;)? —
- 4845.26Sin(x,) — 1138.4Cos(x;)Sin(x,) + 3769.62Cos(x,)Sin(x,) —
417.827Sin(x,)Sin(x,) + 2662.85Sin(x,)?

Y = 180.72 + 469.8Cos(x;) + 89.003Cos(x;)? + 418.61Cos(x;) —
90.038Cos(x;)Cos(x,) + 73.822Cos(x,)? + 1170.Sin(x,) —
SOT 2 778.52Cos(x1)Sin(x;) — 1390.9Cos(x,)Sin(x;) + 402.47Sin(x;)* —
- 633.23Sin(x;) + 502.39Cos(x;)Sin(x,) + 1489.7Cos(x,)Sin(x,) —
1025.3Sin(x;)Sin(x,) + 838.56Sin(x,)?

242



Tablo A.2: Basma dayaniminin modellenmesinde NRM kullanilarak elde edilen

modeller (Tablo 3.8 ile iliskili)

Model
ismi

Model

TOP

Y = 134.87 — 150.87x; + 59.048x2 — 7.4405x3 + 733.6x, — 287.3x,x, +
46.89x%x, — 598.93x2 + 17.083x,x2 + 282.88x3

TOP

Y = 165.2 — 162.01x, + 33.795x% — 1.3824x3 + 942.71x, — 144.82x,x, +
18.947x%x, — 1493.4x2 + 35.44x,x% + 803.16x3

SOT

Y = —48.082 — 4.4873Cos(x;) — 4.0943Cos(x;)? — 319.25Cos(x,) +
83.475Co0s(x;)Cos(x,) + 437.95C0s(x,)? — 52.434Sin(x;) —
55.476C0s(x;)Sin(x;) + 24.911Cos(x,)Sin(x;) — 39.716Sin(x;)? +
1058.3Sin(x,) + 137.87Cos(x,)Sin(x,) — 526.58Cos(x,)Sin(x,) —
17.084Sin(x;)Sin(x,) — 504.84Sin(x,)?

HM1

Y = 3.3826 — 1.1711Cos(x;) + 10.603Cos(x;)? — 9.3112Cos(x;)3 +
13.09Cos(x;)* + 3.9228Sin(x;) + 7.2389Cos(x;)Sin(x;) +
26.772Cos(x;)?Sin(x;) — 12.949Cos(x;)3Sin(x;) — 1.4691Sin(x;)? +
25.927Cos(x;)Sin(x;)? + 1.2551Cos(x;)?Sin(x;)? + 2.2376Sin(x;)3 +
20.86C0s(x;)Sin(x;)® — 2.7999Sin(x;)* + 0.58339x; — 1.0132Cos(x;)x; +
2.7215Co0s(x1)?x; — 3.2009C0s(x;)3x; + 0.99226Sin(x;)x; —
0.80888Cos(x)Sin(x;)x; + 5.6032Cos(x;)Sin(x;)x; — 1.8243Sin(x;)%x; +
5.2836C0s(x)Sin(x;)%x; + 0.32676Sin(x;)3x; + 0.085275x7 —
0.29001Cos(x;)x? + 0.68224Cos(x;)*x? + 0.30169Sin(x)x? —
0.51754Cos(x;)Sin(x;)x# — 0.58042Sin(x,)*x7 + 0.0068393x3 —
0.05868Cos(x;)x? + 0.086813Sin(x;)x} — 0.0018066x% + 24.952x, +
44.216Cos(x;)x, — 117.82Cos(x;)%x, + 167.39Cos(x;)3x, + 34.923Sin(x;)x, +
44.055Co0s(x;)Sin(x;)x, — 261.09Cos(x;)?Sin(x;)x, + 210.53Sin(x;)%x, —
392.5Cos(x;)Sin(x;)?%x, + 117.29Sin(x;)3x, + 5.3286x,x, +
12.949Cos(x;)x;x, — 34.042Co0s(x;)?x;x, — 8.2981Sin(x;)x x, +
38.578Cos(x;)Sin(x;)x;x, + 69.156Sin(x;)2x;x, + 1.5626x%x, +
2.5593Cos(x;)xix, — 6.1618Sin(x;)xx, + 0.56107x3x, — 44.749x% —
452.44Cos(x;)x% + 960.57Cos(x;)%x% — 28.104Sin(x;)x5 —
658.89Cos(x;)Sin(x;)x% — 1246.Sin(x;)%x% — 8.1337x,x% —
123.46Cos(x;)x;x2 + 111.38Sin(x; )x; x% — 5.7417x2x% + 405.07x3 +
2880.7Cos(x1)x3 — 380.32Sin(x;)x3 + 121.28x,x35 + 815.18x5
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Tablo A.3: Basma yiikii altinda gerinmenin modellenmesinde NRM kullanilarak elde
edilen modeller (Tablo 3.9 ile iliskili)

Model Model
ismi

Y = —719.1 4+ 1039.19x, — 301.75x2 + 10.7563x3 + 3.81486x% + 550.695x, —
FOP 5291.97x,x, + 1809.62x2x, — 197.301x3x, + 21416.x% + 144.49x,x% —
31.6602x2x2 — 38157.2x3 + 6.87355x,x3 + 20660.4x2

Y = 55.639 — 252.91Cos(x;) + 148.87Cos(x;)* + 40.107Cos(x,) +
615.72Cos(x,)Cos(x,) + 122.54Cos(x,)? + 22.804Sin(x;) —

SOT 471.03Cos(x;)Sin(x;) — 277.91Cos(x,)Sin(x;) + 5.5926Sin(x;)? +
319.42Sin(x,) + 332.08Cos(x;)Sin(x,) — 26.94Cos(x;)Sin(x,) —
135.4Sin(x,)Sin(x,) — 264.87Sin(x,)?

Y = —23.264 — 146.99Cos(x;) + 86.913Cos(x;)% — 12.613Cos(x;)3 +
21.112Cos(x;) — 422.14Cos(x1)Cos(x,) + 9.8017Cos(x;)%Cos(x,) +
277.25C0s(x;)? + 1048.6Cos(x;)Cos(x;)? + 66.139Cos(x,)* — 31.539Sin(x;) —
366.89Cos(x)Sin(x;) + 17.423Cos(x;)%Sin(x;) — 165.49Cos(x,)Sin(x;) —
203.61Cos(x;)Cos(x,)Sin(x;) — 112.28Cos(x,)?Sin(x;) — 121.54Sin(x;)? —
8.9394Cos(x;)Sin(x;)? + 8.7852Co0s(x,)Sin(x;)? — 5.6872Sin(x;)3 —
17.465Sin(x,) + 1247. Cos(x;)Sin(x,) — 464.19Cos(x,)?Sin(x,) —
558.75C0s(x,)Sin(x,) — 1934.7Cos(x;)Cos(x,)Sin(x,) — 19.279Cos(x,)?Sin(x,) +
37.029Sin(x,)Sin(x,) + 404.03Cos(x,)Sin(x,)Sin(x,) +
194.55Co0s(x;)Sin(x;)Sin(x,) + 453.71Sin(x;)?Sin(x,) — 327.93Sin(x,)? —
1184.6Cos(x;)Sin(x,)? — 593.41Cos(x,)Sin(x,)? + 89.943Sin(x;)Sin(x,)? +
0.60659Sin(x,)® + 6.7891x; + 1.5845x% + 16.839x, + 42.338x,x, — 2.6145x7

HM2
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Bolim 4

Tablo A.4: Cikt1 parametrelerini modellemek igin 6nerilen modeller (Tablo 4.2 ile
iliskili)

Cikt1 Model
parametresi

xd = 7.83903000 + 0.00135428x, — 0.00001182x# — 0.03397270x, +
0.00004440x,x, — (6.87778000 x 10~%)xZ — 0.04780320x; +

Yer
o 0.00050250x, x5 — 0.00146000x,x; — 0.00732465x2 + 0.00037970x, +
degistirici
genlikler (241667000 x 10~8)x,x, + (4.40000000 x 10~ 7)x,x, + 0.00001442x,x, —
(3.15955000 x 10~8)x2 — 0.00027196x5 + (1.69167000 X 10~7)x; x5 —
(xq) (2.80000000 X 10~ 7)x,xs — 0.00001058x5x5 + (2.21782000 X 1078)x,x5 —
(3.39178000 x 10~°)x2
xp = 10.24200000 — 0.00201157x, — 0.00003633x2 — 0.03840240x, +
0.00015680x,x, — 0.00012229x2 + 0.23703900%; + 0.00164250x, x5 —
Piston 0.00512000x,x; — 0.02752430x2 + 0.00122400x, + (2.01667000 X
genlikleri 1077)x,x, + (1.08000000 X 10~%)x,x, + 0.00003708x;x, — (9.03993000 X
(%) 107%)x2 — 0.00035488x + (3.40000000 X 10~7)x, x5 — (1.51333000 X
107%)x,x5 — 0.00003900x5x5 + (6.06620000 X 10~8)x, x5 — (8.76968000 X
107)x2
f=43.75330000 — 0.00377167x, + 0.00462000x, + (1075) x,x, +
cal 0.06064170x5 — 0.00015000x, x5 + 0.00020000x, x5 + 0.00094725x, +
alisma
(2.41667000 X 10~7)x,x, — (1.66667000 X 10~®)x,x, + (1.66667000 x
frekansi (f)

107%)x5x, + 0.00076406x5 — (3.33333000 X 108)x, x5 + (4x 1077) x,x5 —
(1.66667000 X 10™)x5xs — (1.28144000 x 10~8)x, x5

pout = 193.66500000 + 0.72884800x, — 0.00003703x2 — 3.05304000:x, —
0.00161600x,x, + 0.00546989x2 — 10.06040000x; — 0.00972500x, x5 +
Cikis giici  0,04360000x,x5 + 0.05800350x2 + 0.03950150x, + 0.00002818x,x, —
(Do) 0.00007920x,x, — 0.00034167x5x, — (1.30239000 x 10~6)x2 —
0.01890820x; — 0.00001841x, x5 + 0.00005960x,xs + 0.00001417x5x5 +
(7.17616000 X 10~7)x,x5 — (1.38715000 x 10~%)x2
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Tablo A.5: ANOVA analizi sonucu gereksiz terimlerin atilmasiyla elde edilen

modeller
Cikt1 Model
parametresi
Yer xd = 14.606400 + 0.001128x; — 0.000011x? — 0.054126x, +
degistirici 0.000044x,x, — 0.676974x; + 0.000503x; x5 + 0.000520x, +
genlikleri 0.000014x5x, — (3.120350 x 1078)xZ — 0.000367x5 + (1.691670 X
(Xd) 1077)x;x5 — 0.000011x5x5 + (2.219550 X 10™8)x, x5 — (2.999810 X 10~9)x2
Xp = 46.67240000 — 0.00225757x; — 0.00003434x? — 0.18193100x, +
Piston 0.00015680x;x, — 2.01715000x5 + 0.00164250x; x5 + 0.00164806x, +
genlikleri 0.00003708x5x, — (8.82231000 x 10~8)x2Z — 0.00086772x5 +
(Xp) (3.40000000 x 10~7)x; x5 — 0.00003900x3x5 + (6.07577000 X 1078)x,x5 —
(6.59352000 x 10)x2
f=40.49780000 — 0.00271667x; + 0.02065000x, + 0.00062500x5 +
E:E:nmj " 0.00096892x, + (2.41667000 X 10~7)x;x, — (1.66667000 X 10~®)x,x, +
0.00086259x5 — (3.33333000 X 10~8)x, x5 — (1.28144000 X 1078)x, x5
pout = 55.48000000 + 0.54146600x, — 2.21691000x, — 0.00161600x,x, +
Cikis giicii 0.00631095x2 — 8.39500000x5 + 0.03461980x, + 0.00002818x;x, —
(Pout) 0.00007920x,x, — (1.28807000 x 10~6)xZ — 0.00118835x; —

0.00001841x, x5 + (7.18470000 X 10~7)x,x5

Tablo A.6: Cekme dayanimi i¢in dnerilen modeller (Tablo 4.7 ile iliskili)

Model  Model

ismi

SON —69.113 + 121.06x1 + 334.88x1% + 0.38468x2 — 1.1759x1x2 — 0.0037315x22 +
107.29x3 — 80.528x1x3 + 0.046458x2x3 — 19.371x3?

SON —78.5106 + 166.952 x1 + 308.624 x1% + 0.486716 x2 — 1.43012 x1x2 —
0.00394115 x22 + 111.447x3 — 91.9896 x1x3 + 0.0315031 x2x3 — 19.9193x3?

SON —70.204 + 165.61x1 + 239.45x1% + 0.38448x2 — 0.71643x1x2 — 0.0044189x2% +
105.03x3 — 100.09x1x3 + 0.041421x2x3 — 17.789x3%
—0.8808 + 10.34x1 — 7.053x12 + 0.8935x1% — 0.05287x2 — 1.665x1x2 +

TON 13.02x1%x2 — 0.007979x2% + 0.008832x1x2% + 0.00003712x2% + 21.28x3 +

18.22x1x3 + 4.055x1%x3 + 0.6594x2x3 — 2.08x1x2x3 — 0.001365x22%x3 +

14.38x32 + 4.583x1x3% — 0.04038x2x32 — 5.342x33

467.492 + 311.531Cos[x1] + 158.603Cos[x1]* — 289.772Cos[x2] +
1098.02Cos[x1]Cos[x2] + 2.83281Cos[x2]* — 1894.2Cos[x3] +
3104.6Cos[x1]Cos[x3] + 0.563021Cos[x2]Cos[x3] — 252.27Cos[x3]? —
4067.44Sin[x1] + 4338.2Cos[x1]Sin[x1] + 149.423Cos[x2]Sin[x1] +

SOTN  593.452Cos[x3]Sin[x1] + 199.34Sin[x1]? — 953.246Sin[x2] +
662.154Cos[x1]Sin[x2] + 697.076Cos[x2]Sin[x2] + 1.70547Cos[x3]Sin[x2] +
142.035Sin[x1]Sin[x2] + 451.804Sin[x2]* + 1267.56Sin[x3] —
3645.1Cos[x1]Sin[x3] — 3.0852Cos[x2]Sin[x3] — 1552.49Cos[x3]Sin[x3] —
589.532Sin[x1]Sin[x3] + 0.952449Sin[x2]Sin[x3] + 695.344Sin[x3]?
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Bolim 5

Tablo A.7: Gerilme ¢iktisi igin Onerilen matematiksel modeller (Tablo 5.3 ile ilgili)

Model
ismi

Model

L

69.799 + 0.051x, — 0.142x, — 21.740x;

LR

(14532.900 — 8803.850x, — 17492.700x, + 750076.000x5) /(—19670.900 —
273.603x, — 398.252x, + 33795.500x5)

SON

3167.350 — 5.263x; + 0.546x% — 1.409x, + 0.163x,x, + 0.566x2 — 4148.820x; —
8.483x,x; — 8.358x,x5 + 1448.470x2

SONR

(5.178 + 221.225x, — 62.185x% — 196.573x, + 8.551x,x, + 64.210x2 +

26.118x; + 453.164x,x; — 369.875x,x5 + 9.523x2 ) | (—16.665 + 24.547x, —
1.758x2 — 23.916x, + 0.091x,x, + 1.817x2 — 30.361x5 + 1.960x, x5 + 3.075x,x5 +
17.070x2)

TON

—0.176 + 12.300x, — 1.687x2 + 0.093%7 + 4.532x, + 1.814x,x, — 0.184x2x, —
0.848x2 + 0.173x;x2 — 0.107x3 + 5.628x; — 2.826x,x3 — 0.446x%x3 — 2.913x,%5 +
0.178x;x,%5 + 0.982x2x; + 1.229x2 + 4.626x,x% — 6.611x,x% — 0.132x3

TONR

(5.379 — 10.501x; — 3.186x% + 53.587x3 — 4.435x, — 78.205x;x, — 418.985x%x, +
1.057x2 — 11.901x,x2 — 28.653x3 — 10.682x; — 73.524x,x3 — 50.773x2x5 —
9.361x,%3 — 87.685x;x,x3 — 47.876x2x; — 24.186x3 — 24.145x,x3 — 29.761x,x% —
2.008x3) / (—4.761 — 235.002x; — 60.790x? + 5.774x3 — 173.128x, +
453.390x;x, — 21.868x2x, — 73.899x% + 9.524x, x> — 7.026x3 — 24.441x;5 —
135.613x; x5 — 23.394x%x; — 489.435x,%3 — 229.606x,x,x3 + 66.687x%x; +
16.324x2 + 434.088x;x2 + 95.938x,x2 + 19.215x3)

FOT

—209.930 — 1.362Cos[x; ] — 2.039Cos[x, ] + 43.908Cos[x;] + 2.743Sin[x;] —
0.294Sin[x,] + 243.309Sin[x;]

FOTR

(—3.058 — 22.084Cos[x;] + 8.622Cos[x;] + 3.389Cos[x3] + 21.571Sin[x,] +
10.509Sin[x,] — 32.086Sin[x3]) / (—0.077 — 0.603Cos[x,] + 0.238Cos[x,] +
0.437Cos[x3] + 0.603Sin[x;] + 0.279Sin[x,] — 0.923Sin[x3])

SOT

8.690 — 8.633Cos[x;] + 1.357Cos[x;]*> — 9.100Cos[x,] — 9.668Cos[x;]Cos[x,] —
11.298Cos[x;]? + 6.384Cos[x3] — 19.877Cos[x;]Cos[x3] + 7.568Cos[x,]Cos[x3] +
46.835Cos[x3]? + 6.727Sin[x;] + 3.746Cos[x,]Sin[x;] + 1.294Cos[x,]Sin[x;] +
20.612Cos[x5]Sin[x;] + 7.633Sin[x;]* — 1.697Sin[x,] — 3.940Cos[x,]Sin[x,] +
2.003Cos[x,]Sin[x,] + 7.464Cos[x5]Sin[x,] — 0.955Sin[x,]Sin[x,] — 5.556Sin[x,]* +
22.573Sin[x3] + 0.256Cos[x,]Sin[x3] + 1.246Cos[x,]Sin[x3] —

0.863Cos[x3]Sin[x3] — 3.672Sin[x,]Sin[x3] — 1.195Sin[x,]Sin[x;] + 1.345Sin[x3]?

SOTR

(—0.962 — 0.213Cos[x;] — 0.812Cos[x;]* + 4.875Cos[x;,] — 3.209Cos[x;]Cos[x,] —
2.192Cos[x;]? — 3.054Cos[x3] + 0.399Cos[x;]Cos[x3] + 1.447Cos[x,]Cos[x3] —
2.576Cos[x3]? — 3.477Sin[x;] + 2.309Cos[x,]Sin[x;] — 1.192Cos[x,]Sin[x;] —
1.480Cos[x;]Sin[x;] — 1.497Sin[x,]? + 0.759Sin[x,] + 1.521Cos[x,]Sin[x,] —
5.049Cos[x,]Sin[x,] — 0.058Cos[x3]Sin[x,] + 0.056Sin[x;]Sin[x,] — 1.440Sin[x,]? —
7.417Sin[x3] + 1.575Co0s[x,]Sin[x3] + 5.205Cos[x,]Sin[x3] + 1.608Cos[x;]Sin[x3] —
4.388Sin[x,]Sin[x;] — 0.668Sin[x,]Sin[x3] + 0.143Sin[x3]%) / (0.517 +

1.428Cos[x;] — 0.126Cos[x;]* — 0.988Cos[x,] — 0.414Cos[x;]Cos[x,] +
0.120Cos[x;]? — 0.690Cos[x3] — 2.436Cos[x;]Cos[x3] + 2.075Cos[x,]Cos[x3] +
0.260Cos[x3]% + 0.085Sin[x;] + 0.337Cos[x,]Sin[x;] — 0.109Cos[x,]Sin[x;] +
2.055Cos[x3]Sin[x;] + 0.177Sin[x;]* — 1.483Sin[x,] — 1.332Cos[x;]Sin[x,] —
1.118Cos[x,]Sin[x,] + 1.424Cos[x3]Sin[x,] + 0.949Sin[x,]Sin[x,] — 0.626Sin[x,]* +
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0.300Sin[x3] — 2.256Cos[x,]Sin[x3] + 0.382Cos[x,]Sin[x;] + 0.372Cos[x3]Sin[x3] +
0.210Sin[x;]Sin[x3] + 0.092Sin[x,]Sin[x3] — 1.920Sin[x;]?)

FOL

50.851 + 0.510Log[x;] — 1.416Log[x,] — 31.288Log[x3]

FOLR

(—=5.166 x 107 + (1.697 x 107)Log[x,] + (2.002 x 107)Log[x,] — (6.862 X
10%)Log[x;]Log[x,] — (1.463 x 107)Log[x3]) / (-1.291 x 10° +
453927.000Log[x,] + 524252.000Log[x,] — 182455.000Log[x,]Log[x;,] —
589576.000Log[x5])

SOL

69.941 — 8.312Log[x,] + 2.764Log[x;]*> — 3.141Log[x,] + 0.324Log[x, |Log[x,] +
1.206Log[x,]*> — 72.816Log[x3] — 15.465Log[x, ]Log[x;] — 9.000Log[x,]Log[x3] +
128.588Log[x;]?

SOLR

(—7.328 — 55.337Log[x;] — 18.270Log[x,]? — 14.315Log[x,] +

61.198Log[x, |Log[x,] + 12.934Log[x,]* — 6.363Log[x;] — 6.376Log[x; |Log[x5] +
3.227Log[x,]Log[x5] — 1.104Log[x5]?) /(—1.083 + 0.514Log[x,] — 0.752Log[x,]* —
3.086Log[x,] + 1.555Log[x, ]Log[x,] + 0.586Log[x,]* + 2.950Log[x;] —
1.388Log[x;]Log[x3] + 5.367Log[x,]Log[x3] — 10.986Log[x3]%)

Tablo A.8: Dogal frekans ¢iktis1 i¢in 6nerilen matematiksel modeller (Tablo 5.5 ile

ilgili

Model
ismi

Model

L

100.293 — 4.045x; — 3.229x, + 5.343x; — 1.861x, — 1.035x5 — 0.012x4

LR

(4731.680 —911.101x; — 193.255x;, + 1050.120x3 + 320.721x, — 566.614xs —
57.088x,) / (50.701 — 9.541x, — 1.614x, + 10.902x; + 3.819x, — 6.092xs —
0.629x¢ )

SON

14.620 + 50.037x; — 14.921x% + 13.243x, — 0.539x;x, — 0.268x2 + 2.030x; —
0.318x;x3 + 6.388x,x5 — 4.687x2 — 14.895x, + 10.747x,x, + 3.457x,%, —
0.685x3x, — 1.119x2 + 13.479x5 — 4.204x, x5 — 4.595x,x5 + 3.757x3x5 +
0.029x,xs — 0.256x2 + 1.465x; — 0.444x,xc — 0.384x,x5 — 0.103x5x5 —
0.069x,x¢ — 0.130x5x, + 0.004x2

SONR

(130364.000 — 108020.000x; + 21515.100x2 — 3606.660x, + 536.269x,x, —
5262.380x2 + 31999.900x; — 12459.900x,x; — 7261.010x,x; — 11577.900x2 —
8402.030x, — 11301.500x;x, + 4694.350x,x, + 26271.000x3x, + 7492.640x% —
33289.800x5 + 18147.000x; x5 + 2989.240x,x5 — 1299.460x3x5 —

5785.840x,xs + 1735.510x% — 836.303x, + 488.612x; x4 + 249.930x,x, —
185.085x3x, — 360.068x,x¢ + 95.515x5%¢ + 2.478x2)/ ((1445.150 — 1183.970x, +
233.884x2 — 38.048x, + 0.797x;x, — 58.581x2 + 343.379x; — 130.037x, x5 —
76.826x,x3 — 129.624x% — 102.338x, — 123.997x,x, + 55.505x,x, +
286.087x3x, + 84.606x7 — 368.742x5 + 199.460x, x5 + 33.113x,x5 —
13.364x3x5 — 62.766x,x5 + 19.143x2 — 9.148x¢ + 5.421x,%¢ + 2.677x3x¢ —
1.989x3x5 — 3.995x,%¢ + 1.043x5x, + 0.027x2))

TON

—198.312 + 1189.480x; + 2613.510x2 — 545.717x3 + 255.992x, — 666.166x,x, +
329.334x2x, + 821.266x% + 100.982x;x2 — 178.898x3 + 3554.720x; —
3875.730x,x3 + 44.438x2x; — 1010.170x,x3 + 579.824x,x,x5 + 132.244x2x; —
654.134x2 + 364.830x,x% — 205.505x,x2 — 132.051x3 — 2218.080x, —
2451.690x,x, — 25.039x2x, + 314.872x,x, — 749.919x, x,x, + 4.794x2x, +
1496.430x5x, + 1091.580x; x5, — 142.688x,x3x, — 1167.770x3x, +

1441.150x2 — 491.930x,x2 + 314.495x,x2 — 279.809x3x% + 3.003x3 —
2563.280x; — 636.376x; x5 — 253.850x2x5 + 307.897x,x5 — 59.779x, X, %5 +
10.441x5x5 + 129.640x5x5 + 212.814x,x3x5 — 120.707x,x3x5 + 374.614x%x5 +
127.792x4x5 + 762.718x; x,%5 + 195.250x,x,x5 — 72.297x3x, %5 — 109.312x% x5 +
651.535x2 + 14.503x;x2 — 40.619x,x2 — 64.011x3x% — 56.944x,x2 — 31.122x3 +
131.781x¢ + 56.334x, x5 — 5.814x7xs — 56.552x,%¢ — 0.343x;x,x5 — 9.458x5x¢ —
36.500x3%¢ — 4.137xx3%¢ + 24.941x,x3x¢ + 37.782x35x, + 23.026%,%x¢ +
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37.384x;x4xs — 16.903x,x,x6 + 28.073x3x,%¢ — 16.443x2x, + 32.917x5x¢ —
1.346x,x5x5 — 4.288x,X5xs — 16.791x3x5xs — 17.723x4X5x¢ — 4.384x2x, —
4.372x% — 1.155x,x2 + 1.202x,x2 — 0.981x3x2 + 0.286x,x2 + 0.617x5xZ +
0.026x2

TONR

(1.001 + 3.011x, + 3.006x2 + 0.998% + 3.015x, + 6.071x,x, + 3.008x%x, +
3.024%2 + 3.028x,x2 + 1.004x3 + 3.009%5 + 6.052x, %5 + 3.007x2x5 +

6.063x,x3 + 6.083x;x,x5 + 3.026x2x; + 3.006x2 + 3.011x;x2 + 3.012x,x2 +
1.000x3 + 3.012x, + 6.065x;x, + 3.011x%x, + 6.075x,%, + 6.099x; x,x, +
3.029x2x, + 6.045x5x, + 6.071x;x3x, + 6.074x,x3x, + 3.006x2x, + 3.017x2 +
3.024x;x2 + 3.025x,x2 + 3.015x3x% + 1.003x3 + 3.026x5 + 6.124x, x5 +
3.011x2x5 + 6.153x,x5 + 6.174x,x,x5 + 3.056x2x5 + 6.116x3x5 + 6.153x;x3x5 +
6.177x,%3x5 + 3.024x3x5 + 6.137x,x5 + 6.177x;x4X5 + 6.190x,x, %5 +
6.146x3x4Xs + 3.047x2x5 + 3.079x2 + 3.090x,xZ + 3.101x,xZ + 3.098x;xZ +
3.104x,x2 + 1.028x3 + 3.257x4 + 7.300x; x¢ + 3.086x%x, + 7.593x,x¢ +
7.924x,x,%¢ + 3.578x2x¢ + 7.144x3x¢ + 7.713x,x3%¢ + 7.910x,x3%4 +

3.195x2x¢ + 7.375x,%¢ + 7.887xX4x¢ + 8.028x,x4X¢ + 7.416X3x,%¢ +

3.483x2x, + 9.204x5x + 9.835x; x5x + 10.348x,x5x5 + 9.996x3%5x¢ +
10.190x,x5x¢ + 5.553x2x¢ + 9.998x2 + 11.552x,x2 + 12.508x,xZ + 12.043x;3xZ +
12.296x,%% + 26.937xsx2 + 21.133x3)/  (0.985 + 2.820x; + 3.552x2 + 1.314x3 +
2.658x, + 4.483x,x, + 3.824x?x, + 2.335x2 + 2.351x;x2 + 0.873x5 + 3.034x; +
5.565x;x3 + 3.673x2x3 + 5.306x,x3 + 4.701x;x,x3 + 2.505x2x3 + 3.570x2 +
3.373x;x2 + 3.520x,x2 + 1.191x3 + 2.849x, + 4.711x,x, + 3.511x%x, +
4.591x,x, + 3.787x; X5, + 2.362x3x, + 6.604x3%, + 5.364x;x3%, +

6.117x,x3%, + 3.993x2x, + 2.797x2 + 2.410x,xZ + 2.632x,x% + 3.317x3x% +
0.966x3 + 2.763x5 + 5.375x, x5 + 5.401x2x5 + 4.537x,x5 + 5.861x;x,%5 +
2.573x2x5 + 6.095x5xc + 5.440x, X35 + 5.572x,x3x5 + 4.230x2x5 + 5.320x,x5 +
4.638x,%4Xs + 5.914x,x, %5 + 7.558x3x,x5 + 2.932x3 x5 + 2.496xZ + 3.256x,x2 +
3.596x,x2 + 2.486x3x2 + 2.773x,x% + 0.780x3 + 1.028x, — 6.024x, x4 +
28.682x%xs — 17.002x,x5 — 17.27 1%, X,xg — 5.034x%x, + 10.534x5x, —
15.203x;%3%¢ — 11.959x,x3%¢ + 20.325x3x — 2.581x,x5 — 22.210x;x,x —
13.156x,%,X¢ + 25.817x3%,x¢ — 0.195x2x, — 8.376x5x6 + 2.960x, X5X¢ +
8.351x,x5x6 — 6.990x3%5X + 5.151x,x5x6 — 5.901x2xs — 0.051x2 + 0.434x,x2 +
2.094x,x% — 1.677x3x% + 0.385x,x2 + 0.989x.xZ + 0.197x2)

FOTN

56.766 + 10.060Cos[x;] + 3.503Cos[x,] — 0.423Cos[x3] + 2.582Cos[x,] +
0.994Cos[x5] — 0.002Cos[xg] + 20.446Sin[x,] — 5.466Sin[x,] + 15.647Sin[x3] +
2.733Sin[x,] + 0.775Sin[x5] + 0.064Sin[x¢]

FOTNR

(—390.163 + 1668.740Cos[x,] — 94.662Cos[x,] — 3190.230Cos[x3] +
512.204Cos[x,] + 1861.650Cos[x5] + 130.495Cos[x¢] + 6809.320Sin[x;] —
5267.950Sin[x,] —4791.960Sin[x;] + 6685.110Sin[x,] + 241.302Sin[x5] —
20.362Sin[xg])/ (—3.792 4+ 17.699Cos[x;] — 1.367Cos[x,] — 34.406Cos[x3] +
5.409Cos[x4] + 20.442Cos[x5] + 1.443Cos[x¢] + 73.679Sin[x;] — 57.743Sin[x,] —
52.049Sin[x3] + 73.369Sin[x4] + 2.614Sin[xs] — 0.231Sin[x4])

SOTN

8.690 — 8.633Cos[x;] + 1.357Cos[x;]*> — 9.100Cos[x,] — 9.668Cos[x;]Cos[x,] —
11.298Cos[x,]? + 6.384Cos[x3] — 19.877Cos[x,]Cos[x3] + 7.568Cos[x,]Cos[x3] +
46.835Cos[x3]? + 6.727Sin[x,] + 3.746Cos[x,]Sin[x;] + 1.294Cos[x,]Sin[x;] +
20.612Cos[x3]Sin[x;] + 7.633Sin[x;]* — 1.697Sin[x,] — 3.940Cos[x,]Sin[x,] +
2.003Cos[x;]Sin[x;] + 7.464Cos[x3]Sin[x,] — 0.955Sin[x, ]Sin[x,] —
5.556Sin[x,]% + 22.573Sin[x3] + 0.256Cos[x,]Sin[x5] + 1.246Cos[x,]Sin[x;] —
0.863Cos[x3]Sin[x3] — 3.672Sin[x,]Sin[x3] — 1.195Sin[x,]Sin[x;] + 1.345Sin[x3]?

SOTNR

(25.254 — 24.044Cos[x,] — 4.644Cos[x,]* + 137.325Cos[x,] +
44.429Cos[x,]Cos[x,] + 0.757Cos[x,]? + 15.810Cos[x5] — 5.316Cos[x;]Cos[x5] +
28.802Cos[x,]Cos[x3] + 5.000Cos[x5]? + 6.754Cos[x,] — 8.433Cos[x;]Cos[x,] +
34.661Cos[x,]Cos[x,] — 0.877Cos[x3]Cos[x,] + 1.444Cos[x,]?> — 76.413Cos[x5] +
32.053Cos[x;]Cos[x5] — 129.668Cos[x,]Cos[x5] — 3.161Cos[x3]Cos[xs] +
0.170Cos[x,]Cos[xs] + 15.973Cos[xs]? + 161.135Cos[x¢] +
73.351Cos[x;]Cos[x¢] — 57.901Cos[x,]Cos[x¢] + 61.481Cos[x3]Cos[x¢] +
41.055Cos[x,]Cos[x¢] — 153.852Cos[x5]Cos[x¢] + 22.349Cos[x¢]* +
110.536Sin[x;] — 19.696Cos[x;]Sin[x;] + 129.344Cos[x,]Sin[x;] +
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18.492Cos[x3]Sin[x,] + 10.428Cos[x,]Sin[x;] — 88.142Cos[x5]Sin[x;] +
146.216Cos[x4]Sin[x;] + 30.898Sin[x;]? + 99.493Sin[x,] — 24.202Cos[x,]Sin[x,] +
135.422Cos[x,]Sin[x,] + 15.979Cos[x3]Sin[x,] + 6.108Cos[x,]Sin[x,] —
76.199Cos[x5]Sin[x,] + 155.671Cos[x,]Sin[x,] + 111.180Sin[x,]Sin[x,] +
25.497Sin[x,]? + 89.407Sin[x3] — 26.346Cos[x;]Sin[x3] + 134.900Cos[x,]Sin[x;] +
7.571Cos[x3]Sin[x3] + 5.679Cos[x,]Sin[x3] — 68.752Cos[x5]Sin[x3] +
153.081Cos[x¢]Sin[x3] + 101.231Sin[x,]Sin[x3] + 90.066Sin[x,]Sin[x;] +
21.254Sin[x5]? + 97.771Sin[x,] — 21.720Cos[x;]Sin[x,] + 132.522Cos[x,]Sin[x,] +
15.919Cos[x3]Sin[x,] + 4.185Cos[x,]Sin[x,] — 75.513Cos[x;5]Sin[x,] +
150.845Cos[x4]Sin[x,] + 108.531Sin[x;]Sin[x,] + 98.411Sin[x,]Sin[x,] +
88.382Sin[x;]Sin[x,] + 24.810Sin[x,]? + 170.695Sin[x5] + 42.226Cos[x,]Sin[xs] +
4.759Cos[x,]Sin[x5] + 61.939Cos[x3]Sin[x5] + 36.764Cos[x,]Sin[x5] —
162.180Cos[xs5]Sin[x5] — 31.963Cos[xs]Sin[xs] + 166.754Sin[x;]Sin[x5] +
171.752Sin[x,]Sin[xs] + 157.908Sin[x;3]Sin[xs] + 166.561Sin[x,]Sin[x5] +
10.281Sin[x5]% + 155.857Sin[x,] + 100.282Cos[x,]Sin[x4] —

73.022Cos[x,]Sin[xg] + 71.780Cos[x3]Sin[xg] + 27.912Cos[x,4]Sin[x¢] —
145.852Cos[xs5]Sin[x¢] — 37.306Co0s[xs]Sin[xg¢] + 129.197Sin[x,]Sin[xg] +
147.527Sin[x,]Sin[x¢] + 143.402Sin[x;3]Sin[x4] + 150.870Sin[x,]Sin[xg] —
39.175Sin[x5]Sin[x4] + 3.905Sin[x¢]%)/ (3.427 — 5.337Cos[x,] + 21.456Cos[x;]* —
55.897Cos[x,] — 29.605Cos[x;]Cos[x,] — 9.211Cos[x,]* + 8.531Cos[x;5] +
21.415Cos[x;]Cos[x3] — 19.854Cos[x,]Cos[x3] — 9.767Cos[x3]*> — 7.317Cos[x,] +
5.162Cos[x;]Cos[x,] + 91.355Cos[x,]Cos[x,] — 125.160Cos[x3]Cos[x,] +
20.962Cos[x4]% + 31.794Cos[xs] + 66.482Cos[x;]Cos[xs] —

138.291Cos[x,]Cos[x5] — 4.608Cos[x3]Cos[x5] + 126.307Cos[x,]Cos[xs] +
27.236Cos[x5]? — 77.512Cos[x4] — 36.024Cos[x;]Cos[xs] —

11.409Cos[x,]Cos[xs] + 20.932Cos[x3]Cos[xg] + 14.168Cos[x,]Cos[xe] +
8.522Cos[xs]Cos[x¢] + 1.858Cos[x4]? — 20.564Sin[x;] + 9.083Cos[x,]Sin[x,] +
5.901Cos|[x,]Sin[x;] — 27.977Cos[x3]Sin[x;] — 46.282Cos[x,]Sin[x,] +
24.273Cos[xs]Sin[x;] — 91.087Cos[x,]Sin[x;] — 17.030Sin[x;]? + 27.973Sin[x,] +
65.525Cos[x;]Sin[x,] — 86.672Cos[x,]Sin[x,] + 33.708Cos[x3]Sin[x,] +
18.817Cos[x,]Sin[x,] — 72.680Cos[x5]Sin[x,] + 68.277Cos[x4]Sin[x,] —
28.211Sin[x,]Sin[x,] + 13.638Sin[x,]* + 21.317Sin[x3] — 15.775Cos[x;]Sin[x5] +
16.597Cos[x,]Sin[x3] — 21.699Cos[x3]Sin[x3] + 27.398Cos[x,]Sin[x3] +
22.332Cos[x5]Sin[x3] + 60.073Cos[x¢]Sin[x3] + 1.782Sin[x,]Sin[x3] +
26.502Sin[x,]Sin[x3] + 14.194Sin[x3]% + 1.560Sin[x,] — 59.620Cos[x,]Sin[x,] —
10.644Cos|[x,]Sin[x,] + 39.252Cos[x;]Sin[x,] + 160.140Cos[x,]Sin[x,] +
30.039Cos[x5]Sin[x,] + 61.046Cos[x¢]Sin[x,] — 11.002Sin[x,]Sin[x,] +
12.504Sin[x,]Sin[x,] — 1.454Sin[x;]Sin[x,] — 16.535Sin[x,]? + 64.429Sin[xs] +
9.259Cos[x]Sin[x5] + 37.979Cos[x,]Sin[x5] + 54.263Cos[x3]Sin[x5] —
35.861Cos[x,]Sin[x5] — 26.875Cos[x5]Sin[x5] + 1.001Cos[x¢]Sin[x5] —
0.097Sin[x;]Sin[x5] — 179.619Sin[x,]Sin[x5] + 65.405Sin[x5]Sin[xs] +
30.134Sin[x,]Sin[xs] — 22.809Sin[x5]* — 176.556Sin[x¢] — 15.526Cos[x;]Sin[x4] +
2.287Cos[x;]Sin[x4] + 28.837Cos[x3]Sin[xg] + 42.109Cos[x,]Sin[xg] —
39.258Cos[x;5]Sin[xg] — 0.342Cos[x4]Sin[xg] — 19.962Sin[x, |Sin[x4] —
138.278Sin[x,]Sin[x¢] + 84.013Sin[x3]Sin[x¢] + 219.191Sin[x,]Sin[x4] +
4.261Sin[x5]Sin[x4] + 2.569Sin[x¢]*)

FOLN

98.8765 — 4.91267Log[x;] — 4.93843Log[x,] + 6.72741Log[x;] —
2.59446Log[x,] — 3.11368Log[x5] — 0.587893Log[x,]

FOLNR

(544.639 — 56.112Log[x,] — 35.704Log[x,] + 29.052Log[x3] + 32.844Log[x,] —
72.163Log[xs] — 112.603Log[x¢])/( 5.966 — 0.594Log[x;] — 0.363Log[x,] +
0.289Log[x;] + 0.376Log[x,] — 0.778Log[xs] — 1.241Log[x,])

SOLN

36.079 + 101.500Log[x;] — 24.879Log[x;]* + 93.853Log[x,] —
1.484Log[x,]Log[x,] — 4.637Log[x,]*> — 1.820Log[x;] — 0.287Log[x,]Log[x5] +
10.707Log[x,]Log[x5] — 5.821Log[x3]* + 3.430Log[x,] + 18.633Log[x;]Log[x,] +
8.903Log[x,]Log[x,] — 1.189Log[x;]Log[x,] — 2.886Log[x,]* + 64.651Log[xs] —
17.429Log[x;|Log[xs] — 21.481Log[x,]Log[x5] + 12.358Log[x;]Log[xs5] —
1.394Log[x,]Log[xs] — 4.423Log[x5]*> — 4.858Log[xs] — 22.327Log[x, |Log[xs] —
21.301Log[x,]Log[xs] — 1.629Log[x5]Log[xs] — 3.125Log[x,]Log[xs] —
12.655Log[xs]Log[xe] + 4.650Log[x4]?
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(—325.724 — 931.482Log[x,] + 3443.360Log[x,]* — 664.887Log[x,] —
859.929Log[x,]Log[x,] — 1055.430Log[x,]* + 180.848Log[x5] +
1309.810Log[x;]Log[x;] + 1236.540Log[x,]Log[x;] — 1289.880Log[x5]? +
1387.780Log[x,] — 5133.510Log[x;]Log[x,] + 3273.440Log[x,]Log[x,] —
3600.940Log[x;]Log[x,] — 1721.090Log[x,]* + 108.601Log[xs] —
168.314Log[x;]Log[xs5] + 520.219Log[x,]Log[xs] + 360.600Log[x;]Log[x5] +
634.691Log[x,]Log[xs] — 102.053Log[x5]*> — 4.408Log[xs] —
330.622Log[x;]Log[xs] — 271.750Log[x;,]Log[x¢] + 7.417Log[x;]Log[xs] +
SOLNR 408.998Log[x,]Log[xs] + 28.629Log[xs]Log[xs] + 49.710Log[xs]*)/(—2.225 —
13.904Log[x;] + 37.882Log[x,]* — 10.087Log[x,] — 12.132Log[x,|Log[x,] —
11.912Log[x,]? + 2.134Log[x5] + 16.254Log[x, |Log[x5] + 13.551Log[x,]Log[x5] —
13.746Log[x5]? + 14.658Log[x,] — 57.577Log[x,]Log[x,] +
36.328Log[x,]Log[x,] — 41.244Log[x3]Log[x,] — 18.363Log[x,]? — 2.101Log[xs] —
1.750Log[x,|Log[xs] + 6.752Log[x,]Log[xs] + 3.156Log[x3]Log[xs] +
7.641Log[x,]Log[xs] — 1.141Log[xs]? + 0.752Log[xs] — 2.349Log[x; ]Log[xs] —
2.235Log[x,]Log[x¢] + 0.193Log[x3]Log[xs] + 4.556Log[x,]Log[xs] +
1.120Log[xs]Log[xs] + 0.222Log[x¢]%)

Tablo A.9: Egilme modiiliiniin modellenmesinde NRM kullanilarak elde edilen
modeller (Tablo 5.8 ile ilgili)

Model ismi Model

Y = 3095.08 — 5777.39x, + 6087.73x% — 2130. x> + 231.714x% —
FON 10383. x, — 6666.4x,x, + 4086.09x2x, — 214.06x3x, + 67913.8x2 —
21515.7x,x% — 1150.86x2x2 — 41166.9x3 + 17655.3x,x3 — 6363.21x%

Y = 2553.1 + 174.67Cos(x,) — 493.27Cos(x,) — 47.203Sin(x,) —

FOTH 1041. Sin(x,)

Y = 688.068 — 91.0105Cos(x;) — 397.373Cos(x;)? + 103.879Cos(x,)> +
1733.37Cos(x;) + 197.419Cos(x;)Cos(x,) — 672.889Co0s(x;)*Cos(x,) +
1462.73Cos(x;)? — 1735.65C0s(x;)Cos(x,)* + 45.0355C0s(x,)* +
1768.82Sin(x;) — 876.362Cos(x;)Sin(x;) + 362.257Cos(x;)?Sin(x;) +
751.678Cos(x,)Sin(x;) + 2616.23Cos(x;)Cos(x,)Sin(x,) —
10693.4Cos(x;)?Sin(x;) + 1760.17Sin(x;)* — 269.463Cos(x;)Sin(x,)? +
2094.86Cos(x;,)Sin(x;)? + 183.706Sin(x;)3 — 2447.63Sin(x,) —

HM3 272.794Cos(x,)Sin(x,) + 1626.85Cos(x;)?Sin(x,) —
7656.9Cos(x,)Sin(x,) + 3668.91Cos(x;)Cos(x,)Sin(x,) —
2068.69Cos(x,)%Sin(x,) — 5179.28Sin(x;)Sin(x,) —
88.1174Cos(x,)Sin(x,)Sin(x,) + 17500.6Cos(x,)Sin(x;)Sin(x,) —
3881.46Sin(x;)?Sin(x,) — 88.8352Sin(x,)? + 1841.02Cos(x;)Sin(x,)? +
1022.94Cos(x,)Sin(x,)? + 12483.3Sin(x;)Sin(x,)? — 29.6419Sin(x,)3 +
1683.08x; + 839.069x? — 521.963x3 — 2720.66x, — 8566.35x,x, +
4777.72x?x, — 702.151x% — 2459.3x,x% — 365.183x;
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Tablo A.10: Egilme modiiliiniin modellenmesinde NRM kullanilarak elde edilen

modeller (Tablo 5.9 ile ilgili)

Model ismi

Model

TON

Y = —25.673 + 56.792x, — 7.0847x% — 0.81448x3 + 11.035x, —
133.41x,x, + 25.44x2x, + 440.8x% — 18.413x,x2 — 268.05x3

FON

Y = —3094.68 + 7284.62x, — 5830.83x% + 1876.21x3 — 206.198x7 —
4173.52x, + 10099.8x, x, — 5193.24x2x, + 729.036x3x, — 12957.4x2 +
7730.14x,x2 — 1071.25x2x2 + 1942.67x3 — 753.536x,x3 + 434.281x%

HM4

Y = —27.819 — 0.23397Cos(x;) + 8.5207Cos(x,) — 0.15664Sin(x;) +
6.0134Sin(x,) + 56.665x; — 12.58x2 — 3.5009x3 + 0.94913x# —
115.19x, + 77.425x,x, + 11.764x2x, — 5.9927x3x, + 176.35x2 —
215.12x,x2 + 45.789x2x2 + 187.64x3 — 44.589x,x3 — 63.203x2

HMS

Y = —5.284 + 95.79Cos(x;) — 34.37Cos(x;)? + 8.439Cos(x,) —
182.6Cos(x;)Cos(x,) — 26.57Cos(x,)? + 60.61Sin(x;) +
97.25C0s(x;)Sin(x;) + 2.119Cos(x,)Sin(x;) + 13.17Sin(x;)? —
1.757Sin(x;)® — 120.2Sin(x,) — 89.65Cos(x;)Sin(x,) +
78.8Cos(x,)Sin(x,) + 2.721Sin(x,)Sin(x,) + 74.48Sin(x,)? — 0.6579x; —
0.261x,

Tablo A.11:

Egme yiikii altinda gerinme davraniginin modellenmesinde NRM
kullanilarak elde edilen model (Tablo 5.10 ile ilgili)

Model ismi

Model

FOP

Y = 4.694 — 1.155x; + 0.003449x? + 0.04547x3 + 0.001542x; — 10.04x, +
3.4x,x, + 0.671x2x, — 0.5836x3x, — 0.461x2 + 1.198x,x% + 4.044x%x? +
7.378x3 — 17.42x,23 + 14.41x%

HM®6

Y = 11.59 — 0.00606e** + 0.00009647e%*1 — 0.4345e*2 + 0.1116e>*2 +
0.000146e*1%*2 — 9.701x; + 1.668x? + 0.5542x3 — 0.1187x{ + 10.62x, —
0.5548x,x, — 0.9887x2x, — 0.4005x3x, — 27.66x% + 16.15x,x7 +
4.465x%x7 — 11.09x; — 27.3x,%3 + 42.46x;

LS

Y = 4LogisticSigmoid(1.96 — 5.76LogisticSigmoid(6.471 — 1.614x; —
7.945x,) + 14.68LogisticSigmoid(1.646 + 0.2233x; — 7.815x,) —
6.717LogisticSigmoid(2.465 + 1.527x; — 3.421x,) +
8.484LogisticSigmoid(4.141 — 5.48x; — 0.3627x,) +
6.285LogisticSigmoid(3.09 — 7.383x; — 0.2733x,) +
2.758LogisticSigmoid(—4.786 — 1.655x; — 0.06678x;) +
1.344LogisticSigmoid(—2.158 — 4.407x; — 0.02271x,) +
0.5413LogisticSigmoid (1.671 + 1.68x; + 0.442x,) —
7.423LogisticSigmoid(—2.652 + 7.957x, + 0.75x;) +
9.206LogisticSigmoid(12.25 — 2.932x; + 2.681x,) —
6.66LogisticSigmoid(—7.565 — 5.475x; + 2.97x,) +
4.386LogisticSigmoid(0.5655 + 5.491x; + 3.003x,) —
10.06LogisticSigmoid(—8.005 + 10.81x; + 3.13x,) +
8.017LogisticSigmoid(—0.7457 — 1.56x; + 17.33x,))
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Bolim6

Tablo A.12: Taguchi veri seti ( Tablo 6.3 senaryo 1’de belirtilen veri seti)

Dogal
No X1 X2 X3 X4 frekans
araligi
1 0 0 0 0 502.669
2 0 0 90 90 962.156
3 0 90 0 90 1502.68
4 0 90 90 0 1734.35
5 90 0 0 90 1734.35
6 90 0 90 0 1502.68
7 90 90 0 0 962.156
8 90 90 90 90 502.669

Tablo A.13: Taguchi veri seti ( Tablo 6.3 senaryo 2’de belirtilen veri seti)

Dogal
No X1 X2 X3 X4 frekans
araligi
1 0 0 0 0 502.669
2 0 45 45 45 1203.99
3 0 90 90 90 1771.13
4 45 0 45 90 1563.12
5 45 45 90 0 1758.97
6 45 90 0 45 1676.66
7 90 0 90 45 1480.91
8 90 45 0 90 1336.23
9 90 90 45 0 776.296
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Tablo A.14: Taguchi veri seti ( Tablo 6.3 senaryo 3’de belirtilen veri seti)

Dogal

No X1 X2 X3 X4 frekans
aralig1
1 0 0 0 0 502.669
2 0 30 30 30 895.171
3 0 60 60 60 1485.13
4 0 90 90 90 1771.13
5 30 0 30 60 1125.14
6 30 30 0 90 1258.19
7 30 60 90 0 1825.62
8 30 90 60 30 1828.55
9 60 0 60 90 1821.18
10 60 30 90 60 1591.42
11 60 60 0 30 1518.63
12 60 90 30 0 1283.93
13 90 0 90 30 1491.42
14 90 30 60 0 1356.31
15 90 60 30 90 1051.66
16 90 90 0 60 923.312
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Tablo A.15: Taguchi veri seti ( Tablo 6.3 senaryo 4’de belirtilen veri seti)

Dogal
No X1 X2 X3 X4 frekans
aralif1
1 0 0 0 0 502.669
2 0 22.5 22.5 22.5 748.221
3 0 45 45 45 1203.99
4 0 67.5 67.5 67.5 1601.14
5 0 90 90 90 1771.13
6 22.5 0 22.5 45 904.801
7 22.5 22.5 45 67.5 1159.23
8 22.5 45 67.5 90 1525.55
9 22.5 67.5 90 0 1781.77
10 22.5 90 0 22.5 1649.8
11 45 0 45 90 1563.12
12 45 22.5 67.5 0 1706.67
13 45 45 90 22.5 1753.56
14 45 67.5 0 45 1761.25
15 45 90 22.5 67.5 1624.44
16 67.5 0 67.5 22.5 1707.55
17 67.5 22.5 90 45 1547
18 67.5 45 0 67.5 1534.8
19 67.5 67.5 22.5 90 1229.98
20 67.5 90 45 0 1045.91
21 90 0 90 67.5 1467.27
22 90 22.5 0 90 1613.64
23 90 45 22.5 0 1332.01
24 90 67.5 45 22.5 914.513
25 90 90 67.5 45 603.385
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Tablo A.16: Taguchi veri seti ( Tablo 6.3 senaryo 5’de belirtilen veri seti)

Dogal
No X1 X2 X3 X4 frekans
aralig1
1 0 0 0 0 502.669
2 0 0 0 502.669
3 0 0 0 502.669
4 0 45 45 45 1203.99
5 0 45 45 45 1203.99
6 0 45 45 45 1203.99
7 0 90 90 90 1771.13
8 0 90 90 90 1771.13
9 0 90 90 90 1771.13
10 45 45 90 1563.12
11 45 45 90 1563.12
12 45 45 90 1563.12
13 45 45 90 1758.97
14 45 45 90 0 1758.97
15 45 45 90 1758.97
16 45 90 45 1676.66
17 45 90 45 1676.66
18 45 90 45 1676.66
19 90 90 45 1480.91
20 90 90 45 1480.91
21 90 0 90 45 1480.91
22 90 45 0 90 1336.23
23 90 45 90 1336.23
24 90 45 90 1336.23
25 90 90 45 0 776.296
26 90 90 45 776.296
27 90 90 45 776.296
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Tablo A.17: FFD veri seti ( Tablo 6.3 senaryo 1°de belirtilen veri seti)

Dogal

No X1 X2 X3 X4 frekans

aralig1
1 0 90 90 0 1734.35
2 90 90 0 90 910.514
3 0 0 0 90 567.108
4 90 0 90 0 1502.68
5 90 90 0 0 962.156
6 0 0 90 0 910.514
7 90 90 90 0 567.108
8 0 90 90 90 1771.13
9 90 90 90 90 502.669
10 90 0 0 0 1771.13
11 90 0 90 90 1462.02
12 0 0 0 0 502.669
13 90 0 0 90 1734.35
14 0 90 0 0 1462.02
15 0 90 0 90 1502.68
16 0 0 90 90 962.156
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Tablo A.18: FFD veri seti ( Tablo 6.3 senaryo 2’de belirtilen veri seti)

Dogal

No X1 X2 X3 X4 frekans
aralig1
1 0 90 0 90 1502.68
2 0 45 90 0 1336.23
3 90 90 45 0 776.296
4 45 90 45 0 1563.12
5 90 0 45 0 1628.3
6 45 0 45 45 1544.02
7 45 45 0 45 1741.23
8 90 90 0 0 962.156
9 45 0 90 90 1695.42
10 45 90 90 90 1400.63
11 90 90 90 45 536.224
12 90 45 90 45 1051.47
13 0 90 0 45 1480.91
14 0 45 45 45 1203.99
15 90 45 90 0 1074.99
16 45 45 90 90 1725.5
17 45 90 0 90 1660.18
18 90 45 0 90 1336.23
19 90 45 45 45 1203.99
20 45 45 45 45 1848.19
21 45 45 0 90 1758.97
22 45 90 90 0 1439.23
23 90 0 0 45 1750.86
24 45 0 0 45 1419.16
25 90 45 45 0 1225.94
26 0 45 45 0 1183.04
27 45 0 0 0 1400.63
28 0 90 90 45 1750.86
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29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58

90
45
45

45
90
90
45

45
90
90
90
90
45
90

45
90

45
90

45

90

90
45
90

45

45
90
45
45
45
45

45

45
90
45
90

45
90

o O O o

90

90

90

45
90
45
90
45
45
90
45
90

90
90
45
45
90
90
45

45
90
45
45

1462.02
1725.5
1695.42
1771.13
1833.23
502.669
1771.13
1526.67
536.224
776.296
936.15
1526.67
748.947
1607.7
1590.13
1355.83
1833.23
1377.19
1628.3
1377.19
748.947
1741.23
910.514
1074.99
1607.7
1758.97
936.15
567.108
1676.66
1051.47
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59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81

O O O o o o

45
45
90
90
90
90
45
90

45
90
45

45

90
45
45
90

45
90
90

45

90

90
45

45
45
90

90

90
45
45
90

90
45
90
90
90

45
45
90

90
90

1590.13
1183.04
1355.83
1462.02
962.156
502.669
910.514
1225.94
1544.02
1419.16
1734.35
1028.46
720.594
1502.68
1660.18
567.108
1028.46
720.594
1563.12
1480.91
1439.23
1734.35
1676.66
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Tablo A.19: FFD veri seti ( Tablo 6.3 senaryo 3’de belirtilen veri seti)

Dogal
No X1 X2 X3 X4 frekans
aralig1
1 0 30 0 60 831.093
2 90 90 60 0 676.781
3 60 30 60 0 1674.96
4 60 60 0 30 1518.63
5 90 0 0 0 1771.13
6 90 30 30 60 1465.61
7 90 60 0 60 1145.45
8 0 60 90 60 1559.27
9 0 30 30 90 932.301
10 90 60 90 60 804.841
11 0 60 30 60 1345.35
12 0 60 60 0 1456.64
13 90 90 0 90 910.514
14 90 90 60 60 633.06
15 30 60 30 90 1674.96
16 60 30 90 30 1609.33
17 60 60 90 60 1227.16
18 60 0 0 90 1786.08
19 30 0 0 30 1025.91
20 60 90 90 0 1060.39
21 0 30 60 60 1085.91
22 0 0 60 0 816.904
23 90 0 30 60 1667.64
24 0 90 90 60 1760.52
25 90 90 30 0 870.187
26 0 60 30 90 1356.31
27 30 60 90 60 1849.49
28 30 90 90 90 1751.36
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29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58

60

30
60
30
30

60
90
60
60

90

60
30
60
30
90
90
90
90
90
60
60
30

90

90

60
30
90
60
30

90

90
60

60
90
30
30
60
30
30
30

30
60
30
90
60
30
30
90

1217.21
1014.52
1828.55
1804.22
1500.14
1325.16
1295.16
1569.85
1793.59
1179.55
1759
1495.73
1491.51
1563.84
1786.08
1092.44
1315.05
1051.66
1665.48
919.953
1563.84
1768.77
1524.59
1092.44
1252.57
1832.94
1485.13
1485.13
1659.53
519.835
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59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88

60
30

30
30
60
90
30
60
60

90
90
90
90
90
30
60
90
30
90
30
60
30
30

90

30
60

60
90
30

60
90
60
30
90
60
60

30
30
30
90

90

30

60
60

60
90
90
90

30
60

90

30
60
30
90
30
30
90
60
60
90
60
60

60
90
90

90

60

90

60
90

30

30
90
60
60
90
60
30

90
30
30

60

60
30

90
60
60
60
90

90

30

60
90

1811.66
1793.99
1491.42
1518.63
1060.39
1430.41
662.586
1640.07
1583.18
1273.19
1324.75
844.026
1533.33
1356.31
1288.28
1324.75
1828.55
1751.36
617.563
1348.24
1471.12
1247.62
1768.77
1760.45
1825.62
567.108
919.953
1734.35
1793.59
1242.64
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89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118

90

30
90
60
90

30
30
30
60
30
90
30
30
90
90
30
30
60
90
90

60
30
60
90

30
90

90
90
90
90
30

60
60
90
90
30
90
90
90
30
60
60
30

60

30
30
30
90

60
60
60

30
60
30
90
30

90
90

30
30
60
30
30
60
60

90
30
30
90
30
90
90

90
60
30
30
90
60
60
90

90

1315.05
1696.89
910.514
1776.35
856.96
1025.91
551.947
1145.45
662.586
1273.19
1242.64
1136.31
1348.24
1767.98
1734.35
1828.55
1854.83
1456.64
567.108
1803.29
1811.66
1845.36
1552.93
1531.43
551.947
1828.55
1459.13
1459.13
791.406
617.563
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120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148

30
60

90

60

60

90
90

90

90
90
30
90

30
60
60

60
30
30
60
30
90
90
60

30
90

90
90
60

90
90
90

90
90
60
90

60
60
30
60
30
90

60
30
30
90
30
30
30
90
90

30
30
30

90

90
30

90
60
60
90

30
60
90
90
90
30
60
30
90
30
90

90
90
60
30
90
30
60
90
90

1358.93
1048.81
1659.53
1245.38
1328.01
1776.35
1097.66
932.301
1097.66
830.379
1062.95
1179.55
844.026
1288.28
1665.48
1845.36
1533.33
1569.85
633.06
676.781
1793.99
1014.52
962.156
923.312
1471.12
1421.52
1686.3
1552.93
1502.68
1771.13
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149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178

90

30
30

90
30
90
90
30
90

30
90
30
30
60
90

30
60
60

30
60
30
30
60
90

30
90
30
60

30
30
90

30

90
90

60
90
60
60
90
60

60
60
90
30

60
90
30

30
30
30
90
30
60
30

90

90

60

90
90

30
30

60
90
30

30
60
90

90
60

1345.35
1742.14
804.841
1619.04
1328.01
856.96
1559.27
1491.51
502.669
1502.68
1258.19
1696.89
1686.3
1838.05
1524.59
1858.74
1821.18
1247.62
831.093
1462.02
1609.33
1838.05
1314.91
1531.43
1776.35
1832.94
1283.93
1583.18
1318.42
1540.08
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199
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90
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60
30
60
90
90
60
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90
60
30
60

90
90
60
30
90
90

60

60
30

60
90
30
60

60
30

90
90
60
60
60

30
90
30
30

90
90

60
60
30
60
30
30

60
60
60

60

60

30
90
60
30

60
60

90

60
90

90
60
60
90

30
30

90
30
60
30
30
60

60

60
90
30

60

30
60

90
90
30
30
90
30
60
60
90
60

882.641
1125.14
1449.2
1167.88
1252.57
1500.14
1217.21
1854.83
962.156
830.379
1258.19
1784.74
1051.66
1759
1421.52
1103.24
791.406
1276.95
1742.14
1358.93
1804.22
1462.02
1760.52
923.312
1285.62
1465.61
1167.88
1276.95
1760.45
1314.91
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209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238

90

60
60
90
30

60
30
60
90
90
60
30
90

90
60
60
60
30
30
90
60

30

30

60
90
60

60

30
30
30
60
60
60
90
30
60
60
60
30
30

30
30
30
30
30

30

90

90
90
30
60
30
30
60
30
30
30

30
30
30

30
90

60
30
30
30
90
60
30
90

60

60

30

60
90
30
30
60

1255.53
949.078
1540.08
502.669
1528.53
1803.29
1491.42
1325.16
1134.61
1591.42
1648.05
1449.2
1085.91
816.904
1648.05
1591.42
1134.61
1245.38
1255.53
1858.74
1776.35
1619.04
1285.62
1430.41
1495.73
1767.98
870.187
1103.24
895.171
1125.14
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240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256

30
60

30
30
60
60

60
60
90
30
60

60

60

90
30

30
30
60

30
30
60
30
90
30
30
90

60
30

90
90

60
90

30
60

30
60
60
60
60

60

30

90
30
60
60
90
30
60
30

30
90
30
90

1048.81
1136.31
882.641
519.835
1318.42
1528.53
1849.49
1295.16
949.078
1825.62
1784.74
895.171
1227.16
1283.93
1062.95
1640.07
1667.64
1821.18

Tablo A.20: FFD veri seti ( Tablo 6.3 senaryo 4’de belirtilen veri seti)
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Z
o

Dogal

X1 X2 X3 X4 frekans
araligi
1 22.5 22.5 0 22.5 972.219
2 45 90 22.5 67.5 1624.44
3 0 67.5 67.5 22.5 1574.3
4 67.5 22.5 67.5 67.5 1568.57
5 67.5 0 45 67.5 1764.88
6 22.5 45 0 90 1298.02
7 22.5 22.5 45 90 1165.71
8 22.5 0 22.5 67.5 922.172
9 67.5 90 0 90 1161.98
10 67.5 45 45 22.5 1424.03
11 0 45 0 90 1074.99
12 45 22.5 22.5 22.5 1537.44
13 22.5 67.5 22.5 67.5 1594.55
14 45 0 45 22.5 1531.58
15 0 0 22.5 22.5 581.296
16 0 0 45 67.5 768.357
17 67.5 0 45 22.5 1789.43
18 22.5 90 22.5 22.5 1682.14
19 0 22.5 0 45 709.779
20 90 67.5 0 90 1045.7
21 90 22.5 0 90 1613.64
22 67.5 90 22.5 67.5 1120.6
23 90 90 67.5 90 571.78
24 0 22.5 0 0 680.887
25 22.5 90 45 67.5 1789.43
26 0 90 22.5 90 1538.13
27 90 0 67.5 22.5 1531.57
28 67.5 22.5 90 45 1547
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29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58

22.5

22.5
22.5
22.5
22.5
22.5

67.5
90

90
67.5
45
90
67.5
67.5
45
90
45
225
22.5
45
22.5
90
67.5
90
45
45

22.5
45

22.5
45

90
45
67.5
90
90
22.5

67.5
67.5
22.5
22.5
45

90
22.5
67.5
22.5
67.5
67.5

90
67.5
67.5

90

45

45

90
45
67.5
90
45
22.5
90

90
22.5
90
67.5
67.5
45
45
67.5
45
90
90
67.5
90

90

22.5

67.5
67.5

45
45

45
22.5
90
67.5
22.5
67.5
22.5
22.5
45
67.5

45
90
45
45
90

22.5
67.5
22.5
67.5
67.5
90
22.5
67.5

1143.85
1051.47
1161.98
1122.56
1506.13
1168.16
1795.25
1113.14
1618.41
1168.16
558.289
748.221
1480.91
1019.39
1568.58
1487.13
1649.61
1316.22
1544.02
502.669
1745.51
1745.71
1309.85
1773.74
1810.38
918.008
1275.04
1035.72
1442.38
1789.08
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59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81
82
83
84
85
86
87
88

45
45
90

67.5

67.5

67.5

90
22.5
90
90
90
67.5
22.5

90
225
90
90
90
90

22.5

22.5

45

67.5

45
90

45
22.5
45
90
67.5
22.5
45
22.5

90

67.5
67.5
90
45
22.5
45
45
22.5
90
45

67.5
90
22.5
90

90
90
90

22.5
90
67.5
45
45
90
22.5

22.5

90

90

90

67.5
45

90
45
22.5
90
45

67.5
67.5
22.5
90
90
45
90
22.5
22.5
22.5

45
22.5
22.5

45
67.5

90
90

1833.23
1562.88
1097.01
1045.91
1012.75
1581.03
1081.19
1569.41
904.801
962.156
1738.8
1001.87
1309.85
1681.72
1332.01
1353.94
1336.68
1068.03
1407.35
768.357
1225.94
936.15
1568.57
1467.27
1035.43
1405.91
1681.72
1462.02
1400.63
910.514
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89
90
91
92
93
94
95
96
97
98
99
100
101
102
103
104
105
106
107
108
109
110
111
112
113
114
115
116
117
118

22.5
22.5
90

45
90
22.5
67.5

22.5
90
45

22.5
90

67.5

225
45
67.5
90
45
45
67.5
90
90
45
225

90

45
45

45
67.5
45
90

22.5
67.5
67.5
22.5
90
45
22.5
90
90

90

22.5

45

22.5
22.5

22.5

90

45

0

22.5
90
67.5
45

90
225
90
22.5
45
45
45

67.5
90
45
90

67.5

22.5

45

22.5

45
45
90
90

225
90
90
45
45
45

67.5

225

67.5
90

67.5
90
90
90

225

22.5

45
67.5
45
45
45
22.5
67.5

1750.86
853.21
1429.97
1336.23
512.825
1439.23
1689.74
1547.33
1035.43
1203.99
1675.66
1764.8
1773.74
1600.49
689.52
794.202
999.495
1225.94
1128.75
1695.42
929.356
1495.99
1563.12
1761.25
1534.8
1516.8
1587.04
1634.06
835.028
786.48
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119
120
121
122
123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145
146
147
148

45
22.5

90
90
22.5
45
90
67.5
90
90
45

90

45

90
67.5

45

90
225
45
67.5
45
22.5
90
22.5

22.5
67.5
22.5

67.5
67.5
67.5

90
45
90
90
67.5

22.5
90
22.5
22.5
45
45
22.5

45

90
90
45

22.5

67.5
225
67.5
45
90
45
22.5
45
225
67.5
90
67.5
45

22.5
45
22.5
67.5

22.5
90

67.5

22.5

45
45
67.5
45
90
90

90
90
67.5

45
67.5

45
22.5

67.5
90

90
90
90
45
90

1660.18
1280.76
1468.71
1630.96
1706.56
1560.77
1549.75
994.957
1677.56
776.296
1028.46
1526.67
1531.57
921.843
1455.36
1503.46
1298.02
855.788
1526.67
1480.91
1035.16
740.012
729.034
1058.28
1706.67
1529.88
1789.08
1316.22
1750.86
1525.55
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149
150
151
152
153
154
155
156
157
158
159
160
161
162
163
164
165
166
167
168
169
170
171
172
173
174
175
176
177
178

90

90
67.5
45
45

225
45

67.5
45
22.5
22.5
67.5
45
90

67.5
90
90
90

90

22.5

45
90

67.5
67.5
22.5
22.5
45
67.5
90
90

90
90
67.5
45
45
67.5
67.5
45
67.5
22.5
45

67.5

90

45

45

67.5
67.5

45
67.5
45
22.5

90
67.5
67.5
67.5
45
45
45
90

22.5
45
67.5
45
67.5
67.5

45
22.5
90
67.5
90

22.5

67.5

67.5
45

67.5
90
90
45

225
90

225
90

67.5

225
90
45

67.5

22.5

67.5
45

90
45
22.5
67.5
45
45
90

914.513
1601.14
1473.88
1757.29
1725.5
1749.89
1502.68
1897.69
1636.46
863.518
879.942
1557.33
1685.09
1424.03
1291.79
174551
1068.91
1028.46
1407.35
1679.3
1081.19
1607.7
794.202
1726.84
1355.83
729.034
1330.56
1676.66
767.595
1651.29
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179
180
181
182
183
184
185
186
187
188
189
190
191
192
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208

67.5
22.5

67.5
90
90

67.5

22.5

45
45
67.5
22.5
67.5
22.5
45

225
45
225
67.5
45

90
67.5
45
67.5
90
22.5

45

90

22.5
22.5

45
45

90
22.5
67.5
22.5

45

90
67.5

90

90
22.5

45
22.5
22.5
67.5
67.5
67.5
22.5
67.5

67.5
90
45

22.5
90

67.5
45

22.5
90
67.5
90
67.5
90
90
22.5
45
67.5
45
45
22.5
90
45
22.5

22.5
45
90

90
22.5
45
67.5
67.5
67.5
67.5
67.5
45
22.5
67.5
22.5
22.5
45

22.5
90
45

67.5
45

90
90
22.5
67.5
45
45
90
90

1566.69
1158.8
1738.8

1776.44
1574.3

1339.67

1682.14

1219.39

1291.79

603.385

1664.78

1649.53

871.124

1235.82

988.761

1275.04

1760.43
1628.3

1757.29

1531.58

1776.44

1775.91
17255

921.843

1601.14

1280.76

1761.25

1250.26

1468.71

1816.13

276



209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238

90

45
45
67.5
45
90
90
45
45
45
90

90

67.5

22.5

67.5
45
67.5
67.5

67.5
225
67.5
90
225
22.5

45
67.5
67.5
22.5
67.5

22.5

90
90
67.5
67.5
45

90
67.5
90
67.5
67.5
22.5
90
45
45
45
45
67.5
22.5
90

67.5

90

22.5

22.5
22.5
67.5
67.5
22.5
90
45
90
22.5
90
45
22.5
45

22.5

90
45
22.5
22.5
67.5
45

67.5
45
90

45
67.5
90
45
67.5

90

22.5
22.5
67.5
90
45
67.5

90
45
90

22.5
45
45
45

22.5

67.5
67.5

67.5

1051.47
1369.23
1706.67
1515.59
1235.82
1437.22
1372.98
1538.13
1649.53
1433.18
1622.21
680.887
1097.01
1467.27
1590.13
1229.98
1607.7
1566.8
1378.45
1797.53
1419.16
1410.2
1519.67
1074.71
1336.68
1679.3
1786.1
632.902
1039.04
1781.77
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239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268

90
67.5
22.5
67.5

90

45

90

90
90
90
90
67.5
67.5
67.5

45
22.5
67.5
22.5
67.5
225
67.5

90

90

90
67.5
90
67.5
45
45

22.5
90
67.5
90
45

67.5
45

45
45
45

22.5
22.5
45
45
90
22.5

22.5

22.5
90
45
45

22.5
90

67.5
22.5
90

67.5
90
225
67.5

90
22.5
22.5

45

90
90
45
67.5
22.5
22.5
45
67.5
67.5

67.5

22.5
45

90
45

45
22.5
90

45
45
45
90
90

45
67.5
67.5
22.5

45

90
22.5
22.5

45

863.518
1012.2
1764.88
1143.85
1332.01
1758.97
1771.13
1042.88
882.074
737.349
936.15
1113.14
1645.13
1885.33
1694.16
1353.94
1741.23
929.356
1488.42
1391.77
1547.33
1199.23
1534.31
878.989
1310.56
1290.62
1503.46
1501.54
882.074
994.957
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269
270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298

67.5
45
45

67.5
90
67.5
67.5
225
45

45
45
22.5

225

225
90
67.5
225
45
67.5
90
67.5
67.5
45
45

45
90
45

67.5

90
45
90
45
67.5
90
67.5

67.5
90
67.5

45
45

90

22.5
90
90
45
90

22.5
45
90

22.5
90

45
67.5
67.5

90

90
90
225
67.5
45

90

45

45
22.5

45

90

22.5

67.5
90

90
45

90
45
45
90
90
45

22.5

90
22.5

22.5
45
67.5
22.5
67.5
67.5

45

45
45
90
90
90

1851.4
1848.19
1439.23
1119.94
1630.96
1907.31
720.594
1296.86
904.801

1534.8
1779.25
1734.35
1498.07
1442.38
1114.27
1473.88
1662.03
1645.01
1006.25
1189.08
1493.44
827.385
1676.66
1795.25
1375.89
1183.42
1136.13
1758.97
1437.22
962.156
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299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323
324
325
326
327
328

67.5
45
45

22.5
45
45
90

22.5

225

22.5

67.5

67.5

22.5

67.5

225

22.5
45

90
90
225
67.5

225

67.5
45

90

67.5
45
22.5
22.5
45
45
22.5
45
45

90

67.5
67.5
67.5
90
90
45
22.5
90
90
67.5
22.5
67.5
90

45
67.5

45
67.5

45
67.5
45
67.5
90
90
90
45
225
22.5
90
90
90
45
45

90
45
22.5
90
45
90

90
90

67.5
90
90

22.5

45
90
45

67.5

45
225

90
67.5
45

45
22.5
22.5

45
22.5
90
45
45
45

1495.99
1760.5
1532.57
1729.9
965.344
1617.55
1771.58
1183.04
1250.26
1560.81
1529.88
1662.03
1039.04
879.942
1413.87
972.219
1797.53
1892.17
1544.02
1189.08
1645.01
567.108
1760.5
1271.6
1068.91
1654.23
1771.13
536.224
1277.15
1515.59
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329
330
331
332
333
334
335
336
337
338
339
340
341
342
343
344
345
346
347
348
349
350
351
352
353
354
355
356
357
358

22.5
22.5

45
67.5
225
45
45
67.5
67.5
67.5
225
67.5
45
90
45
225
90
225
45

67.5
45
90
90
45
90

45

67.5
22.5
67.5

22.5
45

67.5

67.5
22.5
22.5
22.5
90

22.5
90
22.5
90
22.5

22.5
45
67.5
22.5
45

90

22.5
67.5

22.5

90

90

45
45

45

22.5

22.5

67.5

45
90
22.5
67.5
90

45
67.5
90
90
22.5
22.5
90

90

22.5
67.5
45
67.5

90

67.5
67.5

45
22.5

45

1392.38
1271.6
1534.31
624.43
1695.42
1566.8
1277.15
1557.33
1617.55
1892.17
1159.23
1770.17
1012.2
1816.13
1619.75
1502.68
1503.05
1879.55
1392.38
1901.76
1498.07
567.108
1896.25
1528.95
1074.99
1092.95
1549.75
1219.39
502.669
1455.36
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359
360
361
362
363
364
365
366
367
368
369
370
371
372
373
374
375
376
377
378
379
380
381
382
383
384
385
386
387
388

225
225
67.5
90
45
45
225

22.5

22.5
67.5

67.5
22.5
67.5

90
67.5
90

90
225
22.5

90

90
22.5

90
90
67.5
45

45
45
45
22.5
45
67.5
90
22.5
90
22.5
67.5
90
67.5
90
67.5
67.5
90
45
22.5
67.5
45
45

22.5

67.5

45

22.5
45
22.5

45
90
45
90

67.5

67.5

67.5

67.5
45
45
90

45
22.5
22.5

90
22.5
67.5
67.5

90

90

22.5
22.5
90
22.5
67.5
67.5
45
67.5
67.5
45
45

22.5

67.5
45
45

67.5
90
45

45
90
45
22.5
67.5
90
67.5
45

1855.57
1649.8
1122.56
1370.74
1469.12
1837.4
1316.22
1068.03
1159.23
1355.83
1666.19
878.502
1001.87
1689.74
1600.49
1770.17
1022.59
1487.13
1764.8
1375.89
896.814
1158.8
1310.56
1092.95
1018.68
1493.44
1519.67
1462.02
1618.41
1183.42
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389
390
391
392
393
394
395
396
397
398
399
400
401
402
403
404
405
406
407
408
409
410
411
412
413
414
415
416
417
418

225
45
67.5
45
225
67.5
90

225
90
22.5

22.5

45
90
45

225
67.5
67.5
45
22.5

22.5
45
225
90

67.5

45
45
675

67.5
22.5
22.5

45
90
90

90

67.5

90

45

90

90

22.5

22.5

45

45

90

90
45
22.5
67.5
22.5
67.5
45
22.5
22.5

90
90
22.5
67.5
90
22.5
22.5

90

90
45
45
90
90
67.5
67.5
67.5

22.5

67.5
90
22.5

225
45
67.5
225
67.5
90
90
45
45
90
45
67.5

67.5
90
22.5
90
90

90
67.5
45

1786.1
1400.63
1649.8
1833.23
1302.43
1058.28
1720.53
1587.04
914.513
1019.39
1694.31
878.502
1377.19
1907.31
1516.8
1655.26
536.224
1711.13
1498.34
558.289
1566.69
1199.23
827.385
1652.36
999.495
1045.7
1205.97
1760.43
1136.13
1119.94
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419
420
421
422
423
424
425
426
427
428
429
430
431
432
433
434
435
436
437
438
439
440
441
442
443
444
445
446
447
448

22.5
22.5

67.5
45
67.5
67.5
22.5

22.5
90
67.5

90
45
67.5
67.5
45
90
225
45

67.5

67.5
67.5

67.5

90
45

67.5

67.5

67.5
45

90
45
90
45
22.5
90
45
90
67.5
22.5
67.5

22.5

22.5

45
67.5
22.5
67.5
22.5

67.5
22.5
45
22.5
22.5
22.5
67.5
22.5

67.5
22.5
22.5
90
225
22.5
22.5
67.5
45
22.5
67.5
67.5
90
45
67.5
22.5
22.5
67.5

67.5

67.5
90
22.5
90
22.5
45
22.5
45
67.5
67.5

22.5
67.5
45

67.5
22.5
67.5
90
90
67.5
22.5
45
90
45

22.5
45
45

900.602
1713.51
1397.04
632.902
1265.23
1722.62
1051.55
1506.13
871.124
1720.53
1296.86
900.602
1263.03
767.595
908.309
1783.74
922.172
1128.75
1568.58
740.012
1152.06
1749.89
748.947
1563.72
1866.76
1525.55
1569.41
689.52
1294.98
1018.68
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449
450
451
452
453
454
455
456
457
458
459
460
461
462
463
464
465
466
467
468
469
470
471
472
473
474
475
476
477
478

225
45
45

22.5
45
22.5
45
90
67.5

90
67.5
90
90
67.5

90
225
67.5
225

45

45
67.5

45

90
67.5
90
22.5

90

67.5

45
22.5
90
22.5
22,5
22.5
90

67.5

22.5
45
22.5
67.5
67.5
67.5
45
45
67.5
90
45
67.5

90

67.5
67.5
45
45
67.5
67.5
90
45

90
67.5
45
67.5
45
45

67.5
45

45

67.5
22.5

22.5
90
22.5
22.5
45
67.5

90

45

45
22.5
67.5

22.5
45
22.5
22.5
90

90
67.5

45
22.5
45

45

22.5

90
45

1885.33
1619.75
1634.06
720.594
1488.42
1722.62
1896.25
1646.8
1651.29
1560.77
1706.56
1621.94
1707.55
871.537
1628.3
1781.77
1325.56
1507.86
1529.35
1165.71
1547
1783.74
1771.58
1316.22
1636.46
1336.23
1042.88
1879.55
1590.13
1866.76
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479
480
481
482
483
484
485
486
487
488
489
490
491
492
493
494
495
496
497
498
499
500
501
502
503
504
505
506
507
508

90
22.5
90
22.5
90
90
67.5

45
225

45
90
90
90
90
90
67.5
225
45
225
45
67.5
67.5
22.5
90
67.5
22.5
90
45

22.5
90
22.5
45
22.5

22.5
67.5
22.5
22.5
67.5
90
90
45
90
67.5
45

45
90
67.5
90

45

45

90
67.5
67.5

22.5
22.5
90

90
22.5

45
67.5
67.5

90
67.5
225
22.5

90

90
67.5
90
22.5
90
67.5
67.5
45
67.5
90
22.5
90
90

0
67.5
22.5

90

22.5
45
67.5

90
22.5
67.5

90
22.5
67.5
67.5

90
22.5
67.5

67.5
67.5

45
90
45
45
22.5
67.5

1607.4
1707.55
1369.23
1257.32
1334.05
1726.84
1901.76
896.814
1537.44
1229.98
737.349
1528.95
581.296
855.788
1325.56
512.825
1052.43
1257.32

1120.6

1729.9
1677.56
1503.05
887.276
1713.51

1410.2
1074.71

853.21
1581.03
729.376
1689.68
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509
510
511
512
513
514
515
516
517
518
519
520
521
522
523
524
525
526
527
528
529
530
531
532
533
534
535
536
537
538

67.5
90
67.5
45

22.5
90
67.5

45
67.5
67.5

45
90
67.5
45
45
45

225
225
67.5
90
22.5
90
45
45
225
45

45
90

90
22.5
22.5

45
22.5
67.5

90

90
22.5

45
67.5
22.5

45

90
22.5
22.5
67.5

22.5

67.5

67.5
45
45

22.5
22.5
90

45
45
22.5
67.5
90
22.5
22.5
45
45

22.5
45
67.5
225
67.5
67.5
22.5
22.5
67.5
45
22.5

90
67.5

45

22.5

67.5

67.5

45
67.5

22.5
67.5
67.5
45
90
67.5
22.5

67.5
22.5
45
90
67.5
22.5
45
90
67.5
67.5
22.5

1429.97
748.947
1855.57
1475.06
1052.43
1051.55
1296.31
1666.19
1507.86
1664.78
1152.06
1685.09
1290.62
1740.66
1413.87
1302.43
1655.26
1532.57
1740.66
1501.54
887.276
988.761
965.344
748.221
1263.03
1203.99
1475.06
1735.15
1005.31
1469.12
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539
540
541
542
543
544
545
546
547
548
549
550
551
552
553
554
555
556
557
558
559
560
561
562
563
564
565
566
567
568

67.5
22.5

225
45
45

45
45
90
45
45

22.5

22.5

90
90
67.5
45
45

45
67.5

90
22.5
90
67.5

90
90

67.5

45

45
67.5
67.5

90
67.5

22.5
67.5
67.5
90
22.5
45
67.5
90
22.5
45
45
90

22.5
90

90
22.5
90
22.5
67.5
45
90
90
67.5

45
67.5
90
67.5
67.5
90
67.5
22.5
22.5
45
45
90
45
90
67.5
45
67.5
22.5

67.5
45
67.5

22.5
22.5

22.5
22.5
22.5
22.5
67.5
67.5

22.5
67.5
90
45
22.5
90

22.5
90
67.5
67.5
45
90
67.5
90

835.028
1694.16
954.473
1563.72
1624.44
1837.4
910.514
1753.56
1562.88
1085.8
1405.91
1433.18
1621.94
1741.3
918.008
1265.23
1607.4
709.779
624.43
1741.3
1756.1
1652.36
1594.97
1779.25
1397.04
1370.74
603.385
1045.91
1378.45
1114.27
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569
570
571
572
573
574
575
576
577
578
579
580
581
582
583
584
585
586
587
588
589
590
591
592
593
594
595
596
597
598

45
22.5

45

90

90
67.5
67.5
67.5

45
90
22.5
67.5
67.5
45

45
45
67.5

90
45
45

22.5

67.5

67.5
90

22.5
22.5
90
22.5
45

90

22.5
22.5
67.5
67.5

67.5
22.5

45

22.5
67.5
67.5
22.5
22.5
67.5

67.5
90
67.5
45

45
90
45

67.5
45

67.5
45

45
45
67.5

90

22.5
67.5
45

22.5
67.5
22.5
67.5
45

22.5
45
22.5
22.5
67.5
90
67.5
22.5
67.5
67.5
22.5
22.5
45

90

90

90
22.5

22.5

22.5
67.5
45
90

90
67.5
22.5
67.5

1711.13
1294.98
1694.31
1622.21
1341.8
1734.35
1006.25
1675.66
1654.23
1035.72
1646.8
786.48
1022.59
1897.69
1391.77
1563.12
908.309
1689.68
1534.73
1810.38
571.78
1296.31
1594.97
1419.16
1534.73
1372.98
1775.91
1745.71
1594.55
878.989
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599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625

67.5

45
67.5
22.5

90

22.5

90
22.5
45

45
90

225
45
67.5
67.5
45
90

67.5

67.5
22.5
45
90
67.5

67.5
22.5
67.5
45
90
45
22.5
45
67.5
45
67.5
90
45
45
45
90
90
45
22.5
22.5

45

90

90
67.5

45
67.5

22.5
90

90
22.5
67.5

o O O o

67.5
67.5

22.5
67.5
22.5

45
22.5
22.5

90
22.5
22.5

90

776.296
1005.31
1085.8
1756.1
1205.97
1649.61
1498.34
1613.64
1012.75
1334.05
1377.19
1851.4
1753.56
729.376
1183.04
1735.15
1035.16
1339.67
1645.13
1741.23
1560.81
1330.56
1660.18
954.473
1341.8
871.537
1529.35
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Tablo A.21: FFD veri seti ( Tablo 6.3 senaryo 5’de belirtilen veri seti)

No x1 X2 X3 x4 flr)ecl)(ga?]ls
aralig
1 45 90 45 0 1563.12
2 90 45 45 90 1183.04
3 0 0 45 90 776.296
4 0 0 90 0 910.514
5 45 90 0 0 1695.42
6 0 45 45 0 1183.04
7 0 45 0 0 1028.46
8 0 0 45 0 720.594
9 0 90 0 0 1462.02
10 90 90 45 45 748.947
11 90 0 0 0 1771.13
12 0 45 90 0 1336.23
13 45 0 0 90 1439.23
14 90 0 45 90 1590.13
15 90 0 0 45 1750.86
16 90 0 45 45 1607.7
17 45 45 0 0 1725.5
18 0 90 45 90 1628.3
19 45 0 90 90 1695.42
20 45 45 0 90 1758.97
21 90 45 45 0 1225.94
22 45 45 0 45 1741.23
23 45 45 45 90 1833.23
24 45 90 90 45 1419.16
25 90 45 90 90 1028.46
26 0 0 0 90 567.108
27 45 0 45 90 1563.12
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28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57

90
90
45

45
90
45
45

90
90

45

90

90

90
45
90
90
90
45
90
45
45
90

90
45

90
45
90
90
45

45

45
90
45
45

90

45
90

45
90
45

45
45

776.296
720.594
1203.99
1628.3
1725.5
1676.66
1377.19
1225.94
748.947
1590.13
1439.23
1660.18
1051.47
1526.67
1676.66
502.669
936.15
936.15
1502.68
1400.63
1377.19
1480.91
1771.13
962.156
1355.83
1526.67
1355.83
1758.97
1607.7
1419.16
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58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74
75
76
77
78
79
80
81

45
90
90
45
90
45
90
90

45

90
90

45
90
90
45
45
90

45
90

90
90
45
45
90
45

90
45
45

90

90
45
45
90

90
45
45
45
45

45
45
90
90
45
45
90
45
45

90
90
90

90

962.156
1848.19
536.224
1480.91
1544.02
567.108
1741.23
1203.99
910.514
1074.99
1544.02
1750.86
1336.23
1051.47
536.224
1734.35
502.669
1400.63
1462.02
1734.35
1660.18
1833.23
1074.99
1502.68
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Tablo A.22: Taguchi deney seti kullanilarak NRM ile olusturulan modeller (Tablo

6.4 ile ilgili)

Senaryo

Dizayn
metot

Model

Taguchi L8

SON

502.669 + 3.738x; + 0.042x? + 3.738x, —
0.109x,x, + 0.042x2 + 3.738x3 — 0.043x,x5 —
0.014%,x5 + 0.042x2 + 3.738x, — 0.014x,%, —
0.043x,x, — 0.109x3x, + 0.042x3

TON

502.66900 + 1.77988x; + 0.01978x% +
0.00022x3 + 1.77988x, — 0.02064x,x, —
0.00023x2x, + 0.01978x2 — 0.00023x,x3 +
0.00022x3 + 1.77988x5 + 0.00160x; x5 +
0.00002x2x5 + 0.01113x,x3 — 0.00053x; x,x3 +
0.00012x2x5 + 0.01978x2 + 0.00002x,x3 +
0.00012x,x% + 0.00022x3 + 1.77988x, +
0.01113x;x, + 0.00012x2x, + 0.00160x,x, —
0.00053x;x,x, + 0.00002x%x, — 0.02064x3x, —
0.00053x;x3x4 — 0.00053x,x3x, —
0.00023x2x, + 0.01978x2 + 0.00012x,x2 +
0.00002x,x% — 0.00023x5x7 + 0.00022x3

2

Taguchi L9

SON

502.669 + 2.773x; — 0.135x? + 5.918x, —
0.005x;x, + 0.049x% + 5.871x3 + 0.043x,x3 —
0.098x,x5 + 0.092x% + 5.286x, + 0.073x,x, —
0.013x,x, — 0.102x3x, + 0.038x2

TON

502.66900 + 1.34463x; — 0.02247x% —
0.00049x3 + 4.21135x, + 0.01058x,x, —
0.00046x%x, + 0.02775x2 + 0.00005x,x2 +
0.00016x3 + 4.27225x3 + 0.02045x; x5 —
0.00027x2x5 + 0.00780x,x3 — 0.00005x; x,x3 —
0.00052x2x5 + 0.03722x2 + 0.00034x,x3 +
0.00009x,x2 + 0.00032x3 + 3.94036x, +
0.02275x,x4 — 0.00017x%x, + 0.02088x,x, +
0.00073x;x,%,4 + 0.00017x2x, + 0.00400x3x, +
0.00031x;3x3x, — 0.00066x,x3x, —
0.00044x2x, + 0.02430x2 + 0.00020x;x2 —
0.00034x,x% — 0.00006x3xZ + 0.00012x3
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454371 + 23.700x, — 0.059x2 + 16.932x, —
0.286x;x, — 0.025x% — 4.134x; — 0.134x,x3 +

SON ' 0.088x,x5 + 0.072x2 + 5.032x, + 0.062x, %, —
0.138x,x, + 0.017x3x, — 0.043x2

502.66900 + 9.89672x; + 0.04625x2 —
0.00014x3 + 5.85707x, + 0.05117x;x, —
0.00100x2x, + 0.06543x2% — 0.00125x,x3 —
Taguchi L16 0.00045x3 — 2.77925x3 — 0.00837x, x5 —
0.00052x%x5 + 0.08703x,x3 — 0.00142x,x,x5 +
0.00017x2x5 + 0.04949x2 — 0.00005x,x2 +
TON' 0.00061x,x2 — 0.00009x3 + 1.14334x, +
0.06443x,x, — 0.00052x2x, + 0.09778x,x, —
0.00086x;x,x, — 0.00011x2x, + 0.05488x3x, +
0.00040x;x3x4 — 0.00095x,x3x, —
0.00049x2x, + 0.03365x% — 0.00004x,x7 —
0.00171x,x2 + 0.00001x5x% — 0.00007x3

442771 + 17.490x, — 0.056x2 + 6.877x, —
0.099x,x, + 0.040x2 + 4.556x5 — 0.124x, x5 —

SON ' 0.182x,%x5 + 0.178x2 + 5.246x, — 0.122x,x, +
0.018x,x, — 0.131x3x, + 0.063x2

501.23600 + 16.82070x; + 0.07750x% —
0.00064x3 + 2.84324x, — 0.17153x;x, —
0.00102x%x, + 0.14303x2 + 0.00148x,x2 —
Taguchi L25 0.00125x3 + 1.47856x; — 0.13450x, x5 —
0.00067x2x3 — 0.00490x,x5 — 0.00118x;x,x3 —
0.00094x2x; + 0.15463x2 + 0.00192x,x2 +
TON' 0.00026x,x2 — 0.00062x3 — 0.52371x, —
0.11282x,x, — 0.00058x2x, + 0.14133x,x, +
0.00105x;x,x, + 0.00118x2x, — 0.08731x3x, —
0.00166x1x3x4 + 0.00022x,x3x4 —
0.00026x2x, + 0.05561x2 + 0.00084x,x2 —
0.00323x,x2 + 0.00123x3x2 4+ 0.00021x3

502.669 + 2.773x; — 0.135x2 + 5.918x, —
0.005x;x, + 0.049x2% + 5.871x3 + 0.043x,x3 —

Taguchi L27 SON 0 098x,x, + 0.092x2 + 5.286x, + 0.073x;%x, —
0.013x,x, — 0.102x3x, + 0.038x2
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502.66900 + 1.34463x; — 0.02247x% —
0.00049x3 + 4.21135x, + 0.01058x,x, —
0.00046x%x, + 0.02775x2 + 0.00005x,x2 +
0.00016x35 + 4.27225x3 + 0.02045x, x5 —
0.00027x2x5 + 0.00780x,x3 — 0.00005x; x,x3 —
0.00052x2x5 + 0.03722x2 + 0.00034x,x2 +
TON' 0.00009x,x2 + 0.00032x3 + 3.94036x, +
0.02275x;x, — 0.00017x2x, + 0.02088x,x, +
0.00073x;x,x, + 0.00017x3x, + 0.00400x3x, +
0.00031x1x3x, — 0.00066x,x3x, —
0.00044x2x, + 0.02430xZ + 0.00020x,xZ —
0.00034x,xZ — 0.00006x5x7 + 0.00012x3
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Tablo A.23: FFD deney seti kullanilarak NRM ile olusturulan modeller (Tablo 6.5 ile

ilgili)

Senary

0]

Dizayn
metot

Model

1

FFD L16

SON

503.784 + 7.035x; + 0.078x12 + 5.317x, —
0.218x;x, + 0.059x2 + 2.253x3 — 0.083x;x5 —
0.016x,x3 + 0.025x% + 0.346x, — 0.012x,x, —
0.002x,x, — 0.001x3x, + 0.004x32

TON

503.78360 + 4.68975x; + 0.05211x% +
0.00058x3 + 3.54490x, — 0.07259x%x, —
0.00081x2x, + 0.03939x% — 0.00081x,x2 +
0.00044x3 + 1.50228x5 — 0.02765x,%5 —
0.00031x2x5 — 0.00539x,x5 + (4.41090 X
10719 x;x,x3 — 0.00006x3x5 + 0.01669x3 —
0.00031x,x% — 0.00006x,x2 + 0.00019x3 +
0.23041x, — 0.00398x,x, — 0.00004x2x, —
0.00080x,x, + (1.25435 X 107 8)x; x,x, —
(8.83425 x 107®)x2x, — 0.00034x3x, +
(1.10273 x 10~ 18)x; x5x, + (2.75682 X
10729 x,x3x, — (3.81276 X 107 ) x2x, +
0.00256x2 — 0.00004x,x2 — (8.83425 X
107 %) x,x% — (3.81276 X 10~ ®)x3x7 + 0.00003x3

2

FFD L81

SON

451.128 + 33.251x; — 0.216x% + 15.516x, —
0.216x;x, — 0.046x% + 5.611x3; — 0.080x,x3 —
0.032x,x3 — 0.005x% + 0.791x, — 0.011x;x, —
0.005x,x, — 0.002x3x, + 0.000x2
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TON

451.12810 + 26.29822x, + 0.01613x12 -
0.00172x3 + 13.32087x, — 0.21584xx, —
(8.40114 x 10~1%)x2x, + 0.02696x2 —
(2.05306 X 107 18)x;x2 — 0.00054x5 +
5.03533x5 — 0.08033x,x3 — (3.60854 X
10718)x2x; — 0.03197x,x5 + (2.83472 X
107180, %, %5 — (9.38221 X 10~ 18)x2x, +
0.01379x2 — (5.14217 x 10~ 18)x,x2 +
(5.05196 X 107 ®)x,x2 — 0.00014x3 +
0.72488x, — 0.01146x,x, — (7.57794 X
10718)x2x, — 0.00457x,x, — (1.99719 x
1078 x;x,x, + (1.53363 X 107 18)x2x, —
0.00162x3x, — (7.34449 X 107 8)x; x3x, +
(6.24926 x 10718)x, 232, — (4.51068 X
107 ¥)x2x, + 0.00223x% — (3.60854 X
1078 x, xZ + (2.43577 X 107 ) x,xZ —
(3.33790 x 10~ 1)x3x2 — 0.00002x3

3

FFD L256

SON

379.796 + 32.630x; — 0.185x% + 14.513x, —
0.251x;x, — 0.020x2 + 5.756x3 — 0.091x;x5 —
0.028x,x5 — 0.004x2 + 0.822x, — 0.013x%, —
0.004x,x, — 0.002x3x, + 0.000x32

TON

379.79630 + 32.63015x; — 0.18512x% +
(5.37946 x 107 ®)x3 + 14.51322x, —
0.25113x;x, — (5.00175 x 107 1®)x2x, —
0.01981x3 — (6.65005 X 107 8)x,;x% —
(1.50177 X 10~1")x3 + 5.75641x5 —
0.09074x;x3 — (4.77440 X 107 8)x2x; —
0.02792x,x3 + (4.01906 X 1071 x;x,x3 —
(5.22910 X 107 ®)xZx; — 0.00362x2% +
(1.09129 x 10~ x,x2 + (7.27527 X
10718 x,x2 + (1.68108 x 107 18)x3 +
0.82240x, — 0.01301x,x, — (2.00070 x
10717)x2x, — 0.00383x,x, — (3.93868 X
1078 x x,x, + (6.59322 X 107 8)x2x, —
0.00203x3x4 — (7.55583 X 107 18)x;x3x, +
(5.46592 X 1078 x,x3x, — (7.27527 X
107 ¥)x2x, + 0.00030x7 — (2.02344 X
10717 x; x2 — (1.36411 X 107 18)x,x2 —
(7.04792 x 107 ®)x3x7 + (4.70703 x 1078)x3

4

FFD L625

SON

313.012 + 33.720x; — 0.185x% + 15.667x, —
0.266x,;x, — 0.025x2 + 5.903x3 — 0.099x, x5 —
0.029x,x3 — 0.001x% + 0.870x, — 0.014x,x, —
0.004x,x, — 0.001x3x, + 0.000x2
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313.01250 + 33.71966x; — 0.18529x2 +
(3.26808 x 10 18)x3 + 15.66718x, —
0.26610x;x, + (4.95873 X 10~ 18)x%x, —
0.02455x2 + (1.47212 x 10~17)x,x2 +
(1.39149 x 10~17)x3 + 5.90312x5 —
0.09865x,x5 — (9.76250 x 10~ 18)x2x, —
0.02866x,%5 — (1.11916 X 10~ 17)x; x5 +
(1.82853 x 10~17)x3x; — 0.00123x2% —
(2.85127 x 10717)x;x2 + (1.85952 x
10718)x,x2 — (1.08255 x 107 17)x3 +
0.87012x, — 0.01398x,x, — (6.50833 X
10718)x2x, — 0.00429x,x, + (9.67043 x
1078 x, x,x, + (8.83274 X 10718 x2x, —
0.00140x5%, — (1.17349 X 10~17)x, x5, +
(1.41253 x 10718)x,x324 — (1.16220 X
1071 x2x, + 0.00017x% + (1.54960 X
10718 x, x2 + (4.33889 x 10~ 1®)x,x2 +
(111571 x 10717)x3x2 + (1.76681 x 10~17)x3

TON

451.128 + 33.251x; — 0.216xf + 15.516x, —
0.216x;x, — 0.046x% + 5.611x; — 0.080x,x35 —

SON  0.032x,x5 — 0.005x2 + 0.791x, — 0.011x,x, —
0.005x,x, — 0.002x3x, + 0.000x2

451.12810 + 26.29822x; + 0.01613x2 —
0.00172x3 + 13.32087x, — 0.21584x,x, +
(2.00725 x 107 ®)x2x, + 0.02696x3 +
(2.25534 x 107 8)x;x2 — 0.00054x5 +
5.03533x3; — 0.08033x; x5 + (3.96940 X
1078)x2x; — 0.03197x,x5 — (1.21764 X
5 FFD L81 10717 x; x5x5 — (6.04431 X 107 ) x2x; +
0.01379x2 + (2.52598 x 107 18)x,x% —
ToN (1.25397 X 107*7)x,x3 — 0.00014x3 +
0.72488x, — 0.01146x,x, — (6.31495 x
107 x2x, — 0.00457x,x, — (1.15321 x
10717 x; x5, — (6.67581 X 10~ ) x2x, —
0.00162x3x, — (6.63581 X 10~ 8)x;x3x, —
(1.61063 x 1071 x,x3x, + (2.16513 X
107 ¥)x2x, + 0.00223x7 — (1.44342 X
10718)x;x2 — (6.31495 x 107 1%)x,x2 +
(1.17278 x 10~ 8)x3xZ — 0.00002x3
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Bolum 7

Tablo A.24: SNRM metodu ile dogal frekans ¢iktisinin modellenmesinde kullanilan
Modeller (Tablo 7.2 ile ilgili)

Model

L Model
ismi

L 100.943 — 4.197x, — 3.283x, + 5.828x; — 2.064x, — 1.128x5 — 0.024x,

(—2.719 x 107 + (3.493 x 107)x; — (1.204 X 107)x, — (9.241 X 107)x; —

(1.483 x 107)x, + (1.349 x 107)x5 + 570111.000x,)/

(—203969.000 + 351068.000x; — 164554.000x, — 971127.000x; — 184003.000x, +
137879.000x; + 6242.810x,)

LR

39.514 + 41.864x; — 13.593x} + 6.324x, + 0.368x;,x, + 1.150x7 + 2.392x; —
0.091x, x5 + 5.758x,x; — 4.880x% — 0.486x, + 3.043x;x, + 0.494x,x, + 0.843x3x, —
1.629xZ + 8.415x5 — 2.781x; x5 — 3.151x,x5 + 1.030x5x5 — 0.644x,x5 + 0.177x2 +
0.563x, — 0.190x;x, — 0.324x,%¢ + 0.074x3x, — 0.024x,x, — 0.060x:x, + 0.004x2

SON

(—0.068 + 7.250x; — 0.266x2 — 2.847x, + 0.232x;x, — 0.374x% + 5.439x; +
3.435x;, x5 — 4.208x,x3 + 2.757x% — 0.186x, + 10.401x,x, + 9.268x,x, + 3.375x3%, +
1.354x% — 4.715x5 + 9.512x; x5 — 1.571x,x5 — 2.192x53x5 + 0.519x,x5 — 4.487x2 —
8.093x¢ + 85.283x, x4 + 31.445x,xc — 26.264x3x, + 12.042x,x¢ — 1.066x5X¢ —

SONR 41.384x2) / (—53.534 + 240.401x, — 86.672x% — 23.373x, + 20.773x,x, + 12.666x2 —
205.469x5 + 19.030x,x5 + 63.098x,x; — 26.637x% — 70.916x, + 36.543x;x, +
11.892x,x, + 7.662x3%, + 2.763x2 + 5.244x; — 12.630x, x5 — 15.307x,x5 +
16.804x5x5 + 1.020x,%5 + 5.009x2 + 6.196x¢ — 2.027x,x5 — 2.702x,x¢ + 3.137x3%¢ —
0.647x,xs — 0.644x:x, — 0.446x2)

—49.425 — 229.945x,; + 686.104x? — 158.657x3 + 690.610x, — 171.617x,x, +
92.966x7x, — 286.486x7 — 58.811x,x% + 35.771x3 — 73.724x; — 693.136x,x; —
170.654x7x5 — 186.721x,x5 + 325.060x,x,x; + 123.849x2x5 + 403.798x2 +
44.264x,x5 — 133.523x,x2 — 32.773x3 — 528.822x, + 236.473x,x, + 137.405x%x, +
122.252x,x, — 84.980x,x,x, + 60.131x2x, — 43.294x3x, — 29.102x, x5, —
119.111x,x3%, + 68.052x%x, — 143.574x% + 24.306x;x2 — 10.887x,x7 + 42.425x3x2 +
5.973x3 4+ 177.009xs — 317.795x,x5 — 16.156x7x5 — 143.675x,%5s + 14.105x,x,%5 +

TON 4.261x2xs + 444.710x3x5 + 63.843x,x3x5 — 39.601x,x3%5s — 130.865x2x5 +
345.047x,%s — 89.403x,x,%s — 21.054%,x,x5 — 74.345x3x,%5 + 21.338x2x5 —
120.771x2 + 62.657x,x% + 24.665x,x2 + 6.154x3x% — 27.640x,x2 + 2.601x3 —
2.700x¢ + 13.166x;x¢ — 4.549x%x¢ + 5.233x,%¢ — 5.200x; x,x¢ — 1.486x5x¢ —
23.540x3x + 9.737%,X3x¢ + 0.397x,%3x¢ + 3.407x5xc — 1.297x,x¢ — 5.420x,x,%¢ +
1.013x,%,%¢ + 5.085x3%,%¢ — 0.322x2x — 0.449x:x, + 0.057x,x5xs + 1.094x,x5x5 —
1.731x3x5x5 — 0.046x,%5x¢ + 0.223x2x¢ + 0.174x% + 0.015x,x2 + 0.006x,x2 +
0.003x3x2 + 0.028x,x2 — 0.008x5xZ — 0.002x2

(3.006 + 9.598x, + 2.172x% — 3.465x7 + 0.144%, — 3.615%,%, + 5.755x7%, +

11.349x2 + 8.538x;x2 + 1.307x3 + 0.193x; + 3.439x,x; — 3.969x7x; — 7.434x,x; +
0.521x;x,x3 — 21.028x2x; + 1.977x2 — 4.277x,x2 + 0.122x,x2 — 0.362x3 — 3.905x, +
2.144x,x, — 1.034x2x, — 10.171x,x, — 16.398x; x,x, — 1.207x%x, + 20.618x3x, +
22.014x,x3x, — 12.131x,x3%4 + 3.769x3x, — 0.752x2 — 18.792x,x% — 0.033x,x2 —
2.072x3x2 — 3.042x3 — 1.368x5 — 0.505x;x5 — 13.483x2x5 — 3.397x,x5 +

15.115x;x,x5 — 10.141x2x5 — 0.591x3x5 + 18.309x,x3%5 — 7.051x,%3%5 + 4.642x2x5 —
4.127x,x5 — 0.545x, X405 — 4.527x,%4x5 — 16.738x3%,x5 — 23.662x2x5 + 0.474x2 —
7.484x,x2 — 10.138x,x2 + 1.749x3x% + 1.650x,x2 — 1.121x3 — 2.621x4 + 17.011x,x5 —
2.582x2x, — 3.377x,xc — 3.035x,%,x¢ + 7.416x3x¢ + 26.072x3x, + 13.734x, x5 —
10.135x,x36 — 1.344x2x, — 11.164x,%s + 0.938x;x,x5 — 0.712x,2,%¢ + 2.161x3x,x¢ +
0.547x2x, — 2.398x:x¢ + 17.246x,x:x + 9.438%, %% — 5.042%3%5x, — 5.036X,XsXx, —

TONR
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0.904x2x, — 8.334x2 + 25.045x,x2 — 0.392x,x% — 9.223x3x% + 3.633x,x2 —
31.382x5x2 — 8.335x3) / (2.288 — 4.250x, + 6.287x2 — 0.748x3 — 1.457x, —
26.529x,x, — 8.038x%x, + 5.679x% — 6.083x,x% + 1.436x3 — 5.930x; — 3.308x; x5 +
2.243x%x; — 10.301x,x; + 10.553x,x,%; — 1.808x2x; — 3.314x2 + 3.097x,x3 —
9.197x,x2 + 1.471x3 + 3.796x, — 28.279x,x, — 3.323x%x, — 17.353x,x, +
24.712x,x,x4 — 0.363x2x, — 1.847x3x, + 0.386x,x3%, — 21.694x,x3%, — 5.855x2x, —
2.005x2 — 4.880x,x2 — 5.481x,x2 — 9.045x3x2 + 1.717x3 + 7.333x5 — 5.778x;, x5 —
10.669x%xs — 24.254%,%5 + 7.395x,x,x5 — 6.004x%x5 — 9.112x3x5 + 6.988x,x3x5 —
9.229x,x3%s + 20.359x2x5 — 14.069x,x5 — 5.638x,x,x5s — 83.887x,x,x5 —
25.506x3x,%s — 15.798x2x5 + 0.746x% + 15.116x,x2 + 3.124x,x2 + 42.864x;x% +
10.338x,x2 + 3.943x2 — 68.695x4 + 80.839x;x; — 24.145x2xs + 12.299x, x4 +
5.025x,x,x¢ + 2.264x%xs — 55.317x3x¢ + 2.962%,X3%s + 18.794x,x3%5 — 6.574x2x4 +
23.490x,x¢ + 4.566x, X, + 5.135x,%4%¢ + 4.059x3%,x — 2.868x2x¢ + 11.390x5x, —
6.681x,x5xs — 1.825x,X5x¢ — 0.563x3%5%g + 2.416x,x5x — 2.518x2x¢ + 1.052x2 —
0.341x;x2 — 1.123x,x2 + 0.932x3x2 — 0.664x,x% — 0.295x:xZ — 0.083x3)

59.382 + 10.340Cos[x,] + 3.449Cos[x,] — 1.432Cos[x;] + 2.481Cos[x,] +
FOTN 1.358Cos[x5] + 0.039Cos[x4] + 21.104Sin[x; ] — 5.589Sin[x,] + 13.916Sin[x3] +
1.781Sin[x,] + 0.809Sin[x] + 0.082Sin[x,]

(15.128 + 18.151Cos[x;] + 40.789Cos[x;,] — 70.928Cos[x3] — 1.542Cos[x,] —
13.829Cos[xs] + 9.247Cos[xe] + 58.501Sin[x;] — 38.502Sin[x,] + 40.948Sin[x5] —
FOTNR  7.431Sin[x,] + 13.212Sin[x5] — 2.851Sin[x¢]) / (0.280 + 0.122Cos[x;] + 0.427Cos[x,] —
0.730Cos[x3] — 0.041Cos[x,] — 0.161Cos[xs] + 0.102Cos[xs] + 0.487Sin[x;] —
0.359Sin[x,] + 0.469Sin[x53] — 0.125Sin[x,] + 0.140Sin[x5] — 0.033Sin[x4])

74.691 — 288.534Cos[x;] — 193.450C0s[x;]? + 10.589Cos[x,] + 41.619Cos[x,]* +
99.522Cos[x3] + 36.990Co0s[x,]Cos[x;] + 5.655Cos[x,]Cos[x;] + 140.268Cos[x5]? +
20.571Cos[x,] + 0.880Cos[x,]Cos[x,] + 64.206Cos[x,]? — 63.044Cos[xs] +
45.745Co0s[x5]? + 1.621Cos[x¢] + 36.057Cos[x¢]*> — 979.897Sin[x,] +
263.152Cos[x,]Sin[x;] — 7.613Cos[x,]Sin[x;] + 92.294Cos[x3]Sin[x;] —
10.724Cos[x,]Sin[x;] + 45.966Cos[x5]Sin[x;] + 3.400Cos[x4]Sin[x,] +
280.355Sin[x;]* + 41.110Sin[x,]* + 565.733Sin[x;] + 25.349Cos[x,]Sin[x;] —
2.281Cos[x,]Sin[x;] — 189.384Cos[x;]Sin[x;] — 8.311Cos[x,]Sin[x5] +
27.491Cos[x;]Sin[x3] — 5.176Cos[x¢]Sin[x3] — 77.457Sin[x3]% + 102.473Sin[x,] +
11.227Sin[x,]? + 1.129Sin[x5] + 42.551Sin[x5]? + 33.507Sin[x,] +
0.935Cos[x,]Sin[xg] — 0.748Cos[x,]Sin[xs] — 6.071Cos[x3]Sin[xg] —
1.293Cos[x,]Sin[xg] — 1.395Co0s[x5]Sin[xs] — 0.242Cos[x4]Sin[xe] —
0.577Sin[x;]Sin[xg] — 12.755Sin[x,]Sin[xs] — 17.112Sin[x3]Sin[x,] —
3.741Sin[x,]Sin[x¢] + 0.230Sin[x:]Sin[x¢] + 35.863Sin[x¢]?

SOTN

100.408 — 5.10259Log[x,] — 5.01257Log[x,] + 7.27561Log[x;] — 2.88494Log[x,] —

FOLN 3.42764Log[x5] — 0.907352Log[x¢]

—457.926 + 1129.160Log[x;] + 250.311Log[x,] — 567.336Log[x3] + 55.789Log[x,] +

FOLNR 135.374Log[xs] — 210.170Log[x,]

113.213 + 49.015Log[x;] — 22.758Log[x;]? + 69.338Log[x,] + 0.803Log[x, ]Log[x,] —
1.425Log[x,]*> — 13.125Log[x3] — 0.813Log[x, ]Log[x;] + 9.933Log[x,]Log[x3] —
5.496Log[x;]* + 3.492Log[x,] + 5.613Log[x;]Log[x,] + 1.908Log[x,]Log[x,] +

SOLN 2.128Log[x;]Log[x,] — 4.734Log[x,]? + 25.590Log[x5] — 11.964Log[x,]Log[xs] —
14.567Log[x,]Log[xs] + 3.455Log[x;]Log[xs] — 4.120Log[x,]Log[xs] — 0.427Log[xs]* —
28.243Log[xs] — 8.844Log[x,|Log[xs] — 16.714Log[x,]|Log[xs] + 3.934Log[x;]Log[xs] —
0.437Log[x,]Log[xs] — 4.805Log[xs]Log[xs] + 5.640Log[x,]?
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Tablo A.25: iki farkli veri ayirma ydntemi icin NRM ve SNRM kullanilarak elde

edilen modelleri (Tablo 7.3 ile ilgili)

Veri
ayirma

Modelleme
metot

Model

Egitim-
Test

NRM

187.200 — 355.232Cos[x;] — 418.079Cos[x,]* —
43.855Cos[x,] + 198.075Cos[x,]*> — 103.864Cos[x3] +
46.847Cos[x,]Cos[x3] + 17.074Cos[x,]Cos[x3] +
100.964Cos[x3]% + 12.849Cos[x,] + 0.143Cos[x,]Cos[x,] +
234.900Cos[x,]? — 78.045Cos[xs] + 223.558Cos[x5]? +
4.916Cos[x4] + 250.406Cos[x¢]* — 1385.570Sin[x,] +
364.990Cos[x, ]Sin[x,] + 2.413Cos[x,]Sin[x;] +
165.522Cos[x3]Sin[x;] — 9.238Cos[x4]Sin[x;] +
41.584Cos[x5]Sin[x;] + 2.780Cos[x¢]Sin[x;] +
235.064Sin[x;]? + 195.630Sin[x,]* — 113.911Sin[x;] —
12.651Cos[x,]Sin[x3] + 42.406Cos[x,]Sin[x3] —
50.038Cos[x3]Sin[x3] — 0.946Cos[x,]Sin[x3] +
47.408Cos[x5]Sin[x3] — 8.057Cos[x¢]Sin[x3] +
237.883Sin[x;]? + 65.832Sin[x,] + 203.085Sin[x,]? +
1.215Sin[x5] + 220.636Sin[x5]* + 27.716Sin[x4] —
1.746Cos[x,]Sin[x¢] + 0.740Cos[x,]Sin[x¢] —
8.374Cos[x3]Sin[xg] — 0.293Cos[x4]Sin[x¢] —
1.713Cos[x5]Sin[x¢] — 0.311Cos[x¢]Sin[xg] —
8.100Sin[x,]Sin[x4] — 5.249Sin[x,[Sin[x¢] —
23.326Sin[x3]Sin[x4] + 8.941Sin[x,]Sin[x¢] +
0.475Sin[x5]Sin[xs] + 249.910Sin[x4]?

SNRM

187.200 — 355.232Cos[x;] — 418.079Cos[x,]* —
43.855Cos[x,] + 198.075Cos[x,]?> — 103.864Cos[x3] +
46.847Cos[x,]Cos[x3] + 17.074Cos[x,]Cos[x3] +
100.964Cos[x3]% + 12.849Cos[x,] + 0.143Cos[x,]Cos[x,] +
234.900Cos[x,]* — 78.045Cos[xs] + 223.558Cos[x5]* +
4.916Cos[x4] + 250.406Cos[x¢]* — 1385.570Sin[x,] +
364.990Cos[x,]Sin[x,] + 2.413Cos[x,]Sin[x;] +
165.522Cos[x3]Sin[x;] — 9.238Cos[x,4]Sin[x;] +
41.584Cos[x5]Sin[x,] + 2.780Cos[xs]Sin[x;] +
235.064Sin[x;]? + 195.630Sin[x,]* — 113.911Sin[x;] —
12.651Cos[x,]Sin[x3] + 42.406Cos[x,]Sin[x3] —
50.038Cos[x3]Sin[x3] — 0.946Cos[x,]Sin[x3] +
47.408Cos[x5]Sin[x3] — 8.057Cos[x¢]Sin[x35] +
237.883Sin[x;]? + 65.832Sin[x,] + 203.085Sin[x,]? +
1.215Sin[x5] + 220.636Sin[x5]? + 27.716Sin[x4] —
1.746Cos[x]Sin[x¢] + 0.740Cos[x,]Sin[x¢] —
8.374Cos[x3]Sin[xg] — 0.293Cos[x4]Sin[x¢] —
1.713Cos[x5]Sin[x¢] — 0.311Cos[x4]Sin[xg] —
8.100Sin[x,]Sin[x¢] — 5.249Sin[x,]Sin[x¢] —
23.326Sin[x3]Sin[x4] + 8.941Sin[x,]Sin[x¢] +
0.475Sin[x5]Sin[x¢] + 249.910Sin[x,]?

Egitim-
Test-
Dogrulama

NRM

8.690 — 8.633Cos[x;] + 1.357Cos[x;]*> 