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Dr. Ogr. Uyesi Sehmus FIDAN

Niifusun artis1 ile birlikte sanayilesmenin hizla artmasi enerji ihtiyacint da artmigtir. Bununla
birlikte ortaya ¢ikan bu enerji ihtiyacim karsilayabilmek icin 6n goriilebilecek enerji tahminlerini
yapabilmek i¢in makine 6grenme algoritmalart 6n plana ¢ikmustir. Parcacik siirii optimizasyonu (PSO),
yapay sinir aglart (YSA) ve destek vektorii regresyonu (DVR) bu algoritmalar igerisinde yer almaktadir.
Bu calismada PSO, YSA ve DVR algoritmalar1 kullanilarak Tirkiye’nin 2020-2040 yillar1 arasinda
elektrik enerjisi talep tahminlemesi yapilmistir. Bu tahminleme islemlerinin yapilabilmesi i¢cin 1980-2019
yillart arasinda yillik elektrik tiiketim verileri TEIAS tan (Tiirkiye Elektrik fletim Anonim Sirketinden),
niifus verileri TUIK ten (Tiirkiye Istatistik Kurumundan), ihracat, ithalat, gayri safi yurtici hasila (GSYH)
verileri Diinya Bankasi acik veri kiimesinden alinmistir. PSO, YSA ve DVR enerji talep modelleri niifus,
ihracat, ithalat, GSYH wverileri kullanilarak gelistirilmigtir. Tiirkiye'nin sosyoekonomik durumu goz
onlinde bulundurularak enerji talebi ii¢ farkli senaryoya gore diizenlenmistir. PSO, YSA ve DVR
yontemlerinin performans sonuglarini degerlendirebilmek icin Kok Ortalama Kare Hata (KOKH),
Ortalama Kare Hata (OKH) ve Ortalama Mutlak Hata (OMH) hata metrikleri ve R* degerleri
kargilagtirildi. Hata metrik degerleri incelendiginde YSA’nin diger yontemlere kiyasla daha basarili
sonuglar verdigi soylenebilir.

1980-2019 yillar1 arasinda gergeklesen, bagimsiz girdi parametreleri olan niifus, ihracat, ithalat
ve GSYH degerleri ile bagimli ¢ikt1 olan enerji tiiketimi arasindaki iligki korelasyon matrisi kullanilarak
incelenmistir. Korelasyon matrisinde 0,991 degeri ile ihracat ve enerji tiikketimi arasinda giiglii bir
dogrusal iligki oldugu gozlemlenmistir. Ayrica Coklu regresyon denklemleri olusturulmustur.
Parametreleri (X, X,, X3, X4) olan ithalat, ihracat, GSYH, niifus) bazinda F denklemi iizerinden tahminin
performans degerlendirmesi yapilmistir. Dort parametreyi (X; X, X; X,) i¢eren regresyon denklemi en
yiiksek (0,995) R’ degerine sahip olup kapsamli bir temsiliyete sahip oldugu anlasilmistir.

Anahtar Kelimeler: Destek vektorii regresyonu, Enerji talep tahmini, Pargacik siirii optimizasyonu,
Yapay sinir aglari.
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2023, 60 Pages
Jury

Asst. Prof. Dr. Cafer BUDAK
Asst. Prof. Dr. Omer Ali KARAMAN
Asst. Prof. Dr. Sehmus FIDAN

The rapid increase in industrialization, coupled with population growth, has led to an increased
energy demand. However, machine learning algorithms have come to the forefront to make anticipatory
energy predictions to meet this emerging energy demand. Particle Swarm Optimization (PSO), Artificial
Neural Networks (ANN), and Support Vector Regression (SVR) are among these algorithms. In this
study, electricity demand forecasting for Turkey between 2020 and 2040 was conducted using the PSO,
ANN, and SVR algorithms. To perform these prediction processes, annual electricity consumption data
from 1980 to 2019 were obtained from TEIAS (Turkey Electricity Transmission Corporation), population
data from TUIK (Turkish Statistical Institute), and export, import, gross domestic product (GDP) data
from the World Bank open data set. PSO, ANN, and SVR energy demand models were developed using
population, export, import, and GDP data. Considering Turkey's socioeconomic situation, the energy
demand was adjusted according to three different scenarios. Root Mean Square Error (RMSE), Mean
Square Error (MSE), Mean Absolute Error (MAE), and R” values were compared as error metrics to
evaluate the performance results of the PSO, ANN, and SVR methods. When examining the error metric
values, it can be said that ANN provides more successful results compared to the other methods.

The correlation matrix was used to examine the relationship between energy consumption, which
is the dependent output, and independent input parameters such as population, export, import, and GDP
values that occurred between 1980 and 2019. A strong linear relationship between export and energy
consumption was observed with a correlation value of 0.991 in the correlation matrix. Additionally,
multiple regression equations were formed. Performance evaluation of prediction based on the four
parameters (X; X, X3, X4) of import, export, GDP, and population was conducted using the F equation.
The regression equation containing all four parameters had the highest R* value of 0.995, indicating a
comprehensive representation.

Keywords: Artificial neural networks, Energy demand forecast, Particle swarm optimization, Support
vector regression.
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1. GIRIS

Giliniimiizde teknolojik gelismelere ve niifus artigina bagli olarak enerji ihtiyact
artmaktadir. Artan bu enerji ihtiyaci igerisinde elektrik enerjisi biiyiik bir paya sahiptir.
Gelismekte olan ekonomiler ic¢in teknoloji, saglik, iiretim, hizmet gibi bir¢cok farkl
alanda siirdiiriilebilir biiyiimeyi saglamak ic¢in enerji kaynaklarinin uzun vadeli
planlanmas1 zorunludur. Bu planlamalar1 yaparken {ilkenin dinamiklerinin g6z 6niinde
bulunduruldugu parametrelerden faydalanilmalidir. ithalat, niifus, GSYH ve ihracat gibi
sayisal veriler iilkenin biiylimesine dair parametreler olarak kullanilabilir. Bu
parametreler en uygun ¢Oziim {iretebilecek makine O6grenmesi ve optimizasyon
yontemleriyle modellenerek enerji ig¢in gerekli alt yapi tesisinin planlanmasi ve bu
alanda yatirimlarin arttirilmasi saglanabilir.

Bu caligmada igin literatiir arastirmasi yapilmis ve benzer yOntemlerin
performanslar1 incelenmistir. 2. Bolim olan materyal ve metot basligi altinda PSO,
YSA ve DVR modellerinin tanimlarina, genel oOzelliklerine ve algoritmalarina
deginilmistir. 3. B6liim olan uygulama baghig1 atinda GSYH, ithalat, niifus ve ihracat
verilerinin 1980-2019 yillar1 arasinda gerceklesen verileri kullanilarak PSO, YSA ve
DVR yontemleriyle 2020-2040 yillar1 arasindaki Tirkiye'nin elektrik enerji talep
tahmininin yapilarak modellerin sonuglar1 karsilastirllmistir. Hata metrikleri ve
korelasyon katsayisi ile PSO, YSA ve DVR modellerinin performanslar1 6l¢iilmiistiir.
Performans testleri sonucu kullanilan ii¢ yontemin enerji tahmininde verimliliklerini

ortaya koymustur.

1.1. Literatiir Arastirmasi

Tiirkiye’nin enerji taleplerinin tahminleme siireci 1960 yilinda bagladi. Devlet
Planlama Teskilati (DPT) tarafindan farkli regresyon yontemleri ile tahminlemeler
yapildi. Gegen yillar igerisinde gelisen ve degisen farkli yontem ve teknikler
kullanilarak enerji talep tahminleri yapildi. Literatiir taramalar1 yapilarak enerji talep
tahminlemesine iliskin Onceki yillarda yapilan c¢alismalardan bazilarima asagida
deginilmistir.

Bianco ve ark. (2009) tarafindan yapilan c¢alismada, italya'da ekonomik ve
demografik degiskenlerin uzun vadeli bir tiiketim tahmini iizerindeki etkisi dogrusal
regresyon (LR) modeli kullanilarak arastirilmistir. 1970'den 2007'ye kadar gerceklesen
elektrik tiiketimi, GSYH, kisi basina GSYH ve niifus verileri kullanilmistir. Gelistirilen



regresyonun en iyi durum i¢in +%1 ve en kotii i¢in £%11 sapmalarla resmi tahminlerle
uyumlu oldugu gézlemlenmistir (Bianco ve ark., 2009).

Kavaklioglu (2011) tarafindan yapilan ¢alismada, Tiirkiye'nin elektrik tiiketim
ve tahminlemesi i¢in DVR metodolojisi kullanilmistir. ithalat, niifus, GSYH ve ihracat
parametrelerinin  1975-2006 yillar1 arasinda gerceklesmis olan veriler kullanilarak
calisma yapilmigtir. 2026 yilina kadar yapilan tahminlemede DVR metodolojisi
kullanilarak modelleme yapilabilecegi ve bu modelin elektrik enerjisi tikketimini tahmin
etmek icin kullanilabilecegi gézlemlenmistir (Kavaklioglu, 2011).

Kankal ve ark. (2011) tarafindan ¢alismada, Tiirkiye'nin Ithalat, niifus, GSYH,
istthdam ve ihracat parametrelerinden faydalanilarak YSA modeli olusturularak enerji
tahmini yapilmistir. Bu amagla, analizlerde farkli gostergeler igeren dort farkli model
kullanilmistir.  YSA  tarafindan tahmin edilen sonuglar, resmi tahminlerle
karsilastirilmistir. YSA enerji tahmin sonuglarinin resmi projeksiyon rakamlarina gore
daha diisiik enerji tiketimi tahminleri verdigi gézlemlenmistir (Kankal ve ark., 2011).

Assareh ve ark. (2012) tarafindan yapilan ¢alismada, iran'in sanayi ve ekonomik
yapisina iligkin veriler géz dniinde bulundurularak PSO ve genetik algoritmalar1 (GA)
ile 2006-2030 yillar1 arasinda tilkenin enerji talebini tahmin etmek amaglanmigtir. 1981-
2005 willart arasindaki niifus, GSYH, ithalat ve ihracat verileri kullanilarak
optimizasyon yapilmistir. PSO ve GA algoritmalari ile elde edilen sonuglar gerceklesen
veriler ile kiyaslanmis ve uyum icinde oldugu goriilmiistiir. Gergeklesen degerler i¢in
PSO’nun daha optimal sonuglar verdigi sonucuna ulasilmistir (Assareh ve ark., 2012).

Kiran ve ark. (2012) tarafindan yapilan c¢alismada, PSO ve yapay ar1 kolonisi
(ABC) optimizasyonlar1 kullanilarak Tiirkiye'deki 2025 yilina kadar elektrik enerjisi
talep tahmini yapilmistir. Tirkiye'nin ithalat, ihracat, niifus ve GSYH verileri girdi
olarak modellere dahil edilmistir. Tiim modeller lineer ve kuadratik olmak tizere iki
formda Onerilmistir. Onerilen modellerin bagil tahmin hatalar1 karmnca kolonisi
optimizasyonun’dan (ACO) daha diisiik oldugu gézlemlenmistir (Kiran ve ark., 2012).

Bilgili ve ark. (2012) tarafindan yapilan ¢alismada, Tiirkiye'de enerji sarfiyatinin
yogun oldugu sanayi ve konut kollarinin elektrik enerjisine olan taleplerini tahminlemek
icin LR, YSA algoritma metodolojisi ve dogrusal olmayan regresyon (NLR) cesitleri
calisilmistir. Burada bagimsiz degiskenler i¢in briit elektrik tiretimi, kurulu gii¢, toplam
abone sayisi ve niifus se¢ilmistir. Calisma neticesinde ortaya ¢ikan sonuglar Enerji ve

Tabii Kaynaklar Bakanligi’'na (ETKB) ait tahminler ile kiyas edilmis, LR ve NLR



modellerinin degerlerinin YSA algoritmasina ait degerlerinden daha diisiik performans
gosterdigi gozlemlenmistir (Bilgili ve ark., 2012).

Moturi ve Kioko (2013) tarafindan yapilan ¢alismada, kisa vadeli elektrik yiik
tahmini i¢in denetimli YSA tabanli bir model gelistirilmis ve bir giinliik yiikii 6nceden
tahmin etmek i¢in Kenya Ulusal Sebeke gii¢ sisteminin gercek yiik verilerini
uygulayarak modelin performansi degerlendirilmistir. Yapilan testlerin sonucunda, yiik
tahmini i¢in saat basi yaklasimin daha uygun ve verimli oldugu goézlemlenmistir
(Moturi ve ark., 2013).

Kialashaki ve Reisel (2014) tarafindan yapilan c¢alismada, Amerika Birlesik
Devletleri'ndeki endiistriyel enerji tahminlemesini yapmak i¢in YSA ve ¢oklu dogrusal
regresyon (MLR) teknigi kullanilmistir. YSA modeli, 2012'den 2030'a kadar enerji
talebinde % 16'ik bir artis Oongdrmiistiir. YSA modelinin sonuglari, ABD Enerji
Bakanligi Enerji Bilgi Idaresi'nden alinan projeksiyonlarla karsilastirilmis ve YSA
tekniginin girdi/cikt1 haritalamasini etkin bir sekilde gergeklestirebilen giivenilir ve
giiclii bir teknik oldugu gézlemlenmistir (Kialashaki ve ark., 2014).

Yu ve ark. (2015) tarafindan yapilan c¢alismada, hibrit bir parcacik siirii
optimizasyonu (HPSO) ve GA ile optimize edilmis radyal temel fonksiyon (RBF) sinir
agi ile yillik elektrik talebi tahmini yapilmistir. PSO—GA-RBF modelinin diger se¢ilmis
YSA modellerinden daha basit bir ag yapisina veya daha yiiksek tahmin hassasiyetine
sahip oldugu ve senaryo ne olursa olsun, Wuhan'in elektrik tiiketiminin, yaklasik %9,7-
11,5'lik ortalama yillik biiyiime oranlarinda arttig1 gozlemlenmistir (Yu ve ark., 2015).

Masaebi (2016) tarafindan yapilan c¢alismada, Sanayi ve teknoloji alanlarinda
hizla artan enerji ihtiyacina karsin ithalat, niifus, GSYH ve ihracat parametrelerinin
1978-2014 yillar1 arasindaki verileri kullanilarak iran’in 2016-2021 yillari arasindaki
enerji talebi YSA yontemiyle modellenmistir. Calismada kullanilan verilerin girdi ve
ciktilart arasindaki iligkinin kurulmasi karmasik olsa da YSA ile elde edilen sonuglarin
gerceklesen enerji verilerine yakin oldugu gozlemlenmistir (Masaebi, 2016).

Kaynar ve ark. (2016) tarafindan yapilan ¢alismada, Tiirkiye’nin ithalat, ihracat,
GSYH, elektrik tiiketimi ve niifus verilerinin 1975-2014 yillar1 arasinda gergeklesen
degerleri baz alimarak DVR yontemiyle tahminleme yapilmistir. Yapilan tahmin
uygulamasinda %3.66 hata performansi elde edilmis ve DVR yonteminin basarili
oldugu ve sik¢a kullanilan YSA ve klasik regresyon yontemlerine alternatif olarak

kullanilabilecegi onerilmistir (Kaynar ve ark., 2016).



Giilcti ve Kodaz (2017) tarafindan yapilan ¢aligmada, Tirkiye'nin gelecekteki
elektrik enerjisi talebinin tahmini ig¢in ithalat, ihracat, GSYH ve niifus verileri
kullanilarak PSO modellemesi yapilmistir. Deneysel sonuglar, olusturulan PSO
modelinin ¢ok verimli oldugunu gostermistir (Gtilcii ve ark., 2017).

Ozkan (2018) tarafindan yilinda yapilan ¢alismada, 1979-2015 yillar1 arasindaki
GSYH, niifus, ithalat ve ihracat verileri kullanilarak PSO ve GA algoritma teknikleri ile
Tirkiye'nin 2018-2050 yillar1 arasindaki enerji talep tahminlemesi yapilmistir. Dort
farkli senaryo olusturulmustur. Bu dort senaryoya ait yiizde dogruluk o6l¢iit degerlerine
bakildiginda tahmin dogrulugu acisindan GA’ya ait degerlerin PSO algoritmalarinin
gerisinde kaldig1 gdzlemlenmistir (Ozkan, 2018).

Martins ve ark. (2019) tarafindan yapilan ¢aligmada, Ogun eyaletindeki 10 yillik
enerji talep tahminini yapmak i¢in LR teknigi kullanilmistir. Elde edilen sonuglarda
enerji talebinde 2028 yilina kadar %53'liik bir artis gosterecegi gozlemlenmistir. Bu
sonuglarin operasyonel ve planlama faaliyetleri i¢in Ibadan Elektrik Dagitim A.S.” ye
(IBEDC) ¢ok faydali olacagi anlasilmistir. (Martins ve ark., 2019).

Yakut ve Ozkan (2020) tarafindan yapilan ¢aligmalarinda, Enerjinin stratejik bir
konumda oldugu giiniimiiz diinyasinda Tirkiye'de 2018-2050 yillar1 arasinda
gereksinim duyulan enerji tiiketimini tahmin etmek icin PSO ve GA modelleri
kullanilmustir. Ithalat, niifus, GSYH ve ihracat parametrelerinin 1979-2017 yillari
arasindaki verileri kullanilmistir. Enerji tahmininde optimal degere ulasabilmek icin
hizli ekonomik gelismeler, hiikiimet kararlari, teknoloji ve diger faktdrlerden olusan 4
farkli senaryo olusturulmustur. Calismalar neticesinde PSO ve GA algoritmalarinin
MAPE degerlerinin %20'nin altinda olmas1 nedeniyle iyi sonu¢ veren modeller arasinda
yer alabilecegi sonucuna ulagmislardir. MSE, MAPE ve RMSE sonuglar1 géz oniinde
bulunduruldugunda, PSO’nun GA'ya goére daha optimal sonuglar verdigi goriilmiistiir
(Yakut ve ark., 2020).

Kayakus (2020) tarafindan yapilan ¢alismada, Tiirkiye'de Ocak 2016-Mart 2020
tarihleri arasindaki donemlerde gerceklesen aylik elektrik tiiketim verileri kullanilarak
enerji tahminlemesi icin bir model gelistirilmistir. Bu modelde DVR ve YSA
kullanilmistir. On bes bagimsiz degisken degeri girdi olarak kullanilmis ve Tiirkiye'nin
enerji tiiketim degeri bagimli degisken olarak tahmin edilmistir. Calisma verileri
neticesinde YSA yonteminde DVR yontemine gore daha basarili sonuglar elde edildigi

gozlemlenmistir (Kayakus, 2020).



Karaman ve Saglam (2022) tarafindan yapilan ¢alismada; PSO ve LR yontemleri
kullanilarak kisi basina tiiketilecek enerji talebi tahmin edilmistir. Hem PSO hem de LR
Yontemleri ile elde edilen sonuglar MSE, RMSE ve MAE gibi istatistiksel hatalar
kullanilarak analiz edilmistir. Bu yontemlerin analizi i¢in 1980 ile 2019 wyillar
arasindaki niifus, ithalat, ihracat ve GSYH gibi veriler giris parametreleri olarak
kullanilmistir. Calismada; PSO yonteminin diger modele gore daha iyi performans
gosterdigi sonucuna varilmistir. (Karaman ve ark., 2022).

Karaman ve Saglam (2022) tarafindan yapilan ¢alismada; GSYH, ithalat, ihracat
ve niifus gibi ¢esitli giris parametreleri kullanilarak Tirkiye i¢in anlik tepe yiikiinii
tahmin etmek icin YSA ve LR yontemleri MATLAB ortaminda tasarlanmis ve
uygulanmistir. Calismada kullanilan modeller R degerleri dikkate alindiginda
kullanilabilir sonuglar gdstermis ancak YSA modelinin performansinin LR modeline

gore daha yiiksek oldugu sonucuna varilmistir (Karaman ve ark., 2022).



2. MATERYAL VE METOT

Calisma bes asamadan meydana gelmektedir. Birinci asamada bu ¢alismanin
amaci ve literatiir taramasina yer verilmistir. Ikinci asamada siirii zekasi, PSO amag ve
yontemleri, kavram parametreleri, islem basamaklar1 ve algoritma hakkinda bilgi
verilmigtir.

Uciincii asamada YSA tamimi, kavramlari, genel ozellikleri ,fonksiyonlar,
avantajlar1 ve dezavantajlar1 hakkinda bilgi verilmistir.

Dordiinci asamada DVR tanimi, amaci ve fonksiyonlar1 hakkinda bilgi
verilmisgtir.

Besinci asamada PSO, YSA ve DVR algoritmalar1 ile enerji tahminlerine
ulagilmis ve karsilastirmalar yapilmistir. Bu karsilastirmalar neticesinde sonu¢ ve

Onerilere yer verilmistir.

2.1. Parcacik Siirii Optimizasyonu

Dogadaki bazi hayvanlarin bireysel ve siirii halindeki etkilesim ve davraniglari
siirii zekasinin ¢alismalarina kaynak teskil etmektedir. Bu etkilesim ve davraniglar
boceklerin  yiyecek arayisi, maddeleri ayristirabilmeleri, barmmma i¢in yuva
yapabilmeleri bireysel ve siirii halinde bunlar1 sergilemeleri siirli zekasinin temel yap1
tagini olusturmaktadir (Shami ve ark., 2022).

Bireylerin daginik halde bulunan yapilarda etkilesim icerisinde olduklar: kitleye
Siirii (swarm) adi verilmistir. Ornek olarak karinca, kus, balik, koyun, ar1 ve kurt gibi
hayvanlar gosterilebilir. Zihinsel olarak insanlar tarafindan soyut diisiinebilme,
anlayabilme ve problem ¢6zebilme Zeka olarak isimlendirilmektedir (Eldem, 2014).

Basit yapilara sahip ajanlari i¢inde barindiran, karmasik olan toplu davraniglar
kendi kendilerini yo6nlendirebilen ve herhangi bir merkezi yapiya sahip olmayan
sistemlerin Ozelliklerini ortaya ¢ikmasina dncii olan ve ayni zamanda yapay zekanin da
bir iirlinli olan yapilara siirli zekas1 denilmektedir. Siirii zekasindaki baslica gelisimsel
katkida doganin rolii biiyiiktiir. Sistem {iizerinde ajan olarak isimlendirilen her bir
bireyin merkezi bir kontrol sistemi olmamasma ve hareket alanin kisitlh olmasina
ragmen siirlinlin  olusturdugu grup bazi zeka hareketlerini ve 6zelliklerini
sergilemektedir. Siirli zekasi, baz1 hayvanlarin bireysel veya toplu halde agiklanamayan
is birligi ve davranislar1 sonucu bilimsel merak uyandirarak ortaya ¢ikmistir (Shami ve

ark., 2022).



Stirti  zekds1 olarak isimlendirilen sistem birtakim o6zellikler icermektedir.

Ozellikler asagida soz edildigi gibidir (Kutlu, 2012);

Hiz: Hiz davranislar, topluluk veya siirii icerisinde bulunan bireyler tarafindan
sergilenir.

Kurala Dayali Davranis: Kurala bagli olarak bireylerin ¢evresel veya bireysel
davraniglarda degisim s6z konusu olabilir.

Uyarlama: Siirii igerisindeki bireyin degisiklikleri iiremeye veya Oliime
dogrudan baglidir.

Hata Toleranst: Siirli igerisindeki davraniglardaki diigiimlerde veya baglanti
noktalarinda olusacak kayiplar, siirii zekasindaki merkeziyet¢i kontrol
teskilatlanmasi sayesinde sorun teskil etmez.

Ozerklik: Siirii zekasinda yabanci olarak algilanan ve kendilerine ait olmayan bir
diizen veya davranisa glivenemezler, davranis ve yeteneklerini kendileri
organize ederler.

Birlesim: Birden ¢ok birey bir araya gelerek pargacigi meydana getirirler.

Olgeklenebilirlik: Siirii igindeki bireylerin daha nizami olmasima olanak saglar.

Stirti zekasi igerisinde yer alan optimizasyon algoritmalarindan bazilar1 asagida

sunulmustur (Joseph ve ark., 2022) :

Kurt kolonisi optimizasyonu

Pargacik siirli optimizasyonu

Ates bocegi algoritmasi

Karinca koloni optimizasyonu

Bakteriyel besin arama optimizasyon algoritmasi

Ates bocegi optimizasyonu

Balik, kus ve bocek gibi hayvanlarin koloniler halinde temel ihtiyaglara

ulagsmada etkilesim ve davranis icerisinde olurlar. Bu kolonilerin herhangi bir tehlike

aninda kagmalar1 sonucu sergiledikleri hareketler, yiyecek ararken veya barmmma

ihtiyacini karsilamak i¢in meydana getirdikleri davraniglar Dr. Eberhart ve Dr. Kennedy

icin bir ilham kaynagi olmus. 1995 yilinda bu davranislardan yola ¢ikarak sezgisel

tabana sahip bir optimizasyon olan PSO’yu ortaya atmislardir (Ozdemir ve Oztiirk,

2016; Couceiro ve ark., 2016).



Siirli icerisinde yer alan bireyler kiiltiirel olarak birbirleriyle olan iletisimleri ve
kendi kendilerine gergeklestirmis olduklari 6grenme bigimleri PSO igin bir alt yapi
olusturmaktadir. Bireylerin gevreleri ile olan etkilesimlerinden bir¢ok sey 6grenebilirler.
Bunun gerceklesebilmesi i¢cin homojen bir yapiya sahip olan ve duragan yapiya sahip
yani statik ortamlarin saglanmasi énem arz etmektedir. Bu ortamlarin saglanmasi tek
bireyin etkilesimi ile olamaz, farkli deneyimlerden yararlanilmasi gerekir. Bu da
kiltiirel etkilesimlerin diger bireylerin 6grenmeye ihtiya¢ duymasina yol acar. PSO
algoritmasinda degisiklikler yapilarak sinirlandirilmamis olan problemler i¢in ¢oziim
olusturulmaktadir (Gad, 2022).

Multimodal olarak isimlendirilen ¢ok moda sahip olan problemler igin
metotlarin sonu¢ vermedigi durumlarda PSO kullanilir. Optimizasyon problemleri
icerisinde yer alan portfdy optimizasyonu, ¢izelgeleme problemleri, bulanik (fuzzy)
sistem kontrolii, tedarik¢i secimi ve siralama problemleri, siparis miktari tespit etme ve
YSA egitimi gibi problemlerde PSO fonksiyon optimizasyonu kullanilmaktadir (Eldem,
2014).

Siirtilerin global olarak sergilemis olduklari davranislar ve komsular1 ile olan
yereldeki etkileri PSO yontemlerini barindirmaktadir (Chen ve ark., 2022).

f(x) ' in stirekli bir fonksiyon olarak dogrusal ve konveks olmadig1 varsayilan
Denklem (2.1), global olan minimum deger noktasmni tespit eder. Ornegin, x'¢ IR"
noktast Denklem (2.1)’e gore f(x*) < f (x) sartim saglamalidir (Chowdhury ve ark.,
2013).

min f(x), x € IR™ - f:IR"IR (2.1)

Siirii icerisinde yer alan pargaciklarin, optimal en iyi konum hedefi i¢in
izlenmesi gereken basamaklar asagida siralanmistir (Papazoglou ve ark., 2023).
1.basamak: Ilk olusturulacak siirii, icerisinde rastlantisal olarak N tane parcacik
bulundurur.
2.basamak: Giincel ve yeni hiz vektort, her bir parcacik 6zelligine gore hesaplanir.
3.basamak: Yeni konum, parcaciklardan her birinin yeni ve eski konumlar1 belirlenerek
kiyas edilerek elde edilir.
4.basamak: Hedefe ulasildiginda izlenen adimlar sonlandirilir. Hedefe ulasilmamis ise

ikinci basamaktan islemler devam ettirilir.



Stirtilerin - davranis  bigimlerini irdeleyen 2 yaklasgim bulunmaktadir. Bu
yaklasimlar evrimsel programlama ve yapay yasam olarak soz edilebilir. Bunlar PSO
i¢in yapilacak arastirmalarda altyap1 olusturmaktadir (Akbulut, 2016).

Swarm veya diger adiyla siirli, igerisinde yer alan her bir bireye veya bu
bireylerin olusturdugu koloniye denilmektedir. Arama alani igerisinde rastgele bir
dagilim sergileyen parcaciklarin optimal bir ¢6ziim iiretmesi hedeflenmektedir. Bu
hedefe ulasirken parcaciklarin sonraki hareketlerine karar verebilmeleri gerekmektedir.
Bunun i¢in hareketle ilgili iic durumu goéz Oniinde bulundurmalari ve bunlar
kullanmalar1 gerekmektedir. Pargaciklarin o anki mevcut hiz, gecen siire igerisindeki en
iyl konum ve bu gecen siiredeki siirii igerisinde yer alan tiim bireylerin en iyi konum
bilgisine sahip olmalar1 gerekmektedir. Bu bilgiler 1s18inda optimal sonug i¢in adim
atilmis olur. Siirli igerisindeki parcaciklarin optimal hedef ve konuma ulasmasina
kadarki gecen siirede, her adimda sosyal olarak edindikleri deneyimleri, hizlar1 ve

konumu gilincellenmektedir (Chauhan ve ark., 2023; Chang ve ark., 2023).

2.1.1 Parcacik siirii optimizasyonu kavramlari

PSO algoritmasinda global ve yerel komsuluk kavramlarina sahip 2 degisken yer
almaktadir. Geniyi (GBEST), siirii igerisinde yer alan parcgaciklarin bireysel olarak da en
iyl konuma ulasacak sekilde hareket etmesiyle elde edilir. Siirii i¢indeki parcaciklarin
bir onceki konumuna gore en i1yi konuma ulasacak sekilde hareket etmesi peniyi
(PBEST) elde edilmesini saglar. PSO algoritmasinda yer alan denklemin igerisindeki
baz1 degiskenler, 1996 yilinda Eberhart ve arkadaglar1 tarafindan yapilan incelemeler
neticesinde gereksiz oldugu goriilmiis ve denklem revize edilmistir. Revize edilen PSO
algoritma denklemi Denklem (2.2) ve Denklem (2.3)’te sunulmustur (Shami ve ark.,

2022) :

httt =k, + cixrx(peniyil; — mevcutly) + ¢, x r, x(geniyif — mevcutt,) (2.2)

mevcuttht = mevcutl, + hl, (2.3)

PSO algoritma denkleminde yer alan parametre tanimlamalar1 asagida

verilmistir:

ht, : n. Parcaci8a ait d degiskenin t. cevrimde elde edilen hizi



10

mevcuth, : n. Parcaci@a ait d degiskenin t. cevrimdeki degeri

w :Eylemsizlik (dinginlik) katsayis1

1,7 :Rastlant1 olarak baz alinan 0-1 araligindaki degerler

peniyit ; :n. Pargacik icin t. ¢cevrime kadar gecgen siliredeki elde edilen en iyi d
degisken degeri

geniyil :Komsu parcaciklar icerisinde t. ¢evrime kadar gecen en iyi d degisken
degeri

C1 :Genelde 2 olarak aliman bu katsayi, bilissel 6grenme orani olarak
tanimlanir.

Cy : Genelde 2 olarak alinan bu katsayi, sosyal Ogrenme orani olarak
tanimlanir.

Stirii icerisinde yer alan parcaciklarin giincelleme hizlart Denklem (2.2)'de
bulunan parametrelere gore li¢ boliimden meydana gelir (Too ve ark.,2022).

a. Arama alani igerisindeki hareket momentumu, atalet kismin1 olusturur.
b. Siirii icerisindeki pargaciklarin deneyimleri, biligsel kismi1 olusturur.
c. Siirii icerisindeki bilgi paylasimi, sosyal kismi1 olusturur.

Eberhart ve Shi tarafindan 1998 yilinda, alan icerisindeki arama calismalarinda
farkli roller iistlenen bu ti¢ boliim ile alakali asagidaki gibi tetkik yapilmistir.

Biligsel ve sosyal olarak isimlendirilen kisimlar ¢, = 0 oldugunda hiz
giincellemesinde etkileri yoktur. Sonuca sadece bilissel olan modele nispeten daha hizli
ulagilabilir. Bu durumda ¢o6ziim alaninda olmadigi siirece optimum deger tespit
edilemez.

Sadece sosyal kisim parametresi, ¢;=0 oldugu durumda gerceklesir. Bu
denklemde biligsel kisim yer almaz. Burada parcaciklar arasinda yer alan etkilesim
sonucu yeni bir arama alanina gecilebilir. Bazi problemlerin ¢6ziimii noktasinda
parcacik stiriisii etkili bir performans ortaya koyabilir.

Sadece bilissel kisim parametresi, ;= 0 oldugu durumda gerceklesir. Burada
sosyal kisim yer almaz. Siirii igerisindeki parcaciklar arasinda iletisim olmadigindan
parcaciklar bagimsiz hareket edeceklerdir. Bu model rastgele multi modlu baslama
Ozelligine sahip algoritma haline gelir. Sadece sosyal olan modele gore oldukg¢a yavas

sonuca ulastirir.
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Kisisel ve global en iyi konum ile atalet kismi bulunur. Orjinal olan PSO
olusturulan algoritmaya gore sonuca daha hizli bir big¢imde ulasabilir. Bir 6nceki hizin
olmadig1 durumda diger alanlarda arama ihtimali diisiik seviyede olabileceginden dolay1

parcaciklar, global ve kisisel en iyi pozisyon etrafinda toplanirlar (Ozkan, 2018).

2.1.1.1 Atalet agirhg (dinginlik katsayisi) olan PSO

Konum ve hiz vektor denklemleri PSO algoritma yapi1 tasin1t meydana getirir.
Denklem 2.4'e gore n.parcacigin yeni hiz vektorii hesaplanir. Pargaci@in hareketi, o
andaki mevcut hizina bagl olarak degisir. PSO algoritmasinin matematiksel denklemi,
Eberhart ve Shi (1998) tarafindan dinginlik katsayis1 (w , inertia weight ) kullanilarak
yapilan ¢alismada olusturulmustur . Denklem (2.4)’te verilmistir (Shi ve ark., 1998).

Bilissel bilesen Sosyal bilesen

hEEY = Rl + cixrx(peniyily — mevcutly) + ¢, x 1, x(geniyil — mevcuth ;)

N=1,2. 0. N d=12,. 0 D (2.4)

Yasantiya dayali olan biligsel bilesen, pargaciklarin gegmis performanslari ile
optimal pozisyona gelmelerini saglar. Denklem (2.4)’te yer alan sosyal bilesen,
parcacigin komsulugunda optimal pozisyona gelmesini saglar (Too ve ark., 2022).
Giincel konum vektoriinii hesaplayabilmek adina, eski konum vektoriine pargacigin hizi
Denklem (2.5)' de goriildiigii gibi eklenir.
mevcutth' = mevcutl; + hi,

N=1,2. 0. N d=12, 0o D (2.5)

Dinginlik katsayis1 (w) belirleyebilmek adma yapilan g¢aligmalar neticesinde
Denklem (2.6)’da yer alan yontemlere ait denklemler kullanilmaktadir (Shami ve ark.,

2022).

(2.6)

toplam tur sayisi—o anki tur]

Wl - (Wl - WZ) * [ tur sayist
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Denklem (2.6) icerisinde yer alan sabit baslangi¢c ve bitis degerleri, w; ve u»
katsayilarindan olugsmaktadir. O anki tur'da gegerli iterasyon sayisini ve maximum
iterasyon sayisini toplam tur sayisi ifade etmektedir. w degerinin 0.9 degerinden
baslayarak 0.4 degeri ile son bulmasi optimizasyon igerisinde en iyi sonuglar1 elde
edebilmek icin gerekli oldugu sonucunu ortaya c¢ikarmistir. Optimal ¢dzlimler i¢cin w
katsay1 degerinin kiiciik degerde olmasi alan igerisinde yerel aramanin etkin oldugunu,
yiiksek degerde olmasi evrensel aramanin etkin olduguna isaret etmektedir. Denklem
(2.7) ve Denklem (2.8)’de parcacik hizina ait denklemler verilmistir (Elbes ve ark.,
2019).

o anki tur n
Wi = Wo * €Xp (toplam tur saytsx) (2.7)
0.5+rand
=— 2.8
2 23)

2.1.2 Parcacik siirii optimizasyonu parametreleri

PSO’da yer alan parametrelerden bazilar1 (Shami ve ark., 2022) :
Siirii boyutu

PBEST

Siirii sayis1

Iterasyon sayis1

En yiiksek hiz

Dinginlik katsayis1 (w)

Parcacik araligi

Durma kosulu

GBEST

NN N N N N N N

<

Ogrenme faktorleridir. (c,c2)

Siirii sayisi: Siirii igerisinde yer alacak pargacik sayisimi ifade eden bu parametre
problemin zorluk derecesine gore belirlenir (Eldem, 2014).

Ogrenme faktorleri: Bu parametre PSO algoritmalarinin optimal sekilde ¢alismasina
onciiliik eder. Sosyal 6grenme kismi ¢, ve biligsel kisim ¢ ile gosterilir.

Biligsel 6grenme orani, optimal ¢oziim {iretmek i¢in parcacigin dnceki tecriibelerinden
faydalanir. Sosyal 6grenme orani, siiriilerin tamamini ¢oziime kavusturan parametredir

(Sonmez ve ark., 2013).
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Sosyal 6grenme kismi ¢, ve biligsel kisim ¢; degerleri global ve yerel en iyiyi
kapsamasi i¢in ¢ogu zaman 2 olarak kabul edilir. Sosyal 6grenme kismi ¢, ve biligsel
kisim ¢; degerlerinin, Clerc'in yapmis oldugu c¢alisma dikkate alindiginda 1,49445
alinmasi sonucuna varilmistir. Tabi bununla birlikte daralma faktérii de goz ardi
edilmemelidir.

Siirii boyutu: Problemin biiyiikliigiine gére boyut degisebilir. Makul siirede en iyi
¢Oziime ulasabilmek i¢in optimal boyutlandirma 6nemlidir (Couceiro ve ark., 2016).
Iterasyon sayisi: iterasyon yani adim sayis1 optimal sonuca ulasmak adina yapilan veya
yapilacak olan tekrar sayisini ifade eder. Adim sayisinda en iyi sonuca ulagsmak veya
yaklasmak i¢in baz alinan siirii biiyiikliigiiniin en yiiksek degerde olmas1 gerekir.

En yiiksek hiz: Parcacik araligmma bagli olarak belirlenen bu parametre arama
bolgesinin digina ¢ikilmasini engeller.

Siirti igerisindeki pargaciklarin yerel optimale ulasabilmeleri i¢in en yiliksek hiz
degerinden daha kiiciik adimlarla ilerlemek gerekir. Aksi durumda en yiiksek hizdan
biiylik bir deger secildiginde pargacik sikisacaktir. Arama alami igerisinde farkli hiz
siirlar belirlenebilir. Genelde en yiiksek hiz degeri olarak Denklem (2.9) kullanilir
(Shami ve ark., 2022) :

. {bj—a;
mm{. imi)

Vinax = —-— ab €R (2.9)

Stirti icerisindeki her bir par¢acigin maksimum hiz degeri Denklem (2.10)’dan
yararlanarak hesaplanabilir:

_ bi—ai

Vinax = 2= i=12...n (2.10)

Parcacik arahigi (Range): Kullanilan degiskenlerin deger araligina bagli olarak
olusturulabilir (Eldem, 2014).

Global en iyi deger: Bu deger siirli igerisinde yer alan biitlin bireylerin veya
parcaciklarin igerisindeki en optimal degerdir. Birinci basamakta komsular belirlenirken
ikinci basamakta bu komsu parcaciklar arasindaki optimal deger bulunarak global en 1yi
deger elde edilir. PSO algoritmasinin yakinsama hizin1 komsu parcaciklarin biiyiikliigi

etkiler. Pargaciklarin erken bir araya gelmesini kiigiik komsuluk parcaciklar:
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engellerken, pargaciklarin hizli bir sekilde bir araya gelmesine biiylik komsuluk
pargaciklari destek verir (Jain ve ark.,2022).
Dinginlik katsayisi: Shi ve Eberhart tarafindan ilkez kullanilan bu kavramin biiytlik bir
degerde olmasi, aragtirma ve kesif i¢cin 6nem arz etmektedir. Bu katsay1 genellikle 0.9
ile 0.4 arasinda yer alir. (Jain ve ark.,2022).

Yakinsaklik algoritmanin matematiksel oOzelliklerinin genetik bir sonucudur.
Maksimum hiz olan V,,,, degerinin pargacik siirli optimizasyon algoritmasinda kisitlama
faktorlerinden biri olarak kullanilmasi daha kisa bir hesaplama gerektireceginden
maliyetleri azaltir. Algoritmalarin matematiksel 6zellikleri igerisinde yakinsaklik, bir
genetik sonugtur. Denklem (2.11)’de yer alan denklemde, ivme sabiti ve dinginlik

katsayis1 arasindaki iligkiyi garanti altina almak i¢in saglamalidir (Shami ve ark., 2022):

ci1tcy

e g<w @11

Durma kosulu: Algoritma igerisinde optimal sonuca ulagmak i¢in yeterli iterasyona
ulasilmasi halinde arama bolgesindeki ¢calismaya son verilir.

Pozisyon degerleri: Belirlenen aralik disinda pargaciklarin deger almasi veya
belirlenen deger araliginda olmasi halinde Denklem (2.12) ve Denklem (2.13)’teki
kisaltmalar kullanilir (Eldem, 2014) :

e8er Xj > Xmax 15€ Xj = Xmax (2.12)

eger Xi < Xmin 18€ Xi = Xpmin (2.13)

Hiz degerleri: Hiz degerlerinin sinirlar1 belirlenen ¢6ziim aralifi igerisinde optimal
¢Oziimii aramak i¢in 6nemlidir. Bu hiz degerleri negatif veya pozitif degerler olabilirler.
Hiz degerlerinin yonii oldukca hareketli ve fazla olabilir. Hiz degerlerine iliskin

Denklem (2.14), Denklem (2.15) ve Denklem (2.16)’da verilmektedir:

Vmin: - Vmax (2~14)
eger Vi > Viax ise Vi = Viax (2.15)
eger V; < Vyn ise Vi = Vipin (2.16)
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Yerel en iyi deger: Her parcacik i¢in bir bellek ayrilirken, bu parametre ayn1 zamanda
parcaciklarin ulasabildigi optimal degerdir.

Optimal degere ulasabilmek icin birden fazla kistas getirilebilir. Elde edilen en
iyl deger her zaman icin algoritma igerisinde olusturulan fonksiyondan elde edilen
degere bagli olmayabilir. Bdylelikle daha once elde edilmis ancak ¢oziime katkisi

olmayan degerler goz ardi edilmis olur (Jain ve ark.,2022; Eldem, 2014).

2.1.3 Parcacik etkilesimleri

Siiri igerisinde yer alan bir parcacik yerel optimumuna ulastiginda komsu
pargaciklar igerisinde en iyisi olur. Diger parcaciklar da optimum sonug elde edilen

bolgeye yerlesirler (Jain ve ark.,2022).

2.1.4 Komsuluk topolojileri

Gegmisten gilinlimiize yapilan ve bilhassa da 1940 yilindan beridir yapilan
arastirmalar olusan sosyal agin gruplar igerisindeki iletisime bagli olarak yeniden
sekillenebilecegini gostermistir. Sosyal ag veya diger bir adiyla sosyal etkilesim,
bireylerin etkilesimi sonucu ortaya ¢ikan bir ag olarak ¢ogu sosyal bilimci tarafindan
belirtilmektedir. Popiilasyon igerisindeki bireylerin en iyi birey ile etkilesim halinde
olmas1 ve onun etrafinda toplanmasi PSO algoritmasinin yap1 tasini olusturur (Shami ve

ark., 2022).

e GBEST: Siirii icerisinde parcaciklar konumlarmi birbirleriyle paylasirlar.
Konumu en iyi olan pargacik siiriiniin en iyi konumu olusturur ve mevcut hiz bu
konuma gore giincellenir.

e PBEST: Her bir parcacik kendi en iyi konumunu giinceller. Bu durumda

kendisine ait en iyi konumu elde etmis olur.

2.1.5 Algoritma

PSO algoritmasinda parcaciklarin hizlar1 her adimda kontrol edilir. Par¢acigin

hizi evvelki hizindan daha iyiyse mevcut hizi en iyi hiza giincellenir. Algoritma
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isleyisinde en iyi hiz ve konum siirekli giincellenmis olur. PSO’ ya ait algoritma Sekil

2.1°de verilmistir (Eldem, 2014).

Baslangic parametrelerini ayarla ve
parcaciklar: baglangic sartlanna getir.

v

Tiim pargaciklar i¢in uygunluk degerini
hesapla

b 4

Tiim parcaciklann degerlerini énceki
degerleri ile karsilatn daha iyiyse giincelle

v
Biitiin  parcaciklarnn bulmus oldugu
PBEST degerlerinin en iyisini, biitiin
pargaciklara ait GBEST olarak ayarla

v

Hiz ve pozisyon degerlerini yenile

Seonucu goster

Sekil 2.1. Pargacik siirii optimizasyonu akis diyagrami

2.2. Yapay Sinir Aglan

YSA’ya ait yapi tas1 olan temel bilgiler, 6zellikler ve ag yapisi cesitleri bu konu

baslig1 altinda verilmistir.

2.2.1 YSA’nin tanimi

Kisaca belirtmek gerekirse YSA, noron olarak adlandirilan, insan beynini model

alarak basit islem elemanlarindan olusturulmus, yiiksek karmasikliga sahip ve dogrusal
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olmayan bir bilgi isleme sistemidir. Yapilan her arastirma, YSA ile ilgili bilinmeyen bir
baska 6zelligin ortaya ¢ikisina 6n ayak olmustur. Bir¢ok kiiciik birimin bilgiyi islemek
adina bir ag olusturdugu ve bunun da YSA olarak tanimlanabilecegi ¢ogu bilim insanin

ortak goriisiidiir (Aktag, 2016).

2.2.2 Yapay sinir aglarinin temel gorevi

Bilgisayarlar verilen komutlar1 insan beyninden daha hizli bir sekilde
coziimleyebilmektedirler. Ancak bu ¢oziim yolu onceden bilinen ve ¢odziim yolu
kademelendirilmis sorunlar i¢in gecerli. Analiz ve sentez yapilmasi gereken sorunlarda
bilgisayarlar yetersiz kalmaktadirlar. Insan beyni kompleks yapisi ile &n plana
cikmaktadir. Bu yap1 analiz ve sentez noktasinda olduk¢a faydali c¢oziimler
tiretebilmektedir. Ancak gerek hiz gerekse karmasik problem ¢oziimlerinde yetersiz
kalabilmektedir. Hem bilgisayarlarin islem hizt hem de insan beynin sentez ve analiz
bilesenlerini YSA’lar i¢inde barindirmaktadirlar. Kompleks problemler i¢in YSA’lar
tercih edilmektedirler (Albahri ve ark., 2022).

Insan beynine iliskin baz1 temel konularda YSA ortak 6zellik sergilemektedirler.
Bu konulardan bazilar1 asagida siralanmastir.

 Ogrenme

* Siniflandirma

« Tliskilendirme

* Optimizasyon

» Ozellik Belirleme

* Genelleme

Bircok probleme ¢oziim iiretebilen YSA’lar, bilgiyi edindikleri tecriibeler ile
sentezlemekteler. Karar noktasinda da yine daha Onceki tecriibelerinden
faydalanmaktadirlar. YSA’lar, hiyerarsik bir diizen igerisinde beraber calisabilecek

hiicrelerden meydana gelmektedirler (Zarra ve ark., 2019).
2.2.3 Yapay sinir aglarinin genel 6zellikleri
YSA’lar1 her probleme aym1 yaklagimla uygulamak bazen ¢oziime

gotlirmeyebilir. Bunun i¢in problemin yapisina gore asagida belirtilen karakteristik

yaklagimlar sergilenmelidir.
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Bellekler dagitilmis bir yap: sergiler: YSA’larda yalniz bir baglantinin anlanu
olmamakla birlikte, aglarin birbirleriyle baglantilar1 vardir. Bilgiler aga dagitilmis
durumdadir. Bu yiizden aglar bir biitiin olarak diisliniildiiglinde anlaml1 bir bilgi ortaya
c¢ikar.

« Makine ogrenmesini YSA’lar gerceklestirirler: Onceki deneyimleri
kullanabilmek, buna bagli olarak analiz ve sentez yapabilmek icin bilgisayarlarin
O0grenmesine ihtiya¢ duyarlar.

* Bilgiyi saklarlar: Bilgiyi sonraki problemlerde kullanmak iizere saklarlar. Bu
bilgiler veri tabanina gémiilii olmamakla birlikte ag {izerinde saklidirlar.

* YSA’larin performanslan giiven olusturabilmek icin dnce egitilir sonra
testten gecirilir: YSA’lar once egitim setleri ile egitilirler. Buradaki egitimden sonra
sorulan sorulara verdikleri cevaplar incelenir. Bu cevaplarin dogru olmasi halinde daha
once karsilasmadigi sorunlar gosterilir. Bunlara dogru bir yaklasim sergilemesi halinde
kullanima baglanir. Dogru bir yaklasim sergilememesi halinde tekrardan egitim seti
uygulanir.

« iliskilendirme ve oriintiiler yapabilirler: Deneyimlerin siniflandirmalarini ve
ortintii iligkilendirmelerini yaparlar.

» Kendilerine has 6grenme ve bilgileri bir araya getirebilirler: Karsilastiklar
deneyimleri 6grenme sekilleri ve bunlari birlestirme 6zellikleri vardir.

* Tam ve belli olmayan bilgileri isleyebilirler: Tam ve belli olmayan bilgileri,
YSA’nin ¢aligma performanslarini kaybetmeden isleyebilirler.

* Bilgiler eksik olmasina ragmen cahlsabilirler: Egitim seti ile egitildikten
sonra eksik bilgiler olsa dahi ¢ozlim iiretirler. Bu eksik bilgiler ¢calisma performansini
etkilememektedir. Bu hata eksik bilgilere karsin YSA’larin toleranshi olduklarim
gostermektedir.

* Calisma sekilleri diger algoritmalardan farkhdir: Bilgiyi kullanma sekilleri
algoritmik olarak diger geleneksel programlardan ayridir.

* Gerceklesmis olaylardan faydalanarak ogrenirler: Problemlere ¢o6ziim
iiretebilmek icin deneyimledigi ¢ozlimleri analiz eder. YSA’larin karsilagtigt her
problem aslinda yeni ¢oziimler i¢in birer deneyimdirler.

« Icerisinde algilama barindiran olaylar icin kullamlabilirler: Bilgi temelli
cozlimler i¢in algilamaya doniik verileri igleyebilmek i¢in kullanilabilirler.

o Oriintiiyii tamamlayabilirler: Bazen verilen bir drnek eksik veya yarim

verilebilir. Bu 6rnegi tamamlama noktasinda ¢oziim {iretirler.
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* Kademeli bicimde ag yapisinda bozulmalar olabilir: Hatalara karsi
toleransli olduklarindan eksik bilgiler karsisinda ag yapisinda bozulmalar meydana
gelebilir (Oztemel, 2006).

Geleneksel algoritmalarin kompleks veya daha once karsilasilmamis ¢oziimler
noktasinda yetersiz kaldig1 bilinmektedir. YSA’larin makine 6grenmesi ile birlikte eksik
veya belirsiz olan problemler karsisinda bile ¢ozlim iiretebilecegi yukarida agiklanan

bilgiler 1s1g81nda goriilmektedir (Aktag, 2016).
2.2.4 Biyolojik sinir aglar

e Yapisal olarak biyolojik sinir aglar

Cevreden gelen sinyalleri elektriksel sinyallere doniistiirerek beyine ulastiran ve
ulasan bu sinyallerin beyinde degerlendirilerek uygun tepki sinyallerinin olugmasin
saglayan yapi, biyolojik sinir aglaridir. Yapiya iliskin dongii Sekil 2.2°de gosterilmistir
(Birecikli ve ark., 2020).

Duyu Organlari

:

[ Alier Sinirler j

Mertkezi Sinir
Sistemi

[ Tepki Sinirleri j

Tepkiler

Sekil 2.2. Biyolojik sinir aginin semasi

Sinaps, akson, dentrit ve soma olmak iizere biyolojik sinir ag1 4 boliimde

siniflandirilmaktadir.
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Sinapslar, hi¢bir fiziksel baglantilar1 olmayan hiicreler arasindaki elektriksel
iletimi saglarlar. Dentritler lizerinden gelen sinyaller somaya aktarilir. Somaya gelen
sinyaller isleme tabi tutularak islenir ve islenen bu sinyaller sinaplar {lizerinden
aksonlara iletilir. Aksonlar ise gelen bu sinyalleri ¢ikisa iletir. Biyolojik sinir ag yapisi

Sekil 2.3’te verilmistir (Oztemel, 2006).

Akson Dentrit

Tepecigi \

Akson

Soma

—/
o a\ Cekirdek

smapséer Cf.
AN e

Sekil 2.3. Biyolojik sinir aginin basitlestirilmis yapisi

Biyolojik sinir ag yapist YSA’ya ilham kaynagi olmustur. YSA’lar calisma
mantiZinda néronlarin bilgiyi alis, isleyis ve ¢ikisa iletme mantiZin1 uygulayarak paralel
bagli islem elemanlar1 araciligiyla sonuca ulasir (Birecikli ve ark., 2020).

Insan beyninin biyolojik sinir ag yapisi igerisinde bulunan néronlara ait yapi
elemanlar1 ile YSA’larin calismasinda yer alan elemanlar arasinda esitlikler
bulunmaktadir. Hiicre, néron ve digim YSA’nin ¢aligmasindaki temel yap:
taglaridirlar.  Biyolojik sinir ag yapist ve YSA’lardaki karsiliklar1 Cizelge 2.1°de
verilmistir (Kirik, 2010).

Cizelge 2.1. Biyolojik sinir sistemi ve YSA’nin karakteristigi

Biyolojik Sinir Ag1 YSA
Noron Islem Eleman:
Sinaps Agirliklar
Dentrit (mesaj algilayici) Toplama islevi
Hiicre Govdesi Transfer Fonksiyonu
Akson (mesaj nakledici) Cikis
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2.2.5 YSA hiicresi

llgili girisin etkisini agirliklar aracilifiyla nérona baglanan dis ortamdan alinan
veri belirler. Net girisi ise toplam fonksiyonu hesaplar. Bu girisler ile alakali agirliklar;
net giris ve girislerin ¢arpimimin bir sonucudur. NoOron ¢ikisini, aktivasyon
fonksiyonunun islem siiresince net ¢ikisi ile alakali hesaplamalar verir. Bir b sabiti ile
sekilde goriilen esik degeri olan bias’1 ifade edilebilir. Bias, ayn1 zamanda aktivasyon
fonksiyonunun smir degeri olarak isimlendirilir. Basit yapay sinir hiicresinin (ndron)

yapist Sekil 2.4’te verilmistir (Birecikli ve ark., 2020).

Agirliklar Tahmini
On yargl
Yerel Aktivasyon
Alan Fonksiyonu
\Y
. . Toplama
. . Fonksiyonu

Sekil 2.4. Basit bir yapay sinir hiicresi (ndron) yapisi

Yapay hiicre modeli; girdi, aktivasyon fonksiyonu, birlestirme fonksiyonu,
agirlik fonksiyonu ve ¢iktilardan olusur. Yapay sinir hiicreleri, en kiigiik bilgi isleme
birimi olarak YSA’lar i¢in temel teskil etmektedir. YSA’lar, biyolojik sinir hiicrelerine
gore yapisal olarak daha basittirler. Birgok girdi parametresi noronlarda bir ¢ikt1 olarak

ortaya ¢ikar (Zarra ve ark.,2019).

2.2.5.1 Geirisler

Giris ve ¢ikiglara ait denklemler, Denklem (2.17)’de verilmistir.

Cikiglar matrisi, out(o) = f(W.X + b) (2.17)

olarak gosterilen noron ¢ikist hesaplanir. Burada yer alan agirliklarin matrisi W =

Wi, Wy, W5 ....Wn “dir. Girisler matrisleri ise X = X;,X,, X5 .... X;,’dir. Giris sayis1 n
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olarak gosterilir. Net bir fonksiyon, giris parametrelerinin esik degerine ve agirliklarina

bagli Denklem (2.18)’deki gibi Net olarak tanimlanirsa, o ¢ikis fonksiyonu ile birlikte;

Net=Y™ W, X; + b o = f(Net) (2.18)

seklinde yazilabilir. Bu durumda Denklem (2.17)’de verilen esitlik kullanilarak genis
kapsamli olarak Denklem (2.19) elde edilir.

o= f(Ziz1W; X; +b) (2.19)

Denklem (2.19)’da f aktivasyonu gosterilmistir. Yapay sinir hiicresine (islem
elemanina) ¢evreden almis oldugu bilgiyi girislere (X, X5, X5 .... X,) getirir (Birecikli
ve ark.,2020).

2.2.5.2 Agirhiklar

Yapay hiicreye gelen bilgilerin etkileri i¢in tanimlama yapilmistir. Agirliklar
(W, Wy, W5 ....W;) olarak yapilan bu tanimlama gelen bilginin 6nemini ve etkisini
belirler. Agirlik degerleri sabit veya degisken degerde olabilirler. Girislerin kendilerine
ait agirliklar1 vardir. X; giris hiicresi iizerindeki etkisi Sekil 2.3° deki W; agirlig: ile
gosterilmektedir. Agirliklarin biiyiikligii ya da kiiciikliigii 6nem derecesini belirlemez.
O aga iliskin en 6nemli olay, bir agirhigin sifir degerinde olmasi olabilir. Bu eksi
degerlerin 6nemsiz oldugu anlamina gelmemektedir. Degerin sifir olmasi agirligin
herhangi bir etkisinin olmadigini, degerin oniinde eksi ve art1 isaretlerinin olmas1 etki

degerinin negatif veya pozitif oldugunu ifade eder (Aktac, 2016).

2.2.5.3 Toplama fonksiyonu

Bir hiicreye gelen net girisi hesaplamak i¢in birlestirme fonksiyonu kullanilir.
Yaygin olarak agirlikli toplami bulan fonksiyon kullanilir. Toplama fonksiyonu
cogunlukla deneme-yanilma yoluyla belirlenir. Aga giren net girdiyi hesaplayabilmek
icin girdi parametresi kendi agirlik degeriyle ¢arpilip ardindan toplanir. Net girdiye
iliskin olusturulan formiil Denklem (2.20)’de gosterilmistir (Hamzagebi, 2011).
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(2.20)

Denklem (2.20)’de yer alan denklemde, n bir hiicreye gelmis olan toplam girdi

sayisini, X girdileri ve W agirliklar1 temsil etmektedir.

Zaman ig¢inde yapilan ¢aligmalarda farkli toplama fonksiyonlar1 YSA i¢in ortaya

cikmigtir. Bu formiilin YSA’da

daima kullanilmast sart degildir. Toplama

fonksiyonunu uygulanmakta olan bazi YSA modelleri belirleyebilmektedir. Toplama

fonksiyonunda degisik formiillerin kullanildig1 literatiirde yapilan taramalarda

gorilmektedir. Toplama fonksiyonu bazen kompleks yapida olabilir. Cizelge 2.2°de

genellikle kullanilan toplama fonksiyonlarin bazilar1 gésterilmektedir (Oztemel, 2006)

Cizelge 2.2. Toplama fonksiyonu tiirleri (Oztemel, 2006)

Net Giris Denklemi

Agiklama

NET Girdi Carpim =[]; X;W;

NET, aga gelen net girdidir. Her girdi parametresi
kendi agirlik degeri ile carpilir. Net deger, bu
carpim sonucu elde edilen degerlerin birbirleriyle
¢arpilmasi sonucu bulunur.

Maksimum Net Girdi= (Max X;W;),
=1 T N

Tiim girdi parametreleri kendi agirlik degeri ile
carpilir. Net girdi degeri icin ¢arpilan bu degerler
karsilastirilarak en biiylik degerli olan1 segilir.

Minimum Net Girdi= (MinX; W;),
i=1....... J0 N

Tim girdi parametreleri kendi agirlik degeri ile
carpilir. Net girdi degeri icin ¢arpilan bu degerler
karsilagtirilarak en kiigiik degerli olan segilir.

Cogunluk Net Girdi= Y,; sgn( X;W;)

Net girdi degerini hesaplayabilmek i¢in, kendi
agirliklart ile garpilan girdi degerlerinin isaret
fonksiyonu elde edilir, ardindan degerler toplanir.

Kiimilatif Toplam
NET Girdi= Net(eski)+ Y,;* X; W;

Net girdi degerini hesaplayabilmek i¢in, gelen her
bilgi kendi agirliklar1 ile carpilir, bu g¢arpimlar
toplanir, ardindan Onceki bilgilere eklenerek
bulunur.

2.2.5.4 Hiicrenin ¢iktis1

Birden cok girdisi olan islem elamaninin tek ¢ikti degeri oldugu gibi girdi

degerleri aym1 zamanda c¢ikti degeri de olabilir. Bir islem elemanina ait ¢ikis
degerlerinin ¢cogunlukla [-1 1] ya da [0 1] deger araliklarinda olmasi istenir. Cikti, ag
dis1 kaynak veya baglantili oldugu islem elemanlarma transfer fonksiyonunun

sonuclarint gonderir (Aktag, 2016).
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2.2.6 Yapay sinir ag1 modelleri

Tek yonlii sinyal akisini, en genel ve en basit YSA’lar kullanirlar. iki boliimde
genel olarak YSA’lar, geri beslemeli ve ileri beslemeli olarak siniflandiriimaktadr. ileri
ve geri beslemeli YSA sirastyla Sekil 2.5 ve Sekil 2.6’da gosterilmistir. Ileri beslemeye
sahip YSA yapilan igerisinde gecikmeler yoktur ancak geri beslemeye sahip YSA
yapilari igerisinde gecikmeler vardir. Ag agirliklari, 6greticiden istenen ¢ikis degerleri
ile ¢ikis degerlerinin karsilastirilmas1 sonucu giincel hata sinyali elde edilir. ileri
beslemeli bir ag, geri beslemeliye sahip YSA’daki c¢ikislarin girislere baglanmasiyla
elde edilir (Yurtoglu, 2005)

X(t)

v

Gizli Katman

Ot)

Sekil 2.5. ileri beslemeli yapi

. Geri Yayilma

\\
pe “

i 7'—» Cikty

Engelleme
r

::J B

-~
-

~ Geri Yayilma

Sekil 2.6. Geri beslemeli yap1
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2.2.7 Ogrenme algoritmalar:

Birgok dgrenme algoritmas literatiirde yer almaktadir. Ogrenme algoritmalari
bashgr altinda, geri yayilimli 6grenme algoritmalar1 olarak 6grenme algoritmalari
icerisinde oldukg¢a basarili olan Levenberg-Marquardt (LM) 6grenme algoritmasina dair

bilgiler verilmistir.

2.2.7.1 Geriye yayimim 0grenme algoritmasi

Geriye yaymim algoritmalar1 giris, ¢ikis ve gizli katman bdliimlerinden meydana
gelir. Hiyerarsik bir ag yapisina sahiptiler. Gizli katmanda yer alan diigiim sayis1 ve
gizli katman degistirilebilir. Ogrenme isleminin siiresini, artan diigiim sayisinin agin
hatirlama yetenegini arttirmasiyla uzatmaktadir. Hatirlama yetenegini azaltmakta etken
olan durum, egitim siiresini kisaltan diigiim sayisinin azalmasidir. Giris ve ¢ikis
katmanlarinda yer alan diigiimler kendilerinden sonraki katmandaki diiglimlere
baglanirlar. Aym1 katmanlarda bu islem yapilamaz. Katmanlarin c¢ikis degerleri
kendilerinden sonra gelen katmanlarin giris degerleridirler. Ileri besleme, agmn
girisinden ¢ikisina dogru giris degerlerinin bu sekilde ilerlemesine denir. Geri
yayilimdaki hatalar, ¢ift yonlii hafiza teknigi ile ileri besleme yolunu izleyerek geriye
yayilim gosterir (Aktag, 2016).

Gizli katmanin agirliklar, geri yayilimli 6grenme kullanildigi zaman, sonraki
katmanlara ait hatalar kullanilarak ayarlanir. Boylelikle son gizli katmanla ¢ikis katmani
arasmda yer alan agirhiklar ayarlanir. ik gizli katmana kadar bu islemler ayni bicimde
tekrarlanir. Bu iglemler, ‘toplam hata’ en az seviyeye indirilinceye kadar tamamlanan
caligsma stiresince tekrarlanir.

Sinir aginin egitici siifina, genel bir algoritma olan geri yayinim algoritmasi
girer. Giris ve ¢ikiglar arasinda bulunan hata sinyali bulunarak, agirlik degerleri bu hata
sinyaline gore giincellenmektedir. Denklem (2.21)’de hata yani e(k) , sinir ag1 ¢ikist

(o(k)) ve gergek ¢ikis (y(k)) arasindaki fark gosterilmistir.

e(k) = y(k) —o(k) (2.21)

Ileri ve geri yonlii cok katmanli YSA Sekil 2.7a ve Sekil 2.7b’de goriilmektedir.

Giris ve ¢ikis katmani arasinda yer alan katman veya katmanlara gizli katmanlar da
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denilmektedir. Deneme yanilma teknigi ile kullanilmasi gereken gizli katman ve ndron

sayist hesaplanir (Aktag, 2016).
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2.2.7.2 Levenberg - Marquardt 6grenme algoritmasi

Geri yaymim algoritmasinin sonuca yavas ulasmasi tasidigi bir dezavantajdir.
Geri yaymim bir diisme algoritmasi iken, LM tarafindan olusturulan algoritma
Newton’un algoritmasina yaklasim sergilemektedir. Adim diisme metodunun
saglamligiyla newton metodunun hizlarinin bileskesi, LM algoritmasidir (Yurtoglu,
2005).

x parametresine gore minimize etmek istedigimiz E(x) fonksiyonuna sahip

oldugumuzu diisiinelim. Newton metoduna gore Denklem (2.22)’deki gibi olacaktir.
Ax = (A2E(x)) " AE(x) (2.22)

Burada Hessian matrisi AZE(x) ifadesidir ve AE(x) ise [ egim sabiti, 2 net
girisi belirleyen toplama fonksiyonudur. e;'in (tahmin edilen degerler) karelerin

toplaminin fonksiyonu E (x) oldugundan;

E(x) =YN e (x) (2.23)

Denklem (2.23)’teki gibi yazilabilir. AE(x) ve A?E(x) ait formiil Denklem (2.24) ve
Denklem (2.25)’te gibi gosterilebilir.

AE(x) =J7(x).e(x) (2.24)
A2E(x)=T(x).J (x) + S(x) (2.25)

burada J(x) Jacobian matrisi olarak adlandirilir ve Denklem (2.26)’deki gibi gosterilir.

[96’1(36) deq(x) L 9e(®)
x4 d0xy 0xn |
_J0ex(x) dex(x) dey(x)
I e | (2.26)
laeN(x) den(x) .. Oen(®
dx, x, Oxn

S(x) ise S(x) =X, e;(x)V? g;(x) (2.27)
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olarak ifade edilir. Sonrasinda, Gauss-Newton yontemi i¢in Denklem (2.27) takribi

olarak kabul edilir ve Ax Denklem (2.28)’de verilen bi¢imde gdsterilir.

Ax = (JTGO)J@) . (). e(x) (2.28)

Gauss-Newton denklemi, LM denkleminin degisime ugramis haliyle Denklem

(2.29)’da verilmistir.

Ax = (JT().J ) +uD™ . JT(x). e(x) (2.29)

U parametresi, bir adim E (x) artirilarak B ile carpilir. E(x) bir adim azaltiginda,

¢ (momentum) parametresi f’ya boliniir. Kiiciik biru parametresi nedeniyle

algoritmada Gauss-Newton yaklasimi olusturulurken, u biiylik degerde oldugunda ise

algoritma igerisinde adim diisiimii (1/ u basamak ile) olur. Adim Jacobian matrisinin

hesaplanmasi, bu algoritmadaki anahtardir. Sonug itibariyle LM algoritmasi ¢ok fazla

bellek getirmesinin dezavantajinin yaninda ¢ok hizli olarak ¢éziime ulasmay1 saglar.

Geri yayilim algoritmas: daha az bellek gerektirmesi avantaj iken sonuca yavas

ulagmasi bir dezavantajdir.

Noron sayisit azaltilmis olan bir sinir agmin egitiminde en 1yi egitim

algoritmasinin bile giiglilk cektigi bilinmektedir. Cizelge 2.3’de LM metoduna ait

bilgiler paylasilmistir (Yu ve ark., 2011).

Cizelge 2.3. Egitim algoritmalar1

Fonksiyon Aciklama

traincgb traincgp gibi sonucuna ulasma noktasinda hizli sonu¢ verebilmekte ancak islem ve hafiza
yeterliligi noktasinda traincgf’in gerisindedir. Gradyan algoritmasi olarak Powell-Beale
tarafindan gelistirilmistir.

trainscg Egitim algoritmas1 seklinde kullanilan CG algoritmasidir.

traincgp Problemin sonucuna ulagsma noktasinda hizli sonug¢ verebildigi gibi islem ve hafiza
yeterliligi noktasinda traincgf’in gerisindedir. CG algoritmast olarak Polak-Ribiere
araciligiyla gelistirilmistir.

trainbfg Sonuca daha kisa adimda ulasan BFGS Quasi-Newton yontemidir.

traincgf Eslenik Gradyan (CG) algoritmasi olarak standart algoritmaya goére az islem ile sonuca
gidilir. Fletcher-Reeves metodunu kullanir.

trainoss Quasi-Newton ve CG algoritmalarim1 bir araya getiren birlestiren tek adim Sekant

metodudur.
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2.3. Destek Vektor Regresyon

Scholkopf ve Smola tarafindan destek vektdr makinelerine ait regresyon
problemlerinin ¢éziimiinde kullanilmasi i¢in kapsamli bir ¢alisma yapilmistir. Egitim
ornekleri {(x;,v;)})., seklinde verildiginde, regresyon problemleri igerisindeki yanit
degiskeni y; € {+1, —1} yerine y;€ R seklinde tanimlanmaktadir (Yalcin, 2016).

DVR igerisinde destek vektor makineleri i¢in siniflandirmada kullanilan temel
parametreler birbirine benzemesine karsin aralarinda kii¢iik farklar da bulunmaktadir.

Denklem (2.30)’daki kosullari, veri setinin sagladigini kabul edelim.

(xlryl)! (xZIyZ)"""(xiﬂyi)' XERd,yER
f(x)=w.x; +b (2.30)

Denklem (2.30) igerisinde x; d boyutlu olan uzayin girdi vektoriini, ¢ikti
vektorlerini w, hiper diizlemin normali yani agirlik vektoriinii ve sapmay1 da b temsil
eder (Erdogan, 2019).

En kiigiik karelere ait hata dlgiitlinii gosteren ve karesel kayip fonksiyonunun bir
pargas1 olan grafik Sekil 2.8a’da verilmistir Sekil 2.8b’de Laplace kayip fonksiyonu
gosterilmistir. Sekil 2.8c, robust yani optimal oOzellige sahip olan saglam kayip
fonksiyonunu tamimlamaktadir. Destek vektor sayisinmi arttirabilecek seyreklik
(sparseness) Ozelligine sahip olmalari, bu ii¢ kayip fonksiyonun benzer noktasidir.
Bundan dolay1 Sekil 2.8d’de gosterilen e-duyarsiz (e-insensitive) kayip fonksiyonu,

DVR’de marjin 6nerilmistir (Anand ve ark., 2020).
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a) Karesel b) Laplace

c) Huber d) Vapnik

Sekil 2.8. Kayip fonksiyonlar1

2.3.1 Dogrusal destek vektor regresyon

DVR’de x ve y arasindaki iliskinin lineer oldugu varsayilir. Baslangicta egitim

hatasina ait maksimum degerin belirlenmis olmasi, hata teriminin ¢ ‘ye esit veya daha
kiiglik veriler, hatasiz olarak temsil edilmesi demektir. Dogrusal regresyon fonksiyon

grafigi Sekil 2.9’da verilmistir (Erdogan, 2019).

>
X

Sekil 2.9. Dogrusal regresyon fonksiyonu igin & tiipi
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Kayip fonksiyonu olan f(x)’in kullanilmasiyla birlikte; x; regresyon modeline
ait bagimsiz degiskeni, y; bagimh degiskeni ifade etmesiyle birlikte ¢ tiiplinde biitlin
verilerin ([-g, €] hata terimi) yer aldig1 kabul edilirse Denklem (2.31) olusturulabilir

(Erdogan, 2019)

f(x)=w.x; +b

—e<y;—wlx;—b<cs¢ (2.31)

Soft margin yaklasimi igerisindeki sapmalari temsil edecek degiskenlere, ¢ tlipii
icerisinde sapma durumlarina miisaade edilmeye calisildiginda ihtiyag duyulur. Bu
degiskenlere ait grafik Sekil 2.10°da verilmistir. ¢ aylak degisken olmak {izere, Denklem
(2.32) ve Denklem (2.33)’teki her kisit i¢in &7, & = 0 seklinde degiskenler tanimlanir,

yi—wlhx;—b<e+§& (2.32)
yi—wlhox;—b=—e—¢& (2.33)

A 4

Sekil 2.10. Dogrusal destek vektdr regresyon

Marjinin [-¢, €] duyarlilig1 icerisinde en biiyiik degere ulagsmasi, genellestirme
yetenegi adma yiiksek bir fonksiyon degeri belirleyebilmek i¢in gereklidir.
Boylelikle en i1yi model Denklem (2.34), Denklem (2.35), Denklem (2.36) ve

Denklem (2.37)’de gosterilir. w” agirlik transpozesidir.
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enk > Wl + C T, (& + &) (2.34)
yi—wl.x;—b<e+§& (2.35)
whxi+b—y, <e+§& (2.36)
§H,¢ =0 (2.37)

Regresyon fonksiyonuna ait genellestirme yetenegi ile ¢ dan biiyiik degerlerde
kabul edilecek sapmalar, amag¢ fonksiyonu igerisinde kullanilan C’yi (ceza
parametresini) icermektedir (Ekinci ve ark., 2017).

C hatalarin uyarlanmastyla regresyon fonksiyon diizliigii arasinda yer alan dengeyi
saglamakla gorevli bir parametredir (Ince ve ark., 2016). Lagrange carpanlar
kullanilarak, kisitlamalara iliskin hata fonksiyonunu en aza indirebilmek i¢in Denklem
(2.38) kullanilir. a; = 0,af = 0,u; = 0,47 = 0 kosullarim Denklem (2.38) yerine

getirmektedir.

— 1 —
Ly = CXy (&5 +60) + 5 Iwli? + Zicy (uf & + 1§D — X af (e +& +y -

fG)) = Ziciai (e + & —yi+ f(x) (2.38)

Optimal ¢dziim igerisinde b, w, & ve &' degiskenlerine gore Ly'ye ait kismi
tirevler 0’a esitlenir. Denklem (2.39), Denklem (2.40), Denklem (2.41) ve Denklem
(2.42)’de gosterilmistir.

22 =05 w=3k(af —ay).x (2.39)
Z2=0-w=Yl(af —a;) =0 (2.40)
:%:;=0—>C=af—uj (2.41)
a — —

%=o—>c=ai+ui (2.42)

Veri setine ait degerlerin Denklem (2.43)’teki kosullar1 sagladig: varsayilarak
Denklem (2.38) ve Denklem (2.39), Denklem (2.40)’ta yerine yerlestirilir ve L,

afve a; ‘ye gére maksimum elde edilir.

L
0<af,ai <C § (af —a7)=0
i=1
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Ly = Sha(af —a)f () — eXta(af —a7) —35i(af —a))((@f —a7).x.x;  (243)

Denklem (2.39); Denklem (2.34), Denklem (2.35), Denklem (2.36) ve Denklem
(2.37)’de yerine yerlestirildiginde tahmin fonksiyonu Denklem (2.44)’teki gibi olur.

f)=%t.(a} —a;).xp.x+b (2.44)

S destek vektorleri 0 <a<Cve, & = 0 (veya & = 0) sartlarim saglayan i

indisleri bulunarak olusturulabilir. Denklem (2.45)’te verilmistir (Erdogan, 2019).
b =f(x)—€ —Thes (A — Am)-Xm-Xs (2.45)
2.3.2 Dogrusal olmayan destek vektor regresyon

Dual amag fonksiyonunda cekirdek hilesi, DVR’ye ait girdi uzayindaki veriler i¢
carpim olarak ifade edildigi durumlar igerisinde kullanilmaktadir. Oznitelik uzaym

genisletilerek Sekil 2.11°de verilen girdi uzay1 icerisinde nonlineer fonksiyonlar, lineer

ogrenim makineleriyle olusturulabilirler (Erdogan, 2019).

ol

Sekil 2.11. Dogrusal olmayan regresyon fonksiyonu igin € tiipii

DVR’nin dogrusal olmayan duruma genellestirilmesine yonelik x; 6rnekleri
¢ =RP > H fonksiyonunun yardimiyla 6zellik uzayma haritalanmaktadir. DVR
yalnizca x; drneklerinin i¢ ¢arpimlariyla iliskili oldugundan ¢ fonksiyonunu bilmemize

gerek kalmaksizin k(xl-,xj) = ¢(x;)- d(x;) fonksiyonunu hesaplanmasi yeterli
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olacaktir. NLR’de dogrusal olarak ayrilamayan siniflandiricilarla ayni adimlar izlenir ve
LR’ye benzer bir sekilde ¢coziime ulastirilir. Ancak 6zellik uzayma veriyi tasima veya
kernel fonksiyonu kullanilarak ¢6ziim saglanir. Denklem (2.46), Denklem (2.47) ve
Denklem (2.48)’de ilgili denklemler verilmistir (Yalgin, 2016).

1 - — — —
maks >3l Y- (af — ap)(af - a)k(x.x) —e Eii(af —ap) — XL yvi(ad - a7)

(2.46)
i@ —ai)=0 (2.47)
0<af,af <C (2.48)

Agirliklar ve tahmin fonksiyonu Denklem (2.49) ve Denklem (2.50)’deki gibi yazilir.

w=3YN (af - a7)d(x) (2.49)
f(x) =T (af —a))k(x,x)+b (2.50)

2.4. Hata Metrikleri

Bu calismada, PSO-YSA-DVR modellerinin tahmin basarisini yorumlamak i¢in
yaygin olarak kullanilan bazi istatistiksel kriterler kullanilmistir. Hata 6l¢timleri; MSE,
R’, RMSE ve MAE igerir. MAE ve RMSE, sirastyla tahmin edilen deger tutarsizligimi ve
gercek degere yakinligi degerlendirir. MSE, tahmini degerin ger¢ek degerden sapmasini
temsil eder. RMSE ve MAE degerlerinin diisiik olmasi arzu edilir. Ayrica R’, gercek ve
tahmin edilen degerler arasindaki iliskiyi belirtir (Zhang ve ark. 2020).

R’, bagimh degiskendeki degisikliklerin ne kadarmm bagimsiz degiskendeki
degisikliklerden kaynaklandigim gosterir ve 1 > R? > 0 arasinda deger almalidir. R’
degeri 1'e ne kadar yakinsa, regresyon dogrusunun o kadar iyi uydugu sdylenebilir.
Bagka bir deyisle, bagimli degiskendeki degisikliklerin bu kadar bagimsiz degiskendeki
degisikliklerden kaynaklandigi soylenebilir. R°, RMSE, MSE ve MAE formiilleri
Denklem (2.51), Denklem (2.52), Denklem (2.53) ve Denklem (2.54)'te verilmektedir
(Saglam ve ark., 2022).

N o =D (xi—%))2
R2 = iz, (g —x) (xi—%1)) (251)

N —F\2 vN =2
Zi:l(x;_x:)z Zizl(xi_xl)
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RMSE = \/%Z?’zl(xi* — x;)2 (2.52)
MSE = 5L (= %) (2.53)
MAE = ~ ¥ |x; — x| (2.54)

Not: x;, x{,N, X, x; sirastyla tahmin edilen degeri, gercek degeri, oOrneklem

bliytikliigilinii, ortalama tahmin edilen degeri ve ortalama gergek degeri temsil eder.

2.5. Veri Kaynaklan

1980-2019 yillar1 arasindaki elektrik tiiketimi TEIAS kurumundan temin

edilmistir. Niifus, TUIK’ten alinmistir. GSYH, ithalat ve ihracat degerleri Diinya

Bankas1 A¢ik Veri Kiimesinden alinmistir.
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3. ARASTIRMA SONUCLARI VE TARTISMA
Ekonomik gostergelere dayali olarak 2020-2040 yillar1 arasinda enerji tiiketimi

icin yapilacak tahmin i¢in lineer model Denklem (3.1) onerilmistir.

Elineer = Wl'Xl +W2.X2 +W3.X3 +W4.X4_+W5 (31)

Tasarim modellenirken Denklem (3.1)’de yer alan X; ithalat, X, ihracat, X5

GSYH ve X, niifus parametrelerini, w ise modelin agirlik veya katsayisini temsil

etmektedir.
mif(v) — 1If= . [Eszlemlenen _ Eﬁahminedilen] 2 (3.2)
E? ozlemlenen. 198(-2019 yillar1 arasindaki tiiketilen enerji

Etahminedilen: 9040 yilina kadar tahmin edilen enerji

Gecmis donemdeki parametrelerden faydalanarak olusturulacak modelin amag
fonksiyonu Denklem (3.2)’de verilmistir. Tirkiye’nin 1980-2019 yillar1 arasinda
gerceklesen ithalat, ihracat, GSYH, niifus ve enerji tiiketim verileri Cizelge 3.1°de

verilmistir.

Cizelge 3.1. 1980-2019 Yillar arasinda ger¢eklesen ekonomik ve enerji gostergeleri

Ithalat Ihracat GSYH Niifus Enerji Talebi
Yillar ($10%9) ($10%9) ($10%9) (106) TWh
1980 8.20 3.55 173.33 43.97 20.40
1981 9.16 5.85 181.75 44.98 22.03
1982 9.69 7.65 188.22 46.02 23.59
1983 10.21 7.69 197.58 47.07 24.47
1984 11.80 9.36 210.84 48.11 27.64
1985 12.75 10.66 219.79 49.13 29.71
1986 12.19 10.08 235.20 50.12 32.21
1987 15.47 13.58 257.51 51.10 36.70
1988 15.94 16.94 263.48 52.05 39.72
1989 19.05 17.36 264.25 52.99 43.12
1990 26.48 20.13 288.74 53.92 46.82
1991 24.95 20.76 290.82 54.84 49.28
1992 27.48 22.80 305.46 55.74 53.98
1993 34.85 24.63 328.83 56.65 59.24
1994 26.63 27.91 313.48 57.56 61.40
1995 41.27 33.71 338.18 58.48 67.39
1996 50.49 39.09 363.14 59.42 74.16
1997 57.68 46.66 390.65 60.37 81.88
1998 54.34 56.72 400.04 61.32 87.70
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1999 48.16 47.53 386.99 62.28 91.20
2000 61.56 53.09 413.82 63.24 98.30
2001 45.69 53.22 390.03 64.19 97.07
2002 54.83 58.32 415.17 65.14 102.95
2003 72.83 69.35 439.10 66.08 111.77
2004 102.69 92.09 482.12 67.01 121.14
2005 122.44 105.38 525.47 67.90 127.07
2006 146.41 119.61 561.98 68.75 176.00
2007 176.16 143.39 590.33 69.58 189.00
2008 206.98 174.46 595.14 70.41 198.00
2009 150.58 145.51 566.43 71.32 194.00
2010 196.45 157.84 614.17 72.32 210.43
2011 253.09 185.33 682.95 73.44 230.31
2012 249.76 206.84 715.66 74.65 242.37
2013 266.90 211.71 776.39 75.92 248.32
2014 258.30 222.00 814.74 77.23 257.32
2015 223.15 200.72 864.31 78.52 265.72
2016 214.63 189.71 893.03 79.82 277.52
2017 249.70 211.24 960.03 81.10 292.00
2018 236.24 227.78 988.64 82.31 302.37
2019 224.66 238.50 997.43 83.42 303.67

TWh: Teravatsaat

Korelasyon matrisi, bir veri setindeki birden fazla degiskenin etkisini incelemek

icin kullanilir. Korelasyon matrisinde isaretlerin yani sira sayilarin blytikliikleri de

onemlidir ancak iliskiler -1 ile 1 arasinda tanimlanir. Degerler 1'e yakinsa ikisi arasinda

giiclii bir dogrusal iligki vardir denilebilir. Degerler -1'e yakinlarsa, giiclii bir ters iliski

vardir. Deger 0'a yakinsa, veriler arasinda dogrusal bir iligki yoktur (Saglam ve ark.,

2022).

1980-2019 yillar1 aras1 gerceklesen ithalat, ihracat, GSYH ve niifus olarak

belirlenen girdi degerleri ile elektrik tiiketimi olarak belirlenen ¢ikt1 degeri arasindaki

korelasyon matrisi Cizelge 3.2’de gosterilmektedir. Thracat ile elektrik tiiketimi arasinda

giclii bir dogrusal iliski (0,991) oldugu goriilmektedir. Ayrica, ithalat ve ihracat

arasinda giiclii dogrusal bir iligki (0.9895) vardir.

Cizelge 3.2. Bagimli ve bagimsiz degiskenler arasindaki korelasyon matrisi

Girigler

[thalat

fhracat
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Tiirkiye’de 2020-2040 yillar1 arasindaki enerji tahmini i¢in Cizelge 3.1°deki
gerceklesen parametrelerin artis miktarlari, ekonomik ve sosyal durum g6z Oniine
aliarak diisiik, orta ve yiiksek olmak iizere 3 senaryo ongoriilmektedir. Orta senaryo
olusturulurken ithalat, ihracat ve GSYH biiyliime oranlar1 Kiran ve ark.’nin yaptigi
calismadan (Kiran ve ark., 2012), niifus artis oram TUIK agik veri bankasindan elde
edilmistir (TUIK, 2023). Diisiik senaryo olusturulurken herhangi bir duraksama ihtimali
g6z Oniinde bulundurularak orta senaryoya gore daha diisiik artis oranlari alinmistir.
Ayni sekilde yiiksek senaryo olusturulurken herhangi bir ilerleme ihtimali g6z 6niinde
bulundurularak orta senaryoya gore daha biiyiik artig oranlar1 alinmistir.

Senaryolar ile ilgili Cizelge 3.3’de belirtilen biiyiime tahminleri gz oniinde

bulundurulmustur.

Cizelge 3.3. Tahmin i¢in olusturulan senaryolar

Girdi Parametreleri Diisiik Senaryo Orta Senaryo Yiiksek Senaryo
Ithalat 4.0% 4.5% 5%
Thracat 3.0% 3.5% 4.0%
Gayri Safi Yurtici Hasila 3.0% 4% 5.0%
Niifus 0.2% 0.4% 0.5%

Bu senaryolar kullanilarak 2020-2040 yillar1 arasindaki ithalat, ihracat, GSYH
ve niifus tahminleri ortaya ¢ikarilmigtir. Matlab R2021 b paket programi kullanilarak
PSO, YSA ve DVR yontemleri ile 2020-2040 yillar1 arasindaki Tiirkiye nin enerji talep

tahmini yapilmigtir.

3.1. Parcacik Siirii Optimizasyonu ile Enerji Talep Tahmini

PSO modellenirken Cizelge 3.4’te yer alan parametre degerleri kullanilmastir.



Cizelge 3.4. 1980-2019 Yillar1 arasinda PSO modelin tahmin hatalar1
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Parametre Deger
Parcacik sayisi 100
Cevrim sayist 1000
Maksimum eylemsizlik (W, 4,) 0.9
Minimum eylemsizlik (W,;y,) 0.2
Bilissel 6grenme (c;) 2
Sosyal 6grenme (c,) 2

1980 ve 2019 yillar1 arasinda gergeklesen ithalat, ihracat, GSYH, niifus ve enerji

tiikketim verileri Denklem (3.1) ve Denklem (3.2) kullanilarak modellenmis ve Denklem

(3.3)’te belirtilen denklem elde edilmistir.

Ejineer = 0.0502 * X; + 0.5522 % X, + 0.1520 * X5 + 0.7147 * X, — 44.4261

(3.3)
Sekil 3.1'de 1980-2019 yillar1 arasinda, PSO modeli kullanilarak elde edilen tahmin

degerleri ile gerceklesen enerji tliketimi degerleri karsilastirilmaktadir. 1980-2019

yillar1 arasinda PSO modelle tahmin edilen degerlerin, gercek degerleri basarili bir

sekilde takip ettigi goriilmektedir.
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Sekil 3.1. 1980-2019 yillar1 aras1 gerceklesen enerji tiiketim degeri ve PSO enerji tahmini

Cizelge 3.5’te gozlemlenen enerji talebi, PSO model ile tahmin edilen enerji

talebi ve hata ylizde oranlar1 gosterilmektedir. Hata ylizdesinin %-29,79 ile %14,32

araliginda degistigi goriilmektedir.




Cizelge 3.5. 1980-2019 Yillar1 arasinda PSO modelin tahmin hatalar1
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Gozlemlenen enerji talebi

PSO model ile tahmin edilen

Yillar (TWh) enerji talebi (TWh) Hata Yiizdesi (%)
1980 20.40 15.72 -29.79
1981 22.03 19.04 -15.72
1982 23.59 21.78 -8.29
1983 24.47 24.01 -1.93
1984 27.64 27.77 0.46
1985 29.71 30.62 2.98
1986 32.21 33.32 3.34
1987 36.70 39.51 7.12
1988 39.72 42.98 7.58
1989 43.12 44.15 2.34
1990 46.82 50.44 7.18
1991 49.28 51.69 4.66
1992 53.98 55.81 3.28
1993 59.24 61.39 3.51
1994 61.40 61.11 -0.48
1995 67.39 69.46 2.98
1996 74.16 77.36 4.13
1997 81.88 86.76 5.63
1998 87.70 94.25 6.95
1999 91.20 87.57 -4.14
2000 98.30 96.08 -2.31
2001 97.07 92.42 -5.04
2002 102.95 100.19 -2.75
2003 111.77 111.50 -0.25
2004 121.14 132.76 8.75
2005 127.07 148.31 14.32
2006 176.00 163.53 -7.63
2007 189.00 183.06 -3.25
2008 198.00 203.08 2.50
2009 194.00 180.55 -7.45
2010 210.43 197.64 -6.48
2011 230.31 226.91 -1.49
2012 242.37 244.46 0.86
2013 248.32 258.15 3.81
2014 257.32 270.17 476
2015 265.72 265.11 -0.23
2016 277.52 263.89 -5.16
2017 292.00 288.64 -1.16
2018 302.37 302.31 -0.02
2019 303.67 309.78 1.97
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Cizelge 3.6’da 2020-2040 yillar1 arasinda diislik, orta ve yiiksek senaryolar
temelinde PSO modeli kullanilarak elde edilen enerji talep tahmin sonuglari

gosterilmektedir.

Cizelge 3.6. PSO modeli ile diisiik, orta ve yliksek senaryoya gore enerji talep tahmini

Yillar Enerji Talebi TWh
Diisiik Senaryo Orta Senaryo Yiiksek Senaryo

2020 318.85 321.20 323.49
2021 328.19 333.05 337.82
2022 337.82 345.34 352.80
2023 347.73 358.09 368.46
2024 357.95 371.32 384.82
2025 368.47 385.05 401.93
2026 379.31 399.30 419.82
2027 390.48 414.08 438.52
2028 401.98 429.42 458.07
2029 413.84 445.33 478.52
2030 426.05 461.85 499.89
2031 438.63 478.98 522.25
2032 451.59 496.77 545.63
2033 464.95 515.23 570.07
2034 478.71 534.38 595.64
2035 492.88 554.26 622.38
2036 507.49 574.89 650.35
2037 522.54 596.31 679.60
2038 538.05 618.53 710.20
2039 554.02 641.60 742.21
2040 570.49 665.54 775.69

Sekil 3.2°de her {i¢ senaryo temelli PSO modeli kullanilarak elde edilen enerji
talep tahminleri gosterilmektedir. Her {i¢ senaryo temelli PSO model sonuclarinin

lineere yakin olarak arttig1 goriilmektedir.
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Sekil 3.2. 2020-2040 yillar1 aras1 senaryolara gére PSO model ile enerji talep tahmini
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3.2. Yapay Sinir Aglari ile Enerji Talep Tahmini

YSA yapist dort noronlu bir giris katmani, 10 néronlu bir gizli katman ve 1
noronlu ¢ikis katmani olarak modellenmistir. Levenberg-Marquardt (LM)
algoritmast YSA’nin egitiminde saglamis oldugu hiz ve kararlilik nedeni ile tercih
edilmistir. Verilerin %70’1 egitim i¢in, %15’1 dogrulama ve %15°1 test igin
kullanilmustir.

Sekil 3.3’te 1980-2019 yillar1 arasinda YSA modeli kullanilarak elde edilen
enerji tahmin degerleri ile gerceklesen enerji tiikketimi karsilagtirilmistir. 1980-2019
yillar1 arasinda YSA modelle tahmin edilen verilerin, ger¢ek degerlerle oOrtiistiigii

goriilmektedir. Boylece YSA modelinin tahmin performansinin ¢ok 1iyi oldugu

sOylenebilir.
320
300
229
240 ]
220
200
5 I8
140 A
T 150 27
190 =
60 — —
40 =
20
0
o o < e} o o o < O 0 o o < (o} o] o o < o o]
0 o] 0 o] 0 [e2] ()] [e)] (@2} [e)] o o o o o — — — — —
a o o oo o o O O oo o O O O O O O o o o o
— — — — — — — — — — o o (gl N (V] (o] (o] o~ (o] N
Yillar
Gergeklesen Elektrik Tuketimi TWh —YSA
TWh

Sekil 3.3. 1980-2019 yillar1 aras1 ger¢eklesen enerji tilketim degeri ve YSA enerji tahmini

Cizelge 3.7°de 1980-2019 yillar1 arasinda gozlemlenen enerji talebi, YSA model ile
tahmin edilen enerji talebi ve hata yiizde oranlar1 gosterilmektedir. Hata yiizdesinin % -

1.24 ile %15.08 araliginda degistigi gozlemlenmistir.
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Cizelge 3.7. 1980-2019 yillar1 arasinda YSA modelin tahmin hatalar

YSA ile tahmin
Yillar Gozlemlenen enerji talebi (TWh) edilen enerji talebi Hata Yiizdesi (%)
(TWh)

1980 20.40 20.92 2.47
1981 22.03 22.07 0.17
1982 23.59 23.59 0.00
1983 24.47 25.29 3.24
1984 27.64 27.58 -0.22
1985 29.71 30.09 1.27
1986 32.21 33.23 3.06
1987 36.70 37.15 1.20
1988 39.72 40.56 2.06
1989 43.12 42.68 -1.04
1990 46.82 46.25 -1.24
1991 49.28 50.29 2.01
1992 53.98 54.97 1.80
1993 59.24 60.24 1.66
1994 61.40 63.00 2.54
1995 67.39 67.05 -0.51
1996 74.16 73.81 -0.47
1997 81.88 82.03 0.18
1998 87.70 86.74 -1.10
1999 91.20 90.85 -0.39
2000 98.30 99.02 0.73
2001 97.07 96.36 -0.73
2002 102.95 104.81 1.78
2003 111.77 111.04 -0.66
2004 121.14 122.17 0.85
2005 127.07 149.64 15.08
2006 176.00 175.20 -0.46
2007 189.00 189.95 0.50
2008 198.00 197.73 -0.14
2009 194.00 194.01 0.01
2010 210.43 210.43 0.00
2011 230.31 230.24 -0.03
2012 242.37 242.09 -0.11
2013 248.32 247.95 -0.15
2014 257.32 257.02 -0.11
2015 265.72 276.23 3.80
2016 277.52 277.29 -0.08
2017 292.00 291.71 -0.10
2018 302.37 300.04 -0.78
2019 303.67 303.45 -0.07
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Cizelge 3.8’de 2020-2040 yillar1 arasinda ortaya konulan diisiik, orta ve yiiksek
senaryolar temelinde YSA modeli kullanilarak elde edilen enerji talep tahmin sonuglari

gosterilmektedir.

Cizelge 3.8. YSA model ile diisiik, orta ve yiiksek senaryoya gore enerji talep tahmini

Yillar Enerji Talebi TWh
Diisiik Senaryo Orta Senaryo Yiiksek Senaryo

2020 317.29 319.68 321.99
2021 326.68 331.60 336.43
2022 336.35 343.98 351.53
2023 346.32 356.82 367.32
2024 356.59 370.16 383.83
2025 367.17 384.00 401.09
2026 378.08 398.36 419.15
2027 389.32 413.27 438.04
2028 400.91 428.75 457.80
2029 412.85 444.81 478.47
2030 425.15 461.49 500.09
2031 437.84 478.81 522.70
2032 450.91 496.79 546.37
2033 464.39 51545 571.12
2034 478.27 534.82 597.02
2035 492.59 554.94 624.13
2036 507.34 575.83 652.48
2037 522.55 597.51 682.16
2038 538.23 620.03 713.21
2039 554.39 643.41 745.71
2040 571.05 667.69 779.72

Sekil 3.4’te ii¢ senaryo temelinde YSA modeli kullanilarak elde edilen enerji
talep tahminleri gosterilmektedir. Her ii¢ senaryo temelli YSA modeli kullanilarak elde

edilen sonuglar lineere yakin bir bicimde arttig1 goriilmektedir.
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Sekil 3.4. 2020-2040 yillar1 aras1 senaryolara gére YSA enerji talep tahmini

3.3. Destek Vektorii Regresyonu ile Enerji Talep Tahmini

Sekil 3.5’te 1980-2019 yillar1 arasinda DVR modeli kullanilarak elde edilen
enerji talep tahmini ile gerceklesen enerji tiikketimi karsilastirilmistir. Sekil 3.5

incelendiginde DVR modelin gercek degeri takip etmeye calistigi goriilmektedir.
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Sekil 3.5. 1980-2019 yillar1 aras1 gerceklesen enerji tilketim degeri ve DVR enerji tahmini
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Cizelge 3.9’da 1980-2019 yillar1 arasinda gozlemlenen enerji talebi, DVR modelle
tahmin edilen enerji talebi ve hata yiizde oranlar1 gosterilmektedir. Hata ytizdesinin % -

200 ile %15.51 araliginda degistigi goriilmektedir.

Cizelge 3.9. 1980-2019 Yillari arasinda DVR ile olusturulan modelin tahmin hatalari

Yillar Gozlemlenen enerji Tahfallfbeid(iﬁ;ﬁ? o Hata Yiizdesi (%)
talebi (TWh) DVR-LR

1980 20.40 6.80 2200.00
1981 22.03 12.40 -77.66
1982 23.59 14.22 -65.89
1983 2447 17.12 42.93
1984 27.64 21.00 31.62
1985 2971 24.10 2328
1986 3221 27.14 [18.68
1987 36.70 35.59 3.12
1988 39.72 39.22 127
1989 512 35.56 21.26
1990 46.82 45.59 22.70
1991 4928 43.20 [14.07
1992 53.98 49.45 9.16
1993 59.24 50.48 0.40
1994 61.40 61.32 0.13
1995 6739 67.80 0.60
1996 7416 72.38 2.46
1997 81.88 82.08 0.24
1998 87.70 85.30 2381
1999 91.20 82.38 21071
2000 98.30 94.52 -4.00
2001 97.07 92.66 476
2002 102.95 91.95 [11.96
2003 111.77 110.90 0.78
2004 121.14 132.10 8.30
2005 127.07 150.40 1551
2006 176.00 159.30 210.48
2007 189.00 182.60 13.50
2008 198.00 199.70 0.85
2009 194.00 176.30 210.04
2010 210.43 196.00 736
2011 230,31 226.40 173
2012 242.37 241.50 2036
2013 248,32 266.70 6.89
2014 257.32 277.60 731
2015 265.72 265.90 0.07
2016 277.52 253.70 29.39
2017 292.00 292.80 0.27
2018 302.37 304.90 0.83
2019 303.67 310.20 2.10
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Cizelge 3.10°da 2020-2040 yillar1 arasinda ortaya konulan diisiik, orta ve yliksek
senaryolar temelinde DVR modeli kullanilarak elde edilen enerji talep tahmin sonuglari

gosterilmektedir.

Cizelge 3.10. DVR ile diisiik, orta ve yiiksek senaryoya gore enerji talep tahmini

Yillar Enerji Talebi TWh
Diisiik Senaryo Orta Senaryo Yiiksek Senaryo
2020 315.05 319.60 319.70
2021 304.54 333.30 339.60
2022 336.34 339.10 354.40
2023 343.26 349.20 369.80
2024 339.47 341.30 368.00
2025 351.28 377.70 381.80
2026 355.27 386.80 400.40
2027 372.42 392.60 443.60
2028 374.65 411.10 435.70
2029 350.87 427.00 454.60
2030 390.98 429.60 505.90
2031 399.72 450.50 490.10
2032 406.56 455.60 511.00
2033 415.72 445.90 566.10
2034 381.98 480.70 562.30
2035 434.52 473.30 636.80
2036 443.73 487.70 643.50
2037 452.47 502.50 671.70
2038 408.15 543.10 717.00
2039 476.76 574.40 684.70
2040 485.43 594.20 714.00

Sekil 3.6’da ii¢ senaryo temelinde DVR modeli kullanilarak elde edilen enerji
talep tahminleri gosterilmektedir. Diisiik, orta ve yiiksek senaryolar kullanilarak elde

edilen enerji talep tahminleri zikzakl bir sekilde arttig1 goriilmektedir.
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Sekil 3.6. 2020-2040 yillar1 aras1 senaryolara gére DVR enerji talep tahmini

3.4. PSO-YSA ve DVR Modellerinin Tahmin Karsilastirmasi

Sekil 3.7°de 1980-2019 yillar1 arasinda gergeklesen enerji tiiketimi ile PSO,
YSA ve DVR modelleri kullanilarak elde edilen enerji tahminleri karsilastirilmistir.
1980-2004 yillar1 arasinda her i¢ model ile tahmin edilen verilerin gergek degerlerle
ortlistiigli, 2004 yilindan sonra YSA model tahmini ile gercek degerin tam olarak
ortlismeye devam ettigi ancak diger modellerin gercek degeri takip etmeye calistigi

gozlemlenmistir.

Yillar

Gergeklesen Elektrik Tiketimi TWh ~ ——YSA DVR PSO
TWh TWh TWh

Sekil 3.7. 1980-2019 yillar1 aras1 gergeklesen enerji tiiketim degeri ile PSO-YSA-DVR modelleri sonucu

elde edilen enerji tahmin degerleri
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3.5. PSO-YSA ve DVR Model Tahminlerinin Performans Sonuclari

Cizelge 3.11°de YSA, PSO ve DVR modelleri ile ortalama R’, RMSE, MSE ve
MAE degerleri elde edildi. Her {i¢ yontem tahmin performanslarinin iyi oldugu ancak
Y SA modeli tarafindan elde edilen Rz, MAE, MSE ve RMSE degerlerinin PSO ve DVR

modellerine gore daha iyi sonuglar verdigi goriilmektedir.

Cizelge 3.11. Anakara istatistiksel analiz sonuglari

. . Yontemler
Hata Metrikleri YSA PSO DVR
MSE 16.097 46.775 94.294
RMSE 4.012 6.839 9.710
MAE 1.4035 4.856 7.019
R? 0.9982 0.9945 0.9908

Coklu Regresyon Denklemleri

Bu boéliimde girdi parametreleri (X;, X5, X3, X4) olan ithalat, ihracat, GSYH,
niifus) bazinda F denklemi iizerinden tahminin performans degerlendirmesi yapilmakta
ve sonuglar sunulmaktadir. Parametreler (X;, X», X3 X4) farkli alt kiimelere (vb. X, Xo,
X3 veya X, X3) ayrilir ve performanslari incelenir. Performanslar1 incelemek i¢in R’

degerleri hesaplanmistir (Saglam ve ark., 2022).

Cizelge 3.12. Coklu alt kiime parametreleri, regresyon denklemleri ve R performansi

Sira No | Parametreler Coklu Regrasyon Denklemleri R’
X, X,,X;, |F=-49.914+0.089284* X +0.48065* X, +0.15825* X, R220.995
1 X, +0.78607* X ,
2 X,, X, X, |F=-47.462+0.61379* X, +0.14806* X, +0.78086* X, R*=0.994
3 X, X5, X, |F=-64.02+0.3626* X, +0.21054* X, +0.8503* X, R*=0.993
4 X,. X, F=-102.91+0.32548* X, +1.1863* X, R*=0.98
5 X, X,, X, |F=-82.719-0.12819* X, +1.0247* X, +2.0838* X, R*=0.99
6 X, X, F=-90.488+0.8576* X, +2.2348* X , R*=0.99
7 X, X, F=-167.68 +0.5579* X, +3.763* X , R’=0.98
8 X, X,, X, |F=16.317+0.086601* X, +0.49675* X, +0.1895* X, R*=0.994
9 X, X, F=-14.155+0.62581* X, +0.17942* X, R*=0.994
10 X, X, F=-28.091+0.36962* X, +0.24634* X, R*=0.993
1 XX, F=23.942-0.30766* X +1.5105* X, R’=0.984
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Cizelge 3.12'de alt kiimelere ayrilan parametreler, bu parametrelere iligkin
denklemler ve R’ performanslari sunulmaktadir. ilk satirda gosterilen ve dort
parametreyi (X; X, X; X,) iceren regresyon denklemi en yiiksek (0,995) R’ degerine
sahiptir. Bu nedenle, dort parametreyi igeren denklem, F denklemlerini gii¢lii bir sekilde
temsil eder. Cizelge 3.11'de gosterilen Denklem (4)'teki X;, X> ve Denklem (7)'deki X,
X; degiskenlerini icermeyen ifadelerin diisik R’ performansindan dolayr bu
denklemlerin genelleme yeteneklerinin diisiik oldugu soylenebilir. Tiim parametreleri

iceren denklem 1’in en yiiksek korelasyon degerine sahip oldugu goriilmektedir.
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4. SONUC ve ONERILER

Elektrik iiretimi, kapasite planlamasmma ve elektrik sebekelerinin minimum
maliyetle kurulmasina dayandigindan, elektrik talep tahmini kilit bir faktordiir. Bagarili
tahminler elde etmek icin alternatif yontemler, hangi yontemin en faydali olacagini
belirlemek i¢in her zaman politika yapicilar tarafindan degerlendirilmelidir. Bu
calismada ii¢ farkli senaryo uygulanarak PSO, YSA ve DVR modelleri ile elektrik talep
tahmini yapilmistir.

PSO, YSA ve DVR tahmin modelleri Matlab ortaminda olusturulurken 1980-
2019 yillar arasindaki yillik GSYH, niifus, ithalat ve ihracat verileri girdi parametreleri
olarak kullanildi. Her {i¢ model, ii¢ farkli senaryolara goére Tiirkiye’nin gelecekteki

elektrik talebini tahmin etmek ic¢in kullanilmistir.

Onerilen modellerin performanslarini 6lgmek icin R*, RMSE, MSE ve MAE
hata metrikleri kullanilmistir. Hata metrikleri, tahmin tekniklerinin dogrulugu ve
kesinligi hakkinda net bir gosterge vermektedir. YSA’nin Cizelge 3.11°de gosterildigi
gibi RMSE, MSE ve MAE hata metrik degerlerinin PSO ve DVR’ye gore daha diisiik
degerde oldugu, R> metrik degerinin ise daha yiiksek degerde oldugu gériilmektedir.
Hata metrikleri ve R” degeri dikkate alindiginda YSA’nm PSO ve DVR modellerine
gore daha bagarili tahmin performansi sergiledigi sdylenebilir.

Ithalat, ihracat, GSYH ve niifus olarak belirlenen girdi degerleri ile elektrik
tilketimi olarak belirlenen ¢ikt1 degeri arasindaki korelasyon matrisi Cizelge 3.2°de
gosterilmektedir. Cizelge incelendiginde ihracat ile elektrik tiikketimi arasinda (0,991) ve
ithalat ile ihracat arasinda (0.9895) gii¢lii bir dogrusal iliski oldugu sdylenebilir.

2020-2040 yillar1 arasindaki enerji talep tahmininde (TWh) PSO, YSA ve DVR
modelleri i¢in uygulanan senaryolarda belirtilen zaman dilimi igerisinde bazi
zamanlarda azalislarin  yasandigi goriilmektedir. Bunlarin nedeni senaryolar
olusturulurken ileride yasanabilecek sosyo-ekonomik sorunlar ve enerji tasarrufu gibi
durumlarin olusabilecegi dngoriilmiistiir.

Sonu¢ olarak YSA, PSO ve DVR’nin Oniimiizdeki yillar i¢in enerji plani
tahminlerinde kullanilabilecegi anlasilmaktadir. Bu da yeni stratejilerin belirlenmesi
icin bilim insanlarina ve yatirimeilara 151k tutacaktir.

Artan enerji ihtiyacini karsilayabilmek ic¢in yenilenebilir enerji kaynaklari

alternatif bir enerji kaynag olarak onerilmektedir. Bu kaynaklarin kullanilmasinda ve
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santrallerin kurulum planlanmasinda YSA, PSO ve DVR modellerinin kullanilabilecegi

Onerilmektedir.
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