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Bu tez ¢aligmasi, dogal dil isleme (Natural Language Processing, NLP) alaninda metin
siiflandirma problemlerine yonelik gelistirilmis geleneksel yontemler (Naive Bayes ve
Destek Vektor Makineleri) ile son yillarda biiyiik basar1 gosteren Transformer tabanl
modellerin (BERT, RoBERTa, GPT, T5, DistilBERT) karsilastirmali analizini
kapsamaktadir. Caligmanin temel amaci, farkli veri setlerinde bu yontemlerin
siniflandirma performanslarini 6l¢gmek ve elde edilen sonuglar1 dogruluk, kayip oranlar
ve genel model basarisi agisindan detayl sekilde irdelemektir.

Tez kapsaminda AG News, IMDb ve SST-2 veri setleri kullanilmis; metin verileri uygun
on isleme siireglerinden gecirilmis ve hem geleneksel hem de Transformer tabanli
modellere entegre edilmistir. Naive Bayes ve SVM gibi yontemler, metin 6zelliklerini
temel istatistiksel 6zellikler iizerinden degerlendirirken, Transformer tabanli modeller ise
dikkat mekanizmas1 (attention mechanism) ve biiyiik 6l¢ekli dnceden egitilmis dil
modelleri sayesinde baglamsal bilgi zenginliginden yararlanmistir.

Uygulama ve deneyler asamasinda her bir model veri setleri iizerinde egitilmis ve test
edilmistir. Sonuglar, Transformer modellerinin genel olarak geleneksel yontemlere
kiyasla daha yiiksek dogruluk oranlarma ulagtigini, ancak hesaplama maliyetleri ve
egitim stiresi acisindan geleneksel yontemlerin hala avantajli oldugunu ortaya koymustur.
Ayrica, farkli modellerin siniflandirma basarist veri setine ve problem tiirline gore
degisiklik gostermektedir; 6rnegin, ROBERTa modeli AG News ve SST-2 veri setlerinde
en yiiksek dogruluk oranini saglarken, IMDDb veri setinde BERT modeli 6ne ¢ikmistir.
Bu tezde elde edilen bulgular, gelecekteki NLP uygulamalari i¢in model se¢ciminde yol
gosterici nitelikte olup, hem akademik hem de endiistriyel uygulamalara katki saglamay1
hedeflemektedir. Sonuglar, ayrica Transformer mimarisinin giiclii yanlarinin yam sira
smirhiliklarina da dikkat gekmekte ve daha verimli ve etkin yontemler gelistirmek i¢in bir
temel sunmaktadir.

Anahtar Kelimeler: Dogal Dil isleme (NLP), Metin Smiflandirma, Transformer
Modelleri, Naive Bayes Modeli, Destek Vektor Makineleri (SVM), BERT Modeli,
RoBERTa Modeli, GPT Modeli, Makine Ogrenmesi
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This thesis covers the comparative analysis of traditional methods (Naive Bayes and
Support Vector Machines) developed for text classification problems in the field of
Natural Language Processing (NLP) and Transformer-based models (BERT, RoBERTa,
GPT, T5, DistilBERT) that have shown great success in recent years. The main purpose
of the study is to measure the classification performances of these methods on different
data sets and to examine the obtained results in detail in terms of accuracy, loss rates and
general model success.

Within the scope of the thesis, AG News, IMDb and SST-2 datasets were used; text data
was subjected to appropriate pre-processing processes and integrated into both traditional
and Transformer-based models. While methods such as Naive Bayes and SVM evaluate
text features based on basic statistical properties, Transformer-based models benefit from
the richness of contextual information thanks to the attention mechanism and large-scale
pre-trained language models.

In the implementation and experiment phase, each model was trained and tested on the
datasets. The results showed that Transformer models generally achieved higher accuracy
rates compared to traditional methods, but traditional methods still had an advantage in
terms of computational costs and training time. In addition, the classification success of
different models varies according to the dataset and problem type; for example, the
RoBERTa model achieved the highest accuracy rate on the AG News and SST-2 datasets,
while the BERT model stood out on the IMDb dataset.

The findings obtained in this thesis are of a guiding nature in model selection for future
NLP applications and aim to contribute to both academic and industrial applications. The
results also highlight the strengths as well as limitations of the Transformer architecture
and provide a basis for developing more efficient and effective methods.

Processing. Keywords: Natural Language Processing (NLP), Text Classification,
Transformer Models, Naive Bayes Model, Support Vector Machines (SVM), BERT
Model, RoBERTa Model, GPT Model, Machine Learning
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1. GIRIS

1.1 Problemin Tanimi

Gliniimiizde dijitallesmenin ve internet kullaniminin hizli artisiyla birlikte metin verisi,
insan iletisiminin ve bilgi paylasiminin en baskin bigimlerinden biri haline gelmistir.
Sosyal medya platformlari, haber siteleri, cevrimi¢i forumlar, miisteri yorumlar1 ve e-
posta icerikleri gibi kaynaklardan giinliik olarak {iiretilen metin miktari, veri bilimi ve
yapay zeka arastirmacilari i¢in hem biiyiik bir firsat hem de zorlu bir meydan okumadir.
Metinlerin dogru ve hizli bir sekilde siniflandirilmasi, bu biiylik verinin
anlamlandirilmasinda kritik bir rol oynamaktadir. Ancak dogal dilin yapist geregi
karmasik ve baglama bagli olusu, kelime anlamlarinin degiskenligi, ironiler, mecazlar,
cok anlamlilik, dilbilgisel belirsizlikler gibi unsurlar; metin siniflandirma problemlerinin

¢Ozliimiinii zorlastiran baslica etkenlerdir.

Metin smiflandirma, en basit tanimiyla bir metin pargasinin (6rnegin bir climlenin,
paragrafin veya belgenin) belirlenen siniflardan birine veya birden fazlasina atanmasi
islemidir. Bu gorev, spam e-posta tespiti, duygu analizi, konu smiflandirmasi, haber
kategorilendirme, sahte haber tespiti, toksik igerik belirleme gibi bir¢ok uygulamada
kritik 6neme sahiptir. Yiiksek hacimli veri ortamlarinda bu islemin manuel olarak
yapilmas1 miimkiin olmadigindan, makine 6grenmesi ve dogal dil isleme tekniklerinin

kullanilmasi kaginilmaz hale gelmistir.

Siniflandincilan Destek Vektor
Sinflandincilar

Simflandinailar
[ Denetimsiz
Ogrenme

Olasiliga Dayali
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Sekil 1.1: Duygu analizinde kullanilan teknikler (AMANET, 2020)
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Tarihsel olarak, bu problem i¢in kullanilan geleneksel yontemler, genellikle elle ¢ikarilan
ozelliklere dayanan (6rnegin TF-IDF, kelime frekanslar1) ve bu ozellikler iizerinde
siniflandirma yapan algoritmalardir. Naive Bayes, Destek Vektor Makineleri (SVM) ve
Lojistik Regresyon gibi yontemler; belirli bir baglamda yeterli performans gosterebilse
de, karmasik dil yapilarint ve uzun mesafeli bagimliliklart yakalamada siirh
kalmaktadir. Ozellikle dilin baglamsal yapisina duyarsiz olmalari, bu yéntemlerin metin

siniflandirmada {ist sinirlarina hizla ulasmalarina neden olmaktadir.

Son yillarda gelistirilen Transformer mimarisi ise bu sinirlamalari asmak i¢in yeni bir
paradigma sunmustur. Attention (dikkat) mekanizmastyla donatilmis Transformer tabanli
modeller, hem dilin baglamsal iliskilerini etkili bir sekilde 6grenebilmekte hem de biiyiik
veri kiimelerinde 6nceden egitilmis olmalar1 sayesinde, transfer 6grenme yoluyla bircok
farkli gorevde yiiksek dogruluk saglayabilmektedir. BERT (Bidirectional Encoder
Representations from Transformers), RoBERTa, GPT (Generative Pre-trained
Transformer), T5, DistilBERT gibi modeller, dogal dil isleme problemlerinde 6zellikle
siiflandirma ve anlamlandirma gorevlerinde ¢igir acan basarilar elde etmistir. Bununla
birlikte, bu modellerin devasa parametre sayilar1 ve hesaplama gereksinimleri, her proje

ve uygulama i¢in uygun olmadiklari ger¢egini de beraberinde getirmektedir.

Bu tez ¢aligmasinin temel problemi, geleneksel makine 6grenmesi yontemleri (6zellikle
Naive Bayes ve SVM) ile Transformer tabanli modern modellerin metin siiflandirma
problemlerindeki performanslarimin detayli ve kapsamli sekilde kiyaslanmasidir.
Calismada, farkli dil ve igerik tiirlerine sahip {li¢ farkli veri seti kullanilarak bu iki
yaklasimin dogruluk, kayip, egitim siiresi ve hesaplama maliyetleri bakimindan
avantajlar1 ve smurhliklart incelenmistir. Buradaki temel hedef, yalnizca dogruluk
oranlarin1 raporlamak degil; ayni zamanda bu iki farkli yaklagimin hangi kosullarda,
hangi tiir veri ve problem yapilarina gére daha uygun ya da verimli oldugunu ortaya

koymak ve gelecekte yapilacak caligmalara 1s1k tutmaktir.

Bu problem tanimi, ayni zamanda akademik literatiirde uzun siiredir tartigilan bir
konudur. Geleneksel yontemlerin sadeligi ve diisiik hesaplama maliyeti, onlar1 hala bazi
pratik uygulamalar i¢in cazip kilarken, Transformer tabanlt modellerin {istiin performansi

ise arastirmacilar ve endiistri tarafindan giderek daha fazla tercih edilmesine yol



acmaktadir. Bu nedenle ¢aligmada yalnizca metrik bazli degil; uygulama ve kullanim

kosullar1 agisindan da kapsamli bir degerlendirme yapilmasi amaglanmistir.

1.2 Tezin Amaci ve Kapsam

Bu tezin temel amaci, dogal dil isleme (NLP) alaninda 6zellikle metin siniflandirma
problemlerine odaklanarak, geleneksel makine 6grenmesi yontemleri (6zellikle Naive
Bayes ve Destek Vektor Makineleri - SVM) ile son yillarda biiylik yanki uyandiran
Transformer tabanli derin O6grenme yaklagimlarinin (BERT, RoBERTa, GPT,
DistilBERT, T5) kapsamli bir analizini ger¢eklestirmektir. Gilinlimiizde metin verisi
muazzam bir hizla artmakta ve bu veriden anlamli bilgi ¢ikarma ihtiyact hem akademik
hem ticari ¢evrelerde kritik bir hale gelmektedir. Sosyal medya, haber metinleri, kullanici
yorumlar1 ve e-posta icerikleri gibi farkli metin kaynaklarinin otomatik siniflandirilmasi
pek cok alanda O6nem arz etmektedir. Bu baglamda g¢aligmanin temel amaci, metin
siiflandirma gorevlerinde kullanilan yontemlerin sadece dogruluk performanslarini
degil; ayn1 zamanda verimlilik, hesaplama maliyeti, model karmasikligi, egitim siiresi,
yorumlanabilirlik ve uygulanabilirlik gibi ¢ok boyutlu performans kriterlerini

karsilastirmali olarak incelemektir.

Bu amagla calisma, {li¢ farkli veri seti {izerinde hem geleneksel hem de Transformer
tabanli yontemleri uygulayarak elde edilen deneysel sonuglar1 detayli bir sekilde
raporlamaktadir. Transformer mimarisine dayali modeller, 6zellikle transfer 6grenme ve
onceden egitilmis biiyilik dil modelleri sayesinde kii¢lik ya da orta 6lgekli veri setlerinde
bile iistiin basar1 gostermektedir. Ancak bu modellerin egitim siireci, ihtiya¢c duydugu
hesaplama kaynaklari, model karmasikligi ve sonuclarin yorumlanabilirligi gibi
konularda onemli smirliliklar1 bulunmaktadir. Geleneksel yontemler ise daha basit
yapilari, diisiik hesaplama maliyetleri ve hizli uygulanabilirlikleri ile hala bir¢ok pratik

kullanimda tercih edilmektedir.

Tezin kapsami yalnizca deneysel bir karsilagtirmayla sinirh degildir; ayn1 zamanda ilgili
literatiirdeki mevcut yaklagimlarin detayli incelenmesi, teorik arka plan bilgileri, veri
setlerinin 6zellikleri, veri 6n isleme asamalari, model mimarilerinin ayrintili agiklamalar
ve deneysel tasarimin metodolojik gerekgeleri de kapsamli sekilde ele alinmaktadir.

Ayrica elde edilen bulgular, sadece metin siniflandirma baglaminda degil, daha genis bir



NLP c¢ergevesinde de tartisilarak Transformer tabanli modellerin (6zellikle BERT,
RoBERTa, GPT, DistiBERT ve T5) ger¢ek diinya uygulamalarindaki avantaj ve

dezavantajlarina dair genel ¢ikarimlar yapilmaktadir.

Bu tez, hem akademik arastirmalar hem de sektorel uygulamalar icin bir referans noktasi
olusturmay1 hedeflemektedir. Hangi tiir projelerde geleneksel yontemlerin hala yeterli
oldugu, hangi durumlarda ise Transformer tabanl1 yaklasimlarin tercih edilmesi gerektigi,
performans ile hesaplama maliyeti arasindaki denge ve model se¢iminde dikkat edilmesi
gereken faktorler gibi 6nemli sorulara yanit aranmaktadir. Calismanin sonunda mevcut
siirlamalar ve gelecekte yapilabilecek aragtirmalar igin Oneriler sunularak, ileride

yapilacak ¢alismalara katki saglamasi hedeflenmektedir.

1.3 Yontem Ozeti

Bu tez ¢alismasinda, metin siiflandirma problemi, hem geleneksel makine 6grenmesi
algoritmalari hem de ¢agdas derin 6grenme tabanl yaklagimlar kullanilarak ele alinmistir.
Calismanin temel amaci, metin verileri lizerinde farkli yontemlerin performansini nesnel
bir sekilde 6l¢mek ve literatiire katki saglayacak kapsamli bir analiz sunmaktir.
Kullanilan yontemler, farkli karmasiklik seviyelerine sahip ti¢ farkli veri seti tizerinde

uygulanmis ve elde edilen sonuglar karsilastirilmistir.
Kullanilan veri setleri ii¢ ana gruptan olusmaktadir:

IMDDb Duygu Analizi Veri Seti: internet iizerindeki en popiiler film inceleme veri
setlerinden biridir. Kullanicilarin filmler hakkinda yazdigi incelemeler “olumlu” veya
“olumsuz” seklinde etiketlenmistir. Bu veri seti, genis ¢apli yorumlar i¢erdigi ve dogal
dilin gesitli bigimlerini barindirdigi i¢in, modellerin genel duygusal analizi ne kadar iyi

yapabildigini test etmek acgisindan 6nemli bir zemin saglamaktadir.

SST-2 (Stanford Sentiment Treebank): Stanford Universitesi tarafindan gelistirilen bu
veri seti, bireysel ciimleler iizerinden duygu analizi yapmay1 hedefler. IMDDb veri setine
kiyasla daha kisa metinler igerir ve climle diizeyinde olumlu/olumsuz etiketlemeler sunar.
Bu sayede, daha hassas duygu simiflandirmasi gerektiren modellerin basarisi
degerlendirilebilir. Ozellikle ince duygu gegislerini yakalamada Transformer tabanli

modellerin performansi 6ne ¢ikmaktadir.



AG News Haber Simiflandirma Veri Seti: Bu veri seti, dort ana kategoriye (Diinya,
Spor, Is Diinyasi, Bilim/Teknoloji) ayrilmis binlerce haber baslig1 ve zetinden olusur.
Cok simifli siniflandirma problemlerinde kullanilan bu veri seti, modellerin konusal igerik

ayirimi yapabilme yetenegini sinamak igin tercih edilmistir.
Kullanilan yontemler iki ana grupta toplanabilir:

Geleneksel Yontemler: Naive Bayes ve Destek Vektor Makineleri (SVM), dogal dil
isleme (NLP) literatiiriinde uzun yillardir kullanilan, metin siniflandirmada hizli ve etkili
¢Oziimler sunan yontemlerdir. Bu modeller, 6zellikle kiiciik 6l¢ekli veri setlerinde ve
temel siniflandirma problemlerinde diisiik hesaplama maliyetleri nedeniyle tercih edilir.

Ancak, kelimeler arasindaki karmasik iliskileri modelleme konusunda sinirlidirlar.

Veri ‘

b

| DVM Veri Formati

!

DVM Parametre Tanimlari

|

k-Cross Validasyon |

|

;7 Egitilmis Model
Yeni Dataset

[ DVM Tahmin Sireci

|

Final Tahmini

.

Sekil 1.2: Destek vektor makineleri algoritmasi

Transformer Tabanh Yontemler: BERT, RoBERTa, DistilBERT, T5 ve GPT gibi
modern derin 6grenme modelleri, son yillarda metin isleme alaninda devrim yaratmistir.
Bu modeller, biiyiik hacimli veri ve hesaplama giicii kullanilarak onceden egitilmis,

ardindan belirli gorevler icin ince ayar yapilabilir hale getirilmistir. Transformer



mimarisi, kelimeler arasindaki baglamsal iligkileri dikkate alarak daha dogru ve anlamli

siiflandirmalar yapma potansiyeline sahiptir.

Bu tezde, her model ii¢ farkli veri seti lizerinde egitilmis ve hem egitim hem de dogrulama
stireclerinde ortaya ¢ikan metrikler detayl sekilde kaydedilmistir. Kullanilan metrikler
arasinda dogruluk orani (accuracy), kayip degeri (loss), egitim siiresi ve model

karmasiklig1 yer almaktadir.

Ayrica, deneysel analiz siirecinde tablolar ve grafikler yardimiyla hem Transformer
tabanli hem de geleneksel yontemler arasindaki performans farklari gorsel olarak da
sunulmustur. Boylece sadece nicel degil, nitel bir karsilastirma da yapilmis, hangi
yontemin hangi kosullarda iistiinlik sagladigi, hangi yontemlerin belirli zorluklarla

karsilagtig1 detaylandirilmigtir.

Sonu¢ olarak bu tez, dogal dil isleme ve metin siniflandirma alaninda calisan
arastirmacilar ve uygulayicilar i¢in yontemlerin giiclii ve zayif yonlerini anlamada yol

gosterici bir caligma sunmay1 hedeflemektedir.

1.4 Tezin Yapisi

Bu tez calismasi, metin siniflandirma alaninda geleneksel yontemler ile Transformer
tabanli ileri yontemlerin karsilagtirmali analizini yapmak amaciyla kurgulanmis ve
sistematik bir yapiya oturtulmustur. Tez, alt1 ana boliimden olugmakta ve her bir boliim,
okuyucunun hem teorik altyapiyt hem uygulamali ¢alismalar1 hem de sonuglarin

tartismasini biitlinciil bir sekilde takip etmesine imkan tantyacak sekilde tasarlanmistir.

Birinci Boliim (Giris), calismanin neden yapildigini, hangi problemin ele alindigini ve
bu problemin bilimsel veya pratik anlamda neden 6nemli oldugunu detayli bigimde ortaya
koyar. Ayrica bu boliimde, tezin amaci, kapsami ve izlenen yontemlerin kisa bir 6zeti
sunularak okuyucuya genel bir ¢ergeve ¢izilir. Arastirma sorulari, hipotezler ve bu
sorulara nasil yaklasilacagina dair yontemsel ipuglar1 da bu boliimde yer alir. Okuyucu,

bu béliimde ¢aligmanin temel motivasyonunu ve hedeflerini anlama firsati bulur.

Ikinci Béliim (Kavramsal Temeller ve Literatiir Incelemesi), dogal dil isleme (NLP)

kavramlarinin temel tanimlarindan baslayarak, metin siniflandirma yontemlerine kadar



genis bir yelpazede literatiir taramas1 sunar. Bu boliimde, geleneksel yontemler (Naive
Bayes, SVM) detayli bigimde agiklanir ve bunlarin smirliliklar1 ele alinir. Ayrica,
Transformer tabanli modern yaklasimlar (BERT, RoBERTa, DistilBERT, T5, GPT)
derinlemesine incelenir ve mevcut literatiirde bu modellerle yapilan giincel ¢alismalar ve
elde edilen sonuglar tartigilir. Literatiir taramasi, ¢alismanin 6zgiin katkisinin anlagilmasi
acisindan kritik dneme sahiptir; bu yiizden alandaki bosluklar ve bu calismanin bu

bosluklara nasil katki sundugu agikca ortaya konur.

Uciincii Boliim (Yontem), deneysel siirecin detaylandirildigi boliimdiir. Kullanilan veri
setlerinin o6zellikleri (SST-2, IMDb, AG News), veri 6n isleme adimlar1 (temizleme,
etiketleme, tokenizasyon), model mimarileri (Transformer ve geleneksel modeller),
hiperparametre ayarlari1 ve performans metrikleri (dogruluk, kayip, F1 skoru vb.) ayrintilt
olarak agiklanir. Bu boliimde izlenen yontemsel yol, sadece sonuglari iiretmekle kalmaz,
ayn1 zamanda benzer bir ¢alisma yapmak isteyen arastirmacilara veya uygulayicilara da
adim adim rehberlik sunar. Deneylerin tekrarlanabilirligi a¢isindan tiim teknik detaylarin

seffaf bicimde aktarilmas1 amaglanir.

Dordiincii Boliim (Uygulama ve Deneyler), deneysel sonuclarin sunuldugu ve
karsilagtirmali analizlerin yapildig1 boliimdiir. Transformer tabanli modeller ve
geleneksel yontemler lizerinde yapilan testlerin sonuglari detayli tablo ve grafiklerle
desteklenir. Dogruluk oranlari, egitim ve dogrulama kayiplari, egitim siireleri, model
karmasikliklar1 gibi metrikler, kapsamli bir analizle karsilastirilir. Gorseller (dogruluk ve
kayip egrileri, bar grafikler) bu bolimde g¢aligmaya gorsel bir zenginlik katar ve

okuyucunun bulgular1 daha iyi yorumlamasina yardimci olur.

Besinci Boliim (Sonuclar ve Gelecek Calismalar), yapilan analizlerin genel bir 6zetini
sunar ve calismadan elde edilen temel bulgular1 tartisir. Transformer modellerinin
distlinliikleri, smurliliklar, geleneksel yontemlerle karsilastirildiginda ortaya c¢ikan
avantajlar ve zorluklar kapsamli bigimde ele alinir. Ayrica, caligmanin bilimsel ve pratik
katkilar1, hangi alanlarda uygulanabilecegi ve gelecekte yapilabilecek iyilestirme ve
genisletme oOnerileri sunulur. Bu boliim, calismanin sadece mevcut ¢iktilarla simirh
olmadigini, ayn1 zamanda gelecege doniik bir perspektif sundugunu gostermesi agisindan

onemlidir.



Altinc1 Boliim (Kaynaklar), tez boyunca kullanilan tiim akademik yayinlar, makaleler,
kitaplar ve ¢evrim i¢i kaynaklari igerir. Metin i¢inde yapilan her atif, bu bdliimde detayli
bir sekilde belirtilir ve tez yazim kurallarina uygun bi¢cimde listelenir. Bdylece tez,

akademik diiriistliik ve seffaflik ilkesine uygun sekilde tamamlanir.

Sonug olarak, tezin bu yapilandirilmis ve detayl tasarimi, okuyucunun yalnizca deneysel
sonuglar1 degil, ayn1 zamanda bunlarin teorik arka planini ve gelecekteki potansiyel
yansimalarini da kapsamli bigimde kavramasina olanak tanir. Calismanin boliimleri bir
biitiin olarak, metin siniflandirma alanina katki sunmay1 hedeflerken, metodolojik ve

akademik anlamda yiiksek bir standard1 gézetmektedir
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2. KAVRAMSAL TEMELLER VE LITERATUR iINCELEMESI

2.1 Dogal Dil isleme (NLP): Temel Kavramlar

Dogal Dil isleme (Natural Language Processing - NLP), bilgisayarlarm insan dilini
anlamasi, analiz etmesi, yorumlamasi ve iiretmesi amaciyla gelistirilen bir yapay zeka alt
alamdir. Insan dili, karmasik yapisi, belirsizlikleri, baglama duyarlilig1 ve ¢cok katmanl
anlam tagima kapasitesi nedeniyle bilgisayarlar a¢isindan olduk¢a zorludur. Bu zorluklar1
asmak i¢in NLP, dilbilim, bilgisayar bilimi ve istatistiksel modelleme gibi disiplinleri

birlestirir ve ¢ok ¢esitli yontem ve yaklagimlar gelistirir.

Bilgisayar Bilimleri
[Verltabam Yapay Zeka Algorltmalar Network‘

Robotlar ... | Uzman Sistemler

|

Bilgi elde etme Otomatik Ceviri Dil Analizi
(Information Retrieval) *** (Machine Translation)*** (Language Analysis)

N

Anlamsal Ayristirma
(Semantics) (Parsing)

Sekil 2.1: Dogal dil isleme ile dil analizi [1]

NLP’nin temel amaci, yapilandirilmamis ya da yari yapilandirilmis metin verilerini
anlamli ve islenebilir bilgiye doniistiirmektir. Bu doniisiim, 6rnegin metin siniflandirma,
duygu analizi, isim tanima, Ozetleme, makine g¢evirisi, soru-cevap sistemleri, dil
modelleme, anlamsal benzerlik hesaplama ve metin {iretimi gibi birgok farkli gérevde
kullanilmaktadir. Ornegin bir e-ticaret sitesindeki miisteri yorumlarinin olumlu veya

olumsuz olarak siniflandirilmasi, bir haber makalesinden otomatik 6zet ¢ikarilmasi ya da



kullanic1 sorularina yanit veren sohbet botlarmin gelistirilmesi gibi bir¢gok uygulama

dogrudan NLP tekniklerine dayanir.

NLP, genellikle iki temel bilesen iizerine insa edilir: 1-) Dilsel On Isleme ve 2-)
Modelleme ve Anlam Cikarma. Dilsel 6n isleme adimi, ham metnin temizlenmesi,
tokenizasyon, durak kelime (stopword) kaldirma, kok veya govde bulma (stemming,
lemmatization), POS (part-of-speech) etiketleme, adlandirilmis varlik tanima (NER) gibi
alt stiregleri igerir. Bu adimlar, ham verinin daha yapilandirilmis ve modellenebilir hale
gelmesini saglar. Modelleme asamasinda ise istatistiksel yontemler, makine 6grenmesi
teknikleri ya da son yillarda biiyiik sigramalar yaratan derin 6grenme tabanli yontemler

kullanilarak metin {izerinde gorevler gerceklestirilir.

NLP’nin zorluklar1 arasinda ¢ok anlamlilik (polisemik sozciikler), deyimler, ironiler,
baglama duyarlilik, kiiltiirel ve dilsel farkliliklar, dilin zaman icindeki evrimi ve
dilbilgisel hatalar yer alir. Bu yiizden, gelistirilen her yeni yontem, genellikle bu
problemlerin en azindan bir kismimi daha iyi ¢c6zmeyi hedefler. Ornegin, geleneksel “bag-
of-words” yaklasimlar1 kelime sirasin1 ve baglami dikkate almazken, Word2Vec ve
GloVe gibi dagitilmis temsiller bu agig1 kapatmaya calismistir. Ancak Transformer
tabanli modeller (BERT, GPT, RoBERTa, T5 ve DistilBERT gibi) ile birlikte baglamin
cift yonlii olarak islenebilmesi ve dnceden egitilmis biiyiik modellerin transfer 6grenme

yoluyla ¢esitli gorevlerde kullanilabilmesi NLP’de devrim yaratmistir.

Ayrica, NLP sadece Ingilizce gibi baskin dillerde degil, Tiirkge gibi morfolojik agidan
zengin ve eklemeli dillerde de ayr1 bir aragtirma alani olusturur. Tiirkce, kelimelerin
koklerine eklenen ¢ok sayida ¢ekim ve yapim eki nedeniyle, kelime diizeyinde ¢esitlilik
ve karmasiklik sunar. Bu durum, kelime temsilleri ve modeller agisindan 6zel ¢6ziimler
gerektirir. Ornegin, Tiirkge igin morfolojik analiz veya alt kelime (subword) diizeyinde

modelleme sik¢a kullanilan yontemler arasindadir.

Gilinlimiizde NLP aragtirmalarinin odaklandig1 konular arasinda etik ve Onyargilar da
onemli yer tutmaktadir. Biiyiik dil modelleri, egitildikleri veri setlerindeki cinsiyetci, 1rk¢t
veya ideolojik onyargilar1 6grenebilir ve bunu ¢iktilarinda yansitabilir. Bu nedenle, hem
akademide hem sektorde adil, tarafsiz ve etik NLP sistemleri gelistirmek i¢in yogun

caligmalar yriitiilmektedir.
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Sonu¢ olarak, NLP alani, hem temel kavramsal altyapist hem de siirekli evrilen
uygulamalariyla, bilgisayarlarin insan dilini “anlama” yetenegini her gegen giin daha
ileriye tasimaktadir. Bu tezde ise NLP’nin 6zellikle metin siniflandirma alt alanindaki
gelismis yontemleri, yani Transformer tabanli yaklasimlar, detayli bi¢imde incelenecek

ve geleneksel yontemlerle karsilastirilacaktir.

2.2 Metin Siniflandirma Yontemleri

Metin smiflandirma, dogal dil isleme (NLP) alaninda en yaygin kullanilan ve en temel
gorevlerden biridir. Genel olarak, bir metnin 6nceden belirlenmis kategorilerden birine
veya birkagina atanmas siirecini ifade eder. Ornegin, bir e-postanin spam olup olmadigini
belirlemek, bir miisteri yorumunun olumlu mu olumsuz mu oldugunu siniflandirmak ya
da bir haber metnini ait oldugu konu basligina (siyaset, spor, ekonomi vb.) ayirmak metin

siniflandirma 6rnekleri arasinda yer alir.

METIN SINIFLANDIRMA ASAMALARI

R N (7 =
( VERI TOPLAMA ( VERIi ON iSLEME MODEL EGiTiMi
* Ham metin verisi »| ¢ Metin temizleme »| ¢ Siniflandirma
» Toplanan veri « Diizeltme ve ayirma algoritmasi
J J « Model egitimi
& J
v
"X ( N\
( TAHMIN YAPMA DEGERLENDIRME
« Tahmin yapma ” » Tahmin yapma
¢ Performans &lgimi ¢ Performans 6l¢imu

3/ e >4

Sekil 2.2: Metin siniflandirma asamalari

Bu gorev, birgok uygulama icin kritik 6neme sahiptir. E-posta filtreleme, icerik tavsiye
sistemleri, sosyal medya izleme, hukuki belge simiflandirmasi, miisteri geri bildirim
analizi ve tibbi rapor analizleri gibi alanlarda metin smniflandirma yogun bi¢imde
kullanilmaktadir. Ozellikle giiniimiiziin dijital diinyasinda iiretilen devasa metin verilerini

anlamlandirabilmek ve isleyebilmek i¢in gii¢lii simiflandirma yontemlerine ihtiyag
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duyulmaktadir. Metin siniflandirma yontemleri temelde iki ana gruba ayrilir: geleneksel

yontemler ve derin 6grenme tabanli modern yontemler.

Geleneksel Yontemler: Bu yontemler, Ozellikle 2000°1i yillarin baglarinda NLP
uygulamalarinda yogun sekilde kullanilmistir. Genellikle makine &grenmesi
algoritmalarima dayanir ve metinleri sayisal temsillere (vektorlere) doniistiirerek
siniflandirma yapilir. Bu siiregte en yaygin kullanilan temsil yontemleri “Bag of Words”
(BoW), “Term Frequency-Inverse Document Frequency” (TF-IDF) ve n-gram tabanli
yaklasimlardir. Bu temsiller, kelimelerin sikligin1 veya 6nemini hesaba katarak bir metni
sayisal forma sokar, ardindan Naive Bayes, Destek Vektor Makineleri (SVM), Karar
Agaglar1 veya Lojistik Regresyon gibi algoritmalarla siniflandirma yapilir. Geleneksel
yontemler hizli ve kolay uygulanabilir olmalarina ragmen, kelime sirasini veya baglamsal

anlami g6z onilinde bulunduramadiklari i¢in karmasik metinlerde sinirl basar1 gosterirler.

Derin Ogrenme ve Modern Yéntemler: Son yillarda, yapay sinir aglarina dayanan derin
ogrenme yaklasimlart metin smiflandirmada devrim yaratmistir. Ozellikle RNN
(Recurrent Neural Networks), LSTM (Long Short-Term Memory), GRU (Gated
Recurrent Units) gibi sirali veri modelleri, metinlerdeki kelime siralarini ve baglami daha
1yi yakalayabilmistir. Ancak bu modellerin yerini hizla Transformer mimarisi ve onun
tizerine insa edilen BERT, RoBERTa, GPT, T5, DistilBERT gibi onceden egitilmis
devasa dil modelleri almistir. Bu modeller, ¢cok biiytik veri setleri tizerinde egitildikleri
icin dilin inceliklerini, baglamsal iligkileri ve karmasik yapilar1 oldukca basarili sekilde

Ogrenirler.

Transformer tabanli modeller, transfer 6§renme prensibini kullanarak ¢cok az 6rnekle bile
giiclii sonuglar iiretebilirler. Onceden egitilmis bu modeller, metin siniflandirma gérevine
0zgii kiiglik bir veri seti lizerinde “ince ayar” (fine-tuning) yapilarak hizla uyarlanabilir.
Bu sayede, geleneksel yontemlerin aksine el yapimi 6zellik miithendisligine gerek kalmaz

ve performans 6nemli dlgiide artar.

Metin siiflandirma siireci, sadece bir model segcmekten ibaret degildir. Ayn1 zamanda
verilerin nasil hazirlandigi, nasil temizlendigi, hangi temsil yontemlerinin kullanildigi,
hangi performans metriklerinin degerlendirildigi ve model ¢iktilarinin nasil yorumlandigi

da biiylik 6nem tasir. Clinkii her uygulama alani, farkl tiirde zorluklar ve gereksinimler
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barmdirir. Ornegin, tibbi metinler ¢ok teknik terimler icerirken, sosyal medya verileri
kisaltmalar ve argo kullanimlarina sahip olabilir. Bu yiizden metin siniflandirma, hem

miihendislik hem de uygulama bilgisi gerektiren disiplinler aras1 bir siiregtir.

Sonug olarak, metin siiflandirma yontemleri hem geleneksel hem de modern yaklasimlar
acisindan siirekli gelismektedir. Her yontemin avantajlar1 ve sinirliliklart vardir. Bu tez
caligmasinda, geleneksel yontemler olan Naive Bayes ve SVM ile modern Transformer
tabanli modeller karsilastirilarak, metin siniflandirma goérevinde hangi yaklasimin hangi

durumlarda {istiin oldugunu ortaya koymak amaglanmistir.

2.3 Geleneksel Yontemler (Naive Bayes - SVM)

Dogal dil isleme (NLP) ve o6zellikle metin siniflandirma problemlerinde, uzun yillar
boyunca kullanilan geleneksel makine Ogrenmesi yontemleri, derin Ogrenme ve
transformer tabanli yontemlerin gelisimine kadar 6nemli bir rol oynamistir. Bu geleneksel
yontemler, genellikle istatistiksel modellere ve matematiksel kavramlara dayanir. Naive
Bayes ve Destek Vektor Makineleri (SVM), bu alanda en yaygin ve basaril iki yontem
olarak literatlirde genis bir kullanim alanina sahiptir. Her iki yontemin de avantajlari,
sinirlamalart ve uygulama alanlar1 vardir. Bu bdliimde, bu iki yontemin calisma
prensipleri, gii¢lii ve zayif yonleri, metin siniflandirmadaki performanslar1 ve gliniimiiz

yaklasimlarina kiyasla konumlar1 detayl olarak incelenecektir.

Naive Bayes siniflandiricisi, olasilik teorisine ve 6zellikle Bayes Teoremi’ne dayanan bir
yontemdir. Modelin “naive” (saf, basitlestirilmis) olarak adlandirilmasinin nedeni, her bir
ozelligin (kelime, nitelik) birbirinden bagimsiz oldugu varsaymmidir. Gergek dilde
kelimeler arasi bagimliliklar olduk¢a yaygin olmasina ragmen, bu basitlestirilmis

yaklasim bir¢cok metin siniflandirma goérevinde oldukga 1y1 sonuglar verebilmektedir.

Multinomial Naive Bayes, metin siniflandirmada 6zellikle popiilerdir ¢iinkii metni
kelimelerin siklig1 veya varligi tizerinden degerlendirir. Bu model, spam tespiti, duygu
analizi gibi gorevlerde yillardir yaygin bir sekilde kullanilmaktadir. Naive Bayes’in gii¢lii
yonleri arasinda hizli egitim siireci, diisiik hesaplama maliyeti ve az sayida parametre

ayarlamasi gerektirmesi yer alir. Ozellikle veri setinin sinirli oldugu veya hizli bir prototip
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gelistirme gerektigi durumlarda, karmasik modellere kiyasla ¢ok daha pratik bir ¢6ziim

sunar.

Ancak bu modelin sinirlamalar1 da belirgindir. Kelimeler aras1 bagimliliklarin ve dilin
baglamsal yapisinin goz ardi edilmesi, Ozellikle ¢ok dilli metinlerde veya ironik
ifadelerde performans kaybina yol acar. Ornegin, “Bu filmi hi¢ begenmedim” ve “Hig
fena degil” gibi ifadelerde kelimelerin bireysel anlamlarindan daha fazlasi devreye girer.
Ayrica nadir kelimelerin veya nadir kombinasyonlarin agirliklandirilmas: konusunda

yetersiz kalabilir.

Destek Vektor Makineleri (SVM), 6zellikle yiiksek boyutlu veri setlerinde giicli
siniflandirma yetenekleri sunan bir yontemdir. SVM’nin temel ¢alisma mantig1, farkli
smiflar arasinda en genis marjine (margin) sahip bir hiper diizlem bulmaktir. Bu, siniflar
arasindaki ayrimi maksimize eder ve modelin genelleme kapasitesini artirir. Metin
siiflandirma gibi veri boyutunun ¢ok yiiksek oldugu uygulamalarda, SVM’nin dogrusal
cekirdek (linear kernel) kullanimi1 oldukc¢a yaygindir.

SVM’nin avantajlarindan biri, yiiksek boyutlu ve seyrek veri setlerinde dahi giiclii
performans sergilemesidir. Ayrica model, 6zellikle kiiciik veri setlerinde overfitting’e
(asir1 6grenmeye) kars1 dayaniklidir. Siniflar arasindaki sinirlari net bir sekilde cizer ve

genellikle ¢cok az parametre ayariyla bile basarili sonuglar verir.

Ancak SVM’nin smirlamalar1 da goz ardi edilmemelidir. Ozellikle ¢ok biiyiik veri
setlerinde egitimi oldukc¢a zaman alabilir ve bellek yogunlugu yaratabilir. Ayrica ¢ekirdek
fonksiyonu ve C parametresi gibi ayarlarin yanlis secilmesi, model performansini 6nemli
Olclide diisiirebilir. SVM’nin bir baska dezavantaji ise siniflandirma kararlarinin
olasiliksal ¢ikislar yerine sadece sinif etiketleri ile smirli olmasidir; bu da bazen

siniflandirma kararlarinin giivenirligini 6lgmede eksiklik yaratir.

Geleneksel Yontemlerin Modern Yaklasimlar Karsisindaki Durumuna bakacak olursak
Naive Bayes ve SVM, 2000°1i yillarin bagindan itibaren metin siniflandirma goérevlerinde
akademik ¢aligmalarin ve endiistriyel uygulamalarin bel kemigini olusturmustur. Ancak
son yillarda, 6zellikle derin 6grenme ve transformer tabanli modellerin yiikselisi ile

birlikte bu geleneksel yontemlerin kullanim alanlar1 daralmistir. Transformer modelleri,
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baglam bilgisi, kelime iliskileri ve dilin karmasik yapisini ¢ok daha iyi modelleyebilirken,
Naive Bayes ve SVM gibi geleneksel yontemler bu zenginlikleri yakalamakta yetersiz
kalmaktadir.

Yine de, bu geleneksel yontemlerin tamamen goz ardi edilmesi dogru degildir. Ozellikle
kiictik olcekli veri setlerinde, diisiik hesaplama giiciine sahip sistemlerde veya hizli bir
temel ¢Oziim gelistirmek i¢in geleneksel yontemler hala 6nem tasir. Ayrica bircok
arastirmada, derin 6grenme tabanli modellerin performanslarini kiyaslamak ig¢in bir
“benchmark” (karsilastirma referansi) olarak siklikla Naive Bayes ve SVM gibi

yontemler kullanilir.

Bu tez calismasinda yapilan deneyler de hem geleneksel yontemlerin hem de modern
transformer tabanli yaklagimlarin performansini kapsamli bir sekilde analiz etmektedir.
Dogruluk, hassasiyet, geri ¢agirma ve F1 skoru gibi metrikler {izerinden yapilan
karsilastirmalar, geleneksel yontemlerin bazi avantajlarini ve hangi durumlarda yetersiz
kaldiklarin1 agikga ortaya koymaktadir. Geleneksel yontemlerin hizli ve basit ¢oziimler
sundugu; ancak karmasik baglamsal bilgilerin gerekli oldugu gorevlerde modern

yontemlerin tistiin geldigi sonucuna varilmistir.

2.4 Transformer Mimarisi ve Modelleri

Dogal dil isleme (NLP) alaninda son yillarda yasanan en 6nemli atilimlardan biri,
transformer mimarisinin gelistirilmesi ve yayginlasmasi olmustur. Bu mimari, o doneme
kadar yaygin olarak kullanilan RNN (Recurrent Neural Network) ve LSTM (Long Short-
Term Memory) gibi siralt modellerin sinirlamalarini ortadan kaldirarak, dikkat (attention)
mekanizmasina dayali yeni bir 6grenme paradigmasi getirmistir. Transformer, dilin
karmasik yapisini anlamada, uzun mesafeli bagimliliklar1 modellemede ve biiyiik 6lgekli

veri lizerinde egitilebilme kapasitesiyle NLP alaninda devrim yaratmstir.
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Sekil 2.3: RNN ile transformer karsilastirmasi [2]

Transformer Mimarisi temel olarak encoder (kodlayici) ve decoder (¢6ziicii) bloklarindan
olusur. Encoder, giris metnini isler ve baglamsal temsiller (contextual representations)
iretir; decoder ise bu temsilleri kullanarak hedef ¢iktiy1 iiretir. Encoder ve decoder
katmanlarinin her biri, ¢ok basli dikkat (multi-head attention), konum kodlamalari
(positional encoding), besleme ileri aglar (feed-forward layers) ve rezidiiel baglantilar
(residual connections) igerir. Konum kodlamalari, modelin siray1 algilayabilmesini

saglar; ¢linkii saf attention yapist dizilerdeki sirali bilgiyi dogrudan islemez.

Transformer’in en ¢arpict 6zelligi, giris dizisindeki her 6genin (6rnegin her kelimenin),
dizinin tiim diger 6geleriyle ayn1 anda ve dogrudan etkilesim kurabilmesidir. Bu, 6zellikle
uzun metinlerde 6nemli bilgilerin korunmasim saglar. Ornegin, klasik RNN veya LSTM
tabanli modellerde, bir kelimenin Onceki kelimelerle olan iligkisi zaman iginde
“unutulabilirken,” transformer’da self-attention mekanizmasi sayesinde tiim kelimeler
aras1 baglar dogrudan hesaplanir. Bu durum, modelin hem daha hizli hem de daha dogru

caligmasina olanak tanir.

Attention Mekanizmasi yani Dikkat (attention) mekanizmasti, Transformer’in merkezinde
yer alan yeniliklerden biridir. Bu mekanizma, giristeki her kelimenin, diger tiim
kelimelerle olan iligkisini degerlendirerek hangilerinin daha 6nemli olduguna karar verir.
Ozellikle multi-head attention kullanimu, farkli baslarin farkli tiirden iliskileri paralel
olarak ogrenebilmesini saglar. Ornegin, bir bashik sdzdizimsel (syntactic) iliskileri

Ogrenirken, bagka bir baglik anlamsal (semantic) iligkileri yakalayabilir.
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Transformer Modellerinin Evrimi ve One Cikanlar: Transformer mimarisi {izerine

insa edilen bir¢ok giiclii model gelistirilmistir ve bunlar, NLP alaninda birbiri ardina

rekorlar kirmustir. Bu tezde, Ozellikle GPT, BERT, T5, modelleri iizerinde

yogunlasilmistir:

GPT (Generative Pre-trained Transformer): GPT, OpenAl tarafindan
gelistirilen ve yalnizca decoder katmanlarina dayanan otoregresif bir modeldir.
Biiylik miktarda metin iizerinde egitilerek, 6zellikle metin iiretimi, tamamlamasi,
Ozetleme ve diyalog olusturma gibi gorevlerde etkileyici sonuglar verir. GPT nin
ardisik kelimeleri tahmin etme yetenegi, dogal ve akici metinler liretmesini saglar.
BERT (Bidirectional Encoder Representations from Transformers): Google
tarafindan gelistirilen BERT, yalnizca encoder katmanlarini kullanir ve ¢ift yonlii
O0grenme yetenegine sahiptir. Yani bir kelimenin yalnizca dncesine degil, ayni
zamanda sonrasina da bakarak daha derin baglamsal anlayis gelistirir. BERT,
ozellikle siniflandirma, adlandirilmis varlik tanima (NER) ve soru yanitlama gibi

gorevlerde basar1 gostermistir.

Uygulama Duygu analizi Dogal dil gikarsama

I
1
[ (Tek metin) (metin ciftleri)
|

Mimari

Subword
embedding

vy}

m

X
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N

I
On egitim : word2vec GloVe
1

________________________________________

Sekil 2.4: BERT algoritmasi [3]

T5 (Text-to-Text Transfer Transformer): TS5 modeli, tiim NLP gorevlerini bir
metni metne doniistiirme (text-to-text) problemi olarak yeniden tanimlayan bir
yaklagima sahiptir. Bu model, ceviri, 6zetleme, smiflandirma ve hatta soru
yanitlama gibi ¢ok farkli gorevlerde evrensel bir ¢dziim sunabilmektedir. Bu
tezde, TS5 modeli deneysel ¢alismalarda 6zellikle metin siniflandirma gorevinde

one ¢ikan transformer tabanli model olarak se¢ilmistir.
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Transformer’in Uygulamalardaki Avantajlar1 ve Zorluklari: Transformer
mimarisinin avantajlari arasinda paralel hesaplama kabiliyeti, baglamsal anlam 6grenme
kapasitesi ve ¢ok gorevli 0grenme (multi-task learning) yetenegi yer alir. Ancak bu
mimarinin egitim maliyetleri oldukca yiiksektir; devasa miktarda parametre ve biiyiik veri
setleri gerektirir. Ornegin GPT-3 gibi modeller milyarlarca parametre icerir ve
egitilmeleri giinler veya haftalar alabilir. Ayrica, transformer tabanli modellerin
kararlarmin yorumlanabilirligi (explainability) hald onemli bir arastirma konusudur;

modelin bir sonuca nasil vardigini anlamak, 6zellikle kritik uygulamalarda 6nemlidir.

Metin Smiflandirmada Transformer’in Rolii: Transformer modelleri, metin
siniflandirma gorevlerinde devrim yaratmistir. Geleneksel yontemler, genellikle kelime
sayma veya basit kelime temsilleri ile sinirliyken, transformer tabanli modeller cok daha
derin ve zengin dil temsilleri iiretebilir. Bu, 6zellikle ince duygu farklarinin, karmagik
konu yapilarinin ve nadir kelime oriintiilerinin dogru sekilde yakalanmasini saglar. Tez
kapsaminda yapilan deneylerde, transformer tabanli modellerin (6zellikle T5’in)
geleneksel yontemlere (Naive Bayes, SVM) kiyasla dogruluk, hassasiyet ve F1 skoru gibi

metriklerde anlamli Gistiinliik gosterdigi gézlemlenmistir.

Transformer Modellerinin Gelecegi: Transformer mimarisi yalnizca NLP alaninda
degil, goriintii isleme (Vision Transformers - ViT), biyoinformatik, protein yap1 tahmini
ve ¢ok modlu (multi-modal) yapay zeka uygulamalarinda da yayginlagmaktadir.
Gelecekte bu modellerin daha verimli, daha az kaynak tiiketen ve daha agiklanabilir
versiyonlarmin gelistirilmesi beklenmektedir. Ayrica, diisiik kaynakli diller ve 6zel
alanlar i¢in Ozellestirilmis transformer modellerinin gelistirilmesi, alanin 6nemli

arastirma konularindan biri olmaya devam etmektedir.

2.5 Mevcut Literatiirde Transformer Tabanh Simiflandirma Calismalari

Arzu ve Aydogan (2023), Tiirkce dilinde de Transformer tabanli modellerin metin
smiflandirma  iizerindeki etkisini inceleyen "Tiirkce Duygu Smiflandirma Igin
Transformer Tabanli Mimarilerin Karsilastirilmali Analizi" baglikli ¢alismalarinda, farkl
Transformer tabanli mimarilerin Tiirk¢e duygu siiflandirma goérevindeki performanslari
karsilastirilmistir. Bu ¢alismada, 150.000 veriden olusan TRSAv1 veri seti lizerinde, 8
farkli BERTurk ve 2 farkli ELECTRA varyasyonu kullanilmigtir. Calisma sonucunda,
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modellerin duygu analizi performanslart dogruluk ve F1 skor degerleri kullanilarak
Ol¢iilmiis ve Transformer tabanli modellerin Tiirk¢e metinlerde de yiiksek performans

sergiledigi gosterilmistir [4].

Ozkan ve Kar (2022), "Tiirkce Dilinde Yazilan Bilimsel Metinlerin Derin Ogrenme
Teknigi Uygulanarak Coklu Siniflandirilmasi" baslikli ¢calismalarinda, Tiirk¢e akademik
metinleri siniflandirmak i¢in BERT modelini kullanmiglardir. Sonuglar, %96 dogruluk
orani ile modelin akademik metin siniflandirmasinda oldukga etkili oldugu goriilmiistiir.
Ozellikle metin uzunlugunun fazla oldugu durumlarda Transformer modelleri, baglamsal

anlamda geleneksel yontemlerden daha iyi sonug¢ vermistir [5].

Varan ve arkadaslar1 (2024), sosyal medya fenomenlerinin hedef kitleleriyle etkili bir
sekilde eslestirilmesi amacityla BERTopic modelini kullanmistir. SBERT (Sentence-
BERT) tabanli bu model, metinlerin semantik anlamlarini analiz ederek kiimeler
olusturmustur. Calisma, yiiksek boyutlu verileri UMAP yontemiyle boyut indirgemeye
tabi tutmus ve HDBSCAN algoritmasiyla kiimelenmistir. Bu c¢alisma, pazarlama
stratejilerinde hedef kitle ile icerik arasinda daha iyi bir uyum saglanabilecegini

gostermistir. BERTopic modeli, %90’1n {izerinde bir basar1 oranina ulagmistir [6].

Yiriitiici ve arkadaslari, yaptiklar1 projede onceden egitilen ii¢ dil model ile Covid-19
viriisii tweetlerinden olusan veri setinden duygu analizi yapmistir. Calismada Twitter'da
Covid-19 ile ilgili paylasilan tweetlerin ti¢ farkli dil modeline gore sonuglarina
bakilmistir. Her ii¢ algoritmanin da siniflandirma basaris1 birbirine yakin ¢ikmistir. Her
ti¢ algoritmanin da %90 civarinda performans puanlar ile siniflandirma gorevinde iyi
performans gosterdigi tespit edilmistir. Ayrica siniflandirma basar1 oranlar1 da yeterlidir.
BERT modellerinin yiiksek dogruluk oranlar1 olmasinin nedeni saf Bayes ve Lojistik
Regresyon baglamin anlamsal ve yapisal bilgilerini ihmal etmekte, karakteristik kelimeler

ve kategoriler arasindaki nedensellige odaklanmaktadir [7].

Karaahmetoglu ve arkadaslari, korona viris ile ilgili “korona” kelimesi ile aranan Twitter
verilerini toplayarak, elde ettikleri veri seti tizerinde duygu analizi ¢alismasi yapmustir.
Sozlik tabanli, makine 6grenmesi yontemleri ve BERT Modeli ile duygu analizleri
yapilmis ve sonuglar gosterilmistir. Sozliik tabanli ve BERT Model algoritmalar: ile

gelistirilen duygu analizlerinde, pozitif mesajlarin sayisi, negatif mesajlarin 7 kat1 kadar
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olmustur. Bu sonuglara bakildiginda korona viriis ile ilgili insanlarin moral seviyesinin
yiiksek oldugu sonucuna varilabilir. Caligmanin sonunda elde edilen sonuglarin
giivenilirligi farkli degerlendirme yontemleri ile incelenmis olup, sézliik tabanli algoritma
icin 1, bert i¢in 0,98 olmak iizere, yiiksek giivenilirlik sonuglar1 elde edilmistir. Calisma
veri setinde 6grenme ve test verisi olarak kullanilan tweet metinlerinde duygu degerleri
(y) sozliik tabanli duygu analizi algoritmasi ile belirlenmistir. Bundan dolay1, s6zliikk

tabanl algoritmanin giivenilirlik degerleri yiiksek ¢ikmustir [8].

Celik ve arkadaslari, “Duygu Analizi I¢in Veri Madenciligi Siniflandirma
Algoritmalarinin Karsilagtirllmasi” adli ¢alismalarinda Destek Vektor Makinesi, K-En
Yakin Komsu, Naive Bayes, Karar Agac1 ve Rastgele Orman smiflandirma
algoritmalarinin performansi karsilastirmislardir. Tiim algoritmalarin her bir veri seti ile
tek tek calismasma gore tiim veri setlerini birlestirip olusan tek bir veri seti ile
egitilmesinin performansi yiikselttigi gézlemlenmistir. Bu durum veri farkliliginin ve
biiytikliigiiniin 6nemini bir kere daha gdéstermistir. Diger yandan DVM’nin birlesmis veri
setinin veri farkliligina ve biyiikligiine ragmen %85°lik bir dogruluk oraniyla diger

algoritmalara gore daha etkili bir analiz araci oldugu goézlemlenmistir [9].

Alpkocak ve arkadaslari, dogrulanmis TREMO veri seti iizerinde literatiirde ¢ok sik
kullanilan KEYK, RF, YSA ve DVM makine 6grenme algoritmalar1 dogruluk degeri
kullanilarak duygu analizi sonuglarina bakilmistir. Bunun igin ilk olarak TREMO veri
setine 6n isleme asamasi uygulanmig ve F5 yontemi ile TREMO’da bulunan biitiin
kelimeler koklerine ayrilmigtir. Sonrasinda, veri setinde yer alan her bir duygu i¢in en
degerli ilk 500 kelime MI formiilii kullanilarak tespit edilmis, 6zellik se¢imi yapilmis ve
veri seti uzay vektor modeli kullanilarak model elde edilmistir. Elde edilen bu model
KEYK, RF, YSA ve DVM algoritmalarini egitmek ve test etmek icin kullanilmigtir.
Degerlendirme 6lgiitii olarak dogruluk degerinin kullanildigi siniflandirma metriklerine
bakildiginda, genel dogruluk oranlarinda YSA algoritmasimin diger algoritmalara gore

daha iistiin oldugu gézlemlenmistir [10].

[lhan ve arkadaslari, Twitter kullanic1 gonderilerine ait smiflandirilmis tweet verileri
kullanarak c¢esitli makine 6grenme yontemleri Kullanarak duygu analizi ¢aligmasi

yapmistir. N-gram yontemi ile olumlu ve olumsuz duygularin analizi yapilmig, makine
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ogrenmesinde en ¢ok kullanilan Destek Vektor Makineleri ve Naive Bayes yontemleri ile
ilgili siniflandiricilarin performanslart karsilastirilmistir. Sonuglara bakildiginda, en

yiiksek degeri Destek Vektor Makineleri siniflandiricisinin verdigi goriilmistiir [11].

S. Tuzcu ¢alismasinda, ¢evrimigi bir kitap satig sitesinin miisteri yorumlarmin duygu
smiflandirmasina yonelik RapidMiner ve Python kullanarak, verileri 6n islemlerden
gecirdikten sonra analizler yapmistir. Calismasinda kullandigi algoritmalar; Destek
Vektér Makinas1 (DVM), Multi Layer Perceptron (MLP), Lojistik Regresyon (LR) ve
Naive Bayes (NB) algoritmalaridir. DVM, olumlu metinleri smiflandirmada diger
algoritmalara gore en iyi sonucu vermis olsa da olumsuz yorumlari siniflandirma
konusunda diger algoritmalarin olduk¢a gerisinde kaldigi goriilmektedir. MLP, olumsuz
ve olumlu her iki sinif igin de yiiksek bir dogruluk saglamakta ve olumsuz yorumlari en
iyi siniflandiran algoritma oldugu goriilmektedir. LR algoritmas1 da MLP algoritmasina
gore yakin sayilacak derecede iyi sonuglar vermistir. NB ise digerlerinde farkli olarak
olumsuz metinleri olumlu metinlere gore daha iyi siniflandirmis ama genel siiflandirma

olarak diger algoritmalarin basarisinin altinda kalmistir [12].

H. Barzenji c¢alismasinda, Tiirk¢e Twitter metinlerini simiflandirilmasinda, ti¢ genel
makine 6grenmesi yontemi (destek vektor makineleri, lojistik regresyon ve Naive Bayes
algoritmasi) ve li¢ temel temsil modeli (I-gram, 2-gram ve 3-gram) ile bu temsil
modellerinin farkli bilesenleri degerlendirilmistir. Bu ¢alismalarda, en yiiksek basarimin
(%77,78), veri seti olarak 1-gram ve 2-gram 6znitelik veri setlerinin birlesmesi ile olusan
Oznitelik veri seti ile temsil edildiginde ve Naive Bayes siniflandirma algoritmasi

kullanildiginda elde edildigi gozlemlenmistir [13].

Son yillarda dogal dil isleme (NLP) alaninda transformer mimarisi, metin siniflandirma
problemlerine yaklasimi koklii bir sekilde degistirmistir. Transformer, yalnizca dil modeli
gorevlerinde degil; metin smiflandirma, duygu analizi, haber siniflandirma, konu
modelleme, sahte haber tespiti ve spam algilama gibi ¢esitli uygulamalarda da ¢igir acan
bir yontem olarak dikkat cekmektedir. Transformer’in basarisi, temel olarak self-attention
mekanizmasinin  sagladigr  giliglii  baglamsal iliski yakalama kapasitesinden

kaynaklanmaktadir.
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BERT (Bidirectional Encoder Representations from Transformers), 2018 yilinda Google
tarafindan gelistirildiginde metin siniflandirma problemlerinde bir doniim noktasi oldu.
BERT, cift yonlii baglam anlayis1 sayesinde hem onceki hem de sonraki kelimelerin
anlamin1 hesaba katarak, geleneksel yontemlerden (6rnegin Naive Bayes veya SVM) ¢ok
daha dogru siniflandirma sonuglar1 verebilmektedir. Ornegin, SST-2 (Stanford Sentiment
Treebank) veri seti iizerinde yapilan deneylerde, BERT modelleri %90’1n iizerinde
dogruluk oranlarina ulagarak geleneksel yontemlere biiylik fark atmistir. Aymi sekilde
IMDB ve AG News gibi veri setlerinde de BERT, baglamsal kelime temsilleriyle

siiflandirma basarisini 6nemli 6l¢iide artirmistir.

RoBERTa (Robustly Optimized BERT Pretraining Approach), BERT in gelistirilmis bir
versiyonudur ve egitim parametrelerinin yeniden optimize edilmesi, daha biiyiik bir veri
kiimesi kullanilmasi ve bazi sinirlamalarin kaldirilmas: sayesinde BERT ten daha iyi
performans sergilemektedir. Literatirde RoBERTa’nin, 6zellikle biiyiik 6lgekli metin
siiflandirma problemlerinde, hassasiyet ve hatirlama (precision, recall) metriklerinde

BERT’in Oniine gectigi gosterilmistir [12].

GPT (Generative Pre-trained Transformer) ailesi, 6zellikle metin liretimi gérevleriyle 6ne
ciksa da smiflandirma problemlerinde de etkin bir sekilde kullanilmaktadir. GPT, dil
modellemesi gorevine odaklanmis olsa da transfer 6grenme yoluyla siniflandirma
senaryolarinda basar1 saglar. Ancak, GPT’ nin tek yonlii (sadece soldan saga) baglam
anlayis1, BERT gibi ¢ift yonli modellerle kiyaslandiginda belirli smiflandirma
gorevlerinde kismi bir dezavantaj yaratabilir. Buna ragmen, literatiirde GPT’nin
siniflandirma gorevlerine uygun sekilde ince ayarlandiginda (fine-tuning), 6zellikle acik

uclu siniflandirma problemlerinde yaratici ve etkili ¢oziimler tirettigi gosterilmistir [13].

T5 (Text-to-Text Transfer Transformer), diger modellerden farkli olarak tiim NLP
gdrevlerini bir geviri problemine doniistiirerek ele alir. Ornegin, “Bu yorum olumlu mu,
olumsuz mu?” sorusu, dogrudan bir metin ¢iktis1 iireterek yanitlanir. Literatiirde, T5’in
ozellikle ¢ok gorevli 6grenme (multi-task learning) senaryolarinda ve metin siniflandirma
gorevlerinde basarili sonuclar verdigi kanitlanmistir [14]. Ozellikle cok dilli veri
kiimelerinde T5’in sundugu esneklik, transformer tabanli yaklasimlarin giiclinii bir kez

daha gostermektedir.
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Transformer tabanli modellerin basarisinin temel nedenlerinden biri, 6nceden egitilmis
bliylik dil modellerinin kiiciik etiketli veri kiimelerinde bile gii¢lii sonuglar
verebilmesidir. Bu, diisiik veri ortamlarinda transfer 6grenmenin avantajlarini agiga
cikarir. Oregin, Naive Bayes ve SVM gibi geleneksel yontemler, giiclii performans
gosterebilmek i¢in kapsamli 6zellik miithendisligine ve genis etiketli veri setlerine ihtiyag
duyar. Transformer modelleri ise, sadece birka¢ Ornekle dahi hassas ince ayar

yapilabilmesine olanak saglar.

Literatiirde tartisilan sinirlamalara bakildiginda transformer modellerinin egitimi i¢in
gereken hesaplama giicli, GPU ve TPU gibi 6zel donanimlar gerektirir. Bu, 6zellikle
sinirl kaynaklara sahip akademik calismalar veya kiiciik 6lgekli isletmeler i¢cin 6onemli
bir engeldir. Bunun yaninda, biiyiik dil modellerinin enerji tikketimi ve karbon ayak izi,
cevresel ve etik tartigmalari da beraberinde getirmistir. Bu nedenle giincel ¢alismalar,
model sikistirma, distilasyon (6rn. DistilBERT) ve verimli ince ayar yontemleri iizerine

yogunlasmistir [15].

Sonu¢ olarak, literatiirde transformer tabanli yaklagimlarin, metin simiflandirma
problemlerinde geleneksel yontemlerden ¢ok daha iistiin oldugu net bir sekilde ortaya
konmustur. Bununla birlikte, modellerin egitim siirecindeki zorluklar ve uygulamada
karsilagilan verimlilik problemleri, arastirmacilari siirekli yenilikler gelistirmeye
itmektedir. Gelecekte, transformer mimarisinin daha verimli, ¢cevre dostu ve erisilebilir
hale getirilmesi hem akademik hem de endiistriyel ¢alismalar i¢in kritik bir hedef olmaya

devam edecektir.
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3. YONTEM

3.1 Veri Setleri

Bu c¢alismada kullanilan veri setleri, metin siniflandirma problemlerinde hem geleneksel
hem de modern derin 6§renme tabanli modellerin performanslarini kapsamli bir sekilde
karsilastirabilmek i¢in dikkatle se¢ilmistir. Calismada kullanilan {i¢ temel veri seti
sunlardir: AG News, IMDb Film Incelemeleri ve Stanford Sentiment Treebank (SST-2).
Bu veri setlerinin her biri, farkl tiirden metin siniflandirma problemlerini ve modellerin
bu problemlerdeki gii¢lii ve zayif yonlerini ortaya koymak i¢in idealdir. Veri setlerinin
farkli yapilari, igerik tiirleri, metin uzunluklari ve smif dagilimlar, test edilen

algoritmalarin genel basarimini degerlendirmek agisindan kritik rol oynamaktadir.

AG News Veri Seti, ¢ok smifli metin siniflandirma problemleri i¢in yaygin sekilde
kullanilan ve haber metinlerinden olusan bir benchmark setidir. Veri seti, AG’nin haber
makaleleri arsivinden ¢ekilen basliklar ve 6zetlerden olusur. Toplam dort temel kategori
igerir: Diinya, Spor, Is ve Bilim/Teknoloji. Egitim kiimesinde her kategori icin 30.000

Ornek, test kiimesinde ise 1.900 6rnek bulunur.

Bu veri setinin en 6nemli Ozelliklerinden biri, kisa ve orta uzunluktaki metinlerden
olugmasidir. Geleneksel yontemler (Naive Bayes, SVM) bu tiir iceriklerde kelime
dagilimlarina dayali basit modellerle iyi sonuglar verebilirken, transformer tabanli
modeller baglamsal iliskilere ve kelime dizilimlerinin ardindaki derin yapiya odaklanarak
performans artig1 saglayabilir. AG News ayn1 zamanda ¢ok sinifli bir problem sundugu
i¢in ikili siniflandirma problemlerinden daha zorlu ve karmasiktir, bu da modellerin sinif

ayrimlarini ne kadar 1yi 6grenebildigini gézlemlemek i¢in 6nemlidir.

Cizelge 3.1: AG news veri seti

AG News veri seti, haber basliklarinin dort farkli kategoriye
Aciklama ayrildig1 bir veri setidir. Bu veri seti, metin siiflandirma

gorevinde en yaygin kullanilan veri setlerinden biridir.
Veri seti;

Egitim ve Test Verisi 120,000 egitim 6rnegi

7,600 test Ornegi icerir

1. Diinya

2. Spor

3. Is Diinyasi

4. Bilim ve Teknoloji

Kategoriler
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IMDD veri seti, duygu analizi ve ikili siniflandirma problemleri i¢in dogal dil isleme
alaninda klasiklesmis bir benchmark’tir. Veri seti, internet tizerindeki en biiyiik film
veritaban1 olan Internet Movie Database (IMDb) iizerinden toplanan 50.000 film
incelemesinden olusur. Bu incelemeler, esit sayida olumlu ve olumsuz etiketlenmis

metinler igerir.

IMDb veri setinin dikkat g¢ekici yoOnlerinden biri, igerdigi metinlerin uzunlugu ve
karmasikligidir. Kullanict incelemeleri genellikle paragraflar halinde ve detayli
diistinceleri barindirir. Bu durum, kelime dizilerini ve uzun menzilli bagimliliklar
yakalayabilen transformer tabanli modeller i¢in giiclii bir avantaj saglar. Geleneksel
yontemler ise c¢ogunlukla kelime frekanslarina veya basit n-gram modellere
dayandigindan, baglamsal detaylarin farkina varmada sinirli kalabilir. IMDb veri seti bu
nedenle sadece siniflandirma basarimi agisindan degil, ayn1 zamanda uzun metinlerdeki

baglam yakalama kapasitesi a¢isindan da zengin bir test alan1 sunmaktadir.

Cizelge 3.2: IMDDb veri seti

IMDb veri seti, film yorumlarmin yer aldigi ve her yorumun
Aciklama olumlu veya olumsuz oldugu bir veri setidir. Bu veri seti, duygu
analizi gibi gorevler i¢in yaygin olarak kullanilir.

Veri seti;
Egitim ve Test Verisi 25,000 egitim 6rnegi
25,000 test 6rnegi igerir
1. Olumlu
Kategoriler 2. Olumsuz

Stanford Sentiment Treebank (SST-2) Veri Seti, Stanford Universitesi tarafindan
gelistirilmis ve dogal dil isleme alaninda duygu analizi i¢in standart bir benchmark haline
gelmis bir veri setidir. SST-2, Rotten Tomatoes film incelemelerinden tiiretilmis
climleleri icerir ve her climle olumlu veya olumsuz duygu tasiyip tasimadigina gore
etiketlenmistir. Veri seti yalmizca climle diizeyinde etiketleme igerdigi i¢in kisa

metinlerdeki siniflandirma basarisini test etmek i¢in uygundur.

Transformer mimarisi, 6zellikle kisa ciimlelerdeki kelime &begi iliskilerini ve ince
baglamsal detaylar1 yakalamada geleneksel yontemlere gore daha iistiindiir. SST-2 veri
seti, literatiirde ¢ogu zaman BERT, RoBERTa, DistilBERT, GPT ve T5 gibi gelismis

transformer modellerinin egitilmesi ve kiyaslanmasi i¢in kullanilmaktadir. Calismada
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SST-2’nin kullanilmast, hem kisa hem uzun metinlerde model basarimini karsilagtirmak

icin degerli bir kiyas noktasi olusturur.

Cizelge 3.3: SST-2 veri seti

Stanford Sentiment Treebank 2 (SST-2), film ciimlelerinin
olumlu veya olumsuz duygu tasiyan metinler olarak
siniflandirildigr bir veri setidir. Duygu analizi {izerine yapilan
arastirmalarin temel veri setlerinden biridir.

Veri seti;
67,000 egitim Ornegi
1,821 test drnegi igerir

Aciklama

Egitim ve Test Verisi

1. Olumlu

Kategoriler 2. Olumsuz

Veri Setlerinin Ozellikleri ve Karsilastirilmasi: Bu ii¢ veri setinin birlikte kullanilmas,
calismanin kapsamini genisletmekte ve modellerin farkli metin tiirlerinde nasil
performans gosterdigini kapsamli sekilde analiz etmeye olanak saglamaktadir. AG News
cok sinifli haber siniflandirma sunarken, IMDb uzun metinlerde ikili duygu analizi, SST-

2 ise kisa climle bazli ikili duygu analizi saglar.

Her veri setinde egitim, dogrulama ve test kiimeleri olugturulmus, egitim kiimesi modelin
ogrenmesi i¢in, dogrulama kiimesi hiperparametre ayarlarinin yapilmasi ve asiri
o0grenmenin (overfitting) engellenmesi icin, test kiimesi ise nihai performansin
degerlendirilmesi i¢in kullanilmistir. Ayrica simif dengesizliklerini 6nlemek amaciyla,
tiim veri setlerinde dengeli bir sinif dagilimi saglanmis, dolayisiyla modellerin belirli bir
sinifa egilim gostermesi engellenmistir.

3.2 Veri On isleme

Dogal dil isleme (NLP) projelerinde veri 6n isleme, modelin basarisi i¢in kritik bir
adimdir. Kullanilan modeller ister geleneksel makine 6grenmesi yontemleri (Naive
Bayes, SVM) ister derin 0grenme tabanli transformer mimarileri (BERT, RoBERTa,
GPT, T5, DistilBERT) olsun, ham metin verisinin temizlenmesi, diizenlenmesi ve modele

uygun formata getirilmesi gerekmektedir.

Bu ¢aligmada kullanilan AG News, IMDb ve SST-2 veri setleri, dogrudan metin tabanl
oldugu igin cesitli &n isleme adimlarindan gegirilmistir. Oncelikle, tiim veri setlerinde

metinlerden noktalama isaretleri, 6zel karakterler ve HTML etiketleri temizlenmistir. Bu,
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metinlerin sadelestirilmesini ve modelin yalnizca anlamli igerik iizerinde odaklanmasini
saglar. Ancak transformer tabanli modellerin ¢ogu, noktalama isaretlerinin tasidigi
anlamsal ipuglarin1 kullanabildigi igin, bu temizleme islemi yalnizca geleneksel

yontemler i¢in uygulanmistir.

Ardindan, metinler kii¢iik harfe doniistiiriilmiistiir. Kiiclik harfe doniistiirme, metindeki
kelimelerin ayn1 kokten geldigi durumlarda gereksiz ayrimlarin 6niine gecer. Ornegin,
“Film” ve “film” kelimelerinin ayni temsili tagimasi saglanir. Bununla birlikte, bazi
transformer modelleri (6rnegin BERT) “cased” ve “uncased” olmak {izere farkl
varyantlarda ¢alisabildigi i¢in bu doniisiim, kullanilan modele bagli olarak esnek sekilde

ele alinmustir.

Stop-word (6nemsiz kelimeler) temizligi, geleneksel yontemler i¢in yaygin bir adimdir
ve bu calismada Naive Bayes ve SVM modellerinde uygulanmistir. “Ve”, “ile”, “ama”
gibi dilde sik¢a gecen ancak siniflandirma i¢in fazla bilgi tasimayan kelimeler listelenmis
ve metinlerden ¢ikarilmistir. Ancak transformer tabanli modeller, baglam anlayislar
sayesinde stop-word’leri de dikkate alarak galisabildigi i¢in bu modellerde stop-word

temizligi yapilmamistir.

Bir diger onemli adim, lemmatizasyon veya koklestirme (stemming) islemleridir.
Geleneksel yontemlerde bu adim uygulanarak kelimeler kok bigimlerine indirgenmis,
boylece “kosuyor”, “kostu” ve “kosmak’ gibi kelimeler tek bir temsil altinda toplanmistir.
Transformer mimarileri ise kelime vektorleri ve alt kelime diizeyinde c¢alisan
tokenizasyon yontemleri sayesinde bu tiir islemleri modelin i¢inde dogal olarak ele

alabilmektedir.

Transformer modellerine 6zel olarak, metinler tokenize edilmistir. Bu islemde, modelin
kullandig1 6zel tokenizer (6rn. WordPiece, SentencePiece, Byte-Pair Encoding) devreye
girerek metinleri alt kelime veya Kkarakter seviyesinde temsil eden dizilere
dontistiirmiistiir. Her model, kendine 6zgii bir tokenizer’a sahip oldugu icin, her birine
uygun 6n isleme ve doniistiirme siirecleri uygulanmistir. Ornegin BERT modeli igin
WordPiece tokenizasyonu, GPT icin Byte-Pair Encoding (BPE), T5 icin SentencePiece

kullanilmistir.
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Son olarak, veri setlerindeki metinler maksimum uzunluk kisitlamalarina gore
ayarlanmigtir. Transformer modelleri belirli bir maksimum girdi uzunlugu sinir1 ile ¢aligir
(6rnegin 512 token), bu yiizden c¢ok uzun metinler kesilmis ya da uygun sekilde
Ozetlenmistir. Geleneksel yontemlerde ise metin uzunluklar1 genellikle dogrudan bir

sinirlama olusturmadigi i¢in bu adim daha esnek ele alinmistir.

Bu detayli 6n isleme siireci, tiim modellerin ayni1 ve tutarli veri ilizerinde ¢alismasini
saglamis, boylece yapilan karsilastirmalarin adil ve gilivenilir olmasina katki saglamistir.
Veri 6n isleme adimlari sayesinde metinler, hem anlam kaybi yasamadan sadelestirilmis

hem de her modelin ihtiya¢ duydugu formata uygun sekilde hazirlanmistir.

3.3 Model Mimatrisi

Bu tezde metin siniflandirma problemini ¢6zmek i¢cin hem geleneksel makine 6grenmesi
yontemleri hem de modern derin 6grenme tabanli Transformer mimarileri uygulanmistir.
Her iki yaklasim farkli avantajlar ve zorluklar tasimakta, mimari yapilari, 6grenme
sekilleri ve gerektirdigi hesaplama kaynaklari1 agisindan belirgin sekilde ayrigmaktadir.
Bu boéliimde, kullanilan tiim modellerin yapilari, isleyis prensipleri ve uygulamadaki

rollerine ayrintili bigimde deginilecektir.
Geleneksel Yontemler: Naive Bayes ve Destek Vektor Makineleri (SVM):

Naive Bayes, 6zellikle metin siniflandirma gérevlerinde yaygin olarak kullanilan basit ve
etkili bir olasiliksal smiflandirma algoritmasidir. Modelin temelinde, her 6zelligin
(6rnegin bir metindeki kelimenin) sinifa bagimsiz katkida bulundugu varsayimi yer alir.
Metin siniflandirmada genellikle TF-IDF veya Bag-of-Words gibi yontemlerle metinler
sayisal vektorlere doniistiiriiliir. Bu vektdrler tizerinde, her sinif i¢in olasiliklar hesaplanir
ve en yiiksek olasiliga sahip sinif tahmin edilir. Naive Bayes'in avantajlar1 arasinda hizli
egitilebilmesi, az veriyle iyi performans gosterebilmesi ve diisliik hesaplama maliyeti yer
alir. Ancak kelimeler arasi bagimliliklar1 dikkate alamamasi ve karmagik Oriintiileri

Ogrenememesi sinirlayicidir.

Destek Vektor Makineleri (SVM), yiiksek boyutlu verilerde dahi etkili ¢alisabilen giicli
bir simiflandirma algoritmasidir. Temel amaci, siniflar arasindaki en genis aralikli

(maksimum margin) ayrim ¢izgisini ya da hiperdiizlemini bulmaktir. Lineer veya
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dogrusal olmayan ayrimlar yapilabilmesi i¢in kernel (¢ekirdek) fonksiyonlar1 kullanilir.
Metin siiflandirma uygulamalarinda, SVM genellikle TF-IDF vektorlestirilmis veriler
tizerinde c¢alisir ve yiiksek boyutlu 6zellik uzayinda siniflar arasi ayirt edici sinirlar
belirler. SVM’in avantajlari, karmagsik karar sinirlarini 6grenebilmesi ve overfitting’e
kars1 dayanikli olmasidir. Ancak biiyiikk veri setlerinde egitim siiresi uzayabilir ve

hiperparametre se¢imi dikkat gerektirir.
Transformer Tabanh Modeller:

Transformer mimarisi 6zellikle dogal dil isleme (NLP) gorevlerinde son yillarin en
basarili mimarisi héline gelmistir. Transformer modellerinin temelini self-attention
(kendine dikkat) mekanizmasi olusturur. Bu mekanizma, her bir kelimenin baglam
icindeki tiim diger kelimelerle iliskisini hesaba katar ve boylece uzun bagimliliklarin

Ogrenilmesini saglar.
Bu tezde kullanilan Transformer tabanli modeller sunlardir:

e BERT (Bidirectional Encoder Representations from Transformers): Cift
yonli (bidirectional) yapiya sahip olan BERT, giris metninin hem sag hem de sol
baglamindan yararlanarak derin bir dil anlayis1 gelistirir. Maskeli dil modelleme
(Masked Language Modeling, MLM) ve ciimle siras1 tahmini (Next Sentence
Prediction, NSP) gorevleriyle dnceden egitilmis, ardindan belirli gérevlere ince

ayar yapilabilen bir modeldir.

e ROBERTa (Robustly Optimized BERT Pretraining Approach): BERT’in
gelistirilmis bir siiriimii olan ROBERTa, daha fazla veriyle, dinamik masklama ve
daha uzun egitimle dnceden egitilmis, NSP gorevini kaldirmis bir modeldir. Bu
sayede siniflandirma ve diger NLP gorevlerinde genellikle daha iyi performans

gosterir.

e GPT (Generative Pre-trained Transformer): Yalnizca decoder bilesenini
kullanan GPT, otoregresif olarak (yani siradaki kelimeyi yalnizca gec¢mis

kelimelere bakarak) metin iiretir. Egitim sirasinda dil modelleme gorevinde
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onceden egitilmis olan GPT, smiflandirma gorevlerine de uyarlanabilir.

Tezimizde siniflandirma baslig1 eklenerek GPT den faydalanilmistir.

e T5 (Text-to-Text Transfer Transformer): Encoder-decoder yapisina sahip olan
T5, tiim NLP gorevlerini bir metinden baska bir metine doniistiirme (text-to-text)
problemi olarak formiile eder. Bu yaklasim, modelin ¢ok yonlii ve esnek olmasini

saglar.

e DistilBERT: BERT’in daha kiigiik ve hizli bir versiyonu olan DistilBERT, bilgi
damitma (knowledge distillation) yoluyla egitilmistir. Daha az hesaplama
kaynagiyla BERT’e yakin performans sergileyebilir, bu da onu pratik

uygulamalar i¢in ¢ekici kilar.

Model Girdileri ve Calisma Prensibi: Transformer tabanli modellerde, metinler 6nce
tokenizer’lar araciligiyla belirli alt parcalara (subwords veya token’lar) ayrilir. Her token,
bir gomiilii (embedding) vektorii ve pozisyon bilgisiyle birlikte modele beslenir. Encoder
veya decoder katmanlari, ¢ok katmanli self-attention ve feedforward aglari igerir.
Modelin ¢iktisi, bir siiflandirma bagligr (classification head) eklenerek belirli sinif
etiketlerine dontigtiiriiliir. Fine-tuning (ince ayar) asamasinda model, etiketli gorev

tizerinde birkag epoch boyunca egitilerek optimize edilir.

Geleneksel modellerde ise veri oncelikle TF-IDF veya benzeri yontemlerle sayisal
formata doniistiiriiliir. Daha sonra bu vektorler dogrudan siiflandirici algoritmaya verilir.
Model ¢iktist sinif etiketi tahmini olur. Bu siire¢, Transformer modellerine kiyasla daha
basit ve hesaplama ag¢isindan daha hafiftir, ancak baglami anlamada ve karmagsik

Oriintlileri 6grenmede siirhdir.

Mimari Karsilastirmasi ve Performans Degerlendirmesi: Bu tez kapsaminda, her bir
model tipi i¢in uygun hiperparametreler belirlenmis ve modellerin dogruluk, kayip, F1
skoru gibi metrikler iizerinden performanslar1 detayli bicimde degerlendirilmistir.
Transformer modelleri, baglam farkindaliklar1 ve transfer 6grenme yetenekleri sayesinde
geleneksel yontemlere gére onemli 6l¢iide daha iyi sonuglar vermistir. Bununla birlikte,
geleneksel yontemler diigiik hesaplama maliyeti ve hizli egitim siiregleriyle halen 6nemli

bir referans ve kiyas noktasi saglamaktadir.
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Sonug olarak, her iki mimari grubunun avantajlar1 ve sinirliliklar titizlikle analiz edilmis,
uygulama senaryolarina gore hangi yaklagimin tercih edilmesi gerektigi tartisilmistir. Bu
bolimde ele alinan detaylar, tezde sunulan deneylerin ve sonuglarin dogru

yorumlanabilmesi i¢in kritik bir temel saglamaktadir.

3.4 Performans Metrikleri

Makine O0grenmesi ve derin 0grenme tabanli smiflandirma modellerinin etkinligini
degerlendirmek i¢in uygun performans metriklerinin se¢imi son derece Onemlidir.
Kullanilan metrikler, yalnizca modelin genel dogrulugunu degil, ayni zamanda hangi hata
tirlerine daha yatkin oldugunu, hangi smiflarda zorlandigim1 ve tahminlerinin
giivenilirligini de ortaya koyar. Bu tez ¢alismasinda, hem geleneksel yontemler (Naive
Bayes, SVM) hem de Transformer tabanli modern modeller (BERT, RoBERTa, GPT, T5,
DistilBERT) iizerinde kapsamli bir performans analizi yapilmistir. Bu analizde kullanilan
temel metrikler sunlardir: dogruluk, kesinlik, duyarlilik, F1 skoru, kayip degerleri ve

ROC-AUC skorlari.

Dogruluk (Accuracy), siniflandirma problemlerinde en temel ve yaygin kullanilan
metriklerden biridir. Modelin toplam tahminlerinin ne kadarin1 dogru yaptigini gosterir.
Ancak, bu metrik zellikle dengeli siniflarda anlamlidir. Ornegin, %901 bir sinifa ait olan
dengesiz bir veri setinde model tiim drnekleri bu sinifa atarsa %90 dogruluk elde edebilir,
ancak aslinda basarisiz bir model olur. Bu sebeple, dogruluk metrik sonuglarinin sinif

dagilimina gore yorumlanmasi gerekir.

Tezimizde kullanilan AG News, IMDb ve SST-2 veri setlerinin sinif dagilimlarini dikkate
alarak, dogruluk degerleri hem genel basar1 hem de sinif dengesi agisindan analiz

edilmistir.

Kesinlik (Precision), modelin pozitif tahminlerinin ne kadarinin gergekten pozitif
oldugunu dlger. Ozellikle yanlis pozitiflerin énemli oldugu durumlarda (6rnegin sahte

haber tespiti veya spam tespiti) bu metrik kritik 6nem tagir.

Bu tezde, ozellikle dengesiz siif dagilimina sahip IMDb veri setinde, yanlhs pozitif

tahminlerin modeli nasil etkiledigi precision analiziyle degerlendirilmistir.
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Duyarhlik (Recall), modelin pozitif siifa ait tim Ornekleri ne oranda dogru tahmin
ettigini gosterir. Kaciritlmamasi gereken durumlar icin (6rnegin hastalik tespiti, olumsuz

yorumlarin saptanmasi) recall yliksek tutulmak istenir.

Bu ¢alismada, azinlik siniflarindaki basar1 recall skorlariyla degerlendirilmistir. Ozellikle
SST-2 veri setindeki olumlu ve olumsuz duygu siniflarinin ayristirilmasinda recall

skorlar1 dikkatlice analiz edilmistir.

F1 Skoru, Precision ve recall arasinda denge kurmak gerektiginde F1 skoru devreye
girer. Bu metrik, bu iki degerin harmonik ortalamasidir ve her ikisinin de diisiik olmamasi

gerektigi durumlarda 6nemlidir.

Tezimizde hem geleneksel hem de derin 6grenme modellerinin F1 skorlari karsilastirilmis
ve smif bazli detayli analizler yapilmistir. Ornegin Naive Bayes’in precision odakl

basarist ile Transformer modellerinin dengeli F1 performanslari ortaya konmustur.

Kayip (Loss), modelin egitim sirasinda yaptigi hatalarin toplamini dlger ve genellikle bir
kay1ip fonksiyonu araciligiyla hesaplanir. Bu ¢calismada kullanilan siniflandirma modelleri

icin ¢apraz entropi kaybi (cross-entropy loss) temel metrik olarak se¢ilmistir.

Diisiik kayip, modelin tahminlerinin etiketlere ¢ok yakin oldugunu gosterirken; ytiksek
kay1p, yetersiz 6grenme veya model karmasikliginin artmasi gibi sorunlara isaret eder.
Egitim siirecinde hem egitim kaybi hem de dogrulama kaybi siirekli izlenmis, asirt
ogrenme (overfitting) veya yetersiz 6grenme (underfitting) riskleri grafiklerle takip

edilmistir.

ROC-AUC Skoru: ROC egrisi, duyarlilik ve 0Ozgiillik arasindaki dengeyi
gorsellestirirken, AUC (Area Under Curve) bu egrinin altindaki alani 6lger. AUC degeri
I’e ne kadar yakinsa, model o kadar iyi ayrim giiciine sahiptir. Ozellikle ikili
smiflandirma yapilan IMDb ve SST-2 veri setlerinde ROC-AUC skorlar karsilastirmali

olarak incelenmistir.

Egitim ve Dogrulama Egrileri: Model egitimi sirasinda dogruluk ve kayip egrileri
epoch bazinda kaydedilmis ve bu egriler yorumlanmistir. Egitim egrisi dogrulugunun

dogrulama egrisine gére cok hizli yiikselmesi, genellikle asir1 6grenme belirtisidir. Ote
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yandan hem egitim hem de dogrulama dogruluklarmin diisiik kalmasi, modelin
Ogrenemedigini gosterir. Tezimizde bu grafikler modellerin basarilarinin gorsel olarak da

desteklenmesi i¢in kullanilmastir.

Geleneksel ve Transformer Tabanlhh Modellerin Karsilastirmasi: Bu c¢alismada,
geleneksel yontemlerin (Naive Bayes ve SVM) metrik performanslart Transformer
tabanli modellerle karsilastirlmistir. Ornegin, Naive Bayes’in hizli ve az hesaplama
gerektiren yapist precision skorlarinda one ¢ikarken, BERT ve RoBERTa gibi
Transformer modelleri daha yiiksek F1 ve AUC skorlariyla dikkat ¢ekmistir. GPT ve TS
modelleri ise 6zellikle az veriyle bile yiiksek 6grenme kapasitesi sergileyerek, ileri diizey

metin anlama yetenekleriyle rakiplerinden ayrilmstir.

Sonug olarak, performans metrikleri yalnizca bir sayidan ibaret degildir; her biri modelin
farkli yonlerini aydinlatir. Bu tezde yapilan deneylerde birden fazla metrik kullanilarak
modellerin gii¢lii ve zayif yonleri belirlenmis, her modelin hangi veri setinde ve hangi
baglamda daha uygun oldugu tartisilmistir. Kullanilan her metrik, hem tablo hem de
grafiklerle detaylandirilmis, okuyucunun farkli modellerin basarimini kapsamli bir

sekilde gdrmesi saglanmustir.

GPT Dogruluk Egrisi GPT Kayip Egrisi
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Sekil 3.1: GPT dogruluk ve kayip egrisi
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T5 Dogruluk Egrisi T5 Kayip Egrisi
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Sekil 3.3: BERT dogruluk ve kayip egrisi
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Sekil 3.4: DistilBERT dogruluk ve kayip egrisi
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Sekil 3.5: ROBERTa dogruluk ve kayip egrisi
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Sekil 3.6: SVM dogruluk ve kayip egrisi
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Sekil 3.7: Naive bayes dogruluk ve kayip egrisi
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Dogruluk ve Kayip Degerlerinin Karsilastirmasi: Grafikler incelendiginde,
transformer tabanli modellerin (6zellikle RoOBERTa ve BERT) hem egitim hem de
dogrulama dogruluklarinda %90’1n {izerine ¢ikti81, ayn1 zamanda dogrulama kayiplarinin
istikrarli sekilde azaldig1 goriilmektedir. RoOBERTa modeli, yaklasik %94 dogruluk ve
diisiik validasyon kaybiyla en dengeli performansi sunmustur. DistilBERT ve TS5 gibi
daha hafif modeller de yiiksek basar1 saglamis, bu da model boyutunun performans

acisindan tek belirleyici olmadigini gostermistir.

Buna karsin, Naive Bayes ve SVM modelleri %75-80 dogruluk bandinda kalmis ve
dogrulama kayiplarinda daha fazla dalgalanma gostermistir. Bu durum, bu modellerin

baglamsal bilgiye dayali siniflandirmalarda yetersiz kaldigini ortaya koymaktadir.

Sonug olarak, dogruluk-kayip egrileri transformer modellerin daha iyi genelleme
yaptigina isaret etmektedir. Kaynak yeterliyse bu modeller tercih edilmelidir; ancak

siirl kaynak durumlarinda DistilBERT gibi hafif alternatifler degerlendirilebilir.
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4. UYGULAMA VE DENEYLER

4.1 Transformer ve Geleneksel Yontemlerin Karsilastirilmasi

Bu calismada hem Transformer tabanli derin 6grenme modelleri (BERT, RoBERTa,
GPT, T5, DistilBERT) hem de geleneksel makine 6grenmesi yontemleri (Naive Bayes,
Destek Vektor Makineleri - SVM) metin siniflandirma problemlerinde karsilagtirilmistir.
Karsilagtirma; ti¢ farkli, yaygin kullanilan metin siniflandirma veri seti (AG News, IMDb,
SST-2) iizerinde yapilmis ve dogruluk (accuracy), F1 skoru, egitim siiresi, parametre
sayisi, hesaplama maliyeti, model karmasiklig1 ve genelleme kabiliyeti gibi Olgiitler
dikkate alinmistir. Bu boliimde elde edilen sonuglar detayli tablolarla sunulmus, her tablo

sonrasinda ilgili bulgular yorumlanmuistir.

Cizelge 4.1: Dogruluk (accuracy) karsilastirmasi
Model AG News Veri

SST-2 Veri Seti

Seti IMDDb Veri Seti
Naive Bayes %82.4 %79.1 %80.5
SVM %85.7 %81.3 %82.9
BERT %94.6 %92.5 %93.1
RoBERTa %95.2 %93.4 %93.8
GPT %93.1 %91.7 %92.0
T5 %94.8 %92.9 %93.5
DistilBERT %92.3 %90.1 %91.4

Transformer tabanli modeller, geleneksel yontemlerden ortalama %10-12 daha yiiksek
dogruluk saglamistir. Ozellikle RoBERTa ve T5, hem haber siniflandirmasi (AG News)
hem de duygu analizi (IMDb, SST-2) gorevlerinde 6ne g¢ikmaktadir. Geleneksel
yontemler ise basit ve hizli olmalarina ragmen, karmasik dil kaliplarimi yakalamada

yetersiz kalmaktadir.
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Cizelge 4.2: F1 skoru karsilagtirmasi

Model AG Nse‘\a/\{? Verli IMDb Veri Seti SST-2 Veri Seti
Naive Bayes %81.9 %78.4 %79.9
SVM %385.1 %80.7 %82.3
BERT %94.2 %92.1 %92.7
RoBERTa %94.9 %93.0 %93.4
GPT %92.6 %91.3 %91.8
T5 %94.5 %92.5 %93.1
DistiBERT %91.8 %89.7 %90.9

Transformer tabanli modeller, F1 skoru agisindan da acik ara iistiin performans
gostermistir. Bu, sadece dogru simiflandirmanin degil, ayni zamanda yanlis

siiflandirmalari minimize etmede de basarili olduklarini1 gostermektedir.

Cizelge 4.3: Egitim siiresi ve hesaplama maliyeti

Model Egitim Siiresi Parametre Sayisi

(saat) (milyon)
Naive Bayes 0.2 ~0.1
SVM 0.5 ~0.3
BERT 5.2 110
RoBERTa 6.0 125
GPT 7.1 117
T5 6.5 220
DistilBERT 3.8 66

Geleneksel yontemler son derece hizli egitilebilirken, Transformer modelleri saatlerce
siiren ve giiclii donanim gerektiren egitim siirecleri gerektirir. Ozellikle T5 gibi biiyiik
Ol¢ekli modeller, yiiksek parametre sayilariyla dikkat ¢ekmektedir. DistilBERT ise

Transformer diinyasinda hiz ve verimlilik avantaj1 sunar.
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Cizelge 4.4: Genel karsilagtirmali analiz

Kriter Geleneksel Yontemler Transformer Modelleri
(Naive Bayes, SVM) (BERT, RoBERT@, DistilBERT,

GPT, T5)

Dogruluk ve Orta, dil karmasikligini iyi Yiiksek, karmasgik dil

F1 Skoru yakalayamaz oOriintiilerinde basarili

Egitim Siiresi Cok kisa, CPU ile kolay ¢alisir Uzun, GPU veya TPU gerektirir

Parametre Cok diisiik Cok yiiksek

Sayist

Bellek Diisiik Yiiksek

Kullanimi

Hesaplama Diisiik Yiiksek

Maliyeti

Genelleme Sinurly, kiiciik veri setlerinde ise yarar  Glgld, biiylik veri setlerinde ve

Yetenegi gergek diinya problemlerinde

ustin

Transformer tabanlt modeller, geleneksel yontemlere kiyasla hem metin siniflandirma
hem de duygu analizi gibi karmasik gorevlerde belirgin iistlinliik saglamaktadir. Ancak
bu istiinliik, hesaplama maliyeti ve egitim siiresi agisindan agir bir yiik getirmektedir.
Geleneksel yontemler ise diisiik donanim gereksinimleriyle hizli ¢éziimler sunar, ancak

dogruluk ve genelleme agisindan sinirlidir.

Sonug olarak, Transformer tabanli modeller, kritik uygulamalarda ve biiyiik Ol¢ekli
projelerde tercih edilmelidir; geleneksel yontemler ise kaynak kisitli veya hizli prototip

gelistirme siireclerinde uygun alternatifler sunar.

4.2 Sonuclarin Degerlendirilmesi

Bu caligmada gergeklestirilen deneysel analizler, hem geleneksel makine 0grenmesi
yontemleri (Naive Bayes, SVM) hem de Transformer tabanli derin 6grenme modelleri
(BERT, RoBERTa, GPT, TS5, DistilBERT) agisindan metin siniflandirma problemlerine
kapsamli bir bakis sunmaktadir. Farkli veri setlerinde (AG News, IMDb, SST-2) yapilan
degerlendirmeler, her bir yaklasimin giiclii ve zayif yonlerini ortaya koymakta,
performans metriklerinden hesaplama kaynaklarina, model karmagikligindan genelleme
yetenegine kadar bir¢cok acidan 6nemli i¢goriiler saglamaktadir. Bu boliimde, hem sayisal

sonuglar hem de elde edilen genel gozlemler ayrintili sekilde tartigilacaktir.
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Transformer ve Geleneksel Yontemlerin Performans Karsilastirmasi: Transformer
tabanli modeller, literatiirdeki beklentilere uygun bigimde, Ozellikle karmagik dil
yapilarinin ve baglamsal iligkilerin bulundugu veri setlerinde (6rnegin IMDb ve SST-2)
acik iistiinliik gostermistir. BERT ve RoBERTa gibi modeller, baglam bagimliliklarini
O0grenme kapasiteleri sayesinde kelime diizeyindeki basit modellerin (Naive Bayes)
Otesine gecmis, anlam birligini koruyarak c¢ok daha dogru tahminler yapabilmistir.
Ornegin, IMDb veri setinde Transformer modelleri %90’a yakin dogruluk oranlarina
ulasirken, SVM %80 civarinda kalmistir. AG News veri setinde ise, haber basliklarinin
daha net ve kisa olmasi nedeniyle geleneksel yontemler bir miktar rekabetgi kalabilmis,

ancak Transformer modelleri yine de genel performans iistiinligi saglamistir.

Modellerin Veri Setlerine Gore Dogruluk Oranlan (Bar Grafigi)

1.0
e BERT

0.8

0.6

Dogruluk Orani

0.4

0.2

0.0

IMDb
Veri Seti

Sekil 4.1: Modellerin dogruluk oran grafigi

Ayrica, Transformer modelleri yalnizca dogruluk agisindan degil, F1 skoru, kesinlik
(precision) ve geri ¢agirma (recall) metriklerinde de daha dengeli ve yiiksek sonuclar
gostermistir. Geleneksel yoOntemlerde sinif dengesizlikleri ve yanlis siniflandirma
egilimleri daha sik goriilmiis, bu da F1 skoru gibi dengeli metriklerde gorece diigiik

performanslara yol agmustir.

Hesaplama Maliyeti ve Egitim Zorluklari: Transformer modellerinin getirdigi en
onemli zorluklardan biri, yiiksek hesaplama maliyetleridir. Ozellikle TS ve GPT gibi
bliyiik dil modelleri, milyonlarca parametre icerdiginden, egitim siireci yalnizca giiclii
GPU’lar veya TPU’lar kullanilarak makul siirelere indirilebilmektedir. Bu modellerin
egitimi sirasinda bellek kullanimi1 ve enerji tiikketimi de oldukca yiiksektir. Buna karsilik,
Naive Bayes ve SVM gibi geleneksel yontemler basit CPU ortamlarinda kisa siirede
egitilebilir ve uygulanabilir. Bu fark, ozellikle kiiclik Olgekli ya da kaynak kisith

projelerde geleneksel yontemlerin halen tercih edilmesinin 6nemli bir nedenidir.
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Transformer modellerinin bir diger hesaplama avantaji, 6nceden egitilmis (pre-trained)
olarak kullanilabilmeleridir. Bu, modelin sifirdan egitilmesine kiyasla biiyiik zaman ve
kaynak tasarrufu saglar. Ancak yine de bu modellerin ince ayar (fine-tuning) siiregleri

bile geleneksel yontemlere kiyasla ¢cok daha karmasik ve maliyetlidir.

Model Karmasikhigl, Yorumlanabilirlik ve Seffaflik: Model yorumlanabilirligi,
Ozellikle hassas veya regiilasyon gerektiren alanlarda biiylik 6nem tagimaktadir. Naive
Bayes ve SVM gibi geleneksel yontemler, genellikle 6zellik katkilarini net bigimde ortaya
koyabilir; 6rnegin, hangi kelimelerin siniflandirma kararini ne 6lgiide etkiledigi kolayca
incelenebilir. Buna karsilik, Transformer tabanli modellerin karar siiregleri oldukga
karmasiktir ve genellikle “kara kutu” niteligindedir. Her ne kadar son yillarda attention
gorsellestirmeleri ve agiklanabilir yapay zeka (XAI) yontemleri gelistirilmis olsa da, bu

modellerin seffaflig1 halen sinirlidir.

Genelleme Yetenegi ve Transfer Ogrenme: Transformer modellerinin &nemli bir
avantaji, genelleme kapasitesidir. Pre-trained modeller, devasa miktarda metin iizerinde
egitildiklerinden, cok farkli gorevlerde transfer Ogrenme yoluyla etkili bigimde
uyarlanabilirler. Ornegin, SST-2 duygu analizi veri setinde kullanilan BERT modeli,
IMDb film yorumlarinda da iyi performans gostermektedir, ¢linkii baglamsal dil
modellemesi sayesinde dilin genel yapisini kavramistir. Geleneksel yontemler ise her veri

seti i¢in sifirdan egitilmeyi gerektirir ve genelleme kapasiteleri sinirlidir.

Cizelge 4.5: Tablolar ve sonuglarin detayli yorumlanmasi

Model Dogruluk F1 Skoru Egitim Siiresi  Yorumlanabilirlik
(%) (%)

Naive Bayes 78-82 75-80 Cok kisa Yiiksek
SVM 80-85 78-83 Kisa Orta

BERT 88-92 88-91 Uzun Diisiik
RoBERTa 89-93 89-92 Uzun Diisiik
GPT 86-90 85-89 Cok uzun Diisiik
T5 87-91 86-90 Cok uzun Diisiik
DistilBERT 85-89 84-88 Orta Diisiik

Bu tablo, dogruluk ve F1 skoru gibi performans metriklerinin yaninda, egitim siiresi ve

yorumlanabilirlik gibi pratik faktorleri de gostermektedir. Transformer modelleri agik ara
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en yiiksek performansit sunarken, hesaplama ve seffaflik agisindan dezavantajlara

sahiptir.

Calismamin Kisitlar1 ve Elestiriler: Calismanin smirh sayida veri seti ve simirh
hiperparametre optimizasyonu ile yliriitiilmiis olmasi, elde edilen sonuglarin mutlak
genelleme yapilabilecegi anlamina gelmemektedir. Ayrica, kullanilan donanim ve
kaynaklar, Ozellikle biiylik Transformer modelleri icin sinirlandirict olmustur. Bu,
gelecekte yapilacak calismalarda, farkli dil modellerinin daha detayli ve sistematik

karsilastirilmasinin 6nemini ortaya koymaktadir.

Pratik ve Akademik Katkilar: Bu calisma, metin siniflandirma projelerinde hangi
modelin ne tiir durumlarda avantaj sagladigim1 ortaya koyarak, hem akademik
aragtirmalara hem de pratik uygulamalara katkida bulunmaktadir. Akademik anlamda,
Transformer tabanli modellerin literatiirde ulastigi noktay1 ve geleneksel yontemlerin
halen tasidig1 pratik degeri gostermektedir. Uygulama acisindan ise, proje ekiplerinin
hangi yontemlerin hangi kosullarda tercih edilmesi gerektigine dair 6nemli ipuglari

sunmaktadir.

Genel Degerlendirme: Sonug olarak, Transformer tabanli modeller, modern dogal dil
isleme gorevlerinde {istiin performans sunarken, geleneksel yontemler hdlen 6nemli bir
esneklik ve hiz avantaji saglamaktadir. Dogru model se¢imi, yalnizca performans
metriklerine degil, ayn1 zamanda proje hedeflerine, kaynaklara ve uygulama baglamina
gore yapilmalidir. Bu ¢alisma, bu se¢imi daha bilingli ve saglam bir sekilde yapabilmek

icin kapsamli bir degerlendirme sunmaktadir.
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5. SONUCLAR VE GELECEK CALISMALAR

5.1 Bulgularin Ozeti

Bu tez calismasinda, metin siniflandirma problemlerinde geleneksel yontemler ve modern
derin 6grenme tabanli yaklasimlar detayli sekilde karsilastirilmis ve analiz edilmistir.
Calismada kullanilan veri setleri AG News, IMDb ve SST-2 hem konu ¢esitliligi hem de
siiflandirma zorluklar1 agisindan zengin bir degerlendirme alan1 sunmustur. Bu veri
setleri sayesinde, yontemlerin farkli icerik ve zorluk seviyelerinde nasil performans

gosterdigi ¢ok yonlii olarak incelenebilmistir.

Deneyler sonucunda elde edilen bulgular, Transformer tabanli modellerin (BERT,
RoBERTa, GPT, T5, DistilBERT) metin siniflandirma gorevlerinde geleneksel
yontemlere (Naive Bayes ve SVM) kiyasla belirgin iistiinliik sagladigin1 gostermektedir.
Ozellikle IMDb ve SST-2 veri setlerinde, yani duygu analizi ve baglamsal smiflandirma
gerektiren gorevlerde, Transformer modelleri %90’1n iizerinde dogruluk ve giicli F1
skorlar1 sunmustur. Bu basari, bu modellerin dilin inceliklerini ve baglamini anlama
yeteneklerinden kaynaklanmaktadir. Ote yandan, AG News veri setinde daha ¢ok konu
temelli siniflandirma gerektiren bir gorevde geleneksel yontemler fena olmayan sonuglar
verse de, Transformer modelleri yine ortalama %5-10 arasinda bir performans farkiyla

one ¢ikmistir.

Naive Bayes ve SVM, o6zellikle sinirlt donanim ve egitim siiresi gereksinimleriyle dne
cikmis, basit veri setlerinde hizli ve yeterli sonuglar sunmustur. Ancak bu yontemler,
kelime sikligina veya basit vektor temsillerine dayandiklari i¢in metinlerin derin
baglamsal ve anlamsal iligkilerini yakalamada sinirli kalmistir. Transformer modelleri ise
devasa on egitimli dil modelleri olduklarindan, ince ayar gerektiren gorevlerde bile cok
giiclii genel performans gostermistir. Ornegin, BERT ve RoBERTa gibi modeller,
milyonlarca climlede egitildikleri icin, kelime sirasindaki anlam kaymalarini, niianslari
ve baglamsal ipuglarin1 yakalamada ustadir. GPT ve TS5 gibi daha ileri modeller ise
yalnizca siniflandirma degil, metin {iretimi ve yeniden yazma gibi gorevlerde de listiin

performans sergileyebilmektedir.

Bu giiclii performansa ragmen Transformer modellerinin bazi dezavantajlar1 da

gbzlemlenmistir. Bu modeller, yiiksek hesaplama giicii gereksinimleri ve egitim sirasinda
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ihtiya¢ duyduklar1 biiyiik bellek kapasitesi nedeniyle her projede kullanilamayabilir.
Ozellikle kiiciik sirketler veya donanim kisitlamalart olan akademik projelerde,
geleneksel yontemler hala 6nemli bir yer tutmaktadir. Ayrica Transformer tabanli
modellerin seffaflik eksikligi, yani bir sonuca nasil vardiklarinin agiklanabilir olmamasi,
baz1 uygulama alanlarinda (6rnegin saglik, hukuk) onemli bir engel olarak ortaya

cikmaktadir.

Yapilan karsilagtirmalar sonucunda, geleneksel yontemlerin basitlik ve hiz agisindan
avantaj sagladigi, ancak karmasik dil isleme ve baglamsal anlama gerektiren gorevlerde
Transformer tabanli yaklagimlarin baskin oldugu sonucuna varilmistir. Bu, hem
akademik hem de endiistriyel projelerde yontem se¢imi yaparken dikkate alinmasi
gereken Onemli bir bulgudur. Gergek diinya uygulamalarinda hangi yontemin
kullanilacagi; veri miktarina, donanim kapasitesine, uygulamanin hedeflerine ve ihtiyag
duyulan hassasiyet seviyesine bagli olarak belirlenmelidir. Ornegin hizli prototipleme
veya On analiz i¢in Naive Bayes ya da SVM uygun olabilirken, nihai iiriin gelistirme veya
yiiksek dogruluk gerektiren kritik uygulamalarda Transformer tabanli modellerin tercih

edilmesi Onerilmektedir.

Sonug olarak bu tezdeki bulgular, dogal dil isleme alanindaki yontemlerin gliglii ve zayif
yonlerini ortaya koyarak arastirmacilara ve uygulayicilara yol gostermektedir. Ayrica
gelecekteki ¢alismalar i¢in; Transformer modellerinin yorumlanabilirliginin artirilmast,
kaynak verimliliginin 1iyilestirilmesi ve geleneksel yontemlerle hibrit ¢oziimler

gelistirilmesi gibi yeni aragtirma yonleri agmaktadir.

5.2 Transformer’in Avantajlari ve Sinirhliklari

Transformer mimarisi, dogal dil isleme (NLP) diinyasinda biiylik bir paradigma
degisimine yol a¢cmistir. Bu yaklasim, yalnmizca NLP degil, bilgisayarla gorme ve
biyoinformatik gibi bir¢ok farkli alanda da gii¢lii bir ara¢ haline gelmistir. Bu boliimde,
Transformer tabanli modellerin sagladigi avantajlar ile beraber, bu mimarinin halen

karsilastig1 temel sinirlamalar derinlemesine ele alinmaktadir.

Avantajlar: Transformer’m en Onemli avantajlarindan biri, baglamsal iliskileri

yakalamadaki iistlinliiglidiir. Geleneksel modeller genellikle sabit uzunluklu vektorler
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veya sirali igleme ile simirliyken, Transformer’lar self-attention (kendine dikkat)
mekanizmasi sayesinde bir kelimenin tiim climle veya paragraf i¢indeki diger kelimelerle
olan iligkisini ayn1 anda dikkate alir. Bu, dildeki uzun menzilli bagimliliklarin etkili

sekilde yakalanmasini saglar.

Buna ek olarak, Transformer modelleri transfer 6grenmeyi oldukga etkili sekilde kullanir.
Biiytik olgekli veri setlerinde (6rnegin, Wikipedia, BookCorpus) dnceden egitilmis
modeller, daha kii¢clik gorevler i¢in ince ayar (fine-tuning) yapilarak kullanilabilir.
Boylece, ¢ok fazla etiketli veriye sahip olmayan arastirmacilar bile sinirl sayida 6rnekle
yiksek dogruluk elde edebilir. Bu, ozellikle AG News, IMDb veya SST-2 gibi
smiflandirma problemlerinde, 6nceden egitilmis BERT, RoBERTa, GPT, DistilBERT
veya TS5 modellerinin kullanilmasina olanak tanir ve deneysel basar1 oranlarini belirgin
sekilde artirir. Transformer tabanli modeller ayrica ¢ok yonliiliik agisindan da 6ne ¢ikar.
Tek bir mimari, metin siniflandirma, metin {liretimi, soru-cevap sistemleri, 6zetleme ve
makine ¢evirisi gibi ¢ok cesitli NLP gorevlerinde kullanilabilir. Bu, hem arastirma
diinyasinda hem de endiistriyel uygulamalarda ciddi esneklik saglar. Ornegin, bir BERT
modeli, sadece u¢ katmanlari degistirerek hem duygu analizi hem de isim varlik tanima

(NER) gibi farkli gorevlerde basariyla kullanilabilir.

Bir bagka 6nemli avantaj, Transformer mimarisinin paralel islemeye uygunlugudur. RNN
ve LSTM gibi siralt modeller, her bir adimda bir 6nceki adimin ¢iktisina bagimlidir ve bu
nedenle hesaplama siireci yavaslar. Oysa Transformer’larda tiim girdiler ayn1 anda
islenebilir; bu da egitim siirecinde 6zellikle GPU ve TPU gibi donanimlar iizerinde

onemli hiz kazanimlar1 saglar.

Cizelge 5.1: Transformer’in avantajlar

Transformer modelleri, geleneksel yontemlerden farkli
olarak uzun metinlerdeki kelimeler arasindaki iliskileri
etkili bir sekilde 6grenir. Bu, 6zellikle karmasik ve uzun
climle yapilarinda baglami dogru bir sekilde anlamak i¢in
Anlama kritik bir avantajdir.

Transformer mimarisi, geleneksel RNN ve LSTM
modellerinin aksine, sirali islem yerine paralel islem yapar.
Bu, egitim siirelerini 6nemli 6l¢iide kisaltir ve biiytlik veri
setlerini verimli bir sekilde isleyebilir.

Uzun Bagimhhklar

Paralel Isleme
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Onceden egitilmis BERT, GPT ve benzeri modeller, farkli
simiflandirma  gorevleri  i¢cin  hizli  bir  sekilde

Onceden Egitilmis
Ozellestirilebilir. Bu, veri bilimcilerin sifirdan bir model

Modellerin Giicii egitmek zorunda kalmadan, mevcut modelleri adapte

etmelerine olanak tanir.

Transformer tabanli modeller, sadece metin siniflandirma
Genellestirilebilirlik degil, ayn1 zamanda ¢eviri, 6zetleme, duygu analizi gibi
cok sayida NLP gorevinde etkili bir sekilde kullanilabilir.

Sinirhiiklar: Ancak Transformer mimarisinin sundugu avantajlar, 6nemli sinirliliklarla
da dengelenmektedir. Oncelikle, bu modeller son derece hesaplama yogun yapilardir.
Omegin, GPT-3 gibi devasa modellerin egitimi yiizlerce GPU ve binlerce saat
gerektirebilir. Bu durum, kii¢iik arastirma gruplarinin ve sinirl biitgeye sahip kurumlarin

bu modelleri gelistirmesini veya sifirdan egitmesini zorlastirir.

Bir diger sirlilik, yiiksek bellek gereksinimi ve donanim kisitlaridir. Transformer
modelleri, self-attention hesaplamalari sirasinda tiim giris dizisini ayni anda bellege alir.
Girdi uzunlugu arttikga bu bellek yiikii karesel olarak biiyiir, bu da uzun metinlerin
islenmesinde ciddi kisitlar dogurur. Bu nedenle, 6zellikle mobil cihazlarda veya diisiik
bellekli sistemlerde dogrudan kullanimda sikistirma ve optimizasyon ydntemlerine
(6rnegin, DistilBERT gibi daha kii¢iik modeller veya quantization, pruning teknikleri)

basvurulmasi gerekir.

Ayrica Transformer’lar, agiklanabilirlik (explainability) agisindan zayiftir. Yiksek
dogruluk saglamalarina ragmen, modelin karar mekanizmas1 genellikle bir “kara kutu”
olarak kalir. Hangi 6zelliklerin veya kelime gruplarinin hangi sonuca nasil etki ettigi net
olarak bilinemez. Bu, saglik, hukuk veya finans gibi kritik alanlarda, yasal veya etik
gereksinimlerin karsilanmasini zorlastirabilir. Aragtirma diinyasinda bu sorunu agmak
icin dikkat agirliklari analizleri, gorsellestirme araglari ve model yorumlama yontemleri

gelistirilmektedir, ancak hentiiz tatmin edici bir agiklanabilirlik diizeyine ulagilamamaistir.

Bir diger onemli smrlhilik da gevresel etki ve siirdiiriilebilirlik konusudur. Devasa

Transformer modellerinin egitimi, yiiksek enerji tiiketimine yol agmakta, bu da karbon
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ayak izini artirmaktadir. Ornegin, bir GPT-3 modelinin egitimi sirasinda harcanan enerji
miktari, ortalama bir arabanin tim Omrii boyunca yaydigi CO: emisyonuna esdeger
olabilir. Bu nedenle, gelecekteki yapay zeka sistemlerinin gelistirilmesinde enerji
verimliligi ve ¢evresel maliyetlerin de Onemli bir tasarim kriteri haline gelmesi

beklenmektedir.

Cizelge 5.2: Transformer’in dezavantajlari

Transformer modelleri, 6zellikle blyiik o6lgekli dil
Hesaplama Maliyeti  modellerinde, yiiksek hesaplama giicli ve enerji gerektirir.
ve Enerji Tiiketimi Bu durum, hem maliyetleri artirir hem de c¢evresel

stirdiiriilebilirlik a¢isindan olumsuz bir etki yaratabilir.

Transformer modelleri genellikle biiyiik veri kiimelerinde
Biiyiik Veri Thtiyaci  egitilmek iizere tasarlanmistir. Kiiciik veri setlerinde

performanslar sinirli olabilir ve overfitting riski artabilir.

Transformer modellerinin i¢ mekanizmalar1 oldukca
Karmasikhik ve karmagiktir. Bu durum, modelin kararlarin1 agiklamay1
Aciklanabilirlik zorlastirir ve 6zellikle yiiksek riskli alanlarda (6rnegin tip,

Sorunlar hukuk) seffaflik sorunlarina yol acabilir.

Gercek Zamanh Transformer modelleri yogun hesaplama gerektirir. Bu da
Kullanim Zorluklar1  gergek zamanli uygulamalar i¢in gecikmelere neden

olabilir.

Genel Degerlendirme: Transformer modelleri, siiphesiz ki NLP diinyasinin en giiclii ve
etkili araclar1 arasinda yer almakta ve son yillarda bu alandaki bircok uygulamanin temel
tas1 haline gelmistir. Ancak bir modelin se¢ciminde yalnizca dogruluk oranlar1 degil, ayni
zamanda hesaplama maliyeti, donanim uygunlugu, agiklanabilirlik ve siirdiiriilebilirlik
gibi faktorler de géz Oniline alinmalidir. Arastirmacilar ve mithendisler, gorevlerine uygun
bir ¢oziim belirlerken bu avantaj ve sinirhiliklarin tiimiinii dikkatlice tartmalidir. Bazen
daha basit geleneksel yontemler (6rnegin Naive Bayes veya SVM) yeterli olurken, bazen
de Transformer tabanli dev modeller kullanmak kaginilmaz hale gelebilir. Bu dengenin
dogru kurulmasi, hem proje basarisi hem de kaynaklarin etkin kullanim1 agisindan kritik

oneme sahiptir.
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5.3 Gergek Diinya uygulamalari icin Oneriler

Bu tez kapsaminda kullanilan Transformer tabanli modeller (BERT, RoBERTa, GPT, T5,
DistilBERT) ve geleneksel yontemler (Naive Bayes, SVM), yalnizca akademik deneyler
degil, ayn1 zamanda gercek diinya i¢in de uygulanabilir ¢éziimler sunmaktadir. Burada,
elde edilen sonuglara dayanarak bu modellerin nerelerde, nasil etkili kullanilabilecegine

dair somut Oneriler sunulacaktir.

Miisteri Hizmetleri ve Chatbotlar: Transformer modellerinin insan benzeri yanitlar
iiretebilme kapasitesi, 6zellikle ¢agri merkezleri ve dijital miisteri destek hizmetlerinde
one ¢ikmaktadir. Ornegin bir e-ticaret platformu, miisteri taleplerini karsilamak i¢in GPT
tabanli bir sohbet botu entegre edebilir. Bu bot, miisterinin siparis durumu sorgulamasi,
iade islemleri veya iiriin tavsiyesi gibi sorularina anlik ve tutarli yanitlar verebilir. Bu
noktada, GPT-3 gibi ¢ok biiyiik modeller kiiglik firmalar i¢in pahali olabilir; bu yiizden
DistilBERT veya T5 gibi optimize edilmis, daha hafif transformer modelleri

Onerilmektedir.

Duygu Analizi ve Marka Yonetimi: SST-2 ve IMDD veri setlerinde yapilan ¢aligmalar
gosteriyor ki, Transformer modelleri metinlerdeki duygu durumunu anlamada geleneksel
yontemleri geride birakmaktadir. Bir kozmetik markasi, sosyal medya iizerindeki miisteri
yorumlarimi analiz ederek hangi {iriinlerin olumlu veya olumsuz yanki buldugunu tespit
edebilir. Bu analizler sayesinde pazarlama stratejileri yeniden sekillendirilebilir, hatta
miisteri deneyimini iyilestirmek i¢in spesifik adimlar atilabilir. Geleneksel yontemler bu
gorevlerde temel kaliplar1 yakalarken, Transformer modelleri ironiyi, mizahi veya

kiiltirel referanslari bile anlayarak ¢ok daha derin bir analiz yapabilmektedir.

icerik Filtreleme, Haber Dogrulama ve Oneri Sistemleri: AG News veri setindeki
deneyler, metin simiflandirmast ve haber bagliklarinin kategorize edilmesinde
Transformer’larin ne kadar etkili oldugunu géstermektedir. Ornegin bir haber sitesi,
okuyucularin ilgi alanlarina gore kisisellestirilmis haber onerileri sunabilir. Transformer
tabanli modeller, kullanic1 ge¢misini analiz ederek spor, ekonomi, teknoloji gibi
kategorilerde ilgi ¢ekici icerikler onerebilir. Ayrica, sahte haberlerin tespiti icin BERT ve
RoBERTa gibi modeller kullanilabilir; bu modeller, metnin baglamini analiz ederek

gercege aykir1 veya yaniltici igerikleri isaretleyebilir.
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Hukuk ve Saghk Sektorii Uygulamalari: Hukuk alaninda, mahkeme kararlarinin
siiflandirilmasi, davalarin konu bazinda ayrigtirilmasi veya sézlesme metinlerinin analiz
edilmesi Transformer modelleri ile ¢ok daha hizli ve dogru yapilabilir. Ornegin bir hukuk
biirosu, binlerce sayfalik dava dokiimanini tarayarak belirli konulardaki 6rnek davalari
hizlica c¢ikarabilir. Saglik sektoriinde ise klinik notlarin analizi, doktor raporlarinin
siiflandirilmasi veya hastalik tahmini i¢in Transformer tabanli modeller kullanilabilir.
Ornegin, bir hastane ge¢mis hasta raporlarini analiz ederek belirli semptom
kombinasyonlarinin hangi teshislere yol agtigini tahmin edebilir. Burada kritik 6neri, bu
alanlarda kullanilacak modellerin mutlaka insan uzmanlarla birlikte c¢alisacak sekilde
tasarlanmasidir; ¢iinkii yanlis simiflandirma veya hatali tahminler ciddi etik ve yasal

sorunlara yol acabilir.

Egitim Teknolojileri: Egitim alaninda Transformer modelleri, &grencilere
kisisellestirilmis igerikler sunmak, oOdevlerde otomatik geri bildirim saglamak ve
cevrimigi sinavlarda otomatik degerlendirme yapmak i¢in kullanilabilir. Ornegin, bir dil
o0grenme uygulamasi, 6grencinin yazdigi kompozisyonlart GPT veya TS5 tabanli bir
modelle degerlendirip anlik geri bildirim sunabilir. Ayrica, 0gretmenler i¢in 6grenci
performans analizleri iiretebilir ve hangi konularin zorlayict oldugu hakkinda detayli

iggoriiler sunabilir.

Finans ve Sigortacihk: Finansal metinlerin analizinde, 6rnegin borsa haberlerinin
siniflandirilmast  veya miisteri sikayetlerinin degerlendirilmesi gibi gorevlerde
Transformer modelleri biiylik avantaj saglar. Sigorta sektoriinde, hasar taleplerinin
siniflandirilmasi veya sahtekarlik tespiti gibi alanlarda Transformer tabanli ¢oziimler hem
zamandan tasarruf saglar hem de hata oranini azaltir. Burada 6nerimiz, bu sektorlerde
Transformer kullannomina baslanmadan Once kapsamli bir test ve deneme siireci

yiirtitiilmesidir, ¢linkii finansal hatalar mali a¢idan ciddi kayiplara yol agabilir.

Kaynak ve Maliyet Optimizasyonu: Biiyiik 6l¢ekli Transformer modelleri biiyiik GPU
veya TPU kaynaklarina ihtiya¢ duyar. Bu nedenle, kii¢iik ve orta 6lcekli igletmeler igin
Onerimiz, dnceden egitilmis (pre-trained) modelleri dogrudan kullanmak ve agik kaynak
kiitliphaneler (6rn. Hugging Face) lizerinden erisim saglamak olacaktir. Ayrica, yogun is

yiikleri igin hibrit yaklagimlar onerilebilir: Ornegin &n siniflandirmay1 Naive Bayes gibi
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hizli geleneksel yontemlerle yapmak, detayli analiz igin ise Transformer modellerine

basvurmak. Bu, islem siiresini kisaltirken maliyeti de diistirtir.

Etik, Seffaflik ve Gizlilik: Transformer tabanli uygulamalarin hayata gecirilmesinde bir
diger temel oneri etik sorumluluklardir. Ozellikle kisisel veri igeren uygulamalarda
(saglik, miisteri hizmetleri, sosyal medya) seffaflik ve veri gizliligi ¢cok Onemlidir.
Ornegin bir kullanici, chatbot ile yaptig1 goriismenin bir makine tarafindan islendigini
acikca bilmelidir. Ayrica, modellerin onyargi ve taraflilik testlerinden diizenli olarak

gecirilmesi, hassas gruplar lizerinde haksiz sonuglar tiretmemesi i¢in kritik bir adimdir.

5.4 Gelecek Cahisma Onerileri

Bu tez kapsaminda gergeklestirilen deneyler ve analizler, Transformer tabanli modeller
(BERT, RoBERTa, GPT, T5, DistilBERT) ile geleneksel yontemler (Naive Bayes, SVM)
arasinda metin siniflandirma gorevlerindeki performans farklarini ortaya koymustur.
Ancak, metin madenciligi ve dogal dil isleme alanindaki hizli ilerlemeler dikkate
alindiginda, mevcut calisma yalnizca bir baslangi¢ noktasi niteligindedir. Asagida,
gelecekte yapilacak arastirmalara ve genisletmelere 151k tutacak detaylt Oneriler

sunulmaktadir.

Veri Cesitliliginin Artirillmasi1 ve Genisletilmis Veri Kullanimi: Mevcut calismada
kullanilan AG News, IMDb ve SST-2 veri setleri, belirli konular ve siniflandirma
gorevleri icin ideal yapidadir. Ancak, bu veri setleri belirli bir temizlenmis yap1 ve siirlt
dil kapsami sundugundan, modellerin daha karmasik ve dogal verilerdeki performansi
smnirli kalabilir. Gelecekte, sosyal medya verileri (6rn. Twitter, Reddit), forum
yazigmalari, miisteri geri bildirimleri, haber makaleleri, yasal belgeler ve saglik raporlari
gibi ¢ok cesitli kaynaklardan alinmis, hem yapilandirilmis hem de yapilandirilmamais veri
tiirlerinin incelenmesi 6nem arz etmektedir. Ayrica, ¢cok dilli (multilingual) veri setleri
kullanilarak modellerin farkli dillerdeki etkinlikleri degerlendirilebilir; bu, 6zellikle

global pazarlarda hizmet veren uygulamalarda kritik bir ihtiyagtir.

Alan-Ozel Modeller ve ince Ayar (Fine-Tuning): Transformer mimarileri genellikle
genel amacli metinler tizerinde egitilmistir. Ancak, bir modelin belirli bir alana (6rn. tibbi,

finansal, hukuki, teknik) adapte edilmesi, ciddi performans artiglar1 saglayabilir. Gelecek
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calismalarda, belirli sektor veya alanlara 6zel verilerle ince ayar yapilmasi veya tamamen
alan-6zel modellerin gelistirilmesi, siniflandirma dogrulugunu ve model giivenilirligini
artiracaktir. Ornegin, hukuk belgelerinde dilin karmasiklig1 veya tip raporlarindaki terim
yogunlugu, genel modeller tarafindan dogru islenemeyebilir. Bu baglamda, alan-6zel
kelime gdbmme (embedding) yontemleri veya On egitim setleri gelistirmek de dnemli bir

arastirma alani olacaktir.

Model Mimari Gelistirmeleri ve Hibrit Yaklasimlar: Transformer tabanli modeller
giiclii sonuglar sunsa da, her probleme tek basina ideal ¢oziim olmayabilir. Gelecekte,
Transformer mimarilerini diger derin 6grenme modelleriyle (6rn. LSTM, GRU, CNN)
birlestiren hibrit yaklasimlar denenebilir. Ornegin, CNN’ler yerel &riintiileri yakalamada
basariliyken, Transformer’lar uzun menzilli bagimliliklar1 6grenmede etkilidir; bu iki
yaklagimin birlesimi, metin siniflandirmada daha giiclii sonuglar dogurabilir. Ayrica,
grafik tabanli sinir aglar1 (GNN) gibi yeni nesil mimarilerin Transformer’larla
entegrasyonu, Ozellikle iliski temelli verilerde (6rn. sosyal aglar, alint1 aglar1) devrim

yaratabilir.

Hesaplama ve Verimlilik Optimizasyonu: Transformer mimarilerinin yaygin
kullaniminin 6niindeki en biiylik engellerden biri, yliksek hesaplama gereksinimi ve
enerji maliyetleridir. Gelecek caligsmalarda, model sikistirma, bilgi damitma (knowledge
distillation), diisiik hassasiyetli hesaplama (low-precision computation) ve kuantizasyon
gibi yontemler kullanilarak bu mimarilerin daha hafif ve hizli versiyonlari gelistirilebilir.
Boylece, kiiclik cihazlarda (6rn. mobil, IoT) ¢alisabilecek diisiik kaynakli Transformer
cozlimleri tasarlanabilir. Ayrica, bu optimizasyonlar enerji verimliligi agisindan da kritik

olup, siirdiiriilebilir yapay zeka ¢6ziimlerinin oniinii agacaktir.

Onyargi, Adalet ve Etik Cahismalari: Transformer tabanli modeller, genellikle devasa
boyuttaki metinler iizerinde egitildiklerinden, bu metinlerdeki toplumsal, kiiltiirel veya
cinsiyet temelli Onyargilar1 6grenme egilimindedir. Gelecek arastirmalarda, bu
Onyargilarin etkilerini 6lgmek ve azaltmak i¢in denetim mekanizmalar1 gelistirilmelidir.
Ornegin, cinsiyet ndtr simiflandirmalar, 1rksal ve kiiltiirel hassasiyetler, toksik dil tespiti

gibi konular, 6zellikle etik ve adil yapay zeka uygulamalari i¢in 6nemlidir. Bu ¢aligmalar,

51



Transformer modellerinin sadece teknik agidan degil, sosyal agidan da sorumlu bigimde

geligsmesini saglayacaktir.

Cok Gorevli Ogrenme ve Transfer Ogrenme: Bu tezde yalnizca tek gorevli
simiflandirma ele alinmistir. Oysa ¢ok gorevli 6grenme (multi-task learning), yani birden
fazla gorevin ayni anda Ogrenilmesi, modellerin genelleme kapasitesini artirabilir.
Ornegin, ayn1 model hem duygu analizi hem konu siniflandirmas1 yapabilir. Transfer
O0grenme ise, az veri bulunan alanlara bagka alanlardan bilgi tagimay1 miimkiin kilar. Bu
yontemler sayesinde, veri kitli§1 yasanan nis uygulamalarda dahi basarili modeller

gelistirilebilir.

Insan-Makine Etkilesimi ve Aciklanabilirlik: Transformer modelleri “kara kutu”
niteliginde oldugundan, c¢iktilarinin nedenlerini insanlara agiklamak zordur. Gelecek
caligmalarda acgiklanabilir yapay zeka (XAI) yontemleriyle, Transformer’larin karar
verme siireclerinin anlasilabilir hale getirilmesi, model ¢iktilarinin giivenilirligi agisindan
Oonemlidir. Ayrica, insan uzmanlarla birlikte calisgan hibrit sistemler gelistirilebilir;
ornegin, model bir dneri sunarken, insan uzman son karar1 verir. Bu tiir sistemler 6zellikle

hukuk, saglik ve finans gibi hassas alanlarda biiyiik 6nem tasir.

Gercek Zamanh Uygulamalar ve Prototip Gelistirme: Son olarak, arastirma
sonuglariin sadece teorik degil, uygulamali faydaya doniistiiriilmesi gereklidir. Gelecek
calismalarda, gercek zamanli analiz ve siniflandirma yapan sistemlerin prototipleri
gelistirilebilir. Ornegin, canl sosyal medya takibi, miisteri hizmeti sohbet botlar1, anlik
haber analizi gibi alanlarda Transformer modellerinin uygulanabilirligi test edilmelidir.
Bu prototipler, akademik arastirmanin endiistriye ve topluma nasil katki saglayabilecegini

gostermesi acisindan degerlidir.
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