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EXPERIMENTAL AND NUMERICAL STUDY OF LOCAL SCOUR
AROUND BRIDGE PIERS WITH DIFFERENT CROSS SECTIONS CAUSED
BY FLOOD HYDROGRAPH SUCCEEDING STEADY FLOW

ABSTRACT

Design of the bridges by considering structural and hydraulic problems is
necessary for their safety. Local scour around bridge piers and foundations, as a
result of flood flows, is one of the major causes of their failure.

In this thesis, local scour around bridge piers in both steady and unsteady flow
cases were studied under clear water conditions, by using different shaped piers. The
main goal of the experiments is to examine the final scour depths, the time dependent
scour depths and the geometry of scour holes around five different types of piers
under unsteady flow conditions which succeed a steady flow of 5 minutes. The other
objective is the comparison of the experimental findings with those available in the
relevant literature and also with the results obtained from the numerical simulations

in order to make some practical suggestions.

The final and the temporal evaluations of the scour depths were measured for
circular, square, rectangular, rectangular with circular nose and rectangular with
trapezoidal nose piers. The scour hole lengths, widths and areas were recorded by
means of two cameras. The equilibrium scour depths were determined after
translating the time varied scour depth curves to analytical expressions. Regression
analyses were performed in order to derive empirical relations about temporal
variation of the scour depths for both steady and unsteady cases. The shape factor
values were investigated based on the experimental findings and the obtained values

were compared with those obtained previously by different researchers.

The numerical solution was realized by using the software ANSYS FLUENT with
RNG k-¢ turbulence model for circular and square piers. The numerical and

experimental values are compared and interpreted.



The high values of determination coefficients revealed that the suggested

empirical relations are significant statically. An acceptable accordance was observed
between numerical and experimental results.

Keywords: Pier scour, unsteady flows, local scour, ANSYS FLUENT, numerical
solution.



KARARLI AKIM iZLEYEN TASKIN HIDROGRAFI NEDENIYLE FARKLI
ENKESITLI KOPRU AYAKLARI ETRAFINDA OLUSAN YEREL
OYULMALARIN DENEYSEL VE SAYISAL ARASTIRILMASI

0z

Yapisal ve hidrolik problemleri dikkate almak koprii tasariminin giivenligi icin
gereklidir. Taskin akimlarinin neden oldugu, koprii ayaklar1 cevresindeki yerel

oyulmalar koprii yikilmalarinin en 6nemli nedenidir.

Bu tez de, koprii ayaklan etrafindaki yersel oyulmalar hem kararli hem de kararsiz
akim sartlar1 altinda ve temiz su oyulmasi sartlarinda farkli tip hidrograflar
kullanilarak Ol¢iilmiistiir. Bu tezin genel amaci nihai oyulma derinlikleri, zamana
gore gelisen oyulma derinlikleri ve oyulma ¢ukurunun boyutlarin1 bes farkli ayak
sekli icin ilk 5 dakikasi kararli rejimde olan 5 farkli hidrograf altinda 6l¢mektir.
Diger bir amac¢ ise, deneysel bulgulart mevcut yaklasimlar c¢ercevesinde
karsilagtirmak ve numerik simiilasyonlar gerceklestirerek bazi Pratik yaklagimlar

sunabilmektir.

Nihai ve zamana gore gelisen oyulma derinlikleri, dairesel, kare, dikddrtgen,
dairesel uclu dikdortgen ve trapez ucglu dikdortgen ayak kullanilarak Olc¢lilmiistiir.
Oyulma genisligi ve oyulma boyu 2 farkli kamera ile kaydedilmistir. Denge oyulma
derinlikleri, zaman gore degisen oyulma derinligi egrilerinin analitik ¢6ziimii sonucu
elde edilmistir. Yeni analitik yaklasimlar gelistirebilmek i¢in kararli ve kararsiz akim
sartlar1 altindaki deney verilerine regresyon analizi yapilmistir. Deney verileri
kullanilarak bu calisma icin sekil katsayilar1 elde edilmistir ve literatiirdeki diger

arastirmacilarin sundugu katsayilarla karsilagtirilmistir.
Niimerik ¢6ziim ANSYS FLUENT programi kullanilarak RNG k-¢ tiirbiilans

modeli ile dairesel ve kare ayak icin gergeklestirilmistir. Niimerik ¢oziimden elde

edilen sonuclar deneysel verilerle karsilastirilmis ve yorumlanmustir.

Vi



Determinasyon katsayilarmin yiiksek oldugu ampirik iliskiler, istatistiksel olarak

anlamli oldugunu ortaya koymustur.

Anahtar kelimeler: Koprii ayagi oyulmasi, kararsiz akimlar, yerel oyulma, ANSYS
FLUENT, niimerik ¢6ziim.
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CHAPTER ONE
INTRODUCTION

1.1 General

Bridges are an important part of transportation system which carry people and
vehicles across. They are subjected to dynamic loads (wind, earthquake, flood ...etc.)
more than other transportation structures. Designing of the bridges for both structural
and hydraulic considerations is necessary for safety. If not properly designed,
constructed and maintained, bridges can be damaged. Statistical studies (Richardson
and Davis, 2001) showed that, the most common cause of bridge failures is from
floods scouring bed material from around bridge piers (60% of 1000), the others
being collision, overloading and deficiencies in the design. Hoffmans and Verheji
(1997) have noted that local scour around bridge piers and foundations, as a result of
flood flows, is considered to be the major cause of bridge failure. It brings economic

problems nationwide and has also caused tragic results.

The study of the Federal Highway Administration (FHWA) for 383 bridges
collapsed in 1973 showed that 25% through the pier and 75% through abutment
damage. In 1985, 73 bridges were destroyed by floods in Pennsylvania, Virginia, and
West Virginia. In 1987, scour was found to be the main cause of the Scholarie Creek
Bridge failure in New York in which 10 people were died (Ting et al., 2001;
Wardhana and Hadipriono, 2003). Eight people were died in the Hatchie River in
Tennessee, as the result of the collapse of the bridge in 1989. Briaud’s study in 1999
showed that 60% of failures are due to scour in the USA for the last 30 years. The
study in USA shows that 53% of the 503 failure bridge was related to hydraulic
factors, only 3% being related to earthquakes. There are many bridge failed due to
the floods in Turkey; in 1990 Trabzon, in 1991 Malatya, in 1998 Bartin, in 2001
Hatay, in 2007 Antalya (Alara Bridge), in 2012 Caycuma and in 2013 Sirnak...etc.
The Alara Bridge collapsed because of scouring around the bridge piers. According

to the Istanbul Technical University’s 2012 Caycuma report, the cause of the



collapse of the bridge is scouring around the piers in the middle of the river and so
the bridge was not able to carry its own loads.

The relevant studies show that governments spend millions of dollars for scour
related to bridge damages. New bridge foundations should be designed to withstand
the effects of scour from extreme floods. An accurate estimation of the maximum
depth of scour and the local scour hole geometry are essential to a safe and
economical design of the bridges. Underestimation of maximum scour depth causes
shallow foundation design which is not safe. On the other hand overestimation of
maximum scour depth results in deep foundations which are not economical. The
existing structures should be inspected periodically following estimation of the scour

hole and protective projects for increasing the safety, if necessary.

The main objective of this study is to analyze the scour depth and the geometry
the scour hole due to various hydrographs for five different types of piers. The
approach is based on the image processing with a video camera during the unsteady
conditions. The dimensions of the scour hole were determined by using the
experimental values of scour contours. The experimental findings are evaluated by
using the empirical expressions available in the literature. Besides, the numerical
simulations were conducted to investigate the time dependent dimension of scour
hole, the maximum scour depths, the effect of turbulence flow in the scour hole area.
The software FLUENT was used to predict the 3D flow patterns around five different
types of piers. The experimental findings were compared with those obtained from
the ANSYS FLUENT software.

This thesis includes seven chapters.

Chapter 1 contains the Introduction part.

Fundamentals of the phenomenon of scouring and previous relevant experimental

and mathematical studies are summarized in Chapter 2.



The experimental setup and details of the experimental procedures were described
in Chapter 3. Chapter 4 involves the experimental results. Analysis of the

experimental findings is supplied in Chapter 5.
Chapter 6 contains a brief presentation of the package ANSYS FLUENT and the
comparison of the experimental results with those obtained from the software

package.

Conclusions of the study and the recommendations are given in Chapter 7.



CHAPTER TWO
SCOUR MECHANISM AND LITERATURE REVIEW

2.1 General

The scour mechanism is one of the most favorite environmental topics of the
modern world. Many researchers have an interest in the investigation of the scour
phenomenon around bridge piers and abutments for about sixty years. There are
different approaches to solve engineering problems; however they still need to be
developed. In general, there are two types of scour according to the sediment
transport mode; clear water scour and live bed scour. When sediment is removed
from the scour hole, but not transport on the other parts of the bed by the flow, the
clear water scour occurs. In the live bed scour, sediment particles are transported in
the other parts of bed by the flow. The basic mechanism creating the scour around a
bridge pier has been identified as the system of vortices which develops around the
pier. The system of vortices depends on various factors such as properties of flow,
the bed material in the stream and pier geometry (Figure 2.1). Because of these
vortices, both the flow and the sediment transport processes during the scour hole

development are highly complex.

As there are many uncertainties involved in this phenomenon, scour prediction is
complex and difficult. However, it is necessary to do so for the protection of bridges
and other infrastructure, especially during design planning stages. Scour prediction
requires expertise and experience in several fields of engineering, as well as an
understanding of the behavior of flowing water and its interactions with structures
and soils. In the literature, investigations concerning the local scour estimation are
based on dimensional analysis and correlation of small-scale laboratory experiments
data because of the complexity of site conditions. The available equations and
methods for estimating local scour at bridges are based primarily on laboratory
research. These researches are mainly about the maximum depth and the dimensions
of the scour hole. Only limited success is achieved by the attempts to model scour

computationally. The studies are based mostly on equilibrium conditions under very



long flow durations in clear water conditions. The selection of the countermeasure
type and the geometry of the scour hole is essential for a safe and economical design
of bridges under different flow hydrographs. In fact, the empirical relationships can
only predict the scour depths well under similar conditions. Besides, site

investigations are needed to increase knowledge of the subject.
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Figure 2.1 Vortex systems around a bridge pier (Raudkivi and Sutherland,1981)

In addition to experiments, numerical methods based on computational fluid
dynamics (CFD) were delivered for understanding scour mechanism by researchers.
Recent developments in CFD allow numerical simulations of local scour around a
bridge pier (Olsen and Melaaen, 1993; Richardson and Panchang, 1998; Wang and
Jia, 1999; Li and Lin, 2000; Tseng et al., 2000). Numerical simulations are currently
complex because of the turbulence effects in practical engineering problems.

The experimental findings are evaluated by using common statistical methods.
Nonlinear Multiple Regression (NLMR) model, used in this thesis, is described as a
nonlinear equation. The scour mechanism has nonlinear behavior, so in this thesis
NLMR model was selected. Nonlinear Multiple regression equation can be expressed

as follows;

y=b, +b,x, +b,X, +b x> +0,,X2 +........ (2.1)



The performance of NLMR model configurations is based on the root mean
square error (RMSE), mean absolute error (MAE) and determination coefficient of
R? of nonlinear regression line between the predicted and observed values. These

parameters are expressed as follows;

RMSE = \/Zi=1(xobsi - Xmodel,i)2

(2.2)
n
1&
MAE :Hz‘xobsi - xmodel,i (23)
i=1
(X obsi X model,i )2
RZ =1 12 (2.4)

- X model,i )2
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where;

Xobs,i and Xmogeli = Observed and modelled i values (at time t)

X model,i = average of model values

n = number of data
2.2 Local Scour Mechanism at Bridge Piers

Local scour defined as sudden removal of the material around the piers,
abutments, spurs, and embankments is caused by an acceleration of the flow, the
increased velocities and associated vortices around the obstruction. The basic
mechanism creating the local scour around a bridge pier has been identified as the
system of vortices developed around the pier. The strength and size of the vortex
system depend on the properties of flow, sediment type and river bed and pier
shapes. The vortices reported by Raudkivi (1991) are separated into components
identified as in Figure 2.1; horseshoe vortex, downflow in front of the pier, wake
vortex and trailing vortex. It can be seen that the horseshoe vortex results from the

piling up of the water on the upstream surface of the pier subsequent the acceleration



of the flow around the pier. The horseshoe vortex causes the removal of the bed
material from the base of pier and it is more effective once the scour hole occurs.
The scour hole develops around the pier because the transport rate of sediment away
from the pier region is greater than the transport rate into the pier region. The wake
vortices that are generated from flow separation at the sides of the pier are vertical
vortices. The wake vortex effects decrease very quickly as going to the downstream
of the pier. The wake vortices are weaker than the horseshoe vortex. It means that
maximum scour depth occurs at the upstream face of the pier. The bridge pier makes
the river bed narrow so average velocity increases. The sediment transport rate
increases in this narrow area. The flow velocity decreases suddenly and flow depth
increases and there is a stagnation point at the piers upstream face as flow reaches the
pier. In that point there is a pressure difference between stagnation point and the
upstream. The turbulent boundary layer separates around the pier because of the
pressure difference. As the flow velocity decreases gradually from water surface to
the bed level, the pressure also decreases. Therefore, downflow occurs from high
pressure to low pressure in front of the pier. In fact, both the downflow on the bed
and the horseshoe vortex are the principal factors leading to the creation of a scour
hole. The trailing vortex occurs only if the pier is completely submerged in water.
The trailing vortex has an influence on horseshoe vortex. As long as the flow depth
decreases, the trailing vortex effects on horseshoe vortex become weaker and local

scour depth is reduced for shallow flow (Yanmaz, 2002).

There are two different scour types whether there is (or isn’t) sediment load
transport from upstream in alluvial rivers: clear water scour and live bed scour.
Maximum scour depth and scour hole diameter depend on conditions of transport

varying in time.
2.2.1 Clear Water Scour Mechanism
Clear water scour occurs when the flow conditions do not satisfy or exceed the

criteria for incipient motion, and the sediment particles at the upstream of the bridge

structure in the alluvial bed do not start to move. It means that the flow inertia is



relatively low and, the bed shear stress is smaller than the threshold value defined for
the given bed material. However, scour occurs around the bridge structure due to the
local acceleration of the flow and continues until the scour hole becomes stable. The
typical examples for clear water scour can be regarded as armored streambeds,
coarse bed material streams, vegetated channels, in the downstream of a dam due to
the impinging effect of the jet or flat gradient streams. In early stages, sediment
particles erode rapidly around the bridge foundation, however scour hole
development reaches maximum and equilibrium over a longer period of time than
live bed scour equilibrium (Figure 2.2). Flow conditions are quieter than live bed
scour flow conditions, so the scour depth varies more slowly in time. In equilibrium
stage there is no sediment load transport from hole. This situation can be quite

dangerous for the structure because flow uses power only scouring in the stream.

2.2.2 Live Bed Water Scour Mechanism

If there is sediment transport in the upstream reach into the bridge section, live
bed scour occurs. When flow intensity increases, shear stress in the upstream exceeds
the critical shear stress and acts together with vortex in the scour hole. Therefore, the
scour hole evolution does not depend only on the flow properties in the scour hole
but also on properties in the upstream flow conditions. The scour depth is developed
more slowly initially, and then increases rapidly (Yanmaz, 2002). Bed forms cause
resistance changes in the upstream, so sediment load in the scour hole depends on
shear stress in the upstream. For live bed scour, the scour depth reaches maximum in
a short time. Afterwards, according to the changes of shear stress in the upstream
bed, the sediment rate increases or decreases. It causes detachment or deposition on
the riverbed. When the rate of sediment load becomes stable in the scour hole, the
equilibrium conditions are reached. In this case oscillations are not observed. Scour
depth observations with mean approach velocity for clear water and live bed

conditions are illustrated in Figure 2.2.
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Figure 2.2 Scour depth as a function of time for clear water and live bed conditions (Yanmaz, 2002)

(ds is scour depth and ds is equilibrium scour depth)

2.3 Parameters Affecting the Scour Mechanism

Predicting the maximum scour depth is very important for well constriction of the
bridge piers. Although many researchers have been interested in the phenomenon of
scour around bridge piers and abutments for about sixty years, a general statement
has not been developed yet. The three dimensional turbulent flow, vortices around
the piers and the sediment transport processes during the scour hole development are
highly complex. The scour depth ds is influenced by pier width b, the mean approach
of velocity u, water and sediment densities p, ps, mean approach critical velocity u,
approach water depth h, kinematic viscosity of water », gravitational acceleration g,
mean sediment size Dsp, geometric standard deviation of particle size distribution ay,
pier shape and alignment of the pier Sh, Al and time t. The dimensionless parameters
can be generated using Buckingum’s- « theorem and the dimensionless parameters

can be written as (Melville and Chiew, 1999);

ds = f1 [ Flow Parameters (p, v, u, h, g), Sediment Parameters (Dso, ag, ps, Uc),
Pier and Channel Geometry (b, Sh, Al), Flow Time (t)] (2.1)

Many effects of parameters can be negligible for simplicity, both sediment and

water density is constant, the absence of the viscous effects and channel has smooth



sidewalls, there is no group effect and the effect of Reynolds number is ignored (Re
numbers range from 8900 to 57500). Hence, Eq. 2.1 can be rewritten as;

d uhob ut
*=f,| F,—,—— K,—, 2.2

50

where;

F4= Froude number

Ettema et al. (1998) suggested that Froude number is not adequately accounted for
maximum scour depth formulations unless there was complete geometric similitude

of pier, sediment and flow.

If the flow intensity is 7> u/u;, it means that the scour is clear water scour,
otherwise live bed scour. Scour depth is in minimum value as u/uc~1.5 ~2.0 because
bed forms are more efficient. As flow velocity increases, the scour depth reaches
maximum value again. That mechanism is very complex to explain in experimental
conditions. So, most of researchers have used Froude number instead of flow

intensity in situations.

In shallow flows, the interference of the surface roller ahead of the bridge with the
downflow and horseshoe vortex reduced the scour depth. However as the flow depth
increases, that interference decreases, it means that scour depth is independent from
the flow depth in intermediate or deep flows.

The effect of sediment coarseness term b/Dsy, can be neglected for b/Dsy>50
because its effect decreases in such situation (Raudkivi, 1986). The local scour
pattern depends on the local flow structure as well as the type and properties of the
erodible bed. In this thesis, b/Dso>50 and thus its effects are negligible. However, the
effect of b/Dsy was discussed in the literature (Yanmaz, 2002). Also if the bed
material properties do not change, the standard deviation of particle size distribution

can be neglected.
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Although most of the experimental studies are carried out in equilibrium
conditions, many researchers have studied time effect. Equilibrium scour occurs
when scour depth does not change with time. As seen in Figure 2.2, the scour depth
is developed asymptotically under clear water conditions. On the other hand, under
live bed conditions, the equilibrium depth is reached more quickly thereafter the
scour depth oscillates due to the passage of the bed material. In fact, it is very
difficult to find the most appropriate formula due to the turbulent effects, scale
effects, sediment transport mechanism or time variation effects. Besides,
experimental studies should be supported by field observations and numerical model

simulations.

As can be seen from Figure 2.3, the scour depth development is higher initially.
There is no doubt that natural rivers are mostly in non-equilibrium state. Because the
real river systems behave as unsteady flow in non-equilibrium state, treating the
system with steady flow in equilibrium state is a simplification. Studying steady flow
is easier than unsteady flows in governing mathematical models although the real
world situation corresponds to the unsteady flow. Such a transformation is possible
only if the wave shape does not change as the wave propagates.
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Figure 2.3 Temporal development of clear water scours around a circular pier (Giimgiim, 2012)
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There exist a lot of empirical formulas in the literature given for steady and
unsteady conditions. Some of them are used to compare the experimental findings of

this thesis. These equations are provided in Chapter 5.

2.4 Literature Review

It is known that floods cause disasters and damage throughout the world every
year. Hence, the researchers study bridge pier scouring to reduce the damages of the
disasters and to maximize the benefits of the water resources structures. The studies
of the bridge pier scouring can be performed in three ways; physical studies, field
observation and numerical simulations. Physical studies are related to experimental
studies to estimate the depth of local scour around bridge piers. Results from the
laboratory experiments should be supported by field measurements. However it is
very difficult to take real time data in the field and sometimes it is even impossible.
Mathematical studies are related to theoretical and numerical methods. Development
in CFD enables the hydraulic engineers to study the local scour around the bridge

pier based on hydrodynamics principles.

2.4.1 Physical Studies

Physical studies were done by doing experiments in laboratory channels. It is
difficult to represent a river by a laboratory channels; so many assumptions are
usually incorporated in laboratory studies. The laboratory studies are still important
for understanding of basic concepts of river flow and sediment transport for scouring
mechanism. Many investigators have developed empirical methods to represent
sediment scouring phenomena using data obtained in laboratory. By the laboratory
studies maximum scouring depth equations can be improved and scour
countermeasures can be developed. In literature, most of the laboratory data are

about the scour around cylindrical piers.

One of the first studies in laboratory was performed by Yarnell and Nagler

(1931). They wanted the show that the maximum scour depth depends on the shape
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and the location and the geometry of the pier. They found that the maximum depth of
scour occurred at upstream face of the pier for large blunt shaped piers and at the

downstream face of the pier for sharp nosed shaped piers.

Chabert and Engeldinger (1956) studied time and velocity effects on clear water
and live bed local scouring at bridge piers. They showed that the maximum scour

depth oscillated around the average depth.

Laursen (1963) derived the relationship for both clear water and live bed scour as
a function of pier geometry, sediment and flow properties. He suggested an equation
for the equilibrium depth of scour for pier. The equation based on the limit of clear
water scour occurred when the bed shear stress on the approach section was equal to

the critical shear stress for initiation of bed motion.

Shen et al. (1966, 1969) studied time dependent variation both in clear water and
live bed scouring by using 21 circular diameters. The tests were conducted to show
effects of the different pier geometry, sediment and flow properties on the scour
time. They allowed scour to occur around a six-inch circular pier for desired depth
and measured velocity distributions with a small Pitot tube in uniform bed materials.
They found three types of vortex systems as trailing, horseshoe, and wake and
explained them in detail. They showed that the geometry of the structure is important
in determining the strength of the vortex system. In addition, they developed an
empirical equation involving the diameter, averaged velocity and upstream water
depth. Cunha (1975) indicated that Shen et al. (1969) study was based on narrow
range of flow and sediment conditions, so that study was not suitable for practical
applications. The study of Shen et al. (1969) had a single time scale, however scour

time histories indicate generally multiple time scales.

Nicollet and Ramette (1971) studied the oscillations of the scour depth. Hancu
(1971) conducted a series of scour experiments and developed an equation depending
on Froude number for the maximum scour depth in the case of the clear water scour

around circular pier.
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Breusers et al. (1977) conducted a series of live bed scour experiments with
different diameter of pipes. They developed a method depending on the pier size for
estimating maximum scour depth as a function of time. They observed that
stagnation pressure causes shear layers generated at the surface near the sediment
bed. Because of this shear layers the pier becomes unstable and detachment
accelerates from both sides of the pier. There were wake vortices behind the pier that
are dissipated as they move downstream. The wake vortices are usually recognized

from the small scale eddies.

Ettema (1980) performed an experimental study on temporal variation of scour
around piers in uniform, non-uniform and layered bed sediments. Raudkivi and
Etterna (1983) conducted a serial of experiments around cylindrical piers using non
uniform sediments and developed a chart. They analyzed the effect of pier diameters
and grain sizes on maximum scour depth. They commented that the local scour
pattern depends on the local flow structure as well as the type and properties of the
erodible bed.

Glinyaktt (1988) derived formulas for determining clear water scour for
abutments, circular and non-circular piers by using experimental data. Yanmaz and
Altinbilek (1991) derived a semi empirical model using dimensional analysis and
they studied the effects of these parameters. They conducted experiments by using
cylindrical and square piers in clear water scour conditions with uniform bed
material. The model gives time dependent scour variation based on sediment

continuity equation around the piers.

Kothyari et al. (1992) derived a model of scour evolution around cylindrical piers
in uniform sediment under live bed and unsteady flow conditions. They used 1 m
wide rectangular flume and pier diameters between 0.065 and 0.17 m. They
conducted both steady and unsteady experiments. Their studies have brought out the
effect of flow conditions, pier diameter and its shape, sediment size and its non-
uniformity and nature of flow (clear water or live bed) on scour. Kothyari and Ranga

Raju (2001) derived a semi empirical formulation using previous data. Kothyari et al.
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(2007) performed studies with Oliveto and Hager’s model for calculating the

equilibrium scour depth.

Chatterjee et al. (1994) measured the time variation of scour depth downstream of
an apron due to a submerged jet. Richardson and Davis’s (1995) approach known as
the California State University Equation (CSU) (or HEC 18) is widely used in USA.

Their equation contains all scour parameters for general scour.

Melville (1975) conducted detailed experiments and measured mean flow
directions, mean flow magnitude and turbulent flow fluctuations around a circular
pile in equilibrium sediment conditions. Melville et al. (1977) presented their results
about the flow field, turbulence intensity distributions and boundary shear stresses in
the scour zone of a circular pier under clear water conditions. They used a hydrogen
bubble technique to trace the flow patterns in the scour hole. They observed that the
scour hole was extended when a strong vertical downward flow developed. The
horseshoe vortex system due to the downflow increased rapidly and the velocity near
the bottom of the hole decreased as the scour hole was aggrandized. Mean bed shear
stress was estimated by Newton’s equation for viscosity at 2 mm from the bottom.
Melville and Raudkivi (1996) made detailed laboratory study of local scour at a non-
uniform circular pier (cylinder pier with foundation). They stated that maximum
shear stress occurs at the sides of the pier, which also coincides with the location

where the scour commences.

Chiew and Melville (1996) and Melville and Chiew (1999) presented many
laboratory data that describe the temporal development of the local scour around
narrow circular bridge piers of diameter D, under clear water conditions. They
developed an equation for equilibrium scour depth. Melville and Chiew (1999)
demonstrated also that time scale and maximum scour depth are subjected to similar
influences of flow and sediment properties, as might be expected because they are
inherently interdependent. They developed an equation for equilibrium scour depth at
a bridge pier as a function of time in clear water scour. Their equations can be used

for both maximum scour and scour hole estimations.
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Totapally et al. (1999) examined the temporal variations of local scour. They used
stepped hydrographs and concluded that a logarithmic equation represented the

variation of the scour with time.

Graf and Istiarto (2002) investigated the flow patterns at upstream and
downstream of the circular pier and measured turbulent Reynolds stresses using an
Acoustic Doppler Velocity Profiler (ADVP). They concluded that there was a lot of
turbulent kinetic energy in the scour hole as compared to the approach flow but that
the turbulent kinetic energy was very strong at the foot of the circular pier on the
upstream side.

Ballio and Orsi (2001) studied time variation of the scour depth at bridge
abutments. They gave an expression for abutment scour depth as a function of time.
Cardoso and Bettess (1999) tested the effect of the abutment length on the temporal

variation of the scour depth.

Diab (2011) studied different shape of piers with different angle under steady flow
conditions. He obtained predictions of scour depth, scour radius and scour hole

volume equations.

Oliveto and Hager (2002) conducted extensive laboratory tests with non-uniform
sediments. Coleman et al. (2003) derived an empirical equation for time dependent
variation in scour depth around abutments in uniform sediment. Their estimation was
based on equilibrium scour parameters. Mia and Nago (2003) derived an equation for

temporal variation of scour depth around circular pier based on Yalin’s (1977) study.

Dey and Barbhuiya (2005) studied scour depth around short abutments of vertical
wall in uniform and non-uniform sediments. Oliveto and Hager (2005) carried out
similar experiments in 2005 with cylindrical piers in equilibrium conditions. They
extended their scour formula to spur dikes and studied the effect of unsteady flow.
Chang et al. (2004) carried out experiments under both steady and unsteady with

uniform and non-uniform sediments.
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Oliveto and Hager (2005) carried out similar experiments with cylindrical piers in
equilibrium conditions. They extended their scour formula to spur dikes and studied

the effect of unsteady flow.

Link (2006) conducted experiments for studying time variation of three
dimensional scour hole geometry for a circular pier. He measured time dependent
scour hole geometry by high resolution non-intrusive method. Alabi (2006) used
collars in his experiments for reducing the effects of local scour at bridge piers. His
aim was to study the temporal development of the scour for a pier with and without a
collar.

Yanmaz (2006) modified his previous study (Yanmaz and Atinbilek (1991) )
using a recent sediment pickup function for cylindrical piers. He conducted extensive
experiment to investigate time dependent characteristics for scour holes around
cylindrical and square piers and vertical wall abutments under clear water conditions
with uniform bed materials. He measured temporal variations and scour contours in
scour hole. He investigated time dependent characteristics of scour holes around
cylindrical and square piers and vertical wall abutments under clear water conditions
with uniform bed materials. He measured temporal variations in scour depth and
scour contours. He developed semi empirical formulation to calculate the scour hole

volume.

Kose (2007) carried out an experimental study to observe temporal variation of
scour depth and contours around vertical wall and wing wall abutments. In his study,
experiments were stopped at the end of different test durations to determine the
contours of scour hole around abutments by using point gages. He developed a semi
empirical model for determining time dependent variation of clear scour water depth

around vertical wall abutments.
Kothyari et al. (2007) derived a relation for temporal scour evolution of single

pier by relating the scour depth to the difference between the actual and the

entrainment densimetric particle Froude numbers.

17



Hager and Unger (2010) developed formula previously proposed by Oliveto and
Hager (2002,2005) and generalized temporal sour depth due to a single peaked flood
wave. They combined Olivetto and Hager (2002) formulas.

Guney et al. (2011) measured local scour hole contours around bridge piers under
unsteady flow conditions. Ultrasonic Velocity Profiler (UVP) was used to measure

temporal variation of scour depth indirectly.

Lu et al. (2011) studied the temporal development of scour depth around
cylindrical piers with unexposed foundations. They proposed a semi empirical model

and also tested against experimental data.

Elsebaie (2013) studied the maximum scour depth and its pattern along
longitudinal as well as in transverse directions. He realized a much longer duration of
tests. He found that the maximum scour depth was depending both on time and flow

rate.

Lanca et al. (2013) conducted experiments for long duration clear water scour to
investigate the effect of sediment coarseness. Experiments were carried out for the
flow intensity close to the threshold condition of initiation of sediment motion. They

characterized the scour depth with time evolution.

Lopez et al. (2014) studied experimentally the final scour depth around cylindrical
piers under flood waves. An approach to estimate the final scour depth under a flood
wave is proposed, based on the local scour depth calculated with steady flow
equations under peak flow conditions. Also, they tested performance of existing

expressions with new experimental data.
Experimental studies have the limitations due to the complexity of representing a

real life river conditions. However, it helps us to understand basic concepts of river

flow and it provides a detailed analysis for parameters related to physics of the
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problem. Laboratory studies should be supported by numerical models because of the
scale effects.

2.4.2 Field Observations

The geomorphologic data of river can be obtained by a topographic survey,
including a land survey and underwater surveying, or by repetitive surveying on pre-
determined ranges. Also, surveying of rivers are required to determine sedimentation
rates and to assess detachment and scouring of the bed. For surveying, manual
sounding poles, sounding weights and echo sounders are commonly used. For
reasons of economy, accuracy and expediency, sedimentation surveys were carried
out in cross small river reaches. More advanced instruments have been adopted as
electronic distance measuring systems for large rivers. Sedimentation surveys are
best reliable for the accurate positioning of measuring points where no deposition or
erosion takes place, the elevation of the bed surface should coincide with that
measured in a previous survey (Bor et al, 2008). This is a good check of the accuracy
and reliability of the sedimentation surveys. In addition to this detailed bathymetry
map, thickness and long-term average accumulation rates of the lake or river can be
determined by using echo sounder systems (Odhiambo and Boss 2004). Other studies
in literature about surveying using acoustic methods include the technical details of
scanning (Urick 1983), techniques used for sediment mapping (Higginbottom et al.
1995), and the comparison of different echoes on sediment type (Collins and Gregory
1996). Also, in hydrometric stations for sediment measurement, suspended sediment
discharge and sediment concentration, size gradation of suspended sediment and bed

material or scouring bridges can be measured the whole year around.

The Federal Highway Administration (FHWA) in the United States and the U.S,
Geological Survey (USGS) initiated a co-operative National Scour Study in 1987 to
collect field measurements of bridge scour at bridge sites throughout the U.S. This
program generated a U.S. national bridge scour database of 470 field measurements
of local scour depth at bridge piers. The data were selected carefully and doubtful

measurements were omitted (Melville and Coleman, 2002).
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Coleman and Melville (2001) presented evaluation on failure of three bridges in
New Zeeland. Gao et al. (1993) developed an equation from Chinese data of local
scour at bridge piers, including 212 live-bed data and 40 clear water data. The
equation was tested using field data given by Froehlich (1989) and 184 filed data
from U.S.S.R.

Ansari and Qadar (1994) derived equations fitting more than 100 field
measurements of pier scour depth including 40 measurements from India. Also, they
compared the field data with Neill (1973), Melville and Sutherland (1988) equations
for scour depth calculations.

Ghorbani (2008) studied the hydraulic effects of flow depth and velocity,
sediment characteristics such as specific gravity, internal friction angle, particle size,
and particle size distribution and bridge pier geometry on scouring. He collected field
data of 6 bridges and 3 rivers in Fars Province, Iran. He used the statistical and
physic mathematical methods analyzing the data to provide a very rough estimate of

risk.

Gulbahar (2009) used the field data of the Gediz Bridge, Manisa Turkey. His
research was about understanding the performance of several pier scour equations.
Theoretical pier scour was calculated using several equations with field data and

solutions were compared.

Khassaf and Shakir (2013) used Hydrologic Engineering Center River Analysis
System (HEC-RAS) program to evaluate local scour around group piers of Babil
Bridge in the middle of Irag. Also the solutions were compared with the observed
field data. The local scour depth at group piers of Babil Bridge was calculated and
they found that the piers of the bridge were safe against scouring in the present time,
because the depth of the maximum local scour was less than the depth of foundation
of the bridge. The field work consisted of collecting bed material samples and
geometric data.
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Beg (2013) tested fourteen commonly used and cited bridge pier scour predictors
against published laboratory and field data obtained from literature experimental data
in order to ascertain which of the predictors produce a reasonable estimate of the
bridge pier local scour depth. The study showed that the predictors of Laursen and

Toch and Jain & Fischer were good estimators.

Collecting field real time observations can explain the real life systems better than
flume experiments but it is very difficult to collect real time data in the field even

sometimes it is impossible.

2.4.3 Numerical Simulations

Sedimentation is the consequence of a complex natural process involving soil
detachment, entrainment, transport and deposition. Not only three dimensional flow
and sediment transport equations are nonlinear but also unknowns are more than
equations available. It causes closure problem needed in turbulence modeling. On the
other hand, developing the solution is very hard for generalized three dimensional
cases with unsteady and non-uniform conditions both for sediment and fluid flow. In
recent years, CFD has been widely used by researchers.

Olsen and Melaaen (1993) and Olsen and Kjellesvig (1998) predicted local scour
simulating three dimensional flow and sediment transport model. They solved
Reynolds Averaged Navier-Stokes (RANS) equations with the k-¢ model for
turbulence closure using the finite volume method (FVM). Also they tested results
with experimental data which revealed to be close to each other’s. They ignored the
transient terms in RANS equations in the simulations, so the calculated flow field did
not capture the complexities observed in experimental flow field around a model
pier. The flow assumed steady and the transient terms were omitted. The fluctuations
at downstream were therefore not reproduced, and thus, the erosion downstream of
the pier may not be modeled correctly. Moreover, they solved the bed sediment
conservation equation by iterating the procedure until the scour hole at an

equilibrium state was obtained for both suspended and bed load.
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Olsen (2003) simulated water and sediment flows with SSIIM model (Sediment
Simulation In Intakes with Multiblock). The SSIIM model is numerical software to
simulate sediment and flow equations. The ability of the SSIIM model is to analyze
complex geometries of the river beds. SSIIM model solves three dimensional Navier
Stokes differential equations based on Unsteady Reynolds Average Navier-Stokes
(URANS) equations with k-¢ model. Esmaeili (2009) employed the SSIIM model to
calculate maximum scour depth using flow hydrograph. Nekoufar and Kouhpari
(2013) modeled upstream of the cylindrical pier using software SSIIM. They

expressed the pier as non-submerged plate’s perpendicular to the water flow.

Salaheldin (2004) used three dimensional numerical model FLUENT to simulate
the separated turbulent flow around vertical circular piers in clear water. The studies
were performed by using different turbulence models. The results were compared
with several sets of experimental data. The Reynolds stress model performed quite
well in simulating velocity distribution on flat bed and scour hole as well as shear

stress distribution on flat bed around circular piers.

Nagata et al. (2005) conducted the local scouring simulation applying three
dimensional RANS model. They used a nonlinear k-¢ model including quadratic
terms. The sediment transport and flow momentum equations of k and & were
discretized by the finite-volume method. They solved both velocity and pressure
terms with the highly simplified mark and cell HSMAC method (Hirt and Cook
1972) and compared with the mark and cell (MAC) method (Harlow and Welch
1965).

Liu and Garcia (2008) developed model called FOAMSCOUR which can
simulate three dimension local scour around bridge piers. FOAMSCOUR model
solves the URANS equations with k-¢ closure using Volume of Fluid (VOF) method.
Indeed, while the model solves the flow equations in three dimensional, the sediment

equations are solved in two dimensions.
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Constantinescu and Squires (2004) and Kirkil et al. (2009) gave brief information
about DES code in their study in 2004. Constantinescu and Squires (2004) developed
DES model by using an unsteady fully developed inlet boundary condition. The
unsteady conditions were obtained by a separate precursor simulation. Kirkil et al.
(2009) studied with the large scale eddies around a circular pier with an equilibrium
scour hole using Detached Eddy Simulation (DES) model.

Koken and Gogiis (2010) investigated effect of abutment length on the bed shear
stress and the horseshoe vortex system, by using DES model. Koéken and
Constantinescu (2011) studied the flow and turbulence feature in a scour hole around

spike dikes and discussed the scour hole development mechanism.

Many researchers have studied bridge scouring mechanism developing two phase
model techniques. The interactions of fluid — particle or particle — particle can be set
by Eulerian and Lagrangian frames. The set of Eulerian-Eulerian frame was
introduced by Zhao and Fernando, 2007; Liu and Shen, 2010; Azhari et al., 2010;
Yeganeh-Bakhtiary et al., 2011 to examine erosion of the sedimentation. Lagrangian
frame was proposed by Pasiok and Stilger-Szydlo, 2010; Escauriaza and
Sotiropoulos (2011b) for sediment transportation. Pasiok and Stilger-Szydlo (2010)
developed Large Eddy Simulation (LES) model using Open FOAM CFD toolbox
and FVM discretization. They investigated turbulence flow around bridge piers and
studied scouring around piers. Escauriaza and Sotiropoulos (2011b) developed DES
model with Lagrangian frame and FVM discretization. Recent studies show that
CFD models can be developed for sediment bed load and suspended load in unsteady

and non-equilibrium conditions.

Asano (1990) studied a partial two phase flow model. He examined the vertical
velocity of particles both by empirical formulations and equations. The solutions of
the empirical equations gave more accurate solutions than governing equations. His
study was extended to formulate a complete set of two-phase flow equations by Li
and Sawamoto (1995). Ali et al. (1997) showed that the renormalization group

(RNG) k-£ model gives a good estimation of the velocity field and bed shear stress.
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Dou (1997), Jia et al. (2001) and Wu and Wang (1999) analyzed the mechanism
of local scour at bridge piers using a numerical model in three dimensional flow
conditions. They used empirical formulations for calibrating sediment transport
within the scour hole. Wang and Jia (1999) simulated the evolution of the scour hole

around the bridge pier by using CCHE3D. The comparisons were quite compatible.

Chang et al. (1999) used a Large Eddy simulation (LES) model to solve the flow
equations around a bridge pier with a fixed bed and no scour. They used Van Rijn
(1984) bed load formula to calculate the sediment transport. The results were tested
against the time series data of Ettema (1980). The scour hole development with time

results were adjusted with experimental data.

Richardson et al. (1998) researched the scouring around piers and simulated
equations using FLOW3D package program with the RNG k-g& model. The scouring
phenomenon was simulated by solving the 3D Navier-Stokes equations. Without
modeling sediment transport, they estimated the depth of equilibrium scour simply
by means of the Lagrangian particle-tracking analysis. They compared the results

with experimental data and comparisons were good.

Karim and Ali (2000) developed a model using FLUENT based on conditions
presented by Ali and Lim (1986) and Wu and Rajaratnam (1995). They compared the
results with the investigators previously mentioned. The bottom shear stress results
were adjusted by experimental data. In 2002, Ali and Karim (2002) used FLUENT to
predict the three dimensional flow field around a circular pier for rigid beds. They
also predicted bed shear stress. They performed various simulations with different
time steps. They compared the results with Yanmaz and Altinbilek (1991)’s
experimental data. There was satisfactory agreement between the bed shear stresses
predicted by FLUENT and those calculated from the experimental velocities near the
bed due to the solutions that reported at a distance of 8 mm above the bed by
Yanmaz and Altinbilek (1991).

24



Siimer et al. (2003) studied three dimensional flow around piers using a finite
volume hydrodynamic module with k-¢ turbulence model. They showed that the
movement of sediment particles under the influence of forces entraining the particles
is more than the average amount. They also studied the effects of turbulence intensity

on the fluctuations of bed shear stress as well as movement of sediment material.

Salaheldin et al. (2004) used three dimensional numerical model FLUENT to
simulate the separated turbulent flow around vertical circular piers in clear water.
The study was performed by using different turbulence models. The results were
compared with several sets of experimental data. The Reynolds stress model
performed quite well in simulating velocity distribution on flat bed and scour hole as

well as shear stress distribution on flat bed around circular piers.

Yiiksel (2007) determined the submerged circular jet velocity distribution around
a cylindrical pile experimentally and numerically in her thesis. Acoustic Doppler
Velocimeter (ADV) was used to determine the velocity distributions for different jet
cases. In the numerical solution, Yiiksel (2007) used FLUENT with RNG k — ¢
turbulence model and turbulence intensity was taken 1=%10. It was found that there
is a good agreement between the experimental results and the literature. The
numerical results were used to obtain the variation of bed shear stress around the pile

at the rigid bottom and the scour hole.

Zhao and Fernando (2007) performed CFD simulation using FLUENT to evaluate
the scour around pipes using Eulerian-Eulerian coupled two phase model for fluid
and solid phases. They investigated the effect of different sediment transport modes

on the development of scour.

Huang et al. (2008) simulated three dimensional scour model using FLUENT.
They presented scale effects on turbulent flow and sediment scour. Their study was
based on the Froude similarity law for the large scale model. Effects of scale on

turbulence flow and sediment scour were investigated by comparing different results
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obtained from a full scale numerical model to those derived from the Froude
similarity method.

Many researchers have studied bridge scouring mechanism developing two phase
model techniques. The study with Eulerian model was introduced by Zhao and
Fernando, 2007; Liu and Shen, 2010; Azhari et al., 2010; Yeganeh-Bakhtiary et al.,

2011 to examine erosion of the sedimentation.

Kayser and Gabr (2013) developed a numerical model for North Carolina Outer
Banks site damaged by Hurricane Irene in 2011 by fluid dynamics (CFD) software,
FLOW-3D. The model is used to assess the scour depth at a bridge pier and the
results are compared against values that are based on ISEEP. They obtained that the
scour depths estimated using ISEEP parameters agree relatively well with values
obtained from the 3D numerical analyses.
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CHAPTER THREE
EXPERIMENTAL SET UP, INSTRUMENTATION AND PROCEDURE

3.1 Aim of the Experiments

The transport of bed material under steady and unsteady flow conditions was
previously investigated in Hydraulics Laboratory of Civil Engineering Department of
Dokuz Eyliil University. For this purpose, the experiments were supported by
TUBITAK via the project no: 106M274 (Final Report, 2009). The experiments were
carried out in the rectangular flume 18.6 m long, 0.80 m wide and 0.75 m deep. The
slope can be adjusted in horizontal (Figure 3.1). In 2009, a series of local scour
around bridge pier experiments were started in the scope of the project TUBITAK
109M637 (Final Report, 2012). Local scour around bridge piers in both steady and
unsteady flow conditions were measured by using plexiglass pier models with

different sizes and different shapes.

The main goal of this thesis experiments is to examine the final scour depth, the
time dependent scour depth and the geometry of scour hole around five different
types of piers under unsteady flow conditions which maintained a steady flow of 5
minutes. The other objective is the comparison of the experimental findings with
those available in the relevant literature and with the results obtained from the

numerical simulations in order to make some practical suggestions.

3.2 Experiment Setup

The scheme of the experimental system is shown in Figure 3.2. The rectangular
flume has transparent side walls made from plexiglass. Water is pumped from main
tank having a volume of 27 m®. The flume has a platform which is 1 m wide and 1.8
m height with ladder. The main tank and rectangular basin are at the downstream end
of the flume. The water levels can be adjusted by tail gate shown in Figure 3.3. The
first three meters of the flume is a rigid part of 26 cm height. The test section is

between 11 m and 12 m in the flume. Drive Link-C software is used to control pump
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which has a maximum capacity of 100 I/s and generating hydrographs by increasing
and decreasing the pump speed (Figure 3.4). The pump has 18.5 kW power and 1450

rpm rotational speed.

Figure 3.1 General view of the experimental setup. a) From the upstream end b) From the downstream

end

28



&2

Calibration Tool (printed

gridlines of 5 mm on top

of plexiglass board)

\Sediment Layer

\. Basin

Rigid Bed (3.0 m)

ULS Sensors

Pier

18.60m

Recording
Device 2

Tripod Base @{

Plan View

Recording  Calibration Tool (printed
gridlines of 5 mm on top

Device 1
of a plexiglass board)

—

UI?S Sensors

Water
Tank

Rigid Bed (3.0 m)

B3>

[075m|

o

[ [ 080m

Basin

B Controller

Waterpump
A- ASection

Figure 3.2 Scheme of the experimental system



Figure 3.4 a) Pump b) Pump rotational speed control unit

3.2.1 Bed Material Characteristics

The uniform graded material with Ds=1.68 mm was used. The geometric
standard deviation was 04=1.83 which implies that the sediment can be assumed as
uniform and its specific gravity was 2.65. The bed material is shown in Figure 3.5a.
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Sieve analysis was performed with 4 different samples and grain distribution was
obtained as given Table 3.1. The samples were taken from the different locations of

the flume. The grain distribution curve is given in Figure 3.5b.
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Figure 3.5 a) Sediment sample used in this study b) The grain distribution curve
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Table 3.1 Summary of the sieve analysis

Grain size
(mm)
3.35 0.27 0.28 0.04 0.44 0.26
2.36 2.16 2.62 1.39 1.97 2.04

1.7 277.62 | 338.81 | 175.16 | 707.55 | 374.79
1.18 293.67 | 381.62 | 201.50 | 627.43 | 376.06
0.85 109.98 | 145.67 | 81.43 | 211.90 | 137.25
0.6 14.05 | 27.77 10.37 | 37.93 | 2253

0.425 4.37 12.89 2.45 16.11 8.96

sieve underl 5.92 9.02 4.81 9.92 7.42

D 5 1.69 1.66 1.67 1.71 1.68

D os 227 | 232 | 240 | 241 | 235
D gas 217 | 215 | 219 | 221 | 218
D 150 120 | 112 | 121 | 124 | 119

o 134 | 139 | 135 | 134 | 135

Sample 1{Sample 2|Sample 3|Sample 4| Mean

3.2.2 Pier Types

Circular, square, rectangular, rectangular width circular nose and rectangular
width trapezoidal nose piers were used in the experiments. The pier sizes and
geometry were chosen for easy comparison. The piers are made of plexiglass and
fixed to the sediment layer. Pier shapes and their dimensions are given in Figure 3.6.

3.2.3 Instrumentation

3.2.3.1 Visualization of Scouring

The development of the scour hole was recorded by two video cameras, one
located between 11 m and 12 m of the flume and the other was located at 10 m of the
flume with an angle of 45°in order to obtain the plan view of the scour hole. The first
camera was mounted 41.5 cm above 80x100 cm plexiglass plate on which 5.0x5.0
mm squares were drawn just like milimetric paper. This plate was 54 cm far from the
bed. The second camera was mounted 27 cm above 210x297 cm plexiglass plate

with meshes of 5.0x5.0 mm. This plate was 120 cm far from the piers. The records
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were analyzed by processing the images and the time dependent scour depth and
scour hole area were determined. The details of this procedure are given in Figure
3.7.
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Figure 3.6 Pier types for Testing (all dimensions are in cm)
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Figure 3.7 Picture illustrating the measurement equipment and sketch related to the measurement

procedure by using two cameras
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Figure 3.7 Picture illustrating the measurement equipment and sketch related to the measurement

procedure by using two cameras (continued)

3.2.3.2 Measurement of the Flow Rate

The discharge was determined by OPTIFLUX 1000 (manufactured by Krohne)
that is an electromagnetic flow sensor (Figure 3.8). It works according to Faraday
Law and it was mounted on the pipe and before the upstream of the flume. It gives
good results with a precision of 0.01 I/s. It can be combined with a data recorder

allowing a convenient usage.
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Figure 3.8 Flow meter

3.2.3.3 Measurement of the Flow Depths

ULS (Ultrasonic Level Sensor) shown in Figure 3.9 was used to measure the flow
depth. Two different sensors were used in this thesis. First sensor was located in 7 m

of the flume and second sensor was located in 10 m from the upstream end of the

flume (shown in Figure 3.1). Degree of precision of the ULS is +0.1mm,

Figure 3.9 Ultrasonic Level Sensor ULS

3.3 Experimental Procedure
In this thesis, 25 experiments were conducted with five different types of piers.

All experiments were performed in clear water conditions. Five types of hydrographs
were generated by the adjustment of the pump rotational speed. During the first 5
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minutes of the experiments the discharge Qs(L/s) was keep constant and then it was
increased to Qp(L/s) peak values under unsteady condition.

Table 3.2 shows the parameters of the triangular hydrographs where hg(cm) is the
water depth for steady condition and hy(cm) is the water depth for peak conditions.
Also ty(min) means time at the end of the steady conditions, t,(min) means peak time
and teng(min) means total time of the hydrograph. The hydrographs are shown in
Figure 3.10. Discharge values were recorded during the experiments. Flow depths

were measured by ULS at 7 m and 10 m of the flume.

Table 3.2 Parameters of the Hydrographs

Hid No | Qq (Its) | Qp(its) | he(cm) | Ry(em) | & (min) | & (min) | feng (Min)
Hdl | 8 45 6 20.39 5 5 15
Hd2 | 8 63 6 22.61 5 5 15
Hid3 | 8 73 6 23.52 5 5 15
Hid4 | 8 63 6 22.61 5 10 25
Hid5 | 8 63 6 22.61 5 20 45

Hid 1
—Hid 2
—Hid 3
—Hid 4
——Hid 5

0 5 10 15 20 25 30 35 40 45
Time (min)

Figure 3.10 Hydrographs used in the study
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3.3.1 Scour Depth Measurements

Temporal variations of scour depth at the upstream face of the piers, maximum
scour depths at the downstream face and at the lateral face of the piers were
examined. It was observed that, while maximum scour depths occurred at the
upstream face of the piers for rounded piers, maximum scour depths occurred at the
upstream corners for squared piers. Measurement points are shown in Figure 3.11.
Summary of the experiments are presented in the Chapter 4 where ds;(cm) (Point A)
is scour depth at the upstream face of the pier, dsx(cm) (Point B) is maximum scour
depth at the lateral face of the pier, ds3(cm) (Point C) is maximum scour depth at the
downstream face of the pier. The sediment bed was flattened before each experiment
test and water is supplied gently withouth causing any disturbance to the bed
material. Before the tests, bed levels were determined and scour depths ds were
specified according to these measured values. During the experiments, the cameras
recorded the bed elevations allowing the determination of the scour depth at point A
and a configuration of the scour hole. After the experiments, water was removed
gently, the bed topology was measured with laser meter and illustrated in Golden
software Surfer programme. In Point B and Point C, maximum scour depths were

measured by laser meter.

c® @A CO c®
P2 o
@B @A
——
FLOW
c@® A C@® @A
P4 PS5
@B @B ]

Figure 3.11 Location of the measurement points
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3.3.2 Scour Contour Measurements

Length and width of the scour holes were measured in the course of experiments.
The flume bed was flattened at the beginning of each test run. As mentioned before,
measurements were performed with two methods, with a laser meter and with a
video camera. Laser meter is used only at the end of each hydrograph when the water
was removed from the flume. At the end of the tests, water was removed gently from
the flume and the bed topography was not disturbed. A grid system (1.0x1.0 cm
square) was built around the pier and the scour hole contours were identified by
surveying with laser meter and results were plotted as contour lines of scour holes

with the Golden software Surfer programme and converted to Autocad drawings.

During hydrographs, a video camera is used to determine scour area at different
time steps. The camera records were analyzed by processing the images and all were
converted to Autocad drawings. Many difficulties were encountered during the
measurements. While water was rising during the hydrograph, the images of scour
holes became overestimated due to optical diffraction. At each time step, water level
above the layer of sediment was different. Therefore, a calibration was required in
order to correctly determine the scour area. To do so, a centimeter grid was printed
on a transparent plexiglass. In Autocad, scour hole dimensions were plotted for
corresponding times. That scale ratio which was used for the calibration was used for
each time step of the related experience. Also, final state processed images were
compared with Surfer topology maps. An acceptable accordance was observed. The

overlapping state of measured and image drawings are detailed in Chapter 4.

To overcome some visual observational difficulties, the measurements were

repeated until appropriate measurements were obtained.

3.3.3 Determination of the Calibration Curve

A ruler was placed in the flume bottom. When there is no water in the flume, A

length of 1 cm on the millimeter plate corresponds to a length of 1 cm on the ruler.

38



The calibration curve was generated by reading ruler measurements while the flow
depth was rising in the flume. Table 3.3 shows the first camera calibration
parameters. The ruler and milimetric plate values were same up to water level of 12
cm in the flume. When the peak flow depth was reached the difference was only 1
mm. If the water level is too high, large errors in the measurement camera is likely
high. Figure 3.12 and Table 3.4 show the second camera values. These values are

used to derive analytical expressions.

Table 3.3 Calibration parameters of Camera 1

water depth | read value | realvalue |
h (Cm) dread (Cm) dreal (Cm) C—dread/dreal
2 1 1 1
4 1 1 1
6 1 1 1
8 1 1 1
10 1 1 1
12 1 1 1
14 1.1 1 1.1
16 1.1 1 11
18 1.1 1 11
20 1.1 1 1.1
22 1.1 1 1.1
24 11 1 11
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Table 3.4 Calibration parameters of Video Camera 2

water depth | read value | real value c=d.. /d
h(em) | dreag(®m) | drea (cm) |~ "0
2 1 3.8 0.26
4 1 4 0.25
6 1 4 0.25
8 1 4.2 0.24
10 1 4.3 0.23
12 1 4.5 0.22
14 1 4.6 0.22
16 1 4.7 0.21
18 1 48 0.21
20 1 4.9 0.20
22 1 5 0.20
24 1 5.1 0.20
0.3 -
*
0.3 -
+
@ 0.2 -
y =-0.003x + 0.2637
0.2 -
0.1 . —
0 2 4 6 8 10 12 14 16 18 20 22 24

Figure 3.12 Analytical expression for Video Camera 2

water depth h (cm)
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CHAPTER FOUR
EXPERIMENTAL FINDINGS

4.1 Flow Parameters

In this chapter, the results obtained from the experiments are presented. 25
experiments were carried out with five different types of piers. All the pier shapes are
presented separately. The rating curve which describes the water depth h (cm) versus

flow rate Q (L/s) is given in Figure 4.1.

25

h (cm)
p— p—
= h

0 T T T
0 20 40 60 80

Q (It/s)

Figure 4.1 Rating curve of the flume

The characteristics of the hydrographs used in this study are given in Table 3.2.
The hydrographs given in Figure 3.10 are represented in Figure 4.2 together with

corresponding flow depth.

50 25 70 25

45 HID 1 —Q (lts) HID 2 —Q (It/s)
—h (cm) 60 —h{cm)
40 20
35 50
30 15 o 15
Q (Is) 25 hiem)  Q(ls) h{cm)
20 10 30 10
15 20
10 5 5
10
5
0 0

0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Time (min) Time (min)

Figure 4.2 Hydrographs and corresponding water depths

41



80 25 70 25

HID 3 —Quit/s) HID 4 —Q(/s)
7 —h(em) 0 —h(em)
20 20
60 50
50
15 o 15
Q (I5s) 40 h(em)  Q(Us) h(cm)
0 10 30 10
20 20
5 5
10 10
0 0 0 0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0 5 10 15 20 25
Time (min) Time (min)
70 25
HID 5 —Q (t/s)
60 —h (em)
50
m 15
Q (Vs) h({cm)
30 "
20
5
10
0 0
0 5 10 15 20 25 30 35 40 45

Time (min)

Figure 4.2 Hydrographs and corresponding water depths (continued)

In all hydrographs first 5 min duration corresponds to steady conditions. The
base flow rate is 8 L/s and calculated flow parameters are h/b= 0.55, u/u.=0.35, F,
=0.22 and F4= 1.03.

The flow parameters related to unsteady conditions are given in Tables 4.1, 4.3,
4.5, 4.7 and 4.9. Where; b(cm)= the pier diameter for circular piers or the pier width

for other piers, 1= u/u. (flow intensity).

The mean critical velocities u; are calculated using the logarithmic average

velocity equation (YYanmaz, 2002).

Yo _57510g 5.53DL 4.2)

u*c 50

Critical shear velocity ux is found by using the following equation given by

Melville and Coleman (2000), Dsp being in mm.

42



0.0065

u,, =0.0305,/D,, — for 1 mm<Dse<100 mm (4.1)

50

Fr (flow Froude number) and Fy4 (densimetric Froude number) are expressed as
follows (Oliveto and Hager (2002)):

u
oY (4.3)
Joh
u
F o= (4.4)
" Jo'Dy

where; g'= reduced gravitational acceleration g'=((p, — )/ 0)g

Scour depths (ds;) were calculated with calibration equation in Figure 3.12.
4.2 Local Scour around Circular Pier (P1)

5 series of the experiments were conducted with circular pier D=11 cm. The
flow parameters and the final scour depths at points A,B and C are summarized in
Table 4.1 for unsteady conditions. The time dependent scour depths at point A (ds1)

for whole experiments are given in Figure 4.3.

Table 4.1 Flow parameters and measured scour depths

Exp tp tend Qst - Qp hst - hp hP/b b/DSO Ip I:r(peak) I:d(peak) dsl dsZ ds3
No: | min | min It/s cm cm cm cm
1 10 15 |8 - 456 - 20.39] 1.85 | 6548 | 0.48 | 0.20 | 1.67 3.8 3.4 0.8d
2 10 15 | 8 - 636 - 2261| 2.06 | 6548 | 059 | 0.23 | 2.11 6.0 5.0 0.6d
3 10 15 |8 - 73 |6 - 2352| 2.14 | 6548 | 0.65 | 0.26 | 2.35 6.0 4.5 0.5
4 15 25 [8 - 63 |6 -2261] 206 | 6548 | 059 | 0.23 | 2.11 6.0 3.6 0.0
5 25 45 [8 - 63 |6 - 2261] 2.06 | 6548 | 059 | 0.23 | 2.11 6.5 55 1.7
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Figure 4.3 Temporal variations of the scour depth at point A
At the end of the each experiment, the dimensions of the scour hole are also

measured. The pictures corresponding to different scour holes related to various
hydrographs are given in Figure 4.4.

Flow

Figure 4.4 Scour hole configurations at the end of each tests for a) Hid 1 b) Hid 2 ¢) Hid 3 d)Hid 4
and e)Hid 5
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Figure 4.4 Scour hole configurations at the end of each tests for a) Hid 1 b) Hid 2 c) Hid 3 d)Hid 4
and e)Hid 5 (continued)

The bed elevations along the centerline obtained from the laser meter are depicted
in Figure 4.5, the initial bed elevation being the datum. It can be seen in Figure 4.4
Hid 5 gives more deposition downstream face of the pier. Maximum scour and

deposition measurements along the centerline are presented in Table 4.2.

—Hid 1
—Hid 2
—Hid 3
—Hid 4
—Hid 5§

X (cm)

11cm

Figure 4.5 Bed elevations along the centerline at the end of tests
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Table 4.2 Maximum scour and deposition depths along the centerline at the end of tests

maximum maximum
Hydrograph | Qp tp scour Xp | deposition | Xp
depth height

L/s min cm cm cm cm

Hid 1 45 10 -3.80 -5.5 1.73 7.05
Hid 2 63 10 -6.01 -55 3.36 13.29
Hid 3 73 10 -6.05 -5.5 4.32 17.76
Hid 4 63 15 -6.00 -5.5 3.90 18.33
Hid 5 63 25 -6.52 -55 4.11 21.91

4.3 Local Scour around Square Pier (P2)

5 series of the experiments were conducted with square pier b=8.5 cm. The flow
parameters are summarized in Table 4.3 for unsteady conditions. The time dependent
scour depths at point A for different hydrographs are given in Figure 4.6.

Table 4.3 Flow parameters and measured scour depth

Exp tp tend Qst'Qp hst'hp hP/b b/DSO Ip I:r(peak) Fd(peak) dsl dsZ ds3
No: | min | min It/s cm cm cm cm
6 10 15 | 8 - 45|6 - 20.39| 2.40 | 50.60 | 0.48 | 0.20 | 1.67 4.0 2.9 0.8d
7 10 15 | 8 - 63 |6 - 2261| 2.66 | 50.60 | 059 | 0.23 | 2.11 6.5 45 0.5
8 10 15 | 8 - 73 |6 - 2352| 2.76 | 50.60 | 0.65 | 0.26 | 2.35 75 7.0 15
9 15 25 [8 - 63 |6 - 2261 266 | 50.60 | 0.59 | 0.23 | 2.11 6.5 2.9 0.5
10 25 45 [ 8 - 63 |6 - 2261 266 | 50.60 [ 0.59 | 0.23 | 2.11 75 45 15
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Figure 4.6 Temporal variations of the scour depth at point A
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The final scour hole pattern around square pier at the end of the experiments are
shown in Figure 4.7. It can be seen that the scours are symmetric according to the

pier axis.

Figure 4.7 Scour hole configurations at the end of tests for experiment set up for a) Hid 1 b) Hid 2 c)
Hid 3 d)Hid 4 and e)Hid 5

The bed elevations along the centerline obtained from the laser meter are
presented in Figure 4.8. Maximum deposition was occurred downstream of the pier
by Hid 5. All the centerline maximum scour and deposition measurements are
presented in Table 4.4,
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Figure 4.8 Bed elevations along the centerline at the end of tests

Table 4.4 Maximum scour and deposition depths along the centerline at the end of tests

maximum maximum
Hydrograph | Qp tp scour Xp | deposition | Xp
depth height

L/s min cm cm cm cm

Hid 1 45 10 -2.86 -4.25 0.64 5.16
Hid 2 63 10 -4.78 -4.25 0.92 11.59
Hid 3 73 10 -6.03 -4.25 1.97 13.09
Hid 4 63 15 -5.24 -4.25 1.17 13.22
Hid 5 63 25 -6.45 -4.25 3.16 15.97

4.3 Local Scour around Rectangular Pier (P3)
5 series of the experiments were conducted with circular pier b=11.5 cm. The

flow parameters are summarized in Table 4.5 for unsteady conditions. The time
dependent scour depths at point A for different hydrographs are given in Figure 4.9.
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Table 4.5 Flow parameters and measured scour depth

Exp tp tend Qst'Qp hst'hp hP/b b/DSO Ip I:r(peak) Fd(peak) dsl dsZ ds3
No: | min | min It/s cm cm cm cm
11 10 15 | 8 - 45|6 - 20.39| 1.77 | 68.45 | 0.48 | 0.20 1.67 4.5 05 | 0.17d
12 10 15 | 8 - 63 |6 -2261| 197 | 68.45| 059 | 0.23 | 2.11 7.5 0.8 | 0.92d
13 10 15 |8 - 736 - 2352| 2.05 | 6845 | 0.65 | 0.26 | 2.35 8.5 2.0 | 0.71d
14 15 25 [8 - 63 |6 -2261| 197 | 6845 059 | 0.23 | 2.11 8.0 0.0 | 0.91d
15 25 45 [ 8 - 63 |6 - 2261 197 | 6845 059 | 0.23 | 2.11 8.0 15 | 0.51d
9 7 [ U [ [ e [ A [ [
| ge®®®
] o 'xx*x-x*xﬁﬁxmmmmm-mm
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Figure 4.9 Temporal variations of the scour depth at point A

The final scour hole pictures around rectangular pier at the end of the experiments

are shown in Figure 4.10. All the pictures show that scour is symmetric.
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Figure 4.10 Scour hole configurations at the end of tests for experiment set up for a) Hid 1 b) Hid 2 ¢)
Hid 3 d)Hid 4 and e)Hid 5 (continued)

The bed elevations along the centerline obtained from the laser meter are depicted
in Figure 4.11. Maximum deposition was occurred downstream of the pier by Hid 5.
As it can be seen in Figure 4.11, there is not a significant deposition at the
downstream face of the pier as square or cylinder pier. On the other hand deposition
occurs sides of the rectangular pier. All the centerline maximum scour and deposition

measurements are presented in Table 4.6.
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Figure 4.11 Bed elevations along the centerline at the end of tests

Table 4.6 Maximum scour and deposition depths along the centerline at the end of tests

maximum maximum
Hydrograph | Qp tp scour Xp | deposition | X
depth height

L/s min cm cm cm cm
Hid 1 45 10 -1.93 -10 0.17 10.00
Hid 2 63 10 -4.55 -10 0.92 10.63
Hid 3 73 10 -5.38 -10 0.67 11.49
Hid 4 63 15 -4,95 -10 0.62 10.00
Hid 5 63 25 -6.05 -10 0.51 42.69

4.4 Local Scour around Rectangular with Circular Nose Pier (P4)

5 series of the experiments were conducted with rectangular with circular nose
pier with b=12 cm. The flow parameters are summarized in Table 4.7 for unsteady
conditions. The time dependent scour depths at point A for different hydrographs are
given in Figure 4.12.
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Table 4.7 Flow parameters and measured scour depth

Exp tp tend Qst - Qp hst - hp hP/b b/DSO Ip I:r(peak) Fd(peak) dsl dsZ ds3
No: | min | min It/s cm cm cm cm
16 10 15 |8 - 45(6 - 2039 1.70 | 71.43 | 0.48 | 0.20 | 1.67 4.2 0.5 0.1d
17 10 15 |8 - 63[6-2261) 188 | 7143 | 059 | 023 | 211 4.4 0.6 0.1d
18 10 15 |8 - 73|16 -2352| 196 | 71.43 | 0.65 | 0.26 [ 2.35 6.0 1.5 | 0.05d
19 15 25 |8 - 63|6-2261| 188 | 7143 | 059 | 0.23 | 211 4.4 0.4 0.1d
20 25 45 |8 - 63|6-2261| 188 | 7143 | 059 | 023 | 211 5.5 2.5 0.8d
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Figure 4.12 Temporal variations of the scour depth at point A

The final scour hole photographs for rectangular with circular nose at the end of

the experiments are presented in Figure 4.13.
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Figure 4.13 Scour hole configurations at the end of tests for experiment set up for a) Hid 1 b) Hid 2 c)
Hid 3 d)Hid 4 and e)Hid 5 (continued)

The bed elevations along the centerline obtained from the laser meter are showed
in Figure 4.14. Maximum deposition was occurred downstream of the pier by Hid 5.
As it can be seen in Figure 4.14, there is not a significant deposition at the
downstream face of the pier as rectangular pier. All the centerline maximum scour

and deposition measurements are presented in Table 4.8.
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Figure 4.14 Bed elevations along the centerline at the end of tests

Table 4.8 Maximum scour and deposition depths along the centerline at the end of tests

maximum maximum
Hydrograph | Qp tp scour Xp | deposition | X
depth height

L/s min cm cm cm cm
Hid 1 45 10 -4.20 -11.50 0.10 11.50
Hid 2 63 10 -4.40 -11.50 0.10 11.50
Hid 3 73 10 -6.00 -11.50 0.05 11.50
Hid 4 63 15 -4.43 -11.50 0.10 11.50
Hid 5 63 25 -5.50 -11.50 1.30 13.67

4.5 Local Scour around Rectangular with Trapezoidal Nose Pier (P5)

5 series of the experiments were conducted with rectangular with trapezoidal nose

pier with b=11 cm. The flow parameters are summarized in Table 4.9 for unsteady

conditions. The time dependent scour depths at point A for different hydrographs are

given in Figure 4.15.
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Table 4.9 Flow parameters and measured scour depth

Exp. tp tend Qst'Qp hst'hp hP/b b/DSO Ip I:r(peak) Fd(peak) dsl dsZ ds3
No: | min | min It/s cm cm cm cm
211 10| 15| 8 - 45|6 - 20.39| 1.85 | 65.48 | 0.48 0.20 1.67 2.2 0.0 1.3d
221 10| 15 (8 - 63 |6 - 2261| 2.06 | 65.48 | 0.59 0.23 2.11 4.0 0.3d 1.4d
231 10| 15 |8 - 73 |6 - 2352 2.14 | 65.48 | 0.65 0.26 2.35 5.0 0.0 1.6d
24 15| 25 [ 8 - 63 |6 - 2261| 1.85 | 65.48 | 0.59 0.23 2.11 45 0.0 2.2d
25 25| 45 [ 8 - 63 |6 - 2261| 1.85 | 65.48 | 0.59 0.23 2.11 55 1.0 1.2d
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Figure 4.15 Temporal variations of the scour depth at point A

The final scour hole photographs for rectangular with trapezoiadl nose at the end

of the experiments are shown in Figure 4.16.
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Figure 4.16 Scour hole configurations at the end of tests for experiment set up for a) Hid 1 b) Hid 2 ¢)
Hid 3 d)Hid 4 and e)Hid 5 (continued)

The bed elevations along the centerline obtained from the laser meter are
presented in Figure 4.17. Maximum deposition was occurred downstream of the pier
by Hid 5. All the centerline maximum scour and deposition measurements are
presented in Table 4.10.
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Figure 4.17 Bed elevations along the centerline at the end of tests
Table 4.10 Maximum scour and deposition depths along the centerline at the end of tests
maximum maximum
Hydrograph | Qp tp scour Xp | deposition |  Xp
depth height
L/s min cm cm cm cm
Hid 1 45 10 -2.20 -15 1.14 15.00
Hid 2 63 10 -4.00 -15 1.71 19.43
Hid 3 73 10 -5.00 -15 1.72 15.15
Hid 4 63 15 -4.50 -15 2.00 15.00
Hid 5 63 25 -5.50 -15 2.19 43.42
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CHAPTER FIVE
ANALYSIS OF THE RESULTS

5.1 Analyses in Steady Flow Conditions

The steady flow results in which base flow rate is 8 L/s are analyzed in three
different sections: time dependent scour depth ds(t), equilibrium scour depth ds. and
relative scour depth ds/b. The influence of the pier shape is also analyzed and the
specifically determined pier shape factor values K are proposed on the basis of the
experimental results. The scour hole dimensions at the end of the experiments are
analyzed. Also, some equations in literature are tested with experimental findings

and results are compared.

The temporal scour depth was expressed by mathematical function suggested in
Sheppard et. al. (2004).

d, (t) = afl—exp (- bt)]+ c[l—exp (- dt)] (5.1)

The values of the coefficients a, b, ¢ and d were obtained by the nonlinear
regression analysis, and they are presented in Table 5.1. The equilibrium scour
depths were obtained by setting the time to infinity (t=o0). The final and
equilibrium scour depths are presented in Table 5.2. The equilibrium scour depths
are lightly higher than the measured final scour depths in the case of piers P1, P2 and
P5. The difference is large for the rectangular with circular nose pier. The measured
final scour depths (ds(t))corresponding to each pier are presented in Figure 5.1,

together with the calculated equilibrium scour depths.
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Figure 5.1 Time dependent scour depths; experimental data, curve fitting and predicted equilibrium

scour depth
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Figure 5.1 Time dependent scour depths; experimental data, curve fitting and predicted equilibrium

scour depth (continued)

Table 5.1 Coefficients of Eq. 5.1 for each pier

PIER a b C d
P1 -8.905 | 0.022 | 10.598 | 0.020
P2 -7.949 | 0.018 | 10.417 | 0.016
P3 0.197 | 0.775 | 2.576 | 0.010
P4 0.243 | 0.748 | 1.129 | 0.012
PS 0.101 | 1.037 | 0.983 [ 0.012
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Table 5.2 Measured final depths and predicted equilibrium scour depths

. Equilibrium
Final scour
PIER depth d, (cm) scour depthd

(cm)
P1 1.6 1.7
P2 2.3 2.5
P3 2.4 2.9
P4 1.3 1.4
P5 1.0 1.1

The calculated equilibrium scour depths are used in the subsequent regression

analyses to obtain the evolution of the scour depth in the following form:

t
Q. = [1—exp(— AEH (5.2)

where;
A = coefficient
t. = time to developed equilibrium scour depth

It was observed that, the time to reach 90% of the equilibrium scour depth was
provided at the end of the experiments. So, equilibrium time values (t.) were equal to
nearly 600 s for P1, 1000 s for P2, 700 s for P3, 1000 s for P4 and 600 s for P5. The
obtained equations are given in each relevant figure. The measured values versus
predicted ones are also depicted in separate figures together with determination

coefficients, root mean square errors and mean absolute errors.

The results related to the circular pier (P1) are given Figures 5.2 and 5.3.
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Figure 5.3 Measured scour depths versus predicted scour depths

Figure 5.4 and 5.5 represent the results corresponding to the square pier (P2)
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Figure 5.5 Measured scour depths versus predicted scour depths

The results related to the rectangular pier (P3) are given Figures 5.6 and 5.7.
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Figure 5.7 Measured scour depths versus predicted scour depths

Figures 5.8 and 5.9 show the results related to the rectangular with circular nose
pier (P4).
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Figure 5.9 Measured scour depths versus predicted scour depths

Figure 5.10 and 5.11 represent the results corresponding to the rectangular with

trapezoidal nose pier (P5)
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Figure 5.11 Measured scour depths versus predicted scour depths

Similar analysis is performed to obtain empirical relations for the time evolution
of the dimensionless scour depth by using an equation as Eq. 5.3. The so obtained

relations are given for each pier shape separately.

dy(t) ut
5 - A[l exp[ b ﬂ (5.3)

where;

A = coefficient
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The results of this study are compared with those obtained by Oliveto and Hager
(2002), because of the similarity in the experimental conditions.

Oliveto and Hager (2002) presented a study referred to the temporal evolution of
scour depth as a function of approach flow depth and approach velocity with
extensive laboratory data. Their equation was based on densimetric Froude number

and effects of sediment granulometry.

1 '
095119 D, t

b2/3h1/3 (54)

Z =1/7, =0.068No;*°F;* log

where,
Z = non-dimensional scour depth

z = scour depth

zr = reference length z, = (hbz)}/3

F4= densimetric particle Froude number
N = shape factor equal to 1 for circular pier and 1.25 for square and rectangular
piers (rectangular with circular nose and rectangular with trapezoidal nose piers cases

are excluded, because of the absence of related data in literature).

In Oliveto and Hager (2002) study Ds=5.3, 1.2 and 3.1 mm with 64=1.43, 1.8 and
2.15, respectively, h is between 0.02 — 0.20 cm and Fyq is between1.48 — 3.86.

In this study 64=1.83, h=6.00 cm, F4=1.67 and D5,=1.68 mm.
5.1.1 Circular Pier

The regression analysis is performed by using 25 experimental values and the
following expressions are obtained. Figure 5.12 illustrates the numerical results and

measured values. The z/z; values calculated from Eq. 5.4 are transformed to ds/b for

the sake of comparison.
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Figure 5.12 Comparison of numerical results and measured values (t in s)

The RMSE, MAE and R?values are summarized in Table 5.3. Figure 5.13 shows

a comparison between observed and predicted scour depths.

Table 5.3 Computed RMSE , MAE and R?values

. RMSE | MAE R®
EXxpressions
cm cm
Equation 5.5 0.05 0.04 1.00
Oliveto and Hager 0.28 0.26 0.87
2 | |
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g o
: ¥
B B R
2 i +
s < N —
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OEq5.5 aOliveto and Hager (2002)

Figure 5.13 Measured scour depths versus predicted scour depths
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5.1.2 Square Pier

The constants of the Eq. 5.3 is obtained through nonlinear regression analysis and
the best fit line time scale of relative scour depth ds/b is presented with the obtained

constants below:

dsb(t) - 0.292{1— exp [— 0.006 “Ftﬂ (5.6)

The measured experimental data are compared with Eq. 5.6 and Eq. 5.4 developed
by Oliveto and Hager (2002) in Figure 5.14. The z/z, values calculated from Eqg. 5.4

are transformed to ds/b for the sake of comparison.
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Figure 5.14 Comparison of numerical results and measured values (t in s)

The RMSE, MAE and R?values are summarized in Table 5.4. Figure 5.15 shows

a comparison between observed and predicted data.

Table 5.4 Computed RMSE , MAE and R?values

. RMSE | MAE R?
Expressions
cm cm
Equation 5.6 0.03 0.02 1.00
Oliveto and Hager 0.81 0.76 0.87
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Figure 5.15 Measured scour depths versus predicted scour depths

5.1.3 Rectangular Pier

The regression analysis is performed and the constants of Eq. 5.3 are computed
and the following expression is obtained. Figure 5.16 illustrates the numerical results

and measured values. The z/z, values calculated from Eq. 5.4 are transformed to ds/b

for the sake of comparison.

O _ o oal1 el — 0007 Ut
b _0.24{1 exp( 0.00?bﬂ (5.7)

Figure 5.16 shows the measured experimental data are compared with Eq. 5.7 and

Eq. 5.4 developed by Oliveto and Hager (2002).
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Figure 5.16 Comparison of numerical results and measured values (t in s)

The RMSE, MAE and R?values are summarized in Table 5.5. Figure 5.17 shows

a comparison between observed and predicted data.

Table 5.5 Computed RMSE , MAE and R?values

, RMSE | MAE R?
Expressions
cm cm
Equation 5.7 0.04 0.02 0.99
Oliveto and Hager 0.48 0.45 0.91
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=
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Figure 5.17 Measured scour depths versus predicted scour depths
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5.1.4 Rectangular with Circular Nose Pier

The comparison with Eqg. 5.4 proposed by Olivetto and Hager (2002) is not

realized, because of the absence of related data in literature.

The constants of the Eq. 5.3 is obtained through nonlinear regression analysis and
the best fit line time scale of relative scour depth ds/b is presented with the obtained

constants below:

dsb(t) = 0.113[1—exp (-o.on%tﬂ (5.8)

Figure 5.18 shows the measured experimental data are compared with Eq. 5.8.
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< s | | | ' |
Lo L ]
0.04 | | | | *Measured
e A R I A 0Fq 58
0® i : : : | ‘
0 100 200 300 400 500 600

t

Figure 5.18 Comparison of numerical results and measured values (t in s)

The measured values versus predicted ones are depicted in Figure 5.19 together

with determination coefficients, root mean square errors and mean absolute errors.
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Figure 5.19 Measured scour depths versus predicted scour depths
5.1.5 Rectangular with Trapezoidal Nose Pier

The comparison with Eqg. 5.4 proposed by Olivetto and Hager (2002) is not

realized, because of the absence of related data in literature.

The regression analysis is performed and the following expression is obtained.

Figure 5.20 illustrates the numerical results and measured values.

d.(t ut
S( ) =0.098 1-exp| —0.009 — (5.9
b b
0.12
01 """"""""" ;"'5'"a'”é{'”@'”@""e‘i'"@"'0"'0”&5 """"""""" 0
i Q | | i |
008 e o B
- ¢
2006 5
. HH
8 § § : « Measured |
o — —
i | | | 0Eq. 5.9
0® i | | | i |
0 100 200 300 400 500 600

Figure 5.20 Comparison of numerical results and measured values (t in s)
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The measured values versus predicted ones are depicted in Figure 5.21 together

with determination coefficients, root mean square errors and mean absolute errors.
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Figure 5.21 Measured scour depths versus predicted scour depths

5.1.6 Effect of Pier Shape on Scouring

Most of the experiments were carried out by using circular piers and the results
are generalized for other shaped piers by taken into consideration the shape factor.
These shape factors usually differ from each other. The shape factors suggested by
different researchers are summarized in Table 5.6, together with those obtained from

the experimental findings in this thesis.

Figure 5.22 shows time dependent scour depth ds(t) for all pier shapes in order to
visualize the effect of the pier shapes. Final scour depths are very close to each other
for square and rectangular piers. The smallest scour depths were observed in the case

of rectangular with trapezoidal nose pier.
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Figure 5.22 Comparison the scour depths between pier shapes under steady flow conditions

The pier shape factor values Kstended to vary with flow shallowness (h/b) and the
ratio L/b (L=pier length). The higher flow shallowness cause higher shape factor
values, otherwise the higher L/b causes lower pier shape factor values. For design
purposes a conservative approach entails utilizing the largest pier shape factor

values.
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Table 5.6 Pier shape factor values K, proposed by Researchers

Pier Type Tison ahb:ju'rl's’;:h ?E:Zt;fcgfnzrgrj Dietz (1972) Breusers | Mostafa Melville alzgf\f/r:e]?:;j Trfza[r)(::/?: Oli\;:[g(])e{:nd Bennett Ks(Calc.)
(1940) (1956) (1956) etal. (1977)|  (1994) (1997) (1997) (200) (2002) (2002) '
Circular 1 0.9 1 1 1 1 1 1 1 1 1 1
Square - - - - 1.2 - 1.1 - - 1.3 - 1.4
Rectangular 1.4 1 11 11 1.3 1.3 1 1-1.2 1.1 1.2 11 15
Rounded nosed - 0.9 - 0.9 - 11 1 0.9 1 - 0.9 0.81
Trapezoidal Nose - - - - - - - - - - - 0.63
Stream lined pier  |0.67-0.41] 0.7-0.8 0.7 - 0.8 - - 0.7-0.8 - - - -
Sharped nosed pier - - - 0.65 - - 0.9 0.65-0.76 0.9 - - -
Elliptic - 0.75-0.8 - - - - - 0.6-0.8 - - 0.8 -




5.1.7 Estimation of Scour Hole Shape under Steady Flow Conditions

The scour hole measurements were performed with the aid of data from the
camera and laser meter combined with Autocad drawings at the end of the
experiments. Figure 5.23 illustrates the notation used in description of the scour hole
All the results in the pictures are in cm. Scour length (L) and scour width (W) are
function of pier shape factor. Figure 5.24 illustrates the bed configurations for
different pier shapes. In this figure, the blue line represents the boundary of scour

area and red line shows the deposition area.

The calibration Tables 3.3 and 3.4 are taken in to account in generating these

drawings.

The summary of the scour hole dimensions are given in Table 5.7.

25F ; -
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+20

+15F

—F -t "': ’ ‘\

3 _ _ _ ; Pier Type
'25-5””—2‘0”I-‘1‘5‘”-‘1‘0””-5‘”” ....+ ...;10...:] ...;‘D

Figure 5.23 Definition sketch for scour around pier

77



E Scbur Area=203.11 cm?
+20F
+15F

E 18.4
+10 E SO

3 3 R

g o ",

.

n‘ . ‘D
T
20i28
Bapts

-10f
_15F
-20f L
2 Hlow Direction
_2:'\”..\”HH\u..u\.u\uuuu..u\
-3l -25 -2 - - - +10 +1
Experiment No:13 - Hid403 - 5. min. (calibrated)
+25
Scour Area=85.39 cm?
+20
1N AA
e V&4
P o
+10 +
N
+5
| ©
iR
0 -
©
/ j x
’ '\/
-15
20 : —
: ; Flow Digection
T e TITRTTSF R SR SR o SR e e
Experiment No: 14- Hid&1 - 5. min. (calibrated)
¥
3 Schour Area=16639 cm?
+20F-
+15f- 4:92.QA
3 — IOlIO [r—
+10f / -
+5: “\
1 ©
¥ N,
3 (92
_55 |
i R g
,1DE.. ‘\ i
,155..
,QDE.. _
3 Flow Directiol
T T R NI L

- -0
Experiment No:34 - Hid81 - 5. min. (calibrated)

Figure 5.24 Bed configuration at t=5 min at the end of the steady flow
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Figure 5.24 Bed configuration at t=5 min at the end of the steady flow (continued)

Table 5.7 Measurement scour hole dimensions after 5 min steady flow

Pier Dimensions Area (cm?)
Shape L(cm) W(cm) A

P1 18.35 19.08 156.89
P2 10.44 16.36 85.39
P3 13.84 23.26 166.29
P4 15.35 17.61 91.05
PS 14.06 16.06 71.59
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The scour parameters concerning steady conditions are given in Table 5.8. Where;
b. = bKs : characteristic pier width (L) and a. = zb.* : characteristic cross sectional

area of the pier (L?)

Table 5.8 Dimensionless parameters corresponding to steady flow experiments

SEI:[;e hb. | defbe | Lib. | Wib, Ala,
Pl 055 | 015 | 167 | 173 0.41
P2 050 | 018 | o088 | 1.37 0.19
P3 035 | 017 | 080 | 1.35 0.18
P4 062 | 014 | 158 | 181 0.31
P5 087 | 016 | 203 | 232 0.47

Das et. al. (2014) performed experiments by using circular, square, equilateral
triangular and flat plate piers. They measured geometrical scour parameters under
clear water conditions. They observed that the equilibrium scour parameters, namely
scour depth, length, width and area were depended on the characteristic pier width.

After the dimensional analysis, they proposed the following relation;
e = fl(HJ (5.10)

The dimensionless scour length (L/b;), the dimensionless scour width (W/b.) and
the dimensionless scour area (A/a;) can be expressed in terms of flow shallowness
(h/b;) and relative scour depth (dse/bc).

L h d
L_¢[D G 5.11
bc Z(bc bcj ( )
W h d
W_D % 5.12
b, 3(130 b, (5.12)
A h d
SAREY SRl 5.13
a A(bc b, (5.13)



In this study, it is showed that the pier shape factor varies nonlinearly with flow
shallowness (h/bc). Accordingly, after the regression analysis, the following

empirical relation was obtained for the pier shape coefficient.

K, = 2.87«9_1'80[ch (5.14)

Figure 5.25 shows the graph of the curve related to Eq. 5.14 together with
experimental shape factor values. The observed shape factor values versus predicted
ones are plotted in Figure 5.26. The deflection between the predicted and observed
data is between -20% and +20%.
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Figure 5.25 Pier shape factor values versus flow shallowness
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Figure 5.26 Observed and predicted pier shape factor values

Following Das et al. (2014), the empirical relation Eq. 5.15 for the relative scour

depth was obtained;
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Figure 5.27 illustrates relative scour depth values calculated from Eg. 5.15 and

measured ones. The deflection between the predicted and observed data is between -

20% and +20%.
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Figure 5.27 Relative equilibrium scour depths versus flow shallowness
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Figure 5.28 Observed and predicted relative equilibrium scour depths

The following empirical relations were obtained by taken into consideration the

forms existing in the literature (such as Das et. al. (2014)).

The expression of the dimensionless scour length L/b, was found as follows:

Lol P 1a1a % 19l M 4047
b [\b b, b,
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Observed and predicted values of dimensionless scour length are plotted in Figure

5.29. The deflection between the predicted and observed data is between -10% and
+10%.
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Figure 5.29 Observed and predicted dimensionless scour length L/b,

The expression of the dimensionless scour width W/b. was found as follows:

WM |-a083|%e .| 1609 N |11.443 (5.17)
b, |\b, b, b,

Observed and predicted values of dimensionless scour width are plotted in

Figure 5.30. The deflection between the predicted and observed data is between -
10% and +10%.
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Figure 5.30 Observed and predicted dimensionless scour width W/b, values
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The expression of the dimensionless scour area A/a. was found as follows:

17.2 £ -17.085 di

A {—1.059(3] +1.571}e{ S{b] L% (5.18)
aC bC

Observed and predicted values of dimensionless scour area are plotted in Figure

5.31. The deflection between the predicted and observed data is between -20% and
+20%.
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Figure 5.31 Observed and predicted dimensionless scour area A/a, values

5.2 Analyses in Unsteady Flow Conditions

The unsteady flow results were analyzed in two sections: time dependent scour
depth ds(t) and relative scour depth ds/b. The pier shape factor values Ks were
analyzed under unsteady flow conditions. The time variation of scour hole
dimensions were analyzed. Also the equations in literature were tested with

experimental findings and results were compared.

Chang et. al. (2004), Oliveto and Hager (2002, 2005), Lai et. al. (2009) and Lopez
et. al. (2014) studied temporal variation of scour depths under unsteady flow
conditions and showed that the recession period of hydrograph plays a minor role in
scouring process. This fact is also observed in Figure 5.18 in which the final scour

depths are reached at about 60% of the hydrograph duration.
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The temporal variation of scour depth with increasing time can be expressed as
mathematical function to fit scour time history data.

d, (t) = ajl—exp(—bt)]+c[l—exp(—bt)] (5.19)

5.2.1 The Computational Scour Depth Methods for Piers Under Unsteady Flow

Conditions in Literature

Oliveto and Hager (2005) researched effect of unsteady flow on scour
development. They presented the following for computing the time dependent scour
variables under unsteady flow conditions. The general time dependent scour equation
was presented in Eq. 5.4. The step of calculation method is presented below (Oliveto
and Hager (2005)).

1. At time t=t sediment movement  starts  when

Fy =u/(g'dg)"'? = @ F, where;

O, =1-(2/3)p4"" (5.20)
p=DIB (5.21)
F, =1.08D:"**(R, /d.,)""® (5.22)

where;
D*:(g'/uz)USdSOdimensionless sediment size (v=kinematic viscosity)

(Oliveto and Hager (2002). In this study D~ = 42.5.

Ry = hydraulic radius

2. Suitable subdivision of total scour time t.-to=n4t¢ until the end of flood

hydrograph at t.. Typically 4¢ was equal to t¢/10.

3. At time t=to, Z=0 whereas at time t=ty,

T, = [ag”:"(g'dg)o)“2 /(hollDz)l’SJAt, where hg; is the average approach depth
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for n=1. Non-dimensional scour depth at Ty is Z, =0.0680, " *Fy,," log T,
and thus z, = (h,,D*)"'*Z,. So the initial conditions at time t=t; are z(t;)=z,

and Q=Qq, ho=h;.

4. At time t=t; (in the interval t;, t;) the relative scour depth is

Z, =z /(h,D?"* where h;, is the average approach depth. The
corresponding time is T1=10% where Z, =z, /(h,,D*)""*and dimensional time
is t'= [(hLZDZ)”S/ag“?’(g'dso)“z}r1 and t,’=t'+At so the results
T, =|o,%(g' dgo)"? ((h,,D?)"° L, with  Z, =0.0685, V'*F,, ,** log T, and
scour depth z, = (h,,D?)""*Z,. It is important that whereas t; and t, times are

real times, t; " and t,” times are fictitious times. They are correspond to times
z=z; and z=z, with approach flow depth h; ; and F4=Fg,. In constant z; and
z, are the scour depths at the real times t; and t..

5. This processes is repeated up to time t.=nAt, resulting in z(t)=z..

Hager and Unger (2010) researched the effect of peak flow rate on pier scour.
They developed the formula previously proposed by Oliveto and Hager (2002,2005)
and generalized temporal sour depth due to a single peaked flood wave. They

combined Olivetto and Hager (2002) formula with Manning and Strickler equation

(0 = KSY?h’®) . Oliveto and Hager (2002) formula becomes;

Zy (M) = [Qu M) " log(4T,,) (5.23)

where,
Z,, = zlz,, relative scour depth in flood peak
Ty =t/t, normalized time

Qw = flood discharge (M subscript means peak flow)
n = hydrograph shape parameter (in this thesis n=5 found by trial and error
method)
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The computation of scour progress involves time step method 47w They offered
optimum step length A7\, =0.01. First of all at Ty, = AT, discharge Qu is computed
from Eq. 5.23 and it is substituted in Eq. 5.24 to obtain Zy;.

Qu =[Twep-T,)] (5.24)
The corresponding time is Ty: = 7™ x 10F with the exponent E = Zy / Qu>®". For
step Tmz = 24Ty discharge is Qw2 = Qm1 + 40 and result scour depth increase Zy, =

Zw1 + AZy . This routine is applied until the entire flood wave has passed, resulting in

the end (subscript €) scour depth Zy.

£ 051+ tanh{(L1+0.98n)fT, —(0.92-0.66x07)]))  (5.25)

Me
where; Z = z/zg relative scour depth
5.2.2 Analyses of Time Scale of ds/b for Circular Pier

Time dependent scour depths ds(t) are illustrated in Figure 5.32 together with
hydrograph.
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Figure 5.32 Time dependent scour depths ds(t)for each hydrographs
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Figure 5.32 Time dependent scour depths d(t)for each hydrographs (continued)
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Figure 5.32 Time dependent scour depths ds(t)for each hydrographs (continued)

Overall, the values of the a, b, ¢ and d were observed by nonlinear regression

analysis and presented in Table 5.9.

Table 5.9 Coefficients of Eq. 5.19 for each hydrographs

Hydrograph a b c
Hid 1 0.590 0.007 1.729
Hid 2 1.968 0.006 2.799
Hid 3 1.906 | 0.005 2.888
Hid4 | 2191 | 0.003 2.500
Hid 5 2.786 0.002 2.473

Figure 5.33 gives the measured values and the calculated ones by using Oliveto
and Hager (2005) and Hager and Unger (2010). The computed ds values for Hid 1 are
presented in Table 5.10 understanding computational scheme of the Oliveto and

Hager (2005) method.
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Figure 5.33 Comparison of measured and calculated scour depth values with Oliveto and Hager
(2005) and Hager and Unger (2010)
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Figure 5.33 Comparison of measured and calculated scour depth values with Oliveto and Hager
(2005) and Hager and Unger (2010) (continued)

The computed error measures of RMSE, MAE and R? are summarized in Table
5.10. The sediment entrainment is predicted well under Hid 1 hydrograph with
Oliveto and Hager (2005) suggestion. As flow increases, the estimates are away from

the measured values.
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Table 5.10 Computed RMSE , MAE and R?values
Hid1l | Hid2 | Hid3 | Hid4 | Hid5 | Hid1 | Hid2 | Hid3 | Hid4 | Hid5

Root Mean
Square Error,| 1.14 0.76 1.52 1.21 1.51 0.65 1.27 1.20 0.91 1.52
RMSE (cm)

Mean
Agi‘;(')‘fe 098 | 064 | 131 | 107 | 143 | 055 | 1.07 | 1.01 | 082 | 1.42
MAE (cm)
R2 090 | 091 | 091 | 098 | 098 | 021 | 053 | 057 | 087 | 0.98

Oliveto and Hager (2005) Hager and Unger (2010)

5.2.3 Analyses of Time Scale of dy/b for Square Pier

Figure 5.34 shows that time dependent scour depth ds(t) values together with

hydrograph.
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Figure 5.34 Time dependent scour depths d(t)for each hydrographs
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Figure 5.34 Time dependent scour depths d(t)for each hydrographs (continued)
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Figure 5.34 Time dependent scour depths ds(t)for each hydrographs (continued)

The increase in time dependent scour depth with increasing time behavior was

expressed as before with Eq. 5.19. Overall, the values of the a, b, ¢ and d were

observed by nonlinear regression analysis and presented in Table 5.11.

Table 5.11 Coefficients of Eqg. 5.19 for each hydrographs

Hydrograph a b C
Hid 1 -2.829 0.013 4.628
Hid2 | -0.898 | 0.010 | 5.258
Hid 3 0.791 0.012 4.564
Hid 4 4,764 0.005 -0.299
Hid5 | -5.852 | 0.003 | 11.384

5.2.4 Analyses of Time Scale of ds/b for Rectangular Pier

Time dependent scour depths ds(t) are illustrated in Figure 5.35 together with

hydrograph.
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Figure 5.35 Time dependent scour depths ds(t)for each hydrographs
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Figure 5.35 Time dependent scour depths ds(t)for each hydrographs (continued)

The increase in time dependent scour depth with increasing time behavior was
expressed as before with Eq. 5.19. Overall, the values of the a, b, ¢ and d were

obtained by nonlinear regression analysis and presented in Table 5.12.

Table 5.12 Coefficients of Eq. 5.18 for each hydrographs

Hydrograph a b c
Hid 1 3.635 0.007 | -1.298
Hid 2 9.918 0.006 | -4.419
Hid3 | 16.007 | 0.005 | -9.247
Hid4 |-33.912 | 0.003 | 40.003
Hid5 | 21.027 | 0.002 |-14.941

96



5.2.5 Analyses of Time Scale of ds/b for Rectangular with Circular Nose Pier

Figure 5.36 shows that time dependent scour depth ds(t) values together with

hydrograph.
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Figure 5.36 Time dependent scour depths ds(t)for each hydrographs
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Figure 5.36 Time dependent scour depths d(t)for each hydrographs (continued)
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The increase in time dependent scour depth with increasing time behavior was
expressed as before with Eq. 5.19. Overall, the values of the a, b, ¢ and d were

obtained by nonlinear regression analysis and presented in Table 5.13.

Table 5.13 Coefficients of Eqg. 5.18 for each hydrographs

Hydrograph a b c
Hid 1 0.775 0.005 2.410
Hid 2 7.464 0.006 | -4.091
Hid3 | 0.525 | 0.005 | 4.696
Hid4 | -4.429 | 0.003 7.727
Hid5 | -5.010 | 0.001 9.662

5.2.6 Analyses of Time Scale of ds/b for Rectangular with Trapezoidal Nose Pier

Figure 5.37 depicted that time dependent scour depth ds(t) values together with

hydrograph.
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Figure 5.37 Time dependent scour depths ds(t)for each hydrographs
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Figure 5.37 Time dependent scour depths ds(t)for each hydrographs (continued)

The increase in time dependent scour depth with increasing time behavior was
expressed as before with Eq. 5.19. Overall, the values of the a, b, ¢ and d were

obtained by nonlinear regression analysis and presented in Table 5.14.

Table 5.14 Coefficients of Eqg. 5.18 for each hydrographs

Hydrograph a b o
Hid 1 3.126 0.023 | -1.874
Hid 2 2.677 0.008 0.400
Hid 3 3.274 0.006 0.929
Hid 4 1171 0.005 2.383
Hid5 | 24.908 | 0.001 [ -20.006

5.2.7 Effect of Pier Shape on Scouring under Unsteady Flow Conditions

The temporal variations of the scour depth under different hydrographs are plotted

in Figure 5.38 for various pier shapes.
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Figure 5.38 Scour depths versus time under unsteady flow conditions (continued)

The observed pier shape factor values are presented in Table 5.15 in terms of
hydrographs peak flow rates and hydrograph duration.
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Table 5.15 Observed pier shape factor values K according to Hydrographs peak flow rates

Pier b L tp Qp Ks
Shape | (mm) | (mm) L/b (min) | (m%s) Wb (calc.)
P1 110 110 1.00 5 0.045 1.85 1.00
P1 110 110 1.00 5 0.063 2.06 1.00
P1 110 110 1.00 5 0.073 2.14 1.00

P1 110 110 1.00 10 0.063 2.06 1.00
P1 110 110 1.00 20 0.063 2.06 1.08

P2 850 850 1.00 5 0.045 2.40 1.05
P2 850 850 1.00 5 0.063 2.66 1.08
P2 850 850 1.00 5 0.073 2.77 1.25

P2 850 850 1.00 10 0.063 2.66 1.08
P2 850 850 1.00 20 0.063 2.66 1.25

P3 115 200 1.74 5 0.045 1.87 1.18
P3 115 200 1.74 5 0.063 2.10 1.25
P3 115 200 1.74 5 0.073 2.19 1.42

P3 115 200 1.74 10 0.063 2.10 1.33
P3 115 200 1.74 20 0.063 2.10 1.33

P4 120 230 1.92 5 0.045 1.70 1.11
P4 120 230 1.92 5 0.063 1.88 0.73
P4 120 230 1.92 5 0.073 1.96 1.00

P4 120 230 1.92 10 0.063 1.88 0.73
P4 120 230 1.92 20 0.063 1.88 0.92

PS 110 300 2.73 5 0.045 1.85 0.58
P5 110 300 2.73 5 0.063 2.06 0.67
PS 110 300 2.73 5 0.073 2.14 0.83

PS 110 300 2.73 10 0.063 2.06 0.75
P5 110 300 2.73 20 0.063 2.06 0.92

5.2.8 Estimation of Scour Hole Shape under Unsteady Flow Conditions
The scour hole measurements were performed with the aid of data from the

camera and laser meter combined with Surfer software program at the end of each

experiment.
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5.2.8.1 Scour Hole Measurements for Circular Pier

Figure 5.39 shows the video camera picture before the image processing for
different hydrographs.

|

|

Hid 4

Py |0

1

Hid 5

Figure 5.39 Video Camera 1 data before image processing

Figure 5.40, 5.41, 5.42, 5.43 and 5.44 illustrate the development of scour hole
around the circular pier, respectively under Hid 1, Hid 2, Hid 3, Hid 4 and Hid 5.
Surfer map from the laser meter readings at the end of the experiments formed by

image processing. Pink pants correspond to laser meter readings, camera measures
illustrated with blue pants.
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Figure 5.40 Bed configuration at t=5 min and t=10 min for Hid 1
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Figure 5.40 Bed configuration at t=5 min and t=10 min for Hid 1 (continued)
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Figure 5.41 Bed configuration at t=5 min and t=10 min for Hid 2 (continued)

108



Scour Area=273 29cm?

+20

2358

=25 =20 -15 -10 -5 +5 +10 +15 +20
ExperimentNo:3 - HIid281 - 10. min. (calibrated)

+25
Scour Area=362.74 cm?

+10

+5

2552

-20

a
T T T T T T T T T T T T

Flow Direction

= -1 | -5 ] +5 +10 +15  +20
Experiment No:3 - Hid281 - 15. min. (calibrated)

Figure 5.42 Bed configuration at t=5 min and t=10 min for Hid 3

109



P1 - Hid281

Shbphpbbbiibopmpbpupay

==

Flow Direction

0 ] 10 13 -] 25 k. k- 490

SCOUR AREA COMPARISON - Exp No:3 - Hid281
s | aser Meter Measurement = 339,31 cm?

= = m ®» Camera Measurement = 271.09 cm?

Toetal Difference = 68.22 cm?

Total Error (%) = %20.10

Figure 5.42 Bed configuration at t=5 min and t=10 min for Hid 3 (continued)
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Figure 5.43 Bed configuration at t=10 min and t=20 min for Hid 4 (continued)
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Figure 5.44 Bed configuration at t=20 min and t=40 min for Hid 5
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Figure 5.44 Bed configuration at t=20 min and t=40 min for Hid 5 (continued)

The observed scour hole dimensions are summarized for circular pier in
Table 5.16.

Table 5.16 Scour hole measurements for circular pier

Hyd. | b | Time ‘é‘ga;fr: Dimensions Area
ID | (cm) | (min) | “¢my | da(cm) | Lcm) | W(cm) (cm?)
Hid1 | 11 5 20.39 3.8 18.42 | 20.31 | 187.79
Hidl | 11 10 6.00 3.9 20.08 | 20.93 | 205.83
Hid2 | 11 5 22.61 5.8 19.88 | 20.52 | 223.98
Hid2 | 11 10 6.00 6.1 20.94 | 21.05 | 263.62
Hid3 | 11 5 23.52 5.8 20.34 | 2358 | 273.29
Hid3 | 11 10 6.00 6.1 23.89 | 2552 | 362.74
Hid4 | 11 10 | 2261 6.1 19.33 | 22.85 | 241.19
Hid4 | 11 20 6.00 6.1 20.95 | 2517 | 302.45
Hid5 | 11 20 | 2261 6.5 20.57 | 24.80 | 303.86
Hid5 | 11 40 6.00 6.6 21.50 | 25.77 | 344.06

113



5.2.8.2 Scour Hole Measurements for Square Pier

Figure 5.45 shows the video camera picture before the image processing for

different hydrographs.

Hid 1 Hid 2

Figure 5.45 Video Camera 1 data before image processing

Figure 5.46, 5.47, 5.48, 5.49 and 5.50 present the development of scour hole
around the square pier, respectively under Hid 1, Hid 2, Hid 3, Hid 4 and Hid 5.
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Figure 5.46 Bed configuration at t=5 min and t=10 min for Hid 1
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Figure 5.47 Bed configuration at t=5 min and t=10 min for Hid 2
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Figure 5.47 Bed configuration at t=5 min and t=10 min for Hid 2 (continued)
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Figure 5.48 Bed configuration at t=5 min and t=10 min for Hid 3
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Figure 5.48 Bed configuration at t=5 min and t=10 min for Hid 3 (continued)
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Figure 5.49 Bed configuration at t=10 min and t=20 min for Hid 4
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Figure 5.49 Bed configuration at t=10 min and t=20 min for Hid 4 (continued)
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Figure 5.50 Bed configuration at t=20 min and t=40 min for Hid 5
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Figure 5.50 Bed configuration at t=20 min and t=40 min for Hid 5 (continued)

The observed scour hole dimensions are summarized for square pier in
Table 5.17.

Table 5.17 Scour hole measurements for square pier

Hyd. b | Time \é\gasaf Dimensions Area
ID | (cm) | (min) | “¢my | da(cm) | Lcm) | W(cm) (cm?)
Hid1l | 85 5 20.39 4.1 1145 | 2046 | 105.29
Hid1 | 85 | 10 6.00 4.1 1225 | 21.32 | 106.46
Hid2 | 85 5 22.61 6.6 10.66 | 16.36 | 97.93
Hid2 | 85 | 10 6.00 6.6 13.24 | 2158 | 166.52
Hid3 | 85 5 23.52 7.6 12.05 | 19.25 | 157.72
Hid3 | 85 | 10 6.00 7.6 15.99 | 28.45 | 317.93
Hid4 | 85 | 10 | 22.61 6.5 12.82 | 21.33 | 159.84
Hid4 | 85 | 20 6.00 6.7 14.48 | 24.28 | 213.62
Hid5 | 85 | 20 | 2261 7.7 19.05 | 23.96 | 304.75
Hid5 | 85 | 40 6.00 7.7 2221 | 27.25 | 44543

122



5.2.8.3 Scour Hole Measurements for Rectangular Pier

Figure 5.51 indicates the video camera picture before the image processing for

different hydrographs.

Hid 3 Hid 4

Figure 5.51 Video Camera 1 data before image processing

Figure 5.52, 5.53, 5.54, 5.55 and 5.56 present the development of scour hole
around the square pier, respectively under Hid 1, Hid 2, Hid 3, Hid 4 and Hid 5.

123



+25 T :
3 Scour Area=179.41 cm?

+20f

e

14.6

i}

Flow Direction rL

_25_ \I\\_||\|_|1|5|||_\1|0|\\lé\l\\6\\\Lé\||4\-]|0|\|+|‘1|5 |+0
Experiment No 38 - Hid321 - 10. min. (calibrated)

+25 -
3 Scour Area=18540 cm?

+20f

Ao 1540

2541

F\Gw Direction |

,25'\.”.”.........\.. TINTUI INTRININ FRR TN A

| R TS [ R S [ S -
Experiment No:38 - Hid321 - 15. min. (calibrated)

Figure 5.52 Bed configuration at t=5 min and t=10 min for Hid 1
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Figure 5.52 Bed configuration at t=5 min and t=10 min for Hid 1 (continued)
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Figure 5.53 Bed configuration at t=5 min and t=10 min for Hid 2
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Figure 5.53 Bed configuration at t=5 min and t=10 min for Hid 2 (continued)
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Figure 5.54 Bed configuration at t=5 min and t=10 min for Hid 3
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Figure 5.54 Bed configuration at t=5 min and t=10 min for Hid 3 (continued)
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Figure 5.55 Bed configuration at t=15 min and t=25 min for Hid 4
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Figure 5.55 Bed configuration at t=15 min and t=25 min for Hid 4 (continued)
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Figure 5.56 Bed configuration at t=25 min and t=45 min for Hid 5

130



P3 - Hid403
L

T T T T T T T
0 10 20 30 40 50 60 70
SCOUR AREA COMPARISON - Exp No:42 - Hid403 _
Flaw Direction

mmmm | aser Meter Measurement = 501 10 cm?

= = = = Camera Measurement = 502,77 cm?
Total Difference = 1.67 cm?

% Total Error (%) = % 0.33

Figure 5.56 Bed configuration at t=25 min and t=45 min for Hid 5 (continued)

The observed scour hole dimensions are summarized for rectangular pier in
Table 5.18.

Table 5.18 Scour hole measurements for rectangular pier

Hyd. b | Time \|/3Veaptfr: Dimensions Area
ID | (cm) | (min.) | "¢y | da(cm) | L(cm) | W(cm) (cm?
Hidl | 115 5 20.39 45 14.60 24.37 179.41
Hidl | 115 10 6.00 4.6 15.40 25.41 185.40
Hid2 | 11.5 5 22.61 7.4 16.03 25.26 224,94
Hid2 | 11.5 10 6.00 7.5 18.71 32.55 355.68
Hid3 | 11.5 5 23.52 8.1 16.74 25.23 227.05
Hid3 | 11.5 10 6.00 8.6 20.25 31.83 368.06
Hid4 | 11.5 10 22.61 7.8 16.35 28.65 284.76
Hid4 | 11.5 20 6.00 8.1 18.44 33.27 400.85
Hid5 | 11.5 20 22.61 8.0 15.75 30.32 302.92
Hid5 | 11.5 40 6.00 8.1 20.48 38.51 521.98
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5.2.8.4 Scour Hole Measurements for Rectangular With Circular Nose Pier

Figure 5.57 reveals the video camera picture before the image processing for

different hydrographs.

1

Hid 1 Hid 2

Figure 5.57 Video Camera 1 data before image processing

Figure 5.58, 5.59, 5.60, 5.61 and 5.62 show the development of scour hole around
the square pier, respectively under Hid 1, Hid 2, Hid 3, Hid 4 and Hid 5.
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Figure 5.58 Bed configuration at t=5 min and t=10 min for Hid 1

133



P4 - Hid321
= .

19.32

SCOUR AREA COMPARISON - Exp No:29 - Hid321 I o
Flow Direction
mmms | aser Meter Measurement = 88.88 cm’
= = = = Camera Measurement = 88.86 cm’
Total Difference = 0.02 cm?

Total Error (%) =% 0.02

Figure 5.58 Bed configuration at t=5 min and t=10 min for Hid 1 (continued)
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Figure 5.59 Bed configuration at t=5 min and t=10 min for Hid 2
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Figure 5.59 Bed configuration at t=5 min and t=10 min for Hid 2 (continued)

135



+25 -
[ Scour Area=95 91 em?

+15

15.52

+1UE

+5F-

0ot : -
b : : : : Flow Direction

;] AR NNNAN RRRNNARRAR AN RRNER RN AN RN

-5 200 -15 -10 -5 0 +5 +10 +15 +20
Experiment No:26 - Hid281 - 10. min. (calibrated)

+05F

Scour Area=192.23 cm?

Flow Direction

=25 -20 -15 -10 -5 0 +5 +10 +15 +20
Experiment No:26 - Hid281 - 15. min. (calibrated)

Figure 5.60 Bed configuration at t=5 min and t=10 min for Hid 3
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Figure 5.60 Bed configuration at t=5 min and t=10 min for Hid 3 (continued)
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Figure 5.61 Bed configuration at t=15 min and t=25 min for Hid 4
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Figure 5.61 Bed configuration at t=15 min and t=25 min for Hid 4 (continued)
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Figure 5.62 Bed configuration at t=25 min and t=45 min for Hid 5
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Figure 5.62 Bed configuration at t=25 min and t=45 min for Hid 5 (continued)

The observed scour hole dimensions are summarized for rectangular with circular

nose pier in Table 5.19.

Table 5.19 Scour hole measurements for rectangular with circular nose pier

Hyd. b | Time \é\gas;: Dimensions Area
ID | (cm) | (min) | “¢my | da(cm) | Lcm) | W(cm) (cm?)

Hid1l | 12 5 20.39 3.9 16.20 | 17.76 | 92.05
Hid1 | 12 10 6.00 4.2 17.35 | 17.97 | 102.18
Hid2 | 12 5 22.61 4.2 15.92 | 19.14 | 111.33
Hid2 | 12 10 6.00 4.4 16.95 | 20.45 | 140.16
Hid3 | 12 5 23.52 5.5 1552 | 18.01 | 95.91

Hid3 | 12 10 6.00 6.0 18.32 | 22.49 | 192.23
Hid4 | 12 10 | 2261 4.4 16.13 | 20.66 | 157.63
Hid4 | 12 20 6.00 4.4 2257 | 23.84 | 276.29
Hid5 | 12 20 | 2261 5.4 21.04 | 18.62 | 143.90
Hid5 | 12 40 6.00 5.6 23.60 | 22.26 | 23157
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5.2.8.5 Scour Hole Measurements for Rectangular With Trapezoidal Nose Pier

Figure 5.63 reveals the video camera picture before the image processing for

different hydrographs.

Figure 5.63 Video Camera 1 data before image processing

Figure 5.64, 5.65, 5.66, 5.67 and 5.68 display the development of scour hole
around the square pier, respectively under Hid 1, Hid 2, Hid 3, Hid 4 and Hid 5.
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Figure 5.64 Bed configuration at t=5 min and t=10 min for Hid 1

142



P5 - Hid321

SCOUR AREA COMPARISON - Exp No:49 - Hid321 l o
Flow Direction
s | aser Meter Measurement = 99 84 ¢m?
= = m = Camera Measurement = 84 42 cm?
Total Difference = 15 42 cm?

Total Error (%) =% 15.44

Figure 5.64 Bed configuration at t=5 min and t=10 min for Hid 1 (continued)
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Figure 5.65 The bed configuration at t=5 min and t=10 min for Hid 2
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Figure 5.65 The bed configuration at t=5 min and t=10 min for Hid 2 (continued)
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Figure 5.66 Bed configuration at t=5 min and t=10 min for Hid 3
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Figure 5.66 Bed configuration at t=5 min and t=10 min for Hid 3 (continued)
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Figure 5.67 Bed configuration at t=15 min and t=25 min for Hid 4
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Figure 5.67 Bed configuration at t=15 min and t=25 min for Hid 4 (continued)
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Figure 5.68 Bed configuration at t=25 min and t=45 min for Hid 5
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Figure 5.68 Bed configuration at t=25 min and t=45 min for Hid 5 (continued)

The observed scour hole dimensions are summarized for rectangular with

trapezoidal nose pier in Table 5.20.

Table 5.20 Scour hole measurements for rectangular with trapezoidal nose pier

Hyd. | b | Time \I’Dvater Dimensions Area
ID | (cm) | (min.) epth ds (cm) | L(cm) | W(em) | (cm?)
(cm) sl
Hidl | 11 5 20.39 2.0 14.97 17.01 75.86
Hidl | 11 10 6.00 2.1 16.28 16.82 85.76
Hid 2 11 5 22.61 3.7 14.53 16.13 91.23
Hid2 | 11 10 6.00 3.8 17.38 21.17 165.60
Hid3 | 11 5 23.52 4.4 16.08 16.05 99.78
Hid3 | 11 10 6.00 4.8 22.90 23.67 263.25
Hid4 | 11 10 22.61 4.2 18.02 17.65 127.95
Hid4 | 11 20 6.00 4.3 20.88 21.73 219.41
Hids5 | 11 20 22.61 5.2 22.56 21.52 210.27
Hid5 | 11 40 6.00 5.3 28.01 25.71 346.37
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CHAPTER SIX
NUMERICAL MODELING PIER SCOUR USING ANSYS FLUENT

6.1 Introduction

Taking real time observations are better to understand the complex real life river
systems. However it is very difficult to take real time data in the field and sometimes
it is even impossible. On the other hand against all flume experiment advantages, the
scale effects occurred in laboratory flume experiments that were discussed briefly by
Ettema et. al. (1998) can cause problems. Due to the all limitations of traditional
design methods and models, CFD (computational fluid dynamics) have been widely
used to study the turbulent flow and sediment transport around a pier. CFD offers an
alternative way to evaluate solutions of the fluid mechanics more quickly. In this
thesis, the pier scour simulation was conducted using the CFD software ANSYS
FLUENT which allows application of momentum equations for both fluid and
sediment phases individually with coupling Euler-Euler two phase model. The aim is
to evaluate the model efficiency comparing experimental findings and numerical

results.

ANSYS FLUENT has flexible and easy deforming meshes solving flow problems
with unstructured meshes that allow generating geometries. However, due to the
complexities of both the flow field and the scour mechanism, numerical modeling of
the scour process around bridge piers remains a difficult research topic. CFD process
consists of two stages; discretization stage and numerical solution. ANSYS FLUENT

uses finite volume method (http://www.ansys.com).

Advances in computational fluid mechanics have provided the basis for further
insight into the dynamics of multiphase flows. Currently, there are two approaches
for the numerical calculation of multiphase flows: the Euler-Lagrange approach and
the Euler-Euler approach. Fundamentally, in the Euler-Lagrange approach, the fluid
phase is treated as a continuum by solving the time-averaged Navier-Stokes

equations, while the dispersed phase is solved by tracking a large number of
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particles, bubbles, or droplets through the calculated flow field. The dispersed phase
can exchange momentum, mass, and energy with the fluid phase. This makes the
model inappropriate for modeling of any application where the volume fraction of

the second phase is not negligible.

In the Eulerian multiphase models, fluid and sediment phases are treated
mathematically as interpenetrating continua. The phases can be liquids, gases, solids
or any used defined matters and their combinations. The momentum and continuity
equations are solved for each phase and a single pressure is shared by all phases. The
parameters which obtained from kinetic theory are available such as shear and bulk
velocities, frictional viscosity or granular temperature ...etc. In this study, the
Eulerian multiphase is used to simulate scouring around piers. There are two
interacting phases: water and sediment (ANSYS FLUENT 14.0 Theory Guide,
2011).

6.2 Fundamental Equations

The Eulerian two phase model mathematical formulations and components are
presented below for better understanding of the scour model.

e Continuity Equation
e Momentum equation
o Interphase Exchange Coefficients (Drag model)
o Pressure Field
= for Fluid Phase (SIMPLE Method)
= for Solid Phase
e Solid Pressure
e Granular Temperature
o Stress Sensor
= Solid Stress Tensor
e Shear Viscosity

o Collisional Viscosity
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oKinetic Viscosity
oFrictional Viscosity
e Bulk Viscosity
= Turbulence Effects
o for Fluid Phase (turbulence models)
e for Solid Phase (Tchen Theory)
o Gravity Force

6.2.1 Governing Continuity Equation

ANSYS FLUENT solves conservation equations for each phase. In the case of
granular flows, these equations can be obtained by the application of kinetic theory.
According to the law of conservation of mass, both the difference of the rate of mass
inflow and the rate of mass outflow must be equal to changing of volume. The
continuity equation for phase g is (ANSYS FLUENT 14.0 Theory Guide, 2011).

%(“qpq)"'v(aqpq%):o (6.1)

where,
g = fluid and sediment respectively (f and s)
asand o5 = water volume fraction and sediment volume fraction (as+os=1)

prand ps = mass density of water and sediment respectively

V, = the velocity of phase q

The two phase model includes fluid and solid (water and sediment) phases which

denoted by f and s respectively in this research.
6.2.2 Governing Momentum Equation

The concept of incipient motion of sediment particles from the bed is important to

understand the aggradation and degradation forces acting on a spherical sediment
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particle. One of the important forces is drag force that responsible from momentum
exchange. In particle and particle interactions drag coefficient gains importance
when single particle moves in a dispersed two phase mixture. Other important forces
are static pressure gradient and solid pressure gradient, viscous forces and body
forces. The component lift force can be neglected which is important for larger
particles and virtual mass force which is appropriate when sediment density is much
smaller than water density. The momentum equation states that the rate of change of
momentum is equal to the resultant force acting on the control volume. The
momentum balance for phase g by all assuming; (ANSYS FLUENT 14.0 Theory
Guide, 2011).

%(afpf\Z)+v(afpf\?\Z):_afvp"'vi"'“fpf g+Ky _;—\7{) (6.2)

_—

%(aspsvs )+ V(asps\ZV—s): -a VP -VP, + V: +a,p.0+ K —f —\75) (6.3)

where;

VT = the velocity for fluid phase f

\7s = the velocity for solid phase s

Ps = solid pressure for granular flows in compressible flows

P = pressure for shared by both phases
Ky t —V—f) and K —f —\Z) = the interaction forces between two phases
K¢ and Ky = the interphase exchange coefficients

7, = stress tensor of solid phase

r_f = Reynolds stress tensor for fluid phase

as and o= fluid and solid volume fractions respectively

The momentum interphase exchange is based on the value of interphase exchange
coefficients Kg and Ky between two phases. For calculate the drag coefficient,

Gidaspow model (Gidaspow et. al. 1992) is used as following:
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K :ZCD a. a; > if a,>08 (6.4)
a\l-a a,a V.-V,
K, =150 1 ;)”f 11752 N-vi) if o, <0.8 (6.5)
afds S
Cy=—22 [1+015(x, Re, F**'] (6.6)
a, Re

where,
ds = sediment diameter

Re = Reynolds number

For granular flows a solid pressure Ps is calculated independently and it is used for
the pressure gradient term in the compressible regime (where the solids volume
fraction is less than its maximum allowed value). A granular temperature is used into
the model, because Maxwellian velocity distribution is indicated for particles. The

solids pressure that related to granular temperature ®, is composed of a kinetic term

and a second term due to particle collisions:
PS = aspSGS + Zps (l+ eSS )aszgo,ss®s (67)

where;

e, = the coefficient of restitution for particle collisions = 0.9 (default value)

J,. = the radial distribution function and can be expressed for one solid phase as;

=]
Joss =|1— (6.8)
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The radial distribution function goss is a distribution function that governs the
transition from compressible condition with a<as max , Where the spacing between the
solid particles can continue to decrease, to the incompressible condition with
o=asmax , Where no further decrease in the spacing can occur. The default asmax value
is 0.63 can be taken for sand particles. The granular temperature is the proportional
to the kinetic energy of the random motion of the particles. If transport equation

derived from kinetic theory, it takes the form;

g[%(psas®s)+V( sas\z®s):| = (_ PsT+ :) V\Z +

v(k®sv®s )_ 7'(95 + ¢fs

(6.9)

where;

(— PSI=+ z) V\7s = the generation of energy by the solid stress tensor
ke, VO, = the diffusive flux of granular energy

7O = the collisional dissipation of energy

¢, = the kinetic energy exchange of random fluctuations in particle velocity from

the solid phase to the fluid phase and can be defined as;

¢fs = _3Kfs® (610)

S

ANSYS FLUENT uses default Syamlal and O’Brien (1989) model for the diffusion

coefficient for granular energy k,, is given by Eq. 6.11 below:

_15d, pia, /O
© 4(41-33p)

(C)

120 Do+ (013,05 | (610
5 = 157 ’

where,

n=>(+e,) (6.12)
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The collisional dissipation of energy y®,, represents energy dissipation rate within

the solid phase due to the collisions between particles and it can be defined as;

12(1 B eszs )g 0,ss

0 = Cs s 297 (6.13)
S d \/; S S S "

Viscous forces are other required component for closure of the momentum equation.

Stress tensor of solid phase r=s in Eqg. 6.3 given as:
= . —T> 2 —_—
T =a,u, (vvs W )+ a, (/15 S jvvs | (6.14)

where;

1, = the shear viscosity of sediment phase

A, = the bulk viscosity of the sediment phase

Shear and bulk viscosities arise from particle momentum exchange due to translation
and collision. Shear viscosity of sediment phase includes three viscosities:
collisional, kinetic and optional frictional viscosity. When concentration of flow is
low, solid particles move randomly by fluctuating and viscous dissipation and stress
is called kinetic. In higher concentrations, solid particles move higher and it referred
to as collisional. When sediment concentration in the flow is very high (more than
50% in volume), the particle motion can be as rolling, sliding or jumping along the
bed is called frictional (Duarte and Murata et al., 2008). The shear viscosity of

sediment phase can be defines as:

lus = lus,kin +lus,col +lus,fr (615)

ANSYS FLUENT uses Syamlal and O’Brien (1989) equation for calculating kinetic

viscosity is default;
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asdsps\/Gsﬂ' 2
=————11+—(1+e )3e. -l 6.16
/us,kln 6(3—635) |: 5( ss)( ss ) sgo,ss:| ( )
Y/
/uscol =ﬂaspsdsg055(l+ess{_sj (617)
’ 5 ’ Vs

o =g (6.18)

’ 24 1,p

where;
¢ = the angle of internal friction

I,p= the second invariant of the deviatoric stress tensor

Granular kinetic theory based on that solids are in continuous and chaotic motion in
the fluid. That chaotic motion can be in low concentrations or high concentrations

due to the frictions between fluid and solid. The bulk viscosity of the sediment A,

accounts for the resistance of the granular particle to compression and expansion.

The following equation from Lun et. al. (1984) gives A, as;

%
ﬂ“s :%aspsdsgo,ss(l'i_ess{gj (619)

T

Default value of the bulk viscosity of the sediment is zero but it can be change with

possible expression of Lun et. al. (1984).

Only the full 3D model is suitable for a realistic simulation of local scour processes.
However 3D hydrodynamic equations include the Navier-Stokes equations with
turbulent flows near the structures and solving them is very complex and difficult.
Turbulence is a fluid motion in which velocity, pressure and other flow quantities
fluctuate irregularly in time and space. Turbulence is an issue that requires

interdisciplinary work. The equations are nonlinear and aren’t enough equation
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versus unknowns. This problem is called “closure problem”. Also the modeling of
turbulence in multiphase flows is extremely complex versus single phase modeling.
There are various mathematical models used in flow modeling to understand
turbulence. In this study, modified k-¢ model is used for predicting of turbulence
fluctuations for the fluid phase. ANSYS FLUENT uses Tchen theory (Tchen, 1947)
correlations for the second phases. The eddy viscosity model is used to calculate

average fluctuating quantities.
6.2.2.1 Turbulence in the Fluid Phase

The Reynolds stress tensor for the fluid phase f can be expressed as (ANSYS
FLUENT 14.0 Theory Guide, 2011);

2 _ = _ —_—
T z_g(pfkf + Py VU +pf:ut,f(vuf "‘VUI) (6.20)
where;

lT{ = the phase weighted velocity

4, ¢ = the turbulent viscosity can be expresses as;

e =PiC,—= (6.21)

where;
C# = 0.0848 for RNG k-¢ turbulence model

ki = turbulent kinetic energy

& = dissipation rate

The turbulent energy k; and dissipation rate & can be obtained from the RNG k-¢

turbulence model:
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0 P H ¢
—l\a k. )J+V\a U.k.|=V|a VK, |+a.G, . —a.,p. &, +
8t< o f) (fpf f f) [ f o fJ £ 9k, f i Pi€¢ (6.22)
afpfnkf
0 — Hy
a(afpfgf)+v(afpfuf‘9f)zv(af Ot_f vgf]"‘
“ (6.23)
&
O k_f(ClgGk,f —C,.pi & )+afpra,
f
where;

G, ; = the production of turbulent Kinetic energy

IT, and IT, =influences of the solid phase on the fluid phase

The production of turbulent kinetic energy G, ; is modeled identically for the

standard, RNG and modified k-¢ turbulence models. From the each equation for the

transport of k, this term may be defined as:

— 0u;
G =—puu; — (6.24)
k,f ivj 6X-

[T, is derived from the instantaneous equation of the fluid phase. IT, and TI, can

be defined as below:

K S
M, =— (ksf—zkfwsfvdr) (6.25)
A Py
&
M, =Cy T, (6.26)
f

where;

kst = the covariance of the velocities of the fluid phase f and the solid phase s
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v = the relative velocity between fluid and solid phase

\E = the drift velocity resulted from turbulent fluctuations in the volume fraction

The RNG k-¢ turbulence model for the water phase with supplement of extra terms
which take into account the interphase turbulent momentum transfer was used. €
equation rederived using the renormalizes group (RNG) theory by Yakhot et. al.
(1992). One new was introduced to take into account the highly anisotropic features
of turbulence, usually associated with regions of large shear, and to modify the
viscosity accordingly. This term was claimed to improve the simulation accuracy of
the RNG k-¢ turbulence model for highly strained flows (Wu, 2002). The Reynolds
stress tensor and coefficient C,; and C,, constants determined from benchmark
experiments. Yakhot et. al. (1992) expressed the constants C, =1.42-5(I-
n/m0)/(1+Bn°). Here, B=0.015, n=0.012 and 5,=4.38, because of the term of the right
side of the equation is small, C,=1.42. The other coefficients are C,,=1.68,
C,=0.0848, 0x=0.7179 and ¢,=0.7179.

The drift velocity can be computed by:

\E:—Dt,sf[st— 1 VafJ (6.27)

OO (ogeyon

where;

D, . =the binary turbulent diffusion coefficient, Ds and Dy are diffusivities. When
using Tchen theory in multiphase flows, ANSYS FLUENT assumes Ds=Ds =Dy and
= 0.75 (default value).

o = dispersion Prandtl number that default value is 0.75

6.2.2.2 Turbulence in the Solid Phase

Tchen theory correlations are used for the dispersed phases which based on the
particle turbulent kinetic energy and the turbulent energy due to interphase

interaction are expressed as algebraic function of the continuous phase kinetic energy
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in ANSYS FLUENT. Time and length scales that characterize the motion are used to
evaluate dispersion coefficients, correlation functions and the turbulent kinetic
energy of each dispersed phase. There are two characteristic times. The first time
scale is the characteristic particle relaxation time connected with internal effects
acting on the particle and defined as (ANSYS FLUENT 14.0 Theory Guide, 2011);

Tt = 0Py K;#[&wv] (6.28)

f

where;

C, = the added mass coefficient and = 0.5 (default value)

The second time scale is the characteristic time of correlated turbulent motions or

eddy particle interaction time which is defined as:
Tost = Tot (1+Cﬁ§2)7% (6.29)

where;

7, ; = the characteristic time of energetic turbulent eddies, and

(6.30)

where;

V.= the averaged value of the local relative velocity between a particle and

surrounding fluid.

The characteristic time of energetic turbulent eddies can be defined as:

k
T 30 X (6.31)



C, =1.8-1.35cos’ 4 (6.32)

where;

6 = the angle between the mean particle velocity and the mean relative velocity

The ratio between these two characteristic times is defined as:

Ry = (6.33)

TF,sf

The turbulence quantities for solid phase follow as (Simonin and Viollet (1990)):

b* +
k, = kf[ ] "SfJ (6.34)
+775f

The eddy viscosity for the solid phase is:

2 1
D, = Dt,sf +(§ ks _béksf jTF,sf (635)

S

The binary turbulent diffusion coefficient D, and covariance of the velocities of

the fluid phase and the solid phase k  can be defined as follows:

1
Dt,sf =§ksfrt,sf (636)
b+
K, =2k{ 77“} (6.37)
1+77$f

162



where;

-1
b=(1+C,) 2= +C, (6.38)
Ps

6.2.3 Volume Fractions

Each phase behaves as an interpenetrating continuum in the Eulerian approach.
The continua includes phasic volume fractions that denoted here by o4 Volume
fractions represent the space occupied by each phase, and the laws of conservation of
mass and momentum are satisfied by each phase individually. The volume fraction is
denoted as 0<aq<! for each phase and assumed to be continuous functions of space

and time and their sum is equal to one. The volume of phase q and V, are defined as;

V, = j a,dV (6.39)
\

where; Zn:aq =1

g=1
6.3 Numerical Simulation of Scouring Using Eulerian Two Phase Model

The experiments described in Chapter 4 and corresponding to the piers P1 and P2
with the generation of the hydrograph Hid 2 are simulated by using ANSYS
FLUENT software. The relevant experimental findings given in Chapter 5 are

compared with those obtained from these numerical solutions.

The geometry configuration of the flume is shown in Figure 6.1. The grids statics
were controlled by the ANSY'S for good meshing. The computational domain is first
meshed using a quad/tri cell size of 50 mm and then finer meshes were described in
the vicinity of the pier to define the appropriate cell dimension for application of
turbulent wall functions. Therefore, the cell size of 5 mm was used near the pier wall

and increased up to 50 mm. Three dimensional grid system had 98.560 nodes and
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86.073 cells with according to ANSYS meshing generator. Then the sediment layer
of 26 cm was defined while initial and boundary conditions were given. The meshing
grids for the simulation of P1 and P2 pier are shown in Figure 6.2a and 6.2b,

respectively.

e B ) outflow
inflow - = Snees

wall bottom

0,000 3,000 6,000 (m)
— — ]
1,500 4,500

Figure 6.1 Geometry configuration of flume. X is the flow direction. The gravity was set to —Y

direction. The sediment layer thickness is 26 cm. The figure has no scale

Figure 6.2 Meshing grid system used in FLUENT simulations a) and c) for pier P1 b) and d) for pier
P2
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At the wall boundaries no slip boundary condition was set; it means that all
velocity components were zero. The side walls and pier wall were assumed to be
smooth. On the other hand the roughness height of the bottom wall was specified
according to Ds of the sediment. In the flume domain all velocity components were
zero as initial conditions. At the inlet, the input hydrograph constitute the upstream
boundary condition. The velocity was set to x direction by using user defined
function UDF macro. A logarithmic velocity profile selected at the end of the inflow
section while the hydrograph was passing. At the downstream outlet, the outflow
boundary condition was set. It means that the normal gradients of all dependent
variables were set zero for exit. The water surface of the flume was modelled as a
symmetry plane where a zero-gradient condition is used for the velocity components
parallel to the free surface, while the gradients of &, ¢ and velocity components
perpendicular to the free surface are set to zero. The symmetry plan assumption is
consistent since all Froude numbers are smaller than 0.4. Standard wall functions
were used for near wall treatment. The Gidaspow model was used to determine the
water sediment exchange drag coefficient, as made by Zhao (2005). The binary
turbulent diffusion coefficient was set 0.75 as default value and particle collision
coefficient was set 0.9 as suggested for sand material.

The volume fraction of the sediment was patched to adapted region before the
calculation started. Density and viscosity of the water were taken as default values
for 20 °C; 998.2 kg/m* and 0.001003 kg/ms respectively. The properties of the
second fluid phase sediment was defined by Kkinetic theory. The gravitational
acceleration is taken as 9.81 m/s? in — y direction. The atmosphere pressure was

taken as 101325 Pa for open channel flow.

While defining boundary conditions, various turbulence parameters are required.
In this study turbulence intensity and hydraulic diameter were selected for computing
the values of k and ¢. Turbulence intensity, | is defined as the ratio of the root mean
square of the velocity fluctuations. An empirical formula is used to calculate the
turbulence intensity (ANSY'S Inc. 2001);
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where;

u’ = the velocity fluctuations

Uavg = the mean flow velocity

1= —016(R,)s

avg

(6.40)

The solution conditions and methods were summarized in Table 6.1 below. In the

simulations, the computation duration was 960 hours by using a computer with 8

core processors. The unsteady and implicit scheme was selected for simulations. For

providing the stability conditions the Courant — Friedrichs — Lewy (CFL) condition

was used. Since the water waves travel at a much higher velocity than the bed

transients this condition is given by:

where; C, = Courant number

n

C =Mso.z5
AX

Table 6.1 Summary of the solution conditions and methods

Space : 3D
Time : Unsteady
RNG k-¢ Model
Turbulence Model : Standart Wall Functions
Tchen Theory
Drag Coefficient : Gidaspow

Viscosity Model :

Kinetic Theory for Sediment

Phase

Pressure Velocity Coupling :

Phase Coupled SIMPLE

Momentum :

First order upwind

Volume Fraction :

First order upwind

Turbulence Kinetic Energy :

First order upwind

Turbulence Dissipation Rate :

First order upwind
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6.4 Comparison of Experimental and Numerical Results

The interfaces between water and sediment was taken as profile which
corresponded to the sediment volume fraction as = 0.5. The simulated and measured
scour holes configurations for P1 and P2 are given in Figure 6.3 and Figure 6.4,
respectively.

simulated ANSYS

simulated

simulated
I

Simulated and measured

Figure 6.3 Final Scour hole configurations for P1 with Hid 2
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measured

ANSYS
RS

simulated Simulated and measured

measured |

Figure 6.4 Final Scour hole configurations for P2 with Hid 2

Figures 6.5 and 6.6 represent the variations of bed elevations for P1 and P2 piers
along the channel from the beginning of the experiment until the end of the
hydrograph, involving both steady and unsteady cases. The final experimental and
numerical elevations corresponding to t= 15 min are depicted in Figures 6.7 and 6.8
for piers P1 and P2, respectively. The values of RMSE, MAE errors and the

determination coefficient R? are also given in related figures.
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Figure 6.5 Bed elevations along the channel at the region near P1

X (cm)

Figure 6.6 Bed elevations along the channel at the region near P2
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— ----------------- ---------- ) :_ --------- MAE = 0.62 cm
FLOW DIRECTION _ﬁ R2=0091

X (cm)

Figure 6.7 Bed elevations along the channel at the region near P1 at the t = 15 min

G S VS Y A ——
N | | ===Experiment
RMSE =0.53

MAE =0.48

R*>=0.94

X (em)

Figure 6.8 Bed elevations along the channel at the region near P2 at the t = 15 min

The experimental and numerical temporal variations of the scour depths at point A

are provided in Figures 6.9 and 6.10 for P1 and P2, respectively.
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Figure 6.9 Measured and simulated dg; (t) values at point A for P1
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Figure 6.10 Measured and simulated dg; (t) values at point A for P2

The theoretical time dependent scour depths obtained from the software ANSYS
FLUENT at points B and C are plotted in Figures 6.11 and 6.12 for P1 and P2,
respectively. In these figures, only one experimental values appears since the final

value (at the end of the experiment) was measured.
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Figure 6.11 Measured and simulated ds, (t) and ds; (t) values at point B and C for P1
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Figure 6.12 Measured and simulated ds, (t) and dg; (t) values at point B and C for P2

The velocity vectors around P1 at water surface calculated at t = 5, 7, 8 and 10

min are given in Figure 6.13a,b,c,d.
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Figure 6.13 Velocity vectors around P1 ata) t =5 min, b) t =7 min ¢) t = 10 min

The velocity vectors around P2 at water surface calculated at t = 5, 7, 8 and 10

min are given in Figure 6.14a,b,c,d.

Figure 6.14 Velocity vectors around P2 ata) t =5 min, b) t =7 min ¢) t = 10 min
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The Figure 6.13 and 6.14 show the simulated flow field at the water surface
around the pier obtained by RNG k-¢ model. The figure clearly displays circulation
and reversed flow in the immediate vicinity of the pier.

Figure 6.15 indicates velocity vectors for F, = 0.23 in longitudinal section.
Downward flow occurs in front of the pier, with an increase in velocity magnitude
and sharper angles when the bottom was approached. Wake vortices occur in the
downstream of the pier which cause deposition.

| i

Downward flow te .

0 0.050 0.100 (m)

I )
T I Vortex near bed

Figure 6.15 Velocity vectors in longitudinal section

The measured and calculated values of the scour hole length (L) and width (W)
are given in Table 6.2 for P1. The R?values are 0.98 and 0.99 for of the scour hole
length (L) and width (W), respectively.
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Table 6.2 Measured and calculated scour length L and scour width W values for P1

time L calculated L measured W calculated | W measured
min cm cm cm cm

5 17.14 18.35 18.67 19.08

10 20.05 19.88 22.16 20.52

15 21.15 20.94 24.11 21.05

The measured and calculated values of the scour hole length (L) and width (W)

are given in Table 6.3 for P2. The R?values are 0.98 and 0.95 for of the scour hole

length (L) and width (W), respectively.

Table 6.3 Measured and calculated scour length L and scour width W values for P2

time L calculated L measured W calculated | W measured
min cm cm cm cm

5 9.68 10.44 15.95 16.36

10 10.9 10.66 17.05 16.36

15 15.25 13.24 20.66 21.58
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CHAPTER SEVEN
CONCLUSION

In the scope of this thesis, the time dependent scour depths, the equilibrium scour
depths and the temporal evolutions of the scour hole were investigated for five
different pier shapes. Circular, square, rectangular, rectangular with circular nose and
rectangular with trapezoidal nose piers were tested. All the experiments were

performed under clear water conditions and by using uniform bed material.

The peak flow rates were found much more effective compared to hydrograph

durations.

Equilibrium scour depths were calculated by applying the approach proposed by
Shapperds. The measured and calculated equilibrium scour depth values were close
to each other in the case of P1, P2 and P5. The calculated equilibrium depths were

higher for P3 and P4 in steady flow case.

The observed equilibrium scour depths increased in the following order: P5 - P4 -
P1- P2 and P3. According to this result, rectangle with trapezoidal noses shaped
piers and rectangle with circular noses shaped bridge piers seem to be more
advantageous in order to reduce the magnitude of the scour depth. When the
experiments were considered as a whole, it was observed that the measured final

scour depths increased in the same order.

The final and equilibrium scour depths were found closer to each other in the case

of circular, square and rectangular with trapezoidal nose pier.
The discrepancy between the measured dimensionless scour depths and those

calculated from the relation suggested by Oliveto and Hager (2002) seems to result

from the fact that steady and unsteady flows are combined in this study.
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The calculated shape factor was closer to that proposed by Oliveto and Hager
(2002) for P2. The calculated shape factor was closer to that proposed by Tison
(1940) for P3. The calculated shape factor was slightly less than the smallest value
existing in literature for P4. It was not possible the compare the calculated shape

factor for P5 since a similar study was not available.

The determination coefficients for the obtained empirical relations were in order
of magnitude ranging from 0.85 to 1.00. This fact implies that these relations are

significant statistically.

The smallest scour hole was observed for the rectangular with circular noses pier.
The dimensions of the scour hole become greater in the following order: the

rectangular with trapezoidal noses, circular, square and rectangular piers.

An acceptable compatibility was observed between experimental findings and
numerical results obtained from the software ANSYS FLUENT used with RNG k-¢

turbulence model, for circular and square piers.

The calculated lengths and widths of the scour hole were found close to the

measured ones.

Recommendations for the future studies can be outlined as follows:

Circular, square, rectangular, rectangular with circular nose and rectangular with
trapezoidal nose pier shapes with different dimensions can be tested to observe the
effect of dimension for a given shape and also to perform much more advanced study

related to the variation of the shape factor.

Sediment with different sizes could be tasted to reveal the influence of the

sediment dimension.
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Trapezoidal hydrographs may also be generated in order to study the shape of
hydrographs.

Similar investigations can be carried out for abutments.
Similar studies can be carried out with protected piers in order to determine the

efficiency of the countermeasures such as riprap, collar, slot,... etc.

Experiments with sediment feeding could be interesting since this situation

reflects what happens in nature.

Scour phenomena can be studied in the case of pier groups and also piled piers.

The ANSYS FLUENT software can be used with various turbulence models.
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