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FOREWORD

This thesis is written as completion to the heat and fluid master program, at the
Istanbul Technical University. The master programme focuses on behaviors of nature
from fluid and heat mechanism point of view. The subject of this thesis is fluid based
acoustic level evaluation by utilizing numerical method developed for supersonic jet
flow. | have chosen to add computational aero acoustic to my professional skills, in
line with the research field of the master.

All the effort put into this Master Assignment would not be enough, if I did not have
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thank my father, Opr. Dr. Ugur Mehmet icke, my mother, Mahizer icke and my
sister, Melike Icke, for being strict when | needed it and their priceless advice and
support they were always ready to give. And also, | would like to thanks my
girlfriend, Yurdagiil Caglayan, who did not hesitate to help me with any difficulties |
encountered. This support would not be complete without the helping hand of my
supervisor from Ford Otosan, Dr. Cenk Din¢ and my workmate. My friends made
sure | had the necessary distraction during the process of research and always came
up with handy ideas.

Since September 2014 | have been conducting research on the topic. | have
experienced this period as very interesting and instructive. At the beginning | had
little knowledge of acoustics and computational fluid dynamics. However, | have
been able to achieve a result | am very satisfied with. | would like to thank my
supervisor from the University, Prof. Dr. 1. Bedii Ozdemir from Mechanical
Engineering Department. His valuable insights and directions gave me needful
guidance to complete the research and write this thesis. Moreover, | would like to
thank Assoc. Prof. Dr. Mehmet Sahin for his greatful support from computational
fluid dynamics perspective and Prof. Dr. Riistem Arslan for his supportive
approaches.

Thereby | would like to close one chapter of my life and open up a different one,
hopefully as interesting and rewarding as the three years of studying at the Istanbul
Technical University.

Oct 2015 Ramiz Omiir ICKE
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NOMENCLATURE

a, - Initial sound velocity

a : Sound velocity at target point
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Ae : Area of grid element

Co - initial sound velocity

Cp : Specific Heat Coefficient
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d;; - direction of grid edge
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e > Unit energy term

e - Initial unit energy term

e; : Unit energy term at t

E : Total energy term
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K, - Pressure kappa
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: RHS Pressure
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: Time
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: Mean temperature

: Free flow velocity

: Free flow velocity at any Xx; direction
: Velocity at x direction

: Velocity at x direction interms of variable approach point
: Velocity at x direction for LHS

: Velocity at x direction for RHS

: Velocity at x direction for freestream
: Gap flow velocity

: Velocity at y direction

: Velocity at x direction for freestream
: Periodic fourier function

. Alfa

: Beta

: Gamma

: Kronecker number

: Kronecker number for variable axis

: Dynamic viscosity

: Prandtl number

: Density

- Initial Density

- Density for target point

: Density for LHS

: Density for RHS

- Density for freestream

: Stress tensor

- Scallar field
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NUMERICAL INVESTIGATION OF AERODYNAMIC AND
AEROACOUSTIC PROPERTIES OF A SUPERSONIC JET

SUMMARY

In many industrial applications, noise is an important point in human health, noise
and social order. And having the appropriate frequency and noise as low as possible
is desirable extent. Our environmental noise sources vary considerably. Traffic,
industry, train, plane, is the environmental impact of construction noise reasons and
so on. The resulting noise source may be due to different reasons. For example,
friction between materials, explosions, interaction between air and solid can be
given.

Nowadays, the lower noise level is required for vehicles such as car, aircraft and
trains. Because of this situation it is mentioned by a number of specific criteria the
commission. In addition, in terms of marketing it is an important component to
vehicle confort. Therefore, a lot of evaluations in the aerospace and automotive
company to experiment on noise and writing articles, and, they’re developing
theories and making progress.

In the aviation industry, one of the major focus is sources of noise radiated from the
engine nozzle. Lots of examinations and experiments were conducted in this scope.
The nozzle exit creating pressure fluctuation as complex is a highly effective sound
source location and this case for both the supersonic nozzle and subsonic nozzle is
available. In thessis scope, the noise level at the outlet of the supersonic jet nozzle
base sound has been investigated by utilizing numerical methods.

In the first part of the thesis, a wide range of assessment of fluid mechanics and
computational fluid dynamics methods has been mentioned. Here, how to evaluate
the events of flow and how it can be modeled numerically are mainly focused on.
Such as flow characteristics, solutions and approaches, important technical
informations are given in the first chapter. Here, the Navier-Stokes equations and
solving techniques are shown briefly such as Direct Numeric Simulation (DNS),
Large Eddy Simulation (LES) and Detached Eddy Simulation (DES) methods. In
addition, using Linearized Euler Equation (LEE), the solution of Euler's equation is
shown. In this section, technical solutions that are available for LEE equations used
for this thesis was examined. The most effective method, AUSM, are discussed in a
comprehensive manner. In this thesis, the decribed model is solved using LEE-
AUSM method.

In the second part, general concepts related to acoustic shown. Accordingly,
technical details have been provided. In addition, acoustic analogies used in the
literature is mentioned in this section. To name the main acoustic assessment
methods, Lighthill analogy, Curle analogy, Ffowcs William-Hawking (FW-H)
method and Kirchhoff method can be shown. the scope of the thesis, using
Lighthill’s method, total amount of noise has been computed from the light of LEE-
AUSM output. The differences between methods, disadvantages and advantages of
the methods are demonstrated in this section.
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In the third section, main problem describtion and the details are located. Problems
in other words discussed the issue is investigation of the use of a supersonic nozzle
of the characters in the tests conducted by the National Aeronautics and Space
Institute (NASA). Investigation of NASA's test of nozzle includes frequency, decibel
scale and test conditions.

In the fourth chapter of the thesis, details of the modeling, coding structures
assumptions and results are located. Network modeling details, the compliance with
the CFD and the coding optimization can be found. The results fully belonging to
code builder who is author of thesis study are discussed here. As a result of the
simulation, flow diagrams, and graphs related to noise gradients are available.

In the last part of the thesis, NASA's results and code results obtained from numerial
study are compared. Furhermore, using same condition, CFD applications used in
industry benchmark study has been compiled in order to make validation of work.
Moreover, compared numerical results and flow diagrams have been shown.

The scope of the results of obtained result, neglecting viscous flow and turbulence
model approaches can be utilized for this type of supersonic flow in terms of
shockband and frequencies analysis. Acordingly, correlation of the determined model
shows similar idea. Same application can be applied to different model examination.
From the assessments, shockband noise dominant or dependent results have been
demonstrated.
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SES USTU BIiR JETIN AERODINAMIK VE AERO AKUSTIC
OZELLIKLERININ NUMERIK OLARAK iNCELENMESI

OZET

Bir¢ok endiistriyel uygulamada, toplumsal diizende ve insan saghginda giiriilti
onemli bir yer teskil etmektedir. Giiriiltiiniin uygun frekansda ve olabildigince diisiik
Olclide olmasi arzulanmaktadir. Cevremizde giiriiltii kaynaklar1 oldukga cesitlilik
gostermektedir. Trafik, sanayii, tren, ugak, insaat vb nedenlerle giiriiltii ¢evreye etki
etmektedir. Olusan giiriiltii kaynag1 farkli sebeplerden kaynaklanabilir. Ornegin
malzemeler arasi siirtlinme, patlama, hava ile katinin etkilesimi vb faktorler olabilir.
Gilintimiizde kullandigimiz otomobil, ugak ve tren gibi tasitlar i¢in giiriiltii seviyesi
yine minimal diizeyde istenmektedir. Bu durumdan 6tiirti bir¢ok komisyon tarafindan
belirli kriterler konulmustur. Buna ek olarak pazarlama agisindan da giiriiltii tasitlar
icin 6nemli bir konfor bileseni durumundadir. Bu nedenden o6tiirli bir ¢ok havacilik
ve otomotiv firmasi giiriiltli tizerine deneyler yapmakta, makaleler yazmakta, teoriler
tizetmekte ve gelistirmeler yapmaktadirlar.

Havacilik endiistrisinde ise Onemli odaklardan biri motor liilesindeki giiriiltii
kaynagidir. Bunu incelemek i¢in bir ¢ok inceleme ve deney gerceklestirilmistir. Liile
cikisindaki giiriiltii basing ¢alkantilar1 yaratmasi dolayisiyla oldukca etkili bir ses
kaynagi konumundadir ve bu durum hem ses {istii liilelerde hem de ses alt1 liilelerde
mevcuttur. Bu tez kapsaminda ses tistii bir lillenin ¢ikis kismindaki giiriiltii diizeyi
sayisal yontemler kullanilacak incelenecektir.

Tezin ilk bolimiinde akigkanlar mekanigi ve hesaplamali akiskanlar dinamigi
metodlar1 ile ilgili genis bir degerlendirme mevcuttur. Burada temel olarak akis
olaylarmin nasil degerlendirildigi ve bunun sayisal olarak nasil modellenebilecegi
tizerinde durulmaktadir. Akis karakterleri, ¢oziim teknik ve yaklagimlar ilk boliimde
verilen 6nemli bilgiler arasindadir. Burada Direct Numeric Simulation (DNS), Large
Eddy Simulation (LES) ve Detached Eddy Simulation (DES) gibi Navier-Stokes
denklemini ¢6zen teknikler kisaca gosterilmektedir. Buna ek olarak Linearized Euler
Equation (LEE) kullanarak Euler denklemlerinin ¢6ziimii gosterilmektedir. Tez
kapsaminda LEE kullanildigi i¢in LEE denklemleri i¢in mevcut olan ¢6ziim
teknikleri bu boliimde incelenmistir. Burada en efektif olan AUSM metodu tizerinde
kapsamlt bir sekilde durulmaktadir. Tez kapsaminda LEE-AUSM metodu
kullanilarak kontrol hacmindeki model ¢oziilmektedir.

Ikinci boliimde ise akustik ile ilgili genel geger kavramlar gosterilmistir. Bu kavrama
dair teknik detay saglanmistir. Buna ek olarak literaturde kullanilan akustik analojiler
yine bu bodlimde bahsedilmektedir. Baslica akustik degerlendirme yontemlerini
saymak gerekirse, bunlar Lighthill analojisi, Curle analojisi, Ffowcs William-
Hawking (FW-H) metodu ve Kirchhof metodu gosterilebilir. Tez kapsaminda LEE-
AUSM methodunun elde ettigi ¢iktilarin 1s18indan bu metodlardan Lighthill metodu
kullanilarak toplam giiriilti miktar1 bulunmaya c¢aligilacaktir. Lighthill analojisi
endiistride ve akademik literatlirde en ¢ok kullanilan yontemlerden biridir. Lighthill
metodu FLUENT, STAR-CCM vb bir cok ticari hesaplamali akigkanlar programi
tarafindan kullanilmaktadir. Bu metod kapsaminda yansitict yiizey diger bi deyisle
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sesin yansidigr durumlart kullanmak dogru bir yaklasim olmaz. Bu handikapi
¢cozebilmek i¢in FW-H ve Kirchhof yontemi kullanilabilir. Tez kapsaminda bu
yontemlere derinlikle bahsedilmemis olup bu yontemler arasi farklar ,dezavantajlar
ve avantajlar da yer almaktadir.

Ayrica bolimiin son kisminda akustik data elde edilisinde kullanilan temel
matematiksel kuramlar incelenmistir. Akustik yontemde kullanilan matematiksel
denklem olan green teoremi detayli bir sekilde incelenmistir. Buna ek olarak,
calkantinin zamana gore dagilimi ses siddetinin frekans ortamindaki dagiliminin elde
edilmesini saglayan fourier transferinden bahsedilmistir. Bunun hangi temellere
dayandig1 ve de nasil elde edildigi yine bu kisimda gosterilmistir. Son olarak, data
kalitesini yani dogru Ornekleme saglayabilmek i¢in 6nemli bir parametre olan
Nyquist kriteri incelenmistir. Proje kapsaminda 100kHz lik daha toplama 50kHzlik
data 6rneklemesi mevcuttur. Bu Nyquist yaklasimi kullanilarak elde edilmistir.
Ugiincii boliimde ise, iizerinde durulan problemin detaylar1 yer almaktadir. Problem
diger bir deyisle ele alinan durum Ulusal Havacilik ve Uzay Enstitiisii (NASA) niin
gerceklestirdigi testlerde kullandigi bir liilenin ses iistli durumdaki karakterinin
incelenmesidir. NASA testi yapilmis olan lillenin frekans ve desibel 6l¢eginin
incelenmesi ve test kosullart yer almaktadir. Test kosullarinin ne sekilde
gerceklestirildigi ve 6l¢iimiin ne sekilde yapildigi gosterilmektedir. Testde kullanilan
mikrofon setinin ses ol¢limiinde nasil yerlestirildigi ve hata oranlar1 da yine bu
boliimde 6zetlenmektedir.

Tezin dordiincii boliimiinde ise modellemenin detaylari, kodlama yapisi, varsayimlar
ve sonuclar yer almaktadir. Burada yapilan ag modellemesinin detaylari, CFD ile
uygunlugu, kodlama ile ilgili optimizasyonlar bulunabilir. Burada tezde calisilan
konu ile ilgili tamamen tez sahibine ait olan kod yapisinin sonuglari irdelenmektedir.
Simulasyon sonucunda akis diagramlari, gradyenler ve giiriilti ile ilgili grafikler
mevcuttur. Sok dalgalarinin belirgin lokasyonlari, sok dalgalarinin yayilim durumu
yine bu boliimde gosterimistir.

Tezin son kisminda ise, NASA nin elde ettigi testler ile yazilan kod sonucunda elde
edilmis sayisal sonuglar karsilastirilmistir. Buna ek olarak yine bu kisimda
benchmark calismasi yapmak amaciyla endiistride kullanilan CFD uygulamalarinda
da ayni durum modellenmistir. Burada sayisal sonuglar ve akis diagramlari
karsilastirilmistir.

Sonug olarak elde edilen sonuglar kapsaminda, gelistirilen kod semasi sayesinde,
sikistirilabilir akisdaki akis calkantilar1 basing ve yogunluk anlaminda belirgin bir
sekilde tespit edilebilmektedir. Liile c¢ikisindaki akis karakteristigi sikistirilabilir
akigkanlar presibine tamamen uygun olup sok baklavalar1 olarak adlandirdigimiz
yapilar olusmaktadir. Bu yapilar icinde normal ve egik soklar sayesinde anlik olarak
basing ve yogunluk degerleri degismektedir. Ozellikle liille ¢ikisindaki egik ve
normal sok yapilar1 olmasi gerektigi olusmustur. Yiiksek ve ani basing ve yogunluk
farkliliklar1 bu yapilar1 gosteren en onemli parametrelerdir. Dolayisiyla, yiiksek
dogrulukla bulunan sok yapilar1 akustik hesaplamalarin dogrulugunu 6nemli dl¢iide
artirmigtir.

Degisen basing gradyenleri “broadband noise” dedigimiz yapilarin kaynagim
olusturmaktadir. Bu tarz ses {istii akiglarda shockbandini ve frekanslar1 dogru almak
kosulu ile viskoz akis ve turbulence modeli yaklagimlari ihmal edilerek gercek
hayattan elde edilmis sonug ile belirgin bir sonug farki bulunmaktadir. Ancak sok
yapisinin dogru bir sekilde olusturulmast NASA test lerinde bazi frekanslarda
uygunluk gostermistir.
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Gelecek calisma kapsaminda kodun igersine turbulans ve viskoz terim ler de
eklenerek istenen en dogru akis ve acoustic karateristigi elde edilecektir. Bu ¢aligma
kapsaminda mevcut akis karakteristigi yeterli goriiliip hangi kaynagm hidrolik
calkantidan geldigi tespit edilmistir.

Calisma akustik kaynagin nasil ayriklastigi hakkinda uygun bir deneyim ve bilgi
icermektedir. Diger bir deyisle turbulans kaynakli, hidrodinamik calkant1 kaynakli
veya sok kaynakli akustik degerleri gosterir. Tez kapsaminda sok kaynakli durum
icin degerlendirme yapilmistir.

Proje kapsaminda gelistirilen kod farkli domain veya geometriler i¢in tamamen
uyumludur. Burada yapilan kod ile bir ¢ok farkli model incelenebilir. Farkli
problemlerde fiziksel durumlar degerlendirilebilir. Vizkoz terimlerin eklenmesi ile
“shear noise” olarak adlandirdigimiz duvara yakin bolgedeki calkantilart bulmada
yardime1 olacaktir. Dogal olarak buna turbulence terimleri de eklenmelidir dogrulu
artirabilmek icin. Bu sayede “mixing noise” ve “screech tone” adini verdigimiz ses
frekanslar1 yakalanabilir.
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1. INTRODUCTION

1.1 Importance of Aero-Acoustics

Acoustics have become one of the most important parameters for the design process
in aerospace, automotive, naval and defense industries. There are two kinds of
acoustic source, including fluid based and material based. In literature, fluid based
acoustics are called aero-acoustics. Automobile a-pillar wind noise, aircraft winglet
noise, aircraft engine jet noise, fan noise, etc. can be given for aero-acoustic
examples. To reduce generated noise, many studies continued by physical tests and
numerical methods are performed. Physical testing represents real situation and
correlation error is too small. However, it’s too hard to perform due to high expenses,
safety risks and rig complexities. In this scope, numerical approaches have become
the feasible point. Increasing computer capacities and abilities have made numeric
simulation capable and affordable for aero-acoustic researches. Numerical aero-
acoustic researches have been brought together under the same roof of
Computational Aero Acoustic (CAA).

Figure 1.1 : Aircraft noise and public life
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Figure 1.3 : Jet nozzle noise generated from turbofan engine

Computational aero-acoustic used for prediction of sound level works couple with
Computational Fluid Dynamics (CFD). CAA predicts sound sources and propagation
of the sound generation. To capture sound generation and radiation, CAA has high
order accurate systems such as from 4™ to 6™ order as different from CFD which uses

"d order approaches. There are too many applications in literature for CAA schemes
and solver techniques. However, this discretization totally depends on the CFD
method used as coupled. For instance, Reynolds Averaged Navier-Stokes (RANS),

Unsteady Reynolds Averaged Navier-Stokes (URANS), Direct Numerical

26



Simulation (DNS), Large Eddy Simulation (LES), Detached Eddy Simulation (DES)
etc. determines characteristic of the solution and then CAA methods computes sound
related items. And, the CAA method selection comes from selected CFD method

properties.

1.2 Goal of The Thesis Project

The goal of this thesis project is developing a method for predicting the sound
produced by supersonic rectangular jet by Computational Fluid Dynamics (CFD) and
Computational Aero Acoustic (CAA) in two-dimensional. Developed method has
been modelled in-house code performed at MATLAB and correlation study has been
performed with NASA’s physical test that is already done. And utilized Acoustic
Analogy originally based on Lighthill and Ffowcs Williams - Hawking studies. In the

project, correlation study and algorithms usage has been figured in detail.
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2. COMPUTATIONAL FLUID DYNAMICS

Computational Fluid Dynamics (CFD) is introduced as numerical calculation of
domain relied on problem description. For example, to represent turbulence structure,
it can be investigated in two sections that are laminar and turbulent flow. The real
life problem defined, as clearly can be convert to calculation domain in a proper way.
Flow description should have some assumption to solve problem. For instance, in
nature medium, airflow is always compressible form but in numerical approach, flow
below than 0.3 Mach number is assumed as incompressible flow. In this scope, main
concern of this study can be clarified from numerical approach. Before clarification,
some of the CFD methods were introduced as below.

In this project, whole CFD application depends on Navier-Stokes equations. Navier-
Stokes equation is probably most widespread theoretical equation in fluid dynamics.
It was derived from applying Newton’s second law to fluid-flow momentum

equation by Claude-Louis Navier and George Gabriel Stokes.

dpv

+—d
pv dy Y dV = dxdydz
1
!
|
I /
dpu
pu —4—> | -1 pu+idx
dx
1/
'_ — — p—
/7
y L t

x |
pv

Z

Figure 2.1 :Small infinitesimally element

Navier-Stokes equation (NS) is obtained using infinitesimally small element shown
on above figure. Divergence at interval element supports whole problem domain to
calculate overall equation for a sample control volume. From this point, first of all,

continuity equation is derived (White, 2006),
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a2t ox; (pvy) = (2.1)

And momentum equation,

0 0
(pvl) + [pv U] + p6u Tji] =0 (2.2)

Addition to these two equations, energy equivalent is also important governing
equation if temperature gradient affects problem at a certain level. Energy equation is
again obtained from small finite element input-output energy balance as below.

(peo) +o [pv,eo +vp +q; — vi1i;] = 0 (2.3)

From these two equations, flow behaviour is predicted if another additional equation
or things, which must be represented, doesn’t exist. Modelling industrial application
via CFD method is the main concern of CFD tools. This challenge becomes CFD
applications, codes, algorithms and equation faster day by day. A lot of example can
be reached from literature for CFD methods. Some of the applications will be

introduced in this report brief.

2.1 Direct Numerical, Large Eddy and Detached Eddy Simulation

At first, Direct Numerical Simulation (DNS) that has the highest accuracy in
literature will be handled. However, for commercial application or large domain it’s

not useful because of computation time and memory restriction.

In DNS, Navier-Stokes equation is solved without any turbulence modelling pack,
which derived from test-CFD correlation studies. Turbulence models help solution
for solving Reynolds-stress part. But DNS calculation, each turbulence scale is
computed directly from the smallest scale to the largest scale. These length scales

can be divided into three categories.

As second, LES can be utilized for investigating requested model. Similarly, LES
solves turbulence structure directly without any turbulence model pack. But, as
different as DNS, large scales of turbulence eddies are solved. Using LES near to

wall or small mesh size is not logical. Applying LES to domain needs additional
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filtering mechanism and it’s executed before overall computation. After that LES is
executed and appropriate region is solved. When LES is compared with DES, it has
lower cost and time efficiency. There are a lot of applications for LES such as

unsteady free stream, jet flow, exhaust flow etc.

As third, DES application also can be used for unsteady Navier-Stokes problems.
DES is kind of hybrid method combining LES and RANS method, which is derived
from test result correlated pre-defined turbulent model. Model separated in two
different zones as near wall and far field is computed two different approaches. At
zones near to wall are calculated by RANS methodology and for far field, calculation
Is executed using standard LES schemes. In other words, DES utilizes the best side
of two different applications and it can be applied to too many cases due high

capable capacity for fluid problem.

In thesis scope, these modules have not been used. This section has mentioned
complexity and CPU consumption of the modules. Instead of these modules, simpler

and more effective methods have been focused in the next sections.

2.2 Linearized Euler Equation

In this section, Linearized Euler Equation has been introduced. Linearized Euler
Equation (LEE) is a kind of computation method for fluid flow. Basically, Euler’s
equation represents inviscid flow, in other words, viscous terms in the flow
phenomena are neglected. Correspondingly, turbulence terms are ignored in fluid
flow. Applying this assumption to Navier-Stokes Equation, Euler’s Equation is
obtained. According to focus point in the investigated problem, LEE can become a
very useful approach in order to reduce computation time and algorithm
complexities. LEE based method used for compressible, unsteady and inviscid

problems.

The Euler equations can be described in 1-D as,

[ |+ 5

Here, p, u, p represent density, velocity and pressure correspondingly.

pu +p

=0
(E + P)u @4
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1
E =pe+ Epu2 and e = ¢y T (2.5)

If variable transformation is applied, the equation becomes,

0Q  of _

3t Tox 0 (2.6)

Q is state vector and f is inviscid flux. Using linearization, this equation converts to,

0Q 0f dp
3t tagax ~° @7
of _ . .
30 [A] »— Jacobian Matrix (2.8)
Then it becomes,
aq 00
o TlAlG =0 29)

This equation is called quasi-linear form of 1-D Euler Equation.

The Euler equations governing unsteady compressible inviscid flows can be

expressed in 2D conservative form as:

0Q  0F 0F _

FTIr By (2.10)
Where
p pu pv
e R il I e (211)
E u(E +p) v(E +p)

The Euler equations are not complete without an equation of state. We choose an

ideal gas for which
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ey = —P
"= 1) (212)

And Quasi-linear form,

a—Q+[A]a—Q+[B]a—Q=

T o 0 (2.13)

After introducing linearized Euler’s equation, solution methods can be described.
The solution will be investigated from aero-acoustic character determination.
Therefore, pressure fluctuation data are recorded at each time step. In literature,
numerous methods having different advantages exist. The most important methods

have been described as below.

2.2.1 Van-Leer flux splitting method

The Van Leer (1979) flux vector splitting is one of a large body of similar
techniques. Since a general fluid flow contains wave speeds that are both positive
and negative (so that eigenvalue information can pass both upstream and
downstream), the basic idea behind all of these techniques is that the flux can be split
into two components so that each may be properly discretized using relatively
upwind stencils to maintain stability and accuracy. There are many possible ways to
split the flux term by basing the splitting on the eigenvalue structure or some similar

representation of the flow.

From Tannehill, Anderson, and Pletcher (1997), the particular Van Leer flux splitting
sought to correct some problems found at sonic and stagnation points for an earlier
splitting called Steger-Warming. The Van Leer splitting offers both zero and first
order continuity through sonic and stagnation points, thus correcting this
problem. This particular variation of flux splitting is based on Mach number
splitting (Laney 1998). The Mach number for supersonic flow is simply the full
scalar Mach number in the downwind direction, and zero in the upwind

direction. For subsonic flow, the Mach number is slightly more complex.
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Figure 2.2 : Approaching to point

During the splitting, the point needed is computed by approaching left and right hand
side and it shown in Figure 2.2. This approach can be described in (2.14)
a0

. . o .
= T3z (FH Q) + - (F(@n) (2.14)

This one is the stable and second order. The Van-Leer method is flux terms, which
are continuously differentiable through the sonic line and stagnation zones. Left and

right term can be shown as,

[ iipa(M +1)2 1

I 1
F£=| +2pa(M+1)?[(y — 1)Ma + 2a] (2.15)

LRIk

+ %pa(M + D2[(y — D)Ma + 2a]?

2(y%-1)

2.2.2 Roe method

The Roe scheme gives solution on the basis of a localized Riemann problem, which
is referred in (Toro, 1999) as district from the Van Leer flux splitting technique. The
scheme calculates the flux at a specified face of a solution domain. The basic premise
of this problem is that changes in a flow can be transmitted only through entropy

waves and acoustic waves, and only at some given speeds, which represent the
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eigenvalues of the governing non-linear equation system. In one-dimensional
problem, three wave speeds are declared. One of them is the entropy wave at the
fluid is traveling, in the upstream and downstream direction, other one is acoustic

waves corresponding the speed of sound relative to fluid speed.

As different than Van-Leer method, In Roe Method, additional dissipation part has
been added to equation. This operation make equation less diffusive and related error

states have been taken out.

1 PO
F= 5 [F*(Q) + F (Qr) =T AT (Qr — QL) (2.16)

As seen from (2.16), second part represents dissipation part. Here T and A are,

. u 0 0
A=10 u+a 0 (2.17)
0 0 u—a

(2.18)

This method is appropriate for catching chock wave. It’s not useful for low Mach

number.

2.2.3 Solution scheme AUSM+ (Advaction Upstream Splitting Method)

The Advection Upstream Splitting Method (AUSM) is a sound out similarly in
bottom to the Van-Leer Method already discussed. Encircling summation, the flux is
composed of pair unsociable text consequence divagate each one may be properly
upwind stencilled. (Liou, 1996) is the original author of the technique, which has
been improved and altered several times since both by them and by others.

In this scheme, fluxes are separated in two parts as,

puy

0
2
_ pUg p
F - puluz + 0 (219)
0

w (E +p)

35



The first part is convective flux and the second part is pressure flux. Generally is

classified like that and also it is a suitable method for low Mach number flow.

Using Finite Volume Method,

0 0F, OF
0@  Of  OF _
ot  dox 9y

Equation can be shown as,
p puy pu;
9 |pur| , 9| pui+p ‘ 9 I Pty

at |PUz ox| Puauz pus +p
u,(E +p)

This formulation is converted to integral form,

6F1 6F1
ff dxdy + ff —+— dxdy =0

Then it becomes,

ffand +j£* Fds =0
atxy n s =

From discretization it becomes,

n+1 n 4 R
A+ ) - F(01, 0085, = 0
i=1
Then problem becomes
At~
= Qp - ) i F(Q 0nAS,
e <

=0

(2.20)

(2.21)

(2.22)

(2.23)

(2.24)

(2.25)

- F term computed from AUSM method it gives result from upwind algorithm. It is

explained briefly next sections.

Q/* is previous time solution.
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A, ,S; and n terms have been shown on below figure. And also a sample has been
demonstrated for a finite volume calculation sequences and node sequences have

been selected according to this term.

Here is the,
t, Xt
p == 2 2 (2.26)
t1 = (x(3) —x(T+ (y(3) —y(V))j (2.27)
t, = (x(4) —x(2Q)T+ (@) —y(2)J (2.28)
— y - y - X3 —X e
das = V(63 — %2)2 + (V3 — ¥2)? flag = = P -2 P ° (2.29)
After that from (Curle, 1955) its solution AUSM+ sequence goes;
MUy _(ap+ag) _ (p+pr)
ML/R = al/z ) a1/2 - T , p1/2 - T (230)
—o g+ Jugl?
M?=————
MZ = min(1, max(M?, M2)) (2.32)
fa =Mo(2 — M) (2.33)
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Figure 2.3 :A sample grid structure and notation

_ K = Pr — PL
My, = My (M) + MG,y (Mg) — -2 max(1 — oM?,0) -
fa P1/241,2
where
+
M@(M)
1 .
=M £ |M|) if |IM| =1
_12
- 1 1
iZ(M + 1)? (1 + 16BZ(M F 1)2> otherwise
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and

3 1
Kp=025,0=1a=1-(—4+ 5£2),8 = g3 Ku=075 (2.36)
According to this input, pressure flux,
P12 = P(JE)(ML)PL + Pi5)(Mg)pr
— Ky PG (M) PG (M) (o, + pr) (fudd ) (Mg — M,) (2:37)
and
+
[ L+ m if M| > 1
N ZM( M) / N (2.38)
- 1 1
lliZ(M + 1)? <(i2 - M)1 + 16'BZ(M + 1)2> otherw
and mass flux,
P a2 Myp;, M| =1
Y27 ay, My ppp otherwise (2.39)
After that, whole flux can be described as,
1
uq p n
=, ﬁ — U, + 1/2"x
n my E4 pJ P1/2My (2.40)
p 1L if My;>0 0

R otherwise

Then, AUSM+ function has set up.

2.2.3.1 Boundary conditions

On solid wall and symmetry condition, due to inviscid flow, pressure values have

been set to flux conditions. This value has been taken from closed mesh data as
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0
> p_ |PLn
0

Here is the “L” represent calculation domain and “R” represents neighbour domain.

For inflow boundary condition,

poouoo pOOvOO
2 UV
- oo poouoo+poo poooooo
mF =)ttt [T vl + oo (2.42)
U (Eco + Poo) Voo (Eco + Do)

For outflow condition, it similar to inflow but values is taken from neighbour volume

which locating near to outflow.

pLuL vaL
2 uU; v
S B pLu +pyL PLULDL
neF=n, PLULYL t 1y pLVE + 1y, (2.43)
u, (E, +pL) v, (EL +pL)
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3. AEROACOQUSTICS

3.1 Basics of Acoustics

3.1.1 Acoustic perception

Human ears perceive sound by vibrations and motions of molecules in any
environment. Most commonly, in air environment, fluid molecules interactions cause
to sound conduction and generation. Vibrations occurred in air medium is received
by ears and converted to sound information in range of limited frequencies. The
range has been determined from 20Hz to 20,000Hz (Errede, 2002).

The intensity of sound is another parameter for describing sound perception. The
Intensity range of sound is very large for human. It’s represented by sound pressure
level (SPL), which increases logarithmically. In literature, to define sound level of

sound, a reference sound pressure is predicated. This reference value is taken as,
Pres = 20 uPa (3.1)

In order to define the loudness of sound, SPL is calculated. Logarithm of root mean
square (RMS) of the sound variation per reference pressure value is taken. The

calculation is performed logarithmic formulation as shown in below.

meS
SPL = 201lo
810 <pref> (3.2)

The unit of SPL is described in terms of decibels (dB). And, in nature, there are too
many various SPL can be observed.
3.1.2 Acoustic sources

In General, acoustic sources can be classified as fluid originated, material friction
originated. In this study, aero-acoustic sources are considered. Fluid based sources

demonstrate similar characteristic with electromagnetic analogy and fluid mechanics
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sources. In aero-acoustics, there are three different sources have been defined which
are monopoles, dipoles and quadrupoles.

An acoustic monopoly can be described by an example, which would be a small
sphere, and radius of sphere expands. A kind of sound wave is radiated by a
monopoly in all directions equally. Mass inflow fluctuation constitutes monopole
noise. In addition, two monopole sources one of them are inhaling motion and
another one is exhale motion cause contrast motion which associate turbulent eddies
deforming. This formation is called as dipole source, which is occurred near
aerodynamic surface. The last one is quadrupole consists of two dipoles. In other
words, coaction of turbulent eddies pairs crate quadrupoles (Daniel A. Russell,
1999).

Quadrupoles is only produced by fluctuating stress on the fluid. In literature, for

Low Reynolds number, quadrupole component can be neglected.

180°

Figure 3.1 :Theoretical directivity patterns for far-field sound pressure levels
radiated from (a) monopole, (b) dipole, (c) lateral quadrupole and (d) longitudinal
guadrupoles sound sources (Daniel A. Russell, 1999).
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3.2 Aeroacoustics Integral Methods

The study of these flow generated acoustic waves probably began with Gutin’s
theory of propeller noise, which was developed in 1937. Yet, it was not until 1952,
when Lighthill introduced his acoustic analogy to deal with the problem of jet noise,
which a general theory began to emerge. Subsequently, Curle, Powell and Ffowcs
Williams extended Lighthill’s ideas, so as to include the effects of solid boundaries.
These extensions include Gutin’s analysis and, in fact, provide a complete theory of
aerodynamically generated sound that can be used to predict blading noise as well as

jet noise.

3.2.1 Lighthill’s analogy

In this section, Lighthill’s aero-acoustics analogy was introduced. Lighthill’s
approach depends on acoustic radiation of density fluctuation. So as to explain

analogy, general government equation is handled for fluid flow such as Continuity

equation,
P+ v =0
ot " ox, PV T (3.3)
momentum equations,
avi
Por Tt p(; - V)v; = —Vp + V1 (3.4)

Here V7;; is the viscous part of stress tensor. Multiplying equation (3.3) by v,

dp d
v; 3 + v; a_Xl (pv) =0 (3.5)

and, adding it to momentum equations

d
E(Pv) + V(pv X v) = =Vp + V15 (3.6)

occurs, divergence of equation (3.6) is
9]
Va(pv)+|7-|7(pv><v)=—|7-|7p+|7-|71ij (3.7)
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Differentiating continuity equation by time,

%p 90
a—tf + = (V(pv)) =0 (3.8)

Subtracting equation (3.8) from (3.7),

?’p
a_Z—V p+|7'|7‘[ij=\7'|7(pv><v) (39)

To make equation acoustic wave equation, aZV?p is subtracted from (3.9),

9%p

Fro agVip —V2p+ V-Vt =V-V(pv X v) — adV?p (3.10)

Rearrangement of (3.10),

2

d°p

5z —afVip=V?p -V -Vt;; +V-V(pv x v) —aiV?p (3.11)

Then it becomes,

d%p
oz~ WV = xD) [pij + pvivy — adpsyy] (3.12)

As seen from equation (3.11), it is a wave equation. Here §;; is Kronecker delta
function. RHS of equation is source term of wave equation. Equation (3.12) is

called Lighthill Equation. It can be written as,

2 —a?V?%p = aZTlJ
oz~ M P = Gxax; (3.13)
At equation, Tj; is called external stress.
Ty = py + piv; — agpdy; (3.14)

and from Lighthill’s and Curle’s studies, propagation sound can be calculated as,

p'(x,t) = p(x,t) — po (3.15)
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av(y)

R
_ 1 @ fTi'(y’t_a_o)
47‘[agaxiaxj R

(3.16)

1 aZJ‘GPU(yJﬁ_é%)dSOO

4maZ dx; R

Here, R = |x — y|, x is observation point, y is the point where acoustic sound is
generated, [; unit direction vector of solid boundary and t is current time. First part
of (3.19) is regarding external volume (V) integral that has been created by Lighthill
for quadrupole distribution on volume. Second part of equation (3.16) is regarding
surface integral (S), which has created by Curle. By this approach total sound
generation has been evaluated. In addition to this approach, density propagation

should be converted to pressure propagation to solve sound exactly.

Using,

dp = aidp (3.17)
p'(x,t) = p(x,t) — po (3.18)

_ 1 0% (x; — J’i)(xj - }’j)
4mad ) ot'2 R3
N 1 J(xi -yl 0p;;(y,t)
4mal R? at'2

T;j(y, t)av(y)
(3.19)

dS(y)

From this pressure propagation can be evaluated.

The quantities that can be estimated by the human ear, or measured by other phase-
insensitive instruments, are the intensity at any point, and its frequency spectrum.
The intensity of sound at a point where the density is p is a3/p, times the mean-

square fluctuation of p.
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ajg_—
I(x) = o (p(x) = po) (3.20)

By using p and p relation it can be rewritten as,

I(x) =

(p(x) —po)? =

PoQg 0Qo

<p?>(x) (3.21)

The unit of I are W /m?2. Intensity of sound (I(x)) represents the acoustic energy
received at point x in the unit time and per unit area. If I(x) is integrated around a
large surface, the acoustic power value radiated from the surface can be calculated

totally.

We should define mean-square acoustic pressure from auto-correlation of the
acoustic pressure,

T/2

<p?>(x1) = }i_n;f p'(x, Op'(x,t + ©)dt = C(7) (3.22)
-T/2

Fort =0,

<p?>(x0)=<p?>(x) (3.23)

Ooccurs.

Derived equations and results can be applied to flow without solid boundaries. In
solid boundary application reflection cannot be predicted correctly by this
methodology. High supersonic jets, low-speed jets can be treated by Lighthill’s

equations. Lighthill’s equation and approach is a kind of integral methods.

3.2.2 Ffowcs Williams-Hawkings equations

For the Lighthill’s analogy, sound generated aerodynamically was considered with
no solid bodies in the source region. Let us now consider a finite volume of space
containing a disturbed flow and rigid bodies in arbitrary motion, the surrounding
fluid being at rest. Bodies and flow generate sound. In that case it is certainly
possible to replace both flow and surfaces by equivalent acoustic sources, assuming
that the whole medium is perfectly at rest (Williams & Hawkings, 1969).
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This is the foundation of the aero-acoustic analogy as extended by Ffowcs Williams
and Hawking (1969). The key assumption is again that no flow-acoustics coupling
occurs or the acoustic field does not affect the flow, from which originates the sound.
Consequently, this approach is no more valid when some resonant conditions induce

an acoustic feedback on the flow.

When the aero-acoustic analogy can be used, the remaining problem is the

determination of the equivalent sources. This can be done as follows.

To represent the real medium with flow and obstacles in a convenient way, Ffowcs
Williams and Hawkings defined an equivalent medium where the rigid bodies and
replaced by mathematical surfaces. The inner volume of the surfaces is assumed to
contain the ambient fluid at rest. In order to preserve both the kinematics of the flow
and the boundary condition of no cross-flow on the surfaces, a discontinuity must be
imposed at the surface location, by introducing some mass and momentum sources in

the equations of gas dynamics.

Mass and momentum equations are now written as:

dp 0 of

a + G_xl (pV;) = PoV5i5(f)a—xi (3.24)
d a Vi ! af
E(pVi) + a—xj(PViVj - O'ij) = _O-ij(s(f)a_xj (3.25)

In these equations, p, V; are respectively the density and total velocity components of
the flow, p, is the mean density, Vs; is the velocity field of a point on the surfaces, &
means the Dirac delta function, o;; = 7;; — (P — Py)d;; is the viscous stress tensor
(P being the static pressure with mean value P,) and f(%,t) = 0 is an equation
defining the kinematics of the surfaces. If the normal unit vector on the surfaces in 7,

the boundary condition of no cross-flow is simply:

o~

V=V, i (3.26)

A formal procedure can now be used to derive an equation for the density fluctuation

p' = p — py in the following way from (3.24) and (3.25):
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9 0
7~ +oo 085~ +a(poV5i6(f)a—i> (3.27)

0%p' 0% _ 0Ty 3 ([, . Of
8x12 axl-axj axi i

(3.27) is an exact equation, because it is a reformulation of the general fluid
dynamics equations. p" and T;; are to be understood in the sense of generalized

functions: they are zero inside the mathematical surfaces and equal, respectively, to

the density fluctuations and the Lighthill tensor of the flow outside.
The statement of the generalized acoustic analogy follows:

The density fluctuations in the real fluid, in the presence of flow and rigid bodies, are
exactly the same as those that would exist in an equivalent acoustic medium perfectly

at rest and forced by three source distributions:

-A volume distribution 9°T;;/ dx;0x; in outer region of the surfaces, due to

the flow

-A surface distribution d/ dx; (a;;6(f) 0f/ dx;) due to the interaction of the

flow with the moving bodies.

-A surface distribution a/ dt (p,Vs;6(f) df/ 0x;) due to the kinematics of the

bodies.

As for Lighthill’s equation, the formal result cannot be used directly to calculate the
sound produced in a practical situation. In fact above equation is not exactly a wave
equation, because the density fluctuation is also present in the supposed source
terms. But it must reduce to the wave equation at large distances from the source

region, where the right hand side vanishes.

3.2.3 Kirchhoff method

Kirchhoff’s formulation is, like methods based on the FW-H equation, an integral
method. In transonic or supersonic problems where use of the FW-H equation leads
to a quadrupole volume integration, the Kirchhoff’s method has the considerable

advantage of requiring only a surface integration (Kirchhoff, 1983).

This formulation has been formerly used in light diffraction and electromagnetic
problems. The first application to high-speed rotation blades was proposed in 1979

by Hawking. However, as it will be explained later, practical applications to realistic
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propeller or helicopter rotor cases have been waiting for many years that progress in
CFD methods provide accurate input data for the calculation.

3.3 Acoustic Mathematics

3.3.1 Green’s theorem

The acoustic analogy has the formal advantage of formulating the complicated
problem of the noise generated by flows and rigid bodies in motion in a more
standard one, governed by the inhomogeneous wave equation. Assuming that the
sources of this equation are previously determined, the solution is given by the
Green’s function technique. The following section is devoted to this technique.
However, since the wave equation is known to describe all problems in physics in
which the effect of a potential propagates with a finite speed, the results are
presented for any scalar field ¢ (X, t), acoustic or not, solution of a wave equation.
This will later permit us to distinguish the behaviours respectively due to the

equation and to the specific nature of sources in acoustics.

For the sake of generality, assume a given source distribution S(x, t) radiating in a

volume of space ¢, limited by moving rigid surfaces Y., . The local normal on the

surfaces 7 is pointing outwards the volume. The wave equation is:

Ap — —ﬁ = S(x,t)
¢ z2ap = S® (3.28)

Assume further that the solution G is known in the case of an impulse point source in

the following sense:

2

0

AG — ——r
cs 0t?

=—-6(—-y)5(t—t) (3.29)
G 1s a Green’s function of the problem. It depends on four variables and represents
the field produced at point ¥ and time t by an elementary source at point y and time
t'.

The standard method to solve the wave equation is fully described, for example, by
(Goldstein, 2001). Multiply the first equation by G, the second one by ¢, form the

difference and integrate with respect to space variables and time. Then introducing
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the Green’s theorem, the Leibnitz’s rule and the causality condition leads to the

formal solution:
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3.3.2 Fourier transform

The Fourier transform is the most important computational milestone in signal
analysis. In thesis scope, continuous time case has been discussed. Filtering,
modulation and sampling properties and their meanings have been explained in this
section. The first property is symmetrical feature of Fourier transform in imaginary
axis. Because of that, displaying of only real values of w is necessary. Second
property regards time and frequency scaling. In other words, linear expansion of the
time space has the influence in the frequency space of a linear expansion. Another
parameter is duality of time and frequency domains. That means, the Fourier
transform of the Fourier transform equals to signal reversed of original signal in
time. Also, there is another property that’s Parseval’s relation. It’s called time-
shifting property also. This property shows that the differentiation in time equals to
linear phase factor in the frequency domain (Randall, 1987).

The general case by letting T — oo, in which case the spacing 1/T between the
harmonics tends to zero and G(f) becomes a continuous function of f. It can be

shown that,

G(f) = J_ g(t)e 2t (3.31)

and time base equation becomes,

g = f_ G(f)el*™* (3.32)
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Equation (3.31) is known as the “forward” transform and equation (3.32) as the
“inverse” transform while together they form the “Fourier Transform Pair”. It can be
seen that they are almost symmetrical. The only difference is the sign of the exponent
of e. The most important thing about the symmetry is that results, which apply to
transformation in one direction generally, also apply to transformation in the other
direction (Randall, 1987).

The final possibility occurs when the functions are sampled in both time and
frequency domains. Because of the sampling, it is evident that both time signal and
frequency spectrum are implicitly periodic in this case, and this periodicity leads to

some interesting effects.

The forward transform now takes the form,

(k) =~ o -2
= — N
=5 gwme (3.39)
and the inverse transform takes the form,
N-1 jZT[_ft
gn) = f G(k)e’ N (3.34)
k=0

Because the infinite continuous integrals of equations (3.31) and (3.32) have been
replaced by finite sums, the above transform pair, known as the “Discrete Fourier
Transform” or DFT, is much better adapted to digital computations. Even so, it can
be seen that in order to obtain N frequency components from N procedure, known
as the “Fast Fourier Transform” or FFT algorithm, which obtains the same result
with a number of complex multiplications of the order of Nlog, N. The reduction
factor in computation time is thus of the order of N/log, N, which for the typical
case of N = 1024(21°) is more than 100.

Re-writing equation (3.33) as,

N-1

GG = | g@owyt (3.35)
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It is easy to realise that the same values of W are calculated many times as the
computation proceeds. Firstly, the integer product nk repeats for different
combinations of k and n; secondly, W is a periodic function with only N distinct
values (Randall, 1987).

3.3.3 Nyquist criteria

In project scope, acoustic perturbation data has been converted to noise magnitude
(dB) vs. frequency to understand noise characteristic. In this perspective, to obtain

sufficient data quality, Nyquist criteria has been utilized.

The Nyquist sampling theorem provides a prescription for the nominal sampling
interval or in required avoiding aliasing. It may be stated simply as follows:

The sampling frequency should be two time of highest frequency of total signal. It

can be described as,

fs 2 2f; (3.36)

Where f; represents the sampling frequency and f. represents the highest frequency

in problem. (Nyquist, 2002)

3.3.4 Strouhal number

To show noise characteristic as a dimensionless value, Strouhal number is used in
literature. Independent from flow condition, acoustic characteristic can be estimated

from that value.

Strouhal number can demonstrate different characteristic according to flow regime.
For instance, in viscosity dominant flow, flow oscillation occurs in collective flow
collision by large Strouhal number and in high-speed flow, flow oscillation is
provided by quasi-steady state component of flow by small Strouhal number. The
Strouhal number given in Fig. 15 is defined as:

_hD

St="7 (3.37)

where f,, is the vortex shedding frequency, D is the tube diameter and V' is the flow

velocity(Oengoeren, 1998).
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4. STUDY DESCRIPTION

4.1 Base Study

Microphones.

> < Do | R

GO-04-82705

Figure 4.1 : Small hot jet acoustic rig (SHIJAR) (Bridges, Acoustic Measurements
of Rectangular Nozzles with Bevel, 2012)

As declared in (Bridges, Acoustic Measurements of Rectangular Nozzles with Bevel,
2012), reference test result has been obtained from Small Hot Jet Acoustic Rig
(SHJAR) located in the Aero-Acoustic Propulsion Laboratory (AAPL) in NASA
cooperation. The SHJAR was set up for supporting jet noise studies. In this place,
from the centreline of jet exit, at 3.81 arc radius, acoustic measurements are
performed. Totally 24 microphones are sequenced with 5 degree equal interval from
50 degrees to 165 degrees. During the test process, the ambient temperature, pressure
and relative humidity and acoustic sources are recorded. By 0.5-percentage error
factor, Mach number and static temperature ratio are calculated. In addition, +£0.2 dB

repeatability exists in 1/3 octave band.
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The rig has 2.7 kg/s mass flow rate capacity and maximum temperature limit is
980K. The rig was designed according to a several criteria that are without swirl

effect and no separation region at inner surfaces.

In this study, a real nozzle has been investigated. For the beginning NA2Z
convergent small jet has been handled. As seen from 3D figure of NA2Z nozzle,
nozzle has a 2:1 aspect ratio.

Figure 4.2 : NA2Z convergent nozzle
From y=0 section, 1:1 scale dimensions of nozzle have been shown in Figure 4.3. In
thesis scope, non-dimensional numbers have been used. From this perspective, it has
1 X Dyp exit and 2.47 X Dyginlet. Total length is 2.58 x Dyg as seen on figure.

Dy represents exit diameter of nozzle.

247D

Figure 4.3 : Dimensions of nozzle
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Numerical results that are obtained from nozzle exit are shown as frequency vs. dB
scale. According to microphone location, the result can show different
characteristics. The main effective factor is an azimuth angle for that approach. As
seen from below figure, azimuthal angle is measured by the difference from the
perpendicular line of the centreline of jet. Microphone locations have been set
according to this information. Generally, numerous microphones are put in generic

points described by distance from centreline and azimuthal angle.

Azimuthal
angle ¢

Figure 4.4 :Notation of microphones location angles
According to test results of NA2Z at test rig, a graphical result has been obtained as
below. Test condition was defined as an unheated state (Bridges, Acoustic
Measurements of Rectangular Nozzles with Bevel, 2012). Data contains a test data
comparison of NA2Z, GTRI and SMCO000, which are similar to experimental nozzle

shape.

As seen on Figure 4.5 acoustic noise levels have been shown in terms of SPL
corresponding Strouhal dimensionless number mentioned in section 3 (Seiner, 1984).
In project scope, turbulence calculation does not exist. And screech tone represents
vibration sourcing from the nozzle edge and trailing edge structure. As an
assumption, this kind of source has been neglected. Therefore, only broadband shock

noise data will be handled with simulation result obtained from in-house code.

In addition, a reference study provided by Nichols has been demonstrated in Figure
4.6. According to study, the effect of the mesh resolution to solution has been figured
out. Mesh resolution is an effective component for modelling at shock noise region.

The same screech tone has been obtained for each condition.
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Figure 4.5: Result of NASA test in terms of frequency vs dB

(Nichols et al., 2011)
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Figure 4.6: Reference simulation result for mesh resolution effect
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4.2 Model Setup and Solution Scheme

LEE Model used in the project has been modelled in 2-dimensional. Assessment of
flow has been performed according to 2-dimensional data. The first assumption is
derived from this approach. The assumption is the third dimension neglecting. From
this point, a section of the nozzle has been taken. Y-zero section of the nozzle has
been found as appropriate to represent nozzle correctly. The section from the middle
of the nozzle interior and the outer medium has been evaluated. Sequence of section

generation has been shown on below figure.

-

-

Figure 4.7 : Generation of 2D section

For first assessment, upward, downward, inlet and outlet boundary have been set.
Upward and downward wall have been defined as symmetry boundary condition.
The far field wall has been defined as outflow. The wall given as flow entrance has
been defined as velocity inlet. Whole these definitions have been shown on below
figure. To show some feature characteristic according to a unique reference length,
nozzle exit diameter has been referred and it’s called as Dyg in this thesis. Thus,
Outflow boundary has been positioned 20 X Dy far from velocity inlet and
symmetry boundaries are located at 3.5 X Dyg. Accordingly, total domain borders

have been shaped as below.

Grid model has been performed ANSA meshing program which is used
commercially lots of industrial company. Grids used in model have been generated
as a fully quad element due to the generated methods nature working with structured
mesh. In mesh model, some restriction is concerned. One of them is called as
“min/max angle quad criteria” which represents the controlling angle at each vertex

(Fluent Inc., 2002). The restriction has been shown at below equation and figure.
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Symmetry

Figure 4.8 : Boundary conditions of domain

Figure 4.9 : Angles of quad element

(4.1)

max(p;) — F F —min(¢;)
180 —-F ' F

Angle = max(

For first assessment, domain has been modelled with equal mesh size and totally
8272 grids have been used. The output file is exported as “.inp” type file a kind of
ABAQUS extension includes node coordinates and grid-node matches. However,
there is not any neighbour data in the file content. After mesh generation, to execute
main solver code, neighbours of each grid should be found. To explain this sentence,
below figure can support for grid detail. Each grid has four neighbour elements and
edge. In grid structure, vertices in grid sequence in clockwise direction. According to
this information, a neighbouring code has been generated. On code structure,
searching is performed for common vertices and neighbour elements have been

found. Related pseudo code can be found from Figure 4.11.
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Figure 4.10 : Grid structure

*  Pseudo code:
CN=cell number
NE=Neighbor element
Gnl=1. node of grid
Gn2=2. node of grid
Gn3=3. node of grid
Gn4=4. node of grid
Nnl=1. node of element
Nn2=2. node of element
Nn3=3. node of element
Nn4=4. node of element

for CN=1:N

end

for NE=1:N
for i=1:4
for j=1:4
if Nn(i)==Gn(j)
#first node is common search
#2nd node
if Nn(i+1)==Gn(j-1)
#2nd node is found and
#this is neighbour element
end
end
end
end
end

Figure 4.11 : Neighbouring pseudo code
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Read Mesh Vetices
for 1 + 1 to np do

| read x[i],y[i],z[i]
end

Read Element Connectivity

for i «— 1 to ne do

| read necli,1],nec[i,2]nec(i,3],necli,4]
end

Read Neighbouring Element Numbers
for 1 + 1 to ne do

| read fec[i,1],fec[i,2] fec[i,3] fec[i,4]
end

Initial Q Value
Q' = Q.

Time integration
for Time + 0 to 4 do

Compute Q™!
fori+ 1 to ne do
RHS =10

for n «— 1 to 4 do

it ._S_u.j:ufid Wall Boundary Condition then

| RHS :=RHS+ ..
else if Imflow Boundary Condition then

| RHS :=RHS + ...
Elsfe“ 1f Cutflow Boundary Condition then

| RHS :=RHS+ ...
else
Q= ..
Qr=..
Ny = ...
Ny = ...
call AUSM_Flux({)y,,.Qgr.nz.ny.n-F)
RHS:=HRHS4+n-F..

end
AQ) =
end
Qn+l = Qn 4 ﬂ{?
end
end

Figure 4.12 : Main program pseudo code
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By the output of neighbouring code, main code can be executed. From the section

2.2.3, code structure has been set up as shown in Figure 4.12. For initial condition of
domain has been taken as below equation.

u(1:N) =3M,v(1:N) = 0,p(1: N) = 101325, p(1: N) = 1.225 (4.2)

dt dt
CFL=u—4+v—< Cpax and Cpgx =1

dx ' dy (4.3)

Thus, stabilization problem and divergence problem during analysis is solved. At this

problem, using this approach, time step has been taken as 0.00001s.

In Figure 5.6, main program code fundamentals have been shown. Answer of “How

does the program work?” and “main solver scheme” can be found from below figure.
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5. RESULTS

5.1 Aerodynamic Assessments

From benchmark result obtained from FLUENT by using same mesh structure
demonstrates similar results. This similarity shows that output derived from In-house
developed code has consistency and alignment with FLUENT. In cases, density
distribution and pressure distribution show dramatic changes on flow variable.
However, to represent acoustic pressure detail, output data is not appropriate for
assessment. Due to this reason, additional mesh and model refinement have been

regenerated.

As seen in Figure 5.1 and Figure 5.2, domain sizes have been changed to prevent
reverse flow at boundaries and catch acoustic part as proper. Total length of domain
has been increased from 20 X Dy to 40 X Dy. And, total width has been changed
from 3.5 X Dyg to 8 X Dyg. By increasing domain size, grid number also has

increased. By new mesh structure, totally 11656 grids have been used.

v/

Figure 5.1 : Refined solution domain (2nd assessment)
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Figure 5.2 : Refined mesh resolution (2nd assessment)

After re-meshing domain and redefining boundaries, the solution has been executed
again. As mentioned before, by taking time interval as 0.00001s, analysis has been
compiled. To observe maturity of flow event, pressure and velocity data have been
collected from the centreline points on domain. Result of plotting pressure vs. time
and velocity vs. time; observation has been performed from Figure 5.3 and Figure

5.4. From this analysis, at t=0.460s, flow has become fully developed situation.

55107 Pressure values from several points at centerline of domain
} I T I I T I T I I

Pressure (Pa)
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time (second)

Figure 5.3 : Pressure values vs time from centreline points

Code generation and post process have been performed in MATLAB. However, Due
to need of more technical and detailed post-process, TECPLOT has been used for
post-processor. From the output of main code has been imported from TECPLOT

and flow visualize has been performed as seen in figures below.
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Figure 5.4 : Velocity values vs time from centreline points

As of the second of 0.48300, results have been observed. New results include much
more detail according to first assessment. In Figure 5.5, pressure distribution of flow
has been shown. Right-hand side and left-hand side of shock wave and its dramatic
changes have been simulated. Shock wave locations and types can be predicted
correctly by this method. Shock structure is located centreline and far away from
exterior borders. From that perspective, domain size seems sufficient to simulate this
kind of problem.

£=0.48300

pressure
- 110000
C - ‘ 100000
- T g - ’ 90000

g .D.’ “ . p . 80000

70000

Figure 5.5 : Pressure distribution of domain at time equals to 0.48300

As seen from Figure 5.5, strong pressure gradient has occurred, especially near to
nozzle exit. To review flow region deeply, another figure has been shown in Figure
5.6. The main goal is explaining shock structure, so, colour spectrum has been
arranged according outer shock structure not interior shock happening in the nozzle.
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Figure 5.6 :Pressure distribution of domain at time equals to 0.4830 near to nozzle

exit

In Figure 5.6, pressure data has been shown. Here, pressure gradient, normal shock,

oblique shock wave can be observed. Oblique shock waves, Mach disks have been

located on one domain after another. The flow event is a kind of over the expanded

jet in other hand, pressure value of the interior of the nozzle is

pressure. After 5th pack flow regime has been converted to

lower than ambient

w/o shock regime.

Pressure values have been distributed smoother in that area. From literature, the

normal over expanded jet characteristics have been found. The output figure obtained

from code and literature seems aligned. The code output verifies about correction of

solution scheme.
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Figure 5.7 : Overexpanded jet characteristics
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In addition, density distribution also has been shown in Figure 5.8. Density gradient
also shows the shock wave location. Similarly, dramatical effects caused by shock
have been shown in that figure. Due to overexpanded jet case, nozzle interior density

is higher than the exterior domain density.

£=0.48300
density
2
17
= 14
- 14
08
; : ] : : 1|0 : : : . 1l5 : . : : 2l0
Figure 5.8 : Density distribution of domain at time equals to 0.4830 near to nozzle
exit
In Figure 5.9, velocity regime has been demonstrated. The free jet boundary has been
figured out clearly. Although, inlet velocity is given as 1020 m/s, nozzle interior
velocity is not higher than 340m/s that equals to Mach Number. That case is a rule of
supersonic nozzle condition. After the exit, flow reaches to the supersonic level.
From exit to outflow boundary, supersonic velocity condition is conserved. From
velocity profile, domain size seems sufficient again.
t=0.48300
4
x velocity
z 500
375
Y 250
B 125
0

o} 5 10 15 20
X

Figure 5.9 : Velocity distribution of domain at time equals to 0.4830 near to nozzle
exit

67



Aerodynamic assessment also has been compared with FLUENT output handled
from 0.4 second. According to benchmark data, variable distribution on domain
shows similar characteristics. However, the region exit of nozzle shows different
characteristics. Deeply, current mesh resolution is not proper for FLUENT case even

though it works for in-house code.
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Figure 5.10 : Benchmark study for pressure values at centerline t=0.4
5.2 Acoustic Assessments

Acoustic determinations have been executed using frequency approaches of Nyquist
principles and reference case resolution. In this perspective, time step size has been
taken as 0.00001 second. Moreover, acoustic record has been performed for 0.65
second totally. By this approach, 50 kHz resolution data gathering has been provided.
By taking 0.2s data for initialization, the calculation has been performed. Between
0.85 seconds, data acquisition has been performed.

P_ARMS (Pa)
3000
271428
2428.57
2142 86
1857.14
1571.43
1285.71
1000

Figure 5.11 : Acoustic pressure fluctuation field (Pressure RMS) (0.4s-0.85s)
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To understand the effectiveness of locations in terms of acoustic perturbation,
pressure fluctuation has been calculated in time, space, which is between 0.4s and
0.8s.Time pressure fluctuation graphs have been obtained and figured out in Figure
5.11. The figure demonstrates dominant region from the fluctuation point of view.
Fluctuation gives hints for acoustic wave propagation. From the figure, interior of the

nozzle, 2" and 4™ shock centre and the far field region near to 25 x Dy section.

Nozzle Exit

Solution Domain

Observer

Figure 5.12 : Microphone locations based on reference

As seen in Figure 5.12, microphone location has been shown as a node position near
to nozzle exit. Summation of pressure fluctuation of whole grid structure respect to
microphone position is calculated using appropriate algorithm that is Lighthill’s

analogy. As mentioned before, considered problem does not include any turbulent
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term, any additional reflective surface and viscous terms. So, Lighthill’s analogy has

been found the most proper methodology for the project.

\

15 | L | 1 I |
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time(s)

Pressure Perturbation (Pa)

Figure 5.13 : Pressure perturbation of microphone points

And, at whole microphone point, pressure perturbation has been calculated by using
Lighthill’s analogy. In Figure 5.13, pressure perturbation vs. time data has been
shown. Currently, the data have been evaluated to handle statistical results. Then, the
peaks have been obtained. After that, using FFT method, acoustic pressure vs.

frequency has been obtained.
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Figure 5.14 Acoutic magnitude response vs frequency in octave band

Result from FFT analysis; acoustic data have been obtained in the frequency domain.
During the data handling, octave band filtering has been utilized to see acoustic data
in detail. As mentioned before, at acoustic section, at high frequency region contains
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shock broadband noise. As seen in Figure 5.15, at high frequency domain broadband

shock noise is dominant.

(Seiner, 1984; Tam, 1995)
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Figure 5.15 Jet noise contributions

In code structure, flow has been assumed as inviscid and non-turbulent. In other
words, simulated jet flow does not contain any turbulent term. Due to that reason, by
developed code, only shock-dominated section can be determined. The comparison
of the literature and the result data demonstrate similar characteristic at high
frequency domain. However, the low frequency domain is absolutely different. Also

screech tone could not be derived in-house tool.
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6. CONCLUSIONS AND RECOMMENDATIONS

In thesis study, numerical investigation of supersonic jet aerodynamic and aero
acoustic assessment has been performed using fluid dynamics and acoustic principles

and assumptions.

During the evaluations, in-house CFD code has been created. By using MATLAB
programming language, code schemes have been developed. The code consists of
three different sections. One of them regards grid generation and grid connectivity by
working with ANSA tool as a couple. The total grid sequence has been created in
ANSA and it has been modified by MATLAB to gather data efficiently. The second
part of the code contains main function in other words LEE solver. And the final part

consists of acoustic data handling and FFT analyze.

In grid generation section, ANSA commercial tool has generated fully quad
elements. It’s a requirement for the solver. The solver works only with quad element
scheme. Generated grid has been formed to readable version. This operation has been
performed by MATLAB tool. It’s an important point, because understanding

neighbor element definition is another requirement for the solver.

In solver scheme, Utilizing LEE approach, compressible supersonic flow was
simulated as transient. Supersonic flow that has numerous complex discretizations
has been modelled in detail in project scope. At different time step, different shock
and flow structure has revealed. These are observed as clear as real life situation. In
project scope, AUSM+ method that is a very efficient method for compressible flow
has been utilized. This method works firmly with related problem or situation. As a
conclusion, pressure, density and velocity data have been obtained in different time
step. Each time step has been recorded in a folder to read during the post-process and

acoustic analysis.

In the last section of the scheme, post process and pressure RMS outputs have been
evaluated. This output gives information about acoustic source and propagation.

From the outputs, noise magnitude distribution has been shown.
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To confirm the result of in-house code, benchmark studies have been performed.
Besides, acoustic data determination and acoustic energy calculation have been

demonstrated in the last session.

From the study, acoustic analysis and aerodynamic analysis ability have been
achieved. Created code can be applied to different geometries and cases. By using
created numeric code, futuristic approaches and the calculation can be reformed.

Addition to this study, effects of turbulence eddy structure to acoustic noise
determination can be evaluated. Turbulence effect can be obtained adding required
terms to the developed solver scheme. Addition of 3" dimensional terms, viscous
terms and turbulence terms to solver scheme, future work can be performed

perfectly.

In this project scope, only the first chapter of this futuristic work has been performed.
The project has been accomplished by providing detailed aerodynamic and aero-

acoustic assessment of the jet nozzle from numerical approach point of view.
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APPENDICES

APPENDIX A:

Phase Response
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Figure A.0.1 : Phases vs frequency
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Figure A.0.2 : Density distribution on domain for t=0.82550
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