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ONSOZ

Bilgi sozciigi gerek giinlik yasantida ve gerekse bilimsel calismalar iginde sik
kullanilan bir sozciiktiir. Bunun Otesinde, yasadifimiz ¢ag Bilgi Cagt olarak
tammlanmakta; yogun bilgi akisi nedeniyle, 6zellikle gelismis iilkelerde yasanan veri
siskinliginden kurtulabilmek amaciyla, bilgi tanimindan kullanilabilir bilgi, yararlt bilgi

tammina gegilmeye ¢alisiimaktadir.

Su kaynaklar1 sistemlerinin degerlendirilme ve planlamasi konularinda yaygin
kullanim alami bulan ve Matematiksel Iletisim Kuramindan hareketle tammlanan
entropi kavrami, belirsizligin mertebesini veya dolayl olarak mevcut bilginin degerini
Olgme olana@ sagladifindan, belirsizlik altinda verilecek kararlarda daha objektif
yaklagimlara temel olusturmaktadir. Bununla birlikte, entropi kavrapunin pratik
problemlere uygulanmasinda ortaya ¢ikan birtakim matematiksel problemler, yontemin
daha yaygin kullamminmi engelleyici bir nitelik tagimaktadir. Sunulan ¢ahsmanin
amaci, entropi kavramimmn siirekli hal i¢in tamimlanmasinda yapilan hata ya da
eksikliklerden kaynaklanan problemlerin giderilmesi ve yontemin tartisilabilir yénlerinin

ortadan kaldirilarak, daha nesnel ve giivenilir hale getirilmesidir. -
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OZET

Su kaynaklari sistemlerinin teknik ve ekonomik yonden en uygun gekilde planlanmasi,
kurulacak sistemlerin tasarim ve igletimi igin gerekli parametrelerin belirlenmesi, dl¢iim
aflarimin  optimum planlanmas: ile igletme performanslarmin belirlenmesi ve
belirsizlik altinda karar verme agisindan, hidrolojik gozlemlerin getirdigi bilgiyi
tammlayabilecek nesnel bir olgiite gereksinim vardir. Matematiksel Tletisim Kurami
ya da Bilgi Kuram olarak tanimlanan bilim dal gercevesinde gelistirilmig olan enfropi
kavramu, bu acgidan uygun bir kriter olusturmakta ve su kaynaklan mithendisligi

problemlerinin ¢dziimiinde genis uygulama alam bulmaktadir.

Entropi, rasgele karakterdeki hidrolojik stireglerin igerdigi belirsizligin 6l¢iisii olmakta
ve yapilan gozlemler yoluyla kazamlan bilgi = giderilen belirsizlik olarak
tammlanmaktadir. Bu niteligi ile entropi kavrami, bilgi igerigini dolayl olarak

belirleyebilen bir Olgiit olmaktadir.

Entropi kavram tanimlanan bigimiyle, su kaynaklar1 miihendisliinde hidrolojik
slireclerin  belirsizliginin saptanmasi, siireci en az tarafh temsil Cedecek olasilik
dagihminin saptanmasi, hidrolojik siiregler aras1 bilgi aktarimi, Olglim aglarinin
planlanmast ve en uygun Olclim araliklarinin segilmesi, Olglim dizisinin bilgi
iceriginin saptanmasi, matematik modellerin dogal siireclere uygunluk derecelerinin
belirlenmesi, siiregler arasi iligkilerin ve beslenme sistemlerinin aragtirilmasi, Slgiim
aglannin isletme performanslarinin belirlenmesi, optimizasyon ve karar verme teorisi
alanlarinda uygulama olanagi bulmustur. Bununla birlikte, uygulamada ortaya cikan
birtakim matematiksel problemler yontemin daha yaygin bigimde kullanilmasini
engelleyici bir nitelik tagimaktadir. Entropi yOnteminin siirekli hal igin tamiminda
yapilan eksiklik ve yanlishklardan kaynaklanan bu problemler: pozitif bir biiyiikliik
olarak tamimlanan entropinin pratikte negatif deferler de almasi; aym siire¢ igin

farkli olasiik  dagiimlart  kabul edildiginde farklh entropi degerlerinin

|
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hesaplanmasi; mevcut tammda kullandmasi gereken kesikleme aralifinin secimine
bagli olarak, entropi degerlerinin (-o;+) aralifinda &telenmesi; farkh biiyiikliklere
ya da farkh olasihik yapilarina sahip degiskenlerin belirsizliklerinin kiyaslanamamasi

olarak 6zetlenebilir.

Sunulan ¢alisma, entropi kavrammn siirekli hal ic¢in tanimindan kaynaklanan
problemlerin giderilmesi ve yOntemin tartigilabilir yonlerinin ortadan kaldirilarak,
daha nesnel ve giivenilir hale getirilmesi amacina yonelmistir. Bu gercevede, siirekli hal
i¢in entropinin matematiksel tammmmn yapilmasi hedeflenmistir. Stirekli hal igin,
kazanlan bilgi = giderilen belirsizlik olarak tammlanan entropi deferinin yerine, bilgi
icerigfindeki degisim miktan (variation of entropy) olarak adlandirilan, yeni bir tanima
gidilmesi ve mevcut problemlerin bu yeni tammmla ortadan kaldiridmasi

amaclanmistir.

Caligmada sunulan yontemin sentetik seriler ve Ceyhan havzasinda yer alan dort akim
gozlem istasyonunun gilinlik ortalama akiglari {izerinde uygulanmasi sonucunda,
yontemin pratik problemlerin  ¢0ziimiinde kullanilmasinin  miimkiin  oldugu
goriilmektedir. Gergek veriler iizerinde yapilan bu uygulamalarin sonuglarinn, halen
kullanilmakta olan yOntemin verdifi sonuglarla kiyaslanmasi ile, siirekli hal igin
tapimlamig olan entropi kavramumin kullandmasiyla su kaynaklari miihendisligi
alanindaki problemlere daha uygun ¢Oziimler getirilebilecegi goriilmiistiir. Ozellikle,
giderek Onem kazanan Olglim aglarimn planlanmasi ve en uygun Olclim
araliklarimn  belirlenmesi konularinda, nesnel kararlara ulasmak miimkiin

olabilecektir.

Bunun Otesinde, siirekli hal igin Onerilen tammmn, kesikleme arabgina bagh
olmayigi nedeniyle, buna bagh olarak ortaya ¢ikan problemlerin tiimiinden kurtulma
olanagi getirmekte; dagilim secimine bagh olarak tamimlanan giiven araliklarinin
kullanilmas: ile farkh olasihik yapilarina sahip siireclerin kiyaslanmas: da miimkiin

olmakta ve bdylece yeni kullanim alanlarina ulagma olanaklar1 da sunulmaktadir.
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SYNOPSIS

In water resources systems planning, an objective criterion is required to measure the
information content of hydrologic data for the determination of necessary parameters
to be used in the design and operation of water resources systems, for the optimal
planning and operation of data collection networks and for decision making under
uncertainty. The entropy concept, defined in that field of science known as the
Mathematical Communication Theory or Information Theory seems to offer such a
criterion and appears to bring appropriate solutions to the aforementioned problems in

water resources engineering.

Entropy is a measure of the degree of uncertainty of random hydrologic processes. Since
the reduction of uncertainty by means of making observations is equal to the amount
of information gained, the entropy criterion indirectly measures the information content

of a given series of data.

With this potential characteristic, the entropy concept has found versatile areas of
application in water resources engineering such as determination of uncertainties of
hydrologic processes, comparison between various probability density functions of
random processes, analysis of information transfer between hydrologic processes,
planning and assessment of data collection networks and determination of optimum
monitoring intervals, analysis of the information content of observed data, evaluation of
the degree of completeness and efficiency of a certain model to represent natural
phenomena, optimization and decision theory problems. On the other hand, there are
still some mathematical difficulties encountered in the computation of various entropy
measures, which preclude the use of the concept in a wider context. These mathematical
difficulties arise basically due to the insufficient definition of the entropy concept in the
case of continuous variables. Due to this deficiency, several problems are encountered

in practical applications. For example, one may attain negative values for the entropy
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function although, by theory, entropy always assumes positive values. Another problem
occurs when the entropy function indicates different levels of uncertainty for the same
processes when different probability density functions are assumed. A similar difficulty
occurs when according to the current definition the entropy function is described as a
function of the discretizing interval. In this case, different entropy values are obtained
for each selected interval so that the entropy values are shifted within an unbounded
(-e0;+0) range. All these problems lead to difficulties in the comparison of uncertainties
of hydrologic processes which have different magnitudes and/or different probability

structures.

The study presented aims to solve the above mentioned difficulties so that the entropy
method can be developed on a sound theoretical basis for the solution of practical
engineering problems. In this context, a new mathematical definition of the entropy
concept for continuous variables is intended. The new approach defines entropy as the
variation of information content instead of as reduction of uncertainty = amount of
information gained. The mathematical formulation thus developed for the case of
continuous variables is expected to solve the problems encountered in application of the

entropy principle.

The method is demonstrated on the series of daily observations of four streamgaging
stations in the Ceyhan basin and on synthetically generated series. The results confirm
that the new entropy definition leads to more reliable results and can be effectively used
for the solution of water resources engineering problems related to uncertainty and
information. The mathematical formulation developed does not depend on the use of
discretizing intervals so that a single value for the variation of information can be
obtained. Furthermore, the new definition introduces tolerance limits for the entropy
function, which makes it possible to compare the uncertainty of various hydrologic
processes with different magnitudes and different probability structures. Consequently,
it is expected that the new definition of the entropy concept will produce more reliable
solutions in practical applications and the method will find wide acceptance among

researchers and practitioners.
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1. GIRIS
1.1. Hidrolojik Siireclerde Bilgi I¢eriginin Olgiilmesi Gereksinimi

Insanhk tarihi boyunca su kaynaklan siirekli olarak kullamilmug; yerlesim merkezleri
su kaynaklarina yakin yerlerde kurulmustur. Giiniimiizde ise, niifusun hizla artmasi
ve teknolojik gelismeler su gereksinimini hizla arttirmakta, su kaynaklar1 hem nicelik,
hem de hitelik yoniinden kit kaynaklar haline gelmektedir. Bunun yamnisira, iilkelerin
mali kaynaklarinin da simrhh olmasi, gegmisteki calismalara kiyasla su kaynaklari
planlama cabgmalarimin, ¢ok daha dikkatli ve tutarlh bigimde yapilmasin

gerektirmektedir.

Su kaynaklarinin teknik ve ekonomik ydnden en verimli sekilde gelistirilmesini
saglamak amaciyla yapilacak ¢aligmalar, bu kaynaklarin nicelik ve nitelikleri ile ilgili
verilere ve bilgilere dayanmaktadir. Bu nedenle, su kaynaginin zaman ve mekanda
degisken nicelik ve niteliklerini temsil eden hidrolojik siireglerin Olglilmesi ve
degerlendirilmesi biiyiik ©nem tasimaktadir. Hidrolojik siirece ait gozlemler,
baslangicta rasgele bir sayl dizisi nitelifi tagimaktadirlar. Planlamacimn gérevi ise,
bu diziden azami Olglide bilgi edinmek ve su kaynaklar sistemlerinin tasarimi ve
isletimi i¢in gerek duydugu parametreleri belirlemektir. Dogada Olgiilen ve planlamact
tarafindan kullamlan veriler olay hakkinda belirli bir miktarda bilgi tagimaktadirlar.
Verilecek kararlarin tutarhhif, eldeki verilerin dogadaki olaylari yeterince yansitip
yansitmadifina bagh bulunmaktadir. Buna gore planlama caligmalarinin temelinde
Olgim ve Ol¢limiin getirdigi bilginin bulundugu, bu bilginin saptanabilmesi icin de

nesnel bir olgiite gerek duyuldugu sdylenebilir.

Bunun da otesinde, planlamaci sadece gozlemlerin olusturdugu sayr dizisi ile degil,
aym zamanda Ol¢lim aginin ve Olgiim araliklanmin en uygun bicimde = segilmig

olmas: ile de ilgilenir. Ciinkii veri toplama, derleme, kontrol etme, diizeltme ve



yaymlama gibi islemlerin yiiriitiilmesi oldukca fazla miktarlarda emek ve harcama
gerektiren iglerdir. Bir bagka deyisle, yapilan her Olg¢limiin bir maliyeti vardir.
Dolaysiyla, yapilan Olglimlerin yeni bilgiler getirmesi oldukga Onemlidir. Bu
problemlerin yanisira, -Ol¢iim yapmak amaci ile kullanilan mali kaynaklarin da -
kisith oldugu diigiiniildiigiinde, hidrolojik 6lglimlerin, kullanim amaglarina en uygun
bigimde, optimum yer, zaman ve sikhikta yapilmasi, Ol¢lim seklinin de yine optimum

bigimde segilmesi gerektigi agik¢a goriilebilir.

Giiniimiizde 6zellikle gelismig tilkelerde, hidrolojik gdzlemler sonucu ortaya ¢ikan en
o6nemli sorunlardan biri, veri gigkinligi olarak adlandirilabilecek ve herhangibir
hidrolojik - siire¢ hakkinda gozlenmis ¢ok sayida veri olmasina karsin, verilerin
getirdigi bilginin az olmas: seklinde tanimlanabilecek olan durumdur (Ward v.d., 1986).
Veri bankalarimin son derece yiiklenmig olmasi sonucunda, Sl¢tim yapan kuruluglar
Olglimlere devam etmenin gereklili§i ve elde edilen verilerin ige yaraylp yaramadi
konusunda tereddiite diigmektedir. Olgiim maliyetlerinin yiiksekliginin yamsira bu tiir
problemlerin de ortaya ¢ikmasi, kuruluglarnn 6lglim istasyonlarmin kapatilmasi

kararim vermeye dahi gotiirebilmektedir.

1.2. Hidrolojik Ol¢iimlerin Degerlendirilmesinde Entropi Kavraminin Rolii

Su kaynaklar1 sistemlerinin gerek tasarim ve gerekse igletimi asamalarmda optimal
kararlara varabilmek igin, hidrolojik siireglerin Olgiilmilg olmasi gerekmektedir. Ancak,
Ol¢lim pratiginin yukarida agiklanan nedenlerle optimum bigimde
gerceklegtirilebilmesi icin Oncelikle su sorularm yamitlanmasi gerekmektedir: ne,
nerede, ne zaman ve hangi sikhkta Olgiilmelidir? Planlamacilar galigmalarinda
siklikla, beklenen bilgi, kullanlabilir bilgi, bilgi eksikligi, bilgi arnt kavramlarm
kullanmakta ve tasarim parametrelerinin Olglimlerin  getirdigi bilgi temeline
dayandifim belirtmektedirler. Bununla birlikte, bilginin nasil 6lgiilebilecegine iligkin:

somut bir tamm yapilamamaktadir. Benzer bigimde bilgi herhangi bir istatistik



parametre gibi dogrudan tammlanamamakta; ¢ogunlukla varyans, standart hata veya
korrelasyon katsayis1 gibi istatistiksel bdyiikliikler cinsinden dolayh olarak

tanimlanmaktadir (Harmancioglu ve Singh, 1991).

Bir ¢ok arastiricy, veri ve bilgi sdzctiklerini sik stk eg anlaml olarak kullanmaktadir.
Gercekte veri, dofadaki olayla iletisim kurulmasim ve stire¢ hakkinda bilgi
edinilmesini saglayan bir dizi niimerik degerden ibarettir. G6zlem sonucu elde edilen
veri, incelenen siire¢ hakkinda tam bilgi veya kismi bilgi verebildigi gibi; highir bilgi de
getirmeyebilir. Bir bagka deyisle, bilgi sozcligiinii kullanilabilir (veya yararly) veri olarak

tanimlamak miimkiindiir (Harmancioglu ve Singh, 1991).

Cesitli iilkelerde yapilan arastirmalarda, su kaynaklan planlamasinda biiyliik 6nemi
olan veri ve veri toplama islemlerinin degerlendirilmesine olanak saglayacak nesnel
olgiitiin, Bilgi Kuraminda tanimlanan entropi kavrami olabilecegi One siiriilmektedir.
Entropi kavram kazamilan bilgi = giderilen belirsizlik olarak tammlanabildiginden; bu
kavramin, Olgiilen verinin ne Olgiide bilgi getirdigini belirlemekte kullamlabilecegi
diisliniilmektedir. Entropi kavrami, heniiz ¢ok yaygin bicimde kullanilmamakla
birlikte, bir ¢ok bilim dalinda uygulama alam bulmustur ve daha yaygin kullanimim

saglamak icin ¢alismalar devam etmektedir.

Entropi kavram, bilgi Olgiitli olarak gelistirildi§i bigimiyle hidrolojinin bir ¢ok
alaninda da uygulama alam bulmustur. Bugiine kadar hidrolojide entropi kavraminin

kullanildify galismalarda hedeflenen amaclar asagidaki gibi 6zetlenebilir:

- hidrolojik siireclerin belirsizliginin saptanmas;,

- entropi fonksiyonunu en biylikleyen olasiik dagilimimi belirleyerek, siireci en
az tarafli temsil edecek olasilik dagiliminin saptanmasi,

- Olglim dizisinin bilgi iceriginin saptanmasi,

- hidrolojik siiregler arasi bilgi aktarim,



P olgiim aglarimin planlanmasi, zaman ve mekana gbére en uygun Olgiim
araliklarinin segilmesi,

- hidrolojide kullanilan matematik modellerin dogal siireclere uygunluk derecelerinin
belirlenmesi,

- siirecler arasi iligkilerin ve beslenme sistemlerinin aragtiriimast,

- 6l¢lim aglarinin igletme performanslarinin belirlenmesi,

- optimizasyon ve karar verme teorisi,

- siirecin olasihik dagilim: igin giiven sinurlarmin belirlenmesi,

- tagkinlar icin bolgesel analizler.

Tiim bu alanlarda kullanmm olanag bulmasma kargin, entropi kavrami hidrolojide
hala yeni sayilabilecek bir yontemdir. Bu nédenle, Matematiksel Iletisim Kurami veya
Bilgi Kuramu cergevesinde geligtirilen ve birgok bilim dalinda uygulama alam bulan
bu kavramun, gelisim ve niteliklerinin genis bicimde ele alinmasinda yarar

goriilmektedir.
1.3. Amag

Su kaynaklari sistemlerinin degerlendirme ve planlanmasi konularinda yaygmn
kullamm alani bulan entropi kavrarmu, belirsizliin mertebesini veya dolayh olarak
eldeki mevcut bilginin deferini Glgme olanag sagladifindan, belirsizlik altinda
verilecek kararlarda daha objektif yaklagimlara temel olugturmaktadir.

Entropi kuramu mevcut bigimiyle su kaynaklan miihendisli§i alanmda kargilagilan
cesitli sorunlarin arastiriimasinda oldukga olumlu sonuglar vermistir. Bununla birlikte,
yontemin yeni olmasi, uygulamada ortaya ¢ikan bazi matematiksel problemler nedeni
ile tartiglabilir yonlerinin bulunmasi, halihazirda daha yaygin  kullammum

engelleyen bir nitelik tagimaktadir.
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Entropi yonteminin pratikte kullamminda karsilagilan temel giigliik, entropinin kesikli
hal icin tamimh olmasindan kaynaklanmaktadir. Shannon kesikli hal igin

tanimlanmis olan entropi degerini, incelenen siirecin slirekli olarak tamimlanmasi

durumunda, entropi ifadesinde yeralan = isaretini, . integral ile degistirerek, -

tamimlamaktadir. Ancak, bu tamim kesikli halden siirekli hale gecis igin
kullanilabilecek nitelikte bir matematiksel tamm degildir. Bu nedenle, bazi
arastirmacilar kesikli halden siirekli hale gecisin saglanmas: amaci ile éx gibi bir
kesikleme aralifi belirleyerek entropi ifadelerini kesikleme arah@ina bagh olarak
tammlamaktadirlar. Bu durumda, aym siire¢ icin, aym: olasiik dagihmi ve
dagilm parametreleri kullanilmasina ragmen; farkh éx degerleri secildiinde, farkh
entropi degerleri hesaplanabilmektedir. Bir bagka deyisle, éx kesikleme arali
degerinin secimi, hesaplanan entropi degerini ( -, + ) aralifinda Gteleyen bir nitelik

tagimaktadir.

Kesikleme arab degerinin segimine bagh olarak, entropi degerinin ( -o, +ow )
aralifinda oOtelenmesi, alt smin sifir ve {ist simun veri sayisna (N) bagh olarak,
log N olan entropinin negatif degerleri de alabilmesine yol agmaktadir. Burada temel
sorun, entropinin stirekli hal ig¢in tanimlanmasinda yapilan eksiklik ya da yanlisliklar
olmasmma ragmen, kesikleme aralifn icin optimum bir degerin segilebilmesi

durumunda, negatif degerlerle karsilasiimayacag diiglincesi de arasgtirilmahidir.

Bir bagka problem, entropi ifadesinde yeralan f(x) olasilik yogunluk fonksiyonunun
secimidir. Entropi ifadesinde yeralan ve degiskenin olasilik yogunluk fonksiyonu olarak
tanmmlanan f(x) icin farklh olasihk dafiimlann kabulii yapildifinda, aymi siireg
icin farkh entropi degerleri hesaplanmaktadir. Entropi degeri bu bigimde, siirecin
olasiik dagiimmna bagh olarak da degistifinden, karar verme asamasinda hangi
degerin kullamilmas: gerektifi bilinememektedir. Bu nedenle, dogru kararin

verilebilmesi igin, siirece uygun dagihimin belirlenmesi de biiylik 6nem tagimaktadir,,

&



Kuskusuz ki, yukarida deginilen problemlerin giderilmesi durumunda, entropi kavrami,
pratikte elde edilen sonuglarin degerlendirilmesi agisindan da gerekli nesnel temellere
dayandirilabilecek ve gerek simdiye kadar kullanildigr alanlarda, gerekse karar verme
teorisi, bilgi maliyetinin belirlenmesi ve Olgim aglarmin ekonomik tasarimi gibi

alanlarda da daha yaygin kullanilabilir hale gelecektir.

Uygulamada karsilagilan bu tiir problemlerin temelinde, entropi yonteminin siirekli hal
icin tamminda yapilan eksiklik veya yanhghklar bulunmaktadir. Bu nedenle, sunulan
cabgma, entropi kavraminin siirekli hal icin tammindaki hata ve eksikliklerden
kaynaklanan problemlerin giderilmesi ve yontemin tartigilabilir yOnlerinin ortadan
kaldirilarak, daha nesnel ve giivenilir hale getirilmesi amacina yonelmistir. Bu amacla,
stirekli hal icin entropinin matematiksel tanimimin yapilmas: hedeflenmistir. Stirekli
hal igin kazanilan bilgi = giderilen belirsizlik olarak tanimlanan entropi degerinin yerine,
bilgi igerifindeki degisim miktan (variation of entropy) olarak adlandirilan, yeni bir
tanima gidilmesi ve mevcut problemlerin bu yeni tamimla ortadan kaldiriimasi

amaclanmustir.

Bilgi icerifindeki degisim miktar1 olarak entropi tanmmmin kullanilmasi halinde
degisken igin kabul edilen &l¢im sonrast olasihk dagihmina bagh olarak,
dagilimm degiskene uygun olup olmadifim ve degisken hakkinda yeterli bilgiye
ulagihlp ulagiimadifini sinayacak kabul degerlerinin belirlenmesi de miimkiin
olabilecektir. Boylece, hesaplanan entropi degerlerinin, belirlenen kabul degerlerinin
altinda kalmasi durumunda; defiskenin Ongoriilen dagiima uygun oldugu ve bu
dagiim igin yeterli bilgi diizeyine ulagildifimi - dolayst ile istasyon kapatma ya da
Olcim siklifim degistirme kararlanmn verilebilecegini - sOylemek miimkiin

olacaktir.

Giiven smirlarim belirleyerek bu tiir kararlara varabilmek ozellikle dlgim aglarinin

planlanmas1 agisindan biiyllk 6nem tasgimaktadir. Bunun yamsira, bu tiir bir
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yaklagim entropinin alt ve {ist siurlanmn belirlenmesi agisindan da kullanilabilir
niteliktedir. Boylece, farkhh biiyiiklilklere ve farkhi olasihk yapilarina sahip olan

degiskenlerinde, belirsizlik agisindan kiyaslanmasi miimkiin olabilecektir.

Bilgi icerigindeki degisim miktan olarak , stirekli hal igin tammlanan entropi degerinin
ve kabul bdlgesi degerlerinin birlikte kullanilmast ile;

- yapilan her bir Olgiimiin degisken hakkinda getirdigi bilgi artisinin saptanmasi,

- her bir 6lgiimiin bilgi agisindan maliyetinin belirlenmesi,

- siirece en uygun olasutk yapisiun belirlenmesi,

- farkll olasihk yapianna sahip degiskenlerin kiyaslanmas,

- stireci temsil edebilen ¢egitli modeller arasindan en uygun olanmmmn belirlenmesi,

- siirecin gozlenmesine devam etme - son verme kararlannin verilebilmesi

miimkiin olacaktir.

Calsmada ortaya konulan yontemin tammina ge¢meden once, halen kullamlmakta
olan entropi kavramunin gelisimi ve uygulamada karsilagilan problemlerin tekrar ele
alinmasi gerekli goriilmiigtiir. Bu nedenle, ncelikle Matematiksel Iletisim Kuramu veya
Bilgi Kurarmindan hareketle tanimlanan enfropi kavramuimun gelisim ve nitelikleri ele
alinmg ve calismanin 2. Béliminde sunulmustur. 3. Bodliimde su kaynaklar
miihendislifinde entropi kavramimin uygulanmasina yOnelik caligmalar ve

karsilasilan problemler ele alinmaktadir.

4. Bdliimde, Oncelikle siirekli hal igin mevcut tammn iyilestirilmesi digiincesi
irdelenmistir. Siirekli hal igin, Olglim hassasiyeti olarak tanimlanan kesikleme
arahfina baghh entropi tamminin pratikte kullantnm sirasinda ortaya gikan
problemlerin  giderilmesi amaciyla, optimum bir kesikleme aralifinin
tanimlanmasinin - miimkiin olup olmadift arastinlmigtir. Ancak, bu tiir bir
¢Oziimiin sadece belli durumlar igin kullanilabilir oldugu gériilmiis; bu nedenle, entropi

kavrammin matematiksel tanmiminin yeniden ele alinmasi ve siirekli hal igin yeni
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bir entropi tanimlanmas: hedeflenmistir. 4. B6liimde matematiksel tamimi verilen ve
bilgi icerifindeki degisim miktan (variation of entropy) olarak adlandirilan entropi
tanimimn kullamlmas: halinde, pratikte kargilagilan problemlerin c¢oziilebilecegi ve
entropi kavrammin su -’ kaynaklart miihendisliinde yeni kullamim alanlarimin da

ortaya cikmasinin miimkiin olacagi goriilmiistiir.

Onerilen yontemin sentetik seriler ve bir érnek havzadaki akim gozlem istasyonlan
ginliik gozlem degerleri {izerindeki uygulamalan ve elde edilen sonuglar 5. Béliimde;
sonuclarin degerlendirilmesi 6. Béliimde; genel sonuclar ve Oneriler ise 7. Bdliimde

sunulmaktadir.



2. BILGI ICERIGI TANIMLANMASINDA ENTROPi KAVRAMI
2.1. Bilgi Icerigi Kavram
2.1.1. Bilgi Igeriginin Olgiilebilirligi

Bilgi sozciigii, gerek giinliik yasantida ve gerekse bilimsel g¢aligmalar iginde sik
kullanilan bir sozciiktiir. Hatta bunun 6tesinde, yasadiyimiz ¢ag Bilgi Ca$
oldugundan, yogun bilgi akisindan ve iilkeler arasi smirlarin bilgi akisi nedeniyle

ortadan kalktigindan sik¢a sdzedilir olmustur.

Arastiricilarin veya kisilerin  herhangibir konuyu aragtirmaktaki amaci, o konu
hakkinda bilgi edinmektir. Edinilen bilginin de dogru, giivenilir ve aragtirmaciy1 belirli
bir sonuca gotiirebilecek kadar degerli olmasi istenir. Ancak, bilgide aranan bu
nitelikler tamamen &znel karakterde olup, edinilen bilginin ne oranda dogru, giivenilir

ve ne derece degerli oldugu yine birtakim 6znel goriiglerle ifade edilebilmektedir.

Bu durumda sdyle bir soru sorulabilir : acaba yapilan arastirmalarla, incelenen konu
hakkinda ne miktarda bilgi edinilebilecegi somut olarak bilinebilir mi? Bir bagka deyisle,
konunun igerdigi bilginin ne kadar oldufu belirlenebilir mi? Ik bakista, soyut bir
kavram olan bilginin niceliginin saptanmasi veya incelenen bir olaym bilgi igeriginin
Olglilmesi miimkiin goriilmemektedir. Ancak, Oznel goriigler bir yana birakilarak
bilginin anlam ve g¢esidine bakilmaksizin, konuya nesnel agidan yaklasildifinda,
gercekten bilgi igerigini Slgmenin miimkiin oldugu goriilebilir. Ornegin, renk, uzakhk
gibi fiziksel niteliklerden, herhangibir matematiksel ifadeye gidilmeden, cesitli 6znel
bicimlerde bahsedilebilir. Ancak, daha bilimsel bir yaklasimla belirli 6lgii birimleri
saptayarak, bu niteliklerin niceliklerinden de s6z edilebilir. Dolayisiyla, cisimlerin veya

olaylarin nitelikleri ile bu niteliklerin Olgtitlerini birbirinden ayirmak gerekir. Bilgi



icerigi de, incelenen olayin bir 6zelligidir ve bilimsel yaklagimla uygun yontem ve
birimler saptayarak oOlgiilebilir. Giiniimiizde pek ¢ok bilim dalinda karsgimiza gikan
Bilgi Kuranunda yapilan i§ de budur; bu kuramin temeli, soyut bilgi kavraminin degil,

bilgi icerigi kavraminin Slciilebilirligidir.

Herhangibir olay hakkinda bilgi edinmek, o olay hakkinda daha 6nceden bilinmeyen,
belirsiz olan bir durumu 6grenme anlamina gelir. Eger bu olaymn c¢esitli seceneklerden
hangisi ile sonuglanacadi Onceden kestirilemiyorsa, olay bir belirsizlik igérmektedir.
Olaymn alternatif sonuglardan birini almasi1 ise incelenen durum hakkinda bilgi
kazandiracaktir. Aksi halde, sonu¢ kesin olarak Gnceden biliniyorsa, olaymn cesitli
secencklerden biri ile sonuglanmasi yeni bilgi getirmeyecektir. Buna gore, bir sonucun
bilgi icermesi, ancak beklenmedik bir olay nitelifinde olmasi ve siirpriz bir etki
yaratmasi ile sOz konusu olabilir. Bunun 6tesinde, olaym alabilecegi sonuglarin
belirsizlik derecelerinin farkli olmasi da miimkiindiir. Ornegin, olayin hangi sonuglan
almas1 olasihfimn daha yiiksek oldufu, hangi sonuglarin daha az beklenebilir
oldugu konusunda tahminler yapilabili. Bu durumda, olaym belirsizlik veya
beklenebilirlik derecesinin ifadesi igin olasthk kavramma ve olasilik kurallarina
basvurmak gerekecektir; bdylece, olaym igerdigi belirsizlifin matematiksel ifadesi icin
olasihk kurammndan yararlanmanin miimkiin olduu gorilmektedir (Cherry, 1957;
Bedford ve Onsi, 1969; Rubenstein, 1973; McGarry, 1975; Harmancioglu, 1980 ve
1981).

Bilgi igerifinin Olgiilebilirlifini gosterebilmek icin konuya bagka bir agidan da
yaklagilabilir. Herhangibir konu veya olay hakkinda bilgi edinmek, o konu veya olay1
ilgilendiren yeni durumlarm Ogrenilmesi anlamma gelir. Onceden zaten bilinen
durumlar, bir yenilik tagimaz, yeni bilgi getirmezler. O halde, eger s6z konusu durumun
yenilik derecesi Glgiilebiliyorsa, icerdigi bilgi icin de bir 6lgiit gelistirilebilir. Herhangibir
durumun yenilik derecesini 6lgmek igin izlenebilecek en basit yolun soz konusu

durumun nisbi sikhiininin ortaya konmas: oldufu disiinildiiginde; bilgi igerifinin
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olasihik kavrami ve olasihik kurallarindan yararlanarak tanimlanabilecegi sonucuna

varilabilmektedir (Cherry, 1957).
2.1.2. Ceyitli Bilgi Icerigi Olgiitleri

Herhangibir konuyu arastiran arastirmacinin amaci, inceledigi konu hakkinda bilgi
edinmek; aragtirmasimi yOnlendirecek ve tamamlayacak yeterlilikte bilgi sahibi
olmaktir. Ciinkii, arastrma sonucunda varilan sonuglarin anlamliifi, deney veya
gozlem sonucu elde edilen verilerin gercefi yansitacak Olgiide bilgi getirip
getirmedigine baghdir. Bu nedenle, bilgi icerifinin saptanabilmesi amaciyla, cesitli

aragtiricilar birtakim Olgiitler gelistirmeye caligmuglardir.

Fisher, ozellikle dogru istatistik yOntemlerin kullanilmasi gerektigini vurgulayarak,
yapilan deneylerden bilgi eldesi iizerinde durmus ve istatistik bilgi miktarini, bir
istatistik parametrenin varyansinin tersi olarak tanimlamustir. Fisher’in ifadesine gore,
pe(X), © parametresine sahip bir olasiik dagiim fonksiyonunu tammlamak ve x;, x,
X3, - bagimsiz &rnek degerlerini gostermek iizere, olabilirlik (likelihood) fonksiyonu
igin L(x/6) = = log pg(x) yazildifinda, 6rnek deferlerinin © parametresi hakkinda
verebilecekleri bilginin nﬁktan, 2L/ se%nin ortalama degeri kadar olmaktadir (Fisher,
1966).

Hidrolojik gozlemlerin olusturdugu istatistik Srneklerin, ortalama, varyans veya serisel
bagimlihk katsayis1 gibi parametreleri hakkinda igerdikleri bilgi, Fisher'in tanimina
gore uygun bigimde saptanabilmektedir. Burada, sz konusu parametrelerin varyanslari,
incelenen Ornegin bu parametrelerin tahmini igin verdigi bilgi miktarmn bir olgiiti

kabul edilmektedir.

Fisher'in tanimina gore, rasgele bir degiskene ait & parametresinin bilgi igerigi (I),
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I=1/c%a) (2.1)

bigiminde belirlenebilir. Ifadede yer alan oz(a) degeri, @ parametresinin varyansini
tanimlamaktadir (Dyhr-Nielsen, 1972; Yevjevich, 1972; Gupta, 1973). Buna gére
rasgele ve bagimsiz bir degigkenin ortalamasinin bilgi iceridi, N Ornek uzunlugu ve

S? érnek varyans! olmak iizere,
Ix) =N/ S? (2.2)

ifadesi ile (Matalas ve Langbein, 1962; Yevjevich, 1972); varyansinin bilgi iceridi ise,

m, 4. mertebeden istatistik moment olmak tizere,
I(S%) = 1/Var(s®) = { N(N-1) / (N-1) m - (N-3) §* } (23)

ifadesi ile saptanabilmektedir. Bu ifadelerden goriilebildigi gibi, parametrelerin varyansi
ne kadar kiiciikse, 6rnegin bilgi icerigi de o kadar fazla olmaktadir (Yevjevich, 1972).

Fisher'e g6re bir aragtrmacinin amaci, deney yapmak suretiyle elde ettigi
sonucglardan belirli yargilara varmak, cesitli nedenleri degerlendirerek sonuglara

ulagmak veya yaptif1 gézlemlerden genel bir varsayima gidebilmektir.

Belirli bir varsayim acisindan deneyle kazamilan bilgi, Ol¢iim sonras: olasiliklarin,
Olglim Oncesi olasiliklara orami veya bu oranm logaritmasi olarak tanimlanabilir
(Cherry, 1957). Varsayim yapabilmek icin bir deneyin getirdigi bilgi hakkinda ilk
matematiksel ifade ise Bayes tarafindan gelistirilmigtir. Bayes, H,, H,, ... , H;, ..., Hy
gibi belirli bir olay1 agiklayabilecek, birbirinden farkli varsayimlarin dogru olma
olasiliklarinin ne olabilecegi konusunu ele almigtir. Burada, olay gergeklesmeden

once elde bazi verilerin mevcut oldufu ve olayin meydana gelmesiyle de E gibi bir ek

bilginin veya verinin saglandifi diisiiniilecek olursa, Bayes kuramin,
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p(H;) p( HJE)
P(E/H;) = (24)
= p( EH; ) p( Hy)

biciminde ifade etmek mimkindiir (Cherry, 1957). Bagmntida, p(H,/E), Hi
varsayiminin olay veya deney sonrasi (@ posteriori) olasitiiny p(H,), varsayimin
deney Oncesi (a priori) olasihfii ve p(E/H,) de H; varsayimi gegerli kabul edildigi
takdirde E gibi bir verinin gerceklesmesi (kogullu) olasihfim gostermektedir. Bayes,
deney Oncesi olasiiklarin bilinmemesi halinde, H; varsayimlarmin eg olasilikh

kabul edilebilecegini 6ne stirmiistiir:
p(H;)=1/N (2.5)
Daha sonra Good, Bayes kuramim logaritmik olarak ifade etmistir:

log p( HY)E ) - log p( H; ) = log p( E/H; ) - log = p( E/H; ) p( H; ) (2.6)

Log = teriminin genellikle bir sabit niteliginde oldugu diisiiniiliirse, bu ifade, E gibi bir
verinin elde edilmesiyle, herhangi bir varsayimin dogruluk derecesi hakkinda
kazanilacak bilglyi, varsaymmin O&l¢iim veya deney sonras:t olasiiklarmmn, deney
Oncesi olasibklarina orammnin logaritmasi biciminde ortaya koymaktadir (Cherry,
1957). Burada heniiz bir ol¢iimiin veya gbzlemin igerdigi bilginin belirlenebilmesi igin
bir olgiit gelistirme diigiincesi esas olmamakta; bilgi sdzcii§li daha ¢ok yeni veri, gozlem

ve Olgiim anlaminda kullanilmaktadir.

Gozlem yapmak suretiyle, bir varsayim hakkinda giderilen belirsizligi ve dolayisiyla
kazanilan bilgiyi yukarldaki bigimde tammlayan Bayes kurami, aslinda istatistiksel
iletigim kuramina uygulanabilir niteliktedir- ve hatta bu kuram igin bir baglangig
noktas: olarak kabul edilebilir. Gergektent de (2.6) baintisiyla verilen ifadenin her

iki tarafimn tim olasi H, ve E degerleri iizerinden ortalamasi alindifinda sonug,

-13 -



1948'de Shannon’un giiriiltiilii bir iletisim kanalinin ortalama bilgi icerigi icin verdigi

tanima uymaktadir (Cherry, 1957).

1948 yiinda MacKay, bir deneyin veya bilimsel Onerinin getirdigi bilgiyi kantitatif
olarak tamimlamaya caligmustir (MacKay, 1950). MacKay’e gore, bilimsel kavramlarin
temelinde, gozlem kiimelerinin sagladifn sirh miktarda veri bulunmaktadir. Bu
verilere dayanarak ortaya konan bilimsel varsayimlar, herbiri dogru veya yanlig olarak
nitelendirilebilecek elemanter 6nerilerden olusurlar. Buna gére MacKay’in tanimladig
bir bilgi birimi , varsayimin mantiksal gelisimine bir elemanter adim veya Oneri

eklenebilmesini saglayan bilgi miktan olmaktadir.

MacKay bilgi miktar1 kavrammim iki niteligine dikkat ¢ekmektedir. Bunlarn birincisi,
dogrudan dogruya yapilan deneyin yapisina bagh deney Oncesi (@ priori) 6zelliklerdir.
Deney veya goézlem yapma isleminin cesitli belirsizlikleri icerdifini vurgulayan bu
nitelikler, Gabor’un (Gabor, 1946) deneyin yapisal karakterini ele alarak yaptif1 ve
logon admm verdigi yapusal bilgi birikimi tammina uymaktadirlar. MacKay’in‘ iizerinde
durdugu ikinci nitelik ise deney sonrasi (@ posteriori) bilgi miktani olup, tamamen
deneyin kapsadifi metrik bilgi icerigi olarak belirlenmektedir. Buna gore, bir deney
aletinin kaydetti§i cesitli okumalarn herbiri belirli bir metmrik bilgi miktanm temsil
eder. MacKay’e gore kaydedilen okumalar belirli bir dogruluk derecesine sahip
olacaklarindan, metrik bilgi miktarn1 da boyutsuz bir duyarhlik Olgiisii olarak
diigiiniilebilir. MacKay’'in metrik bilgi icerigi kavramm matematiksel olarak Fisher’in

istatistik bilgi miktar tanimina uymaktadir.

Daha sonraki yillarda Barnard, cesitli bilgi kavramlarim degerlendirerek, bilgi igin
yeni bir tamm gelistirmeye calsmmstir. Bilgiyi, bir matematiksel problemin zorluk
derecesi olarak tamimlayan Barnard, bilgi miktan i¢in bu dereceleri numaralandirmak

suretiyle bir 6lglit 6nermistir (Barnard, 1951).
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Giintimiizde pek ¢ok bilim dalinda uygulama alan1 bulan bilgi igeri§i dl¢iitii ise, daha
sonralan Bilgi Kuramu olarak adlandirlan Matematiksel Iletisim Kurami cergevesinde
gelistirilmis enfropi kavrami olmaktadir. Sunulan galigma, hidrolojik siireglerde bilgi
iceriginin entropi tammindan hareketle belirlenmesi ile ilgilendiginden, bilgi Olgiiti

olarak entropi kavraminin daha ayrintili olarak ele alinmasit uygun goriilmiistiir.

2.1.3. Bilgi Iceriginin Olgiilmesinde Entropi Kavrami

Matematiksel iletisim kuranu, bilgi igerigi kavramim tamamen bilimsel agidan ele alan
ve belirli bir matematiksel temele dayandirmak suretiyle tammlayan bir bilim dahdir.
Bu kuramda bilgi icerigi Olgiitii, istatistik ve olasibk kurallanindan hareketle
gelistirildiginden, matematiksel iletifim kuramma Istatiksel Iletisim Kurami adi da
verilmektedir (Harmancioglu, 1980 ve 1981).

Iletigim kuramu, bilginin cins, anlam, defer veya igerigine bakilmaksizin, sadece soyut
bir sayl, igsaret veya sembol dizisindeki istatistik yapiy1 incelemektedir. Bu kuram
dogrudan dogruya bir iletisim sisteminde iletilen sinyaller ve bu sinyallerin iletisim
yaratabilme Ozelli§i olarak nitelendirilen bilgi igerigi ile ilgilenmektedir. Burada temel
sorun, sinyallerin dogru olarak iletilebilmeleridir (Cherry, 1957; Pfeiffer, 1965).

Iletisim kuramina gore, bilgi ancak belirsizlik varsa ortaya c¢ikan bir oOzelliktir.
Belirsizlik ise cesitli seceneklerin varhfmi ve bunlar arasindan se¢im yapma olayim
vurgular. Bir iletisim sisteminde verici (bilgi kaynag1), alfabe ad1 verilen sonlu sayida
ve kesikli degerler alabilen isaretler, semboller, harfler, kelimeler veya bir dalga bigimini
belirleyen ordinatlar kiimesine sahiptir. Iletim hatti boyunca bir sinyal iletildiginde,
kaynak bu alfabeden veya isaretler dizisinden se¢im yapmaktadir. Aym alfabe alici
ucta da mevcuttur ve ahc, gonderilen mesajin ne oldugunu kendi alfabesinden sinyale

kars1 gelen isaretleri segmek suretiyle belirleyebilir.
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Bir iletisim olayinda alic1 igin, génderilen mesajin ne oldufu baglangicta belirsizdir.
Ciinkii, sinyaller bilgi kaynagindaki alfabeden herhangibir degeri alabilirler. Bir bagka
deyisle sinyaller, isaretler dizisindeki degerleri belirli olasiliklara gore alrlar. Iletigim
kuramina gore, olusma olasihfi yiliksek olan mesajlar az bilgi tagirlar; bir isaret,
sembol veya goézlemin, benzerlerinin olusturdugu kiime iginde alternatiflerine kiyasla
siklifn ne kadar fazla ise, iletebilecegi bilgi miktan da o kadar azdir. Bagka bir
ifadeyle, siklik ve olasilik isaret, sembol veya gozlemin belirsizliginin Olciistidiir. Bir
sinyal, iletildiginde isaretler dizisinden belirli bir degeri almakta, belirsizlidi ortadan
kalkmakta ve giderilen belirsizlik oraninda da bilgi getirmektedir. O halde, bir sinyalin
icerdigi bilgi, giderilen belirsizlik cinsinden dolayh olarak Olgiilmektedir. Eger alci
onceden gonderilen mesajin ne oldugunu kesin olarak biliyorsa, bu mesaj onun i¢in bir
bilgi tasimaz; ¢linkii bir belirsizlik s6z konusu degildir. Ancak, mesajin ne olabilecegi
konusunda bir belirsizlik var ise, mesaj s6z konusu belirsizlik oraninda bilgi
icermektedir. Bu agidan, iletisim kurammna gore, sinyallerin iletisim yaratabilmeleri igin
siirpriz defere sahip olmalari, beklenmedik bir olay nitelifini tasimalan gerekli
goriilmektedir (Shannon ve Weaver, 1949; Cherry, 1957; Pfeiffer, 1965; Bedford ve Onmsi,
1969).

Wiener ve Kolmogoroff tarafindan, iletigimin istatistik bir olay oldugu ortaya konduktan
sonra, bilgi igerigi icin istatistik temele dayanan kesin matematiksel Olgiit, Shannon

tarafindan ele ahinarak gelistirilmistir (Shannon ve Weaver, 1949).

Shannon, mesaj iletiminin stokastik bir olay oldufu goriisii ile, bir isaret veya sembol
dizisini olugturan her elemanin belirli olasiliklara gore deger aldifim ve her bir
degerin kendinden Once gelen bir veya birka¢ sembole bagll olduunu savunmustur.
Buna gore, herhangibir zamanda bilgi kaynaginin veya iletisim vericisinin ¢iktisi

rasgele bir degisken olarak disiiniilmelidir (Shannon ve Weaver, 1949).
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Iletisim kuramimna gére, bilgi kaynaginin alabilecegi alternatif durumlardan herbirinin

igerdigi bilgi (I), onun olasitif ( p, ) ile orantihdir (Cherry, 1957) :
I'=-logp, o (2.7)

Ancak Shannon, iletilen her bir isaretin ayn ayn tagidigi bilgi miktarimin degil;
birbirinden bagimsiz, kesikli ve p, (n=1 ,.., N) olasiliklarina sahip isaretlerin veya
sembollerin olusturdugu bilgi kaynaginin, herbir sembol bagina diigen ortalama bilgi
iceriginin 6nem tasidifim ortaya koymustur. Shannon, iletilen mesajin bilgi icerigi

anlami tastyan bu bilgi miktarini:

H(n) =-zp, logp, (2.8)

bigiminde (bit/sembol) cinsinden ifade etmistir. Matematiksel iletisim kurammn
temelini olugturan bu ifadedeki H(n) bilgi icerifine de enmfropi adimm vermistir
(Shannon ve Weaver, 1949). Burada, bilgi iceriine entropi denmesinin nedeni,
matematiksel fonksiyonun, istatistik mekanikteki entropi fonksiyonuna benzer olmasidir

(Cherry, 1957; Pierce, 1961; Pfeiffer, 1965).

(2.8) ifadesi, kesikli bilgi kayna$ igin tek bir defer vermekte; p, olasihklan 0 ile 1
arasinda degerler aldifindan, ifadenin bagindaki (-) isareti ile H(n) pozitif bir
biiyiikliik olmaktadir. Bu nitelikleri ile entropi kavrami, hem bilgi i¢eridini dogrudan
dogruya nesnel bigimde ve belirli bir 6l¢ii birimiyle 6lgme olanag getirmekte; hem de
daima pozitif degerler almakla, bilgi kaynagimn icerdigi bilgi i¢in anlamh bir 6lgiit
olusturmaktadir (Harmancioglu, 1980 ve 1981).

Entropi kavramy, iletisim kuraminda tammlandifi sekliyle, saglam bir matematiksel

temele dayanmakta; bilgiyi karmagik bigimlerde degil, bilgi kaynafmn. .gesitli ..

alternatif .durumlannin olasiliklan ile orantih olarak dogrudan belirlemektedir. Bu
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olasiliklar, yani kaynagin veya Shannon’un deyimiyle rasgele siirecin istatistik yapis
bilindiginde, onun igerdidi bilgiyi (2.8) bagintisindan kolaylikla hesaplamak ve belirli
bir birimle ifade etmek miimkiindiir. Entropi &l¢iitdi, bilginin niteligi, anlami ve iletilen
mesajin ne oldugu ile ilgilenmediginden, rasgele karaktérdeki her dizinin bilgi i¢eriinin
Olciilmesine olanak saglamakta; bu niteligi ile, pek ¢ok bilim dalinda uygulama alam

bulmaktadir (Harmanciogtu, 1980 ve 1981).
2.2, fletisim Kurami ve Entropi

Matematiksel iletisim kurammin ortaya konmasinda en biiyilik etken, telgrafin geligimi
olmustur. Telgrafin kullanilmaya baglanmasiyla, bir mesajm iletim hizi, iletimdeki
ekonomik unsurlar ve dolayisiyla aliciya sadece iletilen mesajm  dogru
anlagilabilmesine yetecek kadar sinyal gonderilmesi zorunlulugu gibi faktorler, iletisim
hatlar1 kapasitelerinin belirlenmesi gerektigini ortaya koymus ve bu diistinceler altinda
bilgi miktan kavramu dogmustur. Daha sonra, iletisimde sézii edilen sorunlarin agiga
kavusturulabilmesi amaciyla, bilgi miktan matematiksel bicimde tammlanmaya

gahsimustir (Harmancioglu, 1980).

1924 wyiinda Nyquist ve Kiipfmiiller, telgraf sinyallerinin verilen bir hizda
iletilebilmeleri icin belirli bir bant genigliginin gerekli oldugunu ortaya koymuglardir.
1928’de Hartley, belirli bir bilgi miktarinin iletilebilmesinde bant genisligi x zaman gibi
bir biiylikliigiin esas oldufunu saptamis ve bilgi kavramuni, verilen bir isaret veya
kelime listesinden, isaretlerin anlam ile ilgilenmeksizin, ardarda yapilan segimler olarak
nitelendirmistir. Hartley probleme su sekilde yaklagmistir: iletigim sisteminin vericisinde
veya bilgi kaynaginda N adet isareti iceren bir alfabe bulunsun. Bilgi kaynag bu
isaretlerden birini segip aliciya iletecektir. Herhangibir isaretin kaynak tarafindan
secilme olasiify da egit olsun veya bir bagka deyimle, isaretlerin iletisim Oncesi
olasiiklar1 1/N olsun. Sinyal iletildifinde alici, hangi isaretin gonderildigini

bulabilmek i¢in, evet veya hayrr seklinde yamtlanabilecek sorular soracaktir. Ornegin,
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isaret alfabenin ilk yansinda mi? sorusuna alacaf yamt, alcimin Dbelirsizlik
aralifim 1/2 oraminda daraltacak ve benzer sorular sorarak aranan isareti
bulabilecektir. Burada, evet-hayir bigiminde, ikili yamtlarla dogru isareti saptama,
alicimn izleyebilecegi optimum soru stratejisini olusturmaktadir. Evet-hayir ikili
yamtlan basit¢e (1,0) olarak kodlandifinda, bunlarin her biri ikili hane.(binary digit)
veya kisaca bit adim almakta ve bilgi miktarinin elemanter birimini olusturmaktadir.
Alici, s6zii edilen tipte sorular sorarak dofru isareti aradifinda, aldifi yanitlara
gore bulmak istedigi sinyal (1,0) hanelerinin olusturdugu bir dizi ile belirlenmektedir.
Bu dizideki bitlerin sayrs1 sinyalin icerdigi bilgi miktarim ifade etmektedir. Hartley’in

tanimina goére, dogru isaretin bulunabilmesi igin minimum
I=log, N (bit) (2.9)

adet soru yOneltilebilecektir. Buna goére, herbir semboliin veya isaretin igerdigi bilgi, N

adet es olasilikl isaretten olusan bilgi kaynag i¢in, I kadar olmaktadir.

Hartley, getirdifi tanimlarla ger¢ekten iletisim kuraminin temelini kurmus, ancak bir
bilgi kaynagimin alabilece§i cesitli durumlann olasibklarindan bahsetmemistir.
lletigimin istatistik bir olay oldugunun Wiener ve Kolmogoroff tarafindan
vurgulanmasmdan sonra, bilgi kaynagimn cesitli durumlarnimn bir istatistik toplum
olugturdugu ve dolayisiyla kaynagmm igerdigi bilginin istatistiksel olarak tamimlanmasi
gerektigi gériisii dogmustur. Buna gore, kaynagin alfabesindeki herbir sembol i¢in veya
sinyal dalga biciminde iletiliyorsa, dalga ordinatlanmn alabilecekleri alternatif degerler

i¢in p, (n= 1, .., N) olasiliklarim belirleyerek, Hartley’in bilgi miktar1 tanimu,
H(n) =-Zp logp, ( bit/sembol )

olarak ( 2.8 ) bagintisinda verilen sekliyle yeniden ele alinmustir. Shannon’un 6ne

slirdigli bu yeni ifade, ¢ok sayida (N) sembolii veya dalga ordinatlarinin alternatif
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durumlann: kapsayan bir bilgi kaynaginin, yine bu sembolleri iceren ¢ok uzun sinyal
dizileri gézlendiginde, sembol basina ortalama bilgi igerifini temsil etmektedir. Daha
Once belirtildigi gibi, bu bilgi icerigine entropi adi verilmektedir (Shannon ve Weaver,
1949; Cherry, 1957).

Shannon s6z konusu ¢algmasinda, dogrudan dogruya ortalama degerlerden
bahsetmekte ve iletilen bir sinyaldeki her bir isaretin ayr1 ayn icerdigi bilgi ile
ilgilenmemektedir. (2.8) bagntisinda verilen entropi tamimi da ashinda bir ortalama

deger niteligini tasimaktadir. Buna gére bagintiy,
H(n) = ortalama (log p_) (bit/sembol) (210)

seklinde, bir bilgi kaynaginin ortalama bilgi iceri§i olarak tammlamak miimkiindir.
O halde H(n), (log p,,) degerlerinin veya N adet kesikli ve sonlu degerler alabilen bilgi
kaynagindaki sembollerin p_ olasiiklarinin logaritmalaniun  beklenen degerini
temsil etmektedir. Kisaca H(n), (2.7) bagmntisinda verilen, sembol dizisinin herhangi
bir n.inci degerinin bilgi igerigi tanimlayan I ifadesinin beklenen degeri olmaktadir
(Cherry, 1957). Daha once de belirtildigi gibi, Shannon bu tamiminda sembollerin
anlami ile kesinlikle ilgilenmemekte; ancak bu sgekilde, onlarin igerdigi bilgi igin

matematiksel bir 6l¢lit ortaya koyabilmektedir.

Shannon bu tamm yaparken, bilgi kaynagimn ilettii sembollerin birbirinden
bafimsiz oldufunu ve dolayisiyla kaynafin entropisinin, sadece sembollerin p_
olasiliklarimin bir fonksiyonu olarak ifade edilebilecegini, bunlarin kaynak tarafindan
segilme swasma bagh olmadifim vurgulamaktadir. Shannon ayrica  bilgi
kaynaginin duragan (stasyoner) olmasi veya bagka bir deyimle, kaynafin istatistik
yapisinin zamanla degismeyecek karakterde olmasi gerektigini belirtmistir. Istatistik
iletigim kuraminda kayna§in duraganhf varsayim biyiik ©nem tagimaktadir

(Harmancioglu, 1980).
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Ote yandan, gerek Hartley ve gerekse Shannon, bilgi i¢eriinin matematiksel ifadesini
gelistirirken, kaynafin kapsadifi sonlu sayida ve kesikli sembollerin eg olasilikh
olduklar1 varsayimindan hareket etmisglerdir. Ancak daha sonra Shannon ve Fano,
kaynagin duragan olmas: kosuluyla, iletilen bu sembollerden olusan ¢ok uzun sinyal
dizileri incelendiginde ve dogrudan dogruya ortalama degerlerle calisiidifinda, (2.8)
bagintisindaki entropi tammimn herhangi bir olasithk yapisi igin de gegerli
olacag sonucuna varmuslardir (Cherry, 1957). Shannon, olasilhik esasina gore belirli
sembolleri secerek ileten bilgi kaynagindan stokastik kaynak ve bu sembollerin
olusturdugu dizilerden veya sinyallerden stokastik dizi olarak s6z etmektedir. Yine
Shannon’a gore, iletigim sisteminin alictsi, gonderilecek sinyallerin ne olabilecegi
konusunda tam bir belirsizlik iginde olmayabilir. Iletisim olayindan 6nce, &zellikle
sinyalleri olusturan sembollerin birbirleriyle iligkili olmas1 halinde, elde bazi bilgiler (a
priori information) var olabilir. Eger bu iligkilerin neler oldugu biliniyorsa, bu takdirde
iletilen sinyaller alici igin, sembollerin birbirinden bagimsiz olmalar1 durumuna
kiyasla, daha az bilgi icereceklerdir. Shannon’a gére, kaynagin kapsadifi sembollerin
es olasihikli ve istatistiksel agidan bagimsiz olmalar1 durumunda entropi maksimum
olmaktadir. Aksi halde, semboller arasinda ba§imhhk varsa, bunlarin olusturdugu
sinyaller 6nceden zaten bilinen bazi bilgileri de tasimaktadirlar. iletisim kuraminda
bu tiir tekrarlanan bilgi (redundancy) sarth olasihiklar cinsinden ifade edilmektedir
(Cherry, 1957).

Ornegin, kaynagn ilettigi sembollerin sadece p, olasihklan degil, p (m) kogullu
olasiliklart da biliniyorsa, bu takdirde belirsizlifin Olgiisii log p, degerleri degil,
log p,(m) degerleri olacaktir. Burada p (m) kosullu olasiliklari, n’inci sembolden
sonra m’inci semboliin gelme olasihifini temsil etmektedir. Bu sekilde tekrarlanan
bilgi iceren kaynagmn entropisi de, p(n,m) birbirini izleyen iki semboliin ortak olasilif

olmak iizere,
H (m) = -3 % p(n,m) log p (m)  (bit/sembol) ) (211)
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bigiminde tammlanmaktadir. Semboller hakkinda 6nceden mevcut bilginin p (m)
kosullu olasihiklarnt yerine p(n,m) ortak olasihklarindan ibaret olmasi halinde,

kaynagin entropisi Shannon tarafindan,
H(nm) = - £ £ p(n,m) log p(n,m)  (bit/sembol) (212)
olarak verilmektedir (Cherry, 1957).

Shannon, bir iletigim sisteminde iletilen sinyallerin kesikli semboller yerine dalga
bigimlerinden olugtufu durumlar da incelemistir. Dalga bigiminde sinyallerle iletisim
saflayan bilgi kaynaklarina sirekli bilgi kayna$i adi verilmektedir. Ciinkii, F frekans
genisliginde ve T siireli bir dalga bi¢imini belirleyen 1/2F aralikli ordinatlar, siirekli bir
genlik aralifinda defer alirlar; bagka bir deyisle, bilgi kaynagimn icerdigi genlik

degerleri siirekli bir dagihma sahiptirlér.

Burada artik kesikli sembollerin tek tek niimerik degerlerle ifade edilen olasiliklari
yerine, bir olasilik yogunluk fonksiyonu s6z konusu olmaktadir. Ancak Shannon, bu
durumda  yine ortalama degerlerle c¢alhsmakta ve entropi biyiikliigiint, kesikli

kaynaklarda oldugu gibi, bir beklenen deger niteliginde tanimlamaktadir (Cherry,1957).

(2.9) ifadesi dikkate alindiginda, bilgi kaynagimin icerdifi sembol sayis1 N arttikea,
her bir semboliin tagidifi bilgi miktarimn da artacafny goriilmektedir. Bu ifadeden
hareketle, bilgi kaynagmim siirekli degerler almasi durumunda bilgi icerifinin de
sonsuz olabilecedi sonucuna varilmaktadir. Ancak pratikte iletisim hatlarinda hemen
her zaman mevcut olan giiriiltii (noise) probleminden otiirii sonsuz degerlere ulagmak
miimkiin olmamaktadir. Bu nedenle Shannon, siirekli bilgi kaynaginin entropisini

giiriiltiiniin mevcut olmas1 durumunda incelemektedir .
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Giiriilti, bir iletim hattindaki elektronlarin rasgele hareketlerinin  dogurdufu
istenmeyen sinyallerdir. Bu tiir sinyaller alici agisindan bilgi kaybina neden olurlar.
Shannon giiriiltiilii bir iletim hattinda iletilebilecek gergek bilgi miktarim gu gekilde
belirlemektedir: X degiskeni ile bilgi kaynagimn gonderdigt ve siirekli degerler
alabilen sinyal, Y degigkeni ile de aliciya ulagan sinyal tanimlanmig olsun. Y sinyali,
iletim sirasinda giiriiltiiniin eklenmesi nedeniyle X’den farklidir. Burada alicinin
sorunu, Y sinyali bilindiginde, X igin miimkiin olabilecek tiim bilgiyi elde etmektir.
Aslinda sinyallerin igerdigi bilgi icerigi mutlak bir deger degil, relatif bir biiyiikliiktir
ve alicida o sinyal igin mevcut, iletisim Oncesi ve iletisim sonrasi belirsizliklerin
farkina baghdir. O halde, alict ucgta X'in belirsizlik derecesi iletisim sonrasi p(x|y)
kosullu olasiik yogunluk fonksiyonuyla, bilgi kaynaginda ise p(x) marjinal olasilik
yogunluk fonksiyonuyla belirlenmektedir. Buna gére Shannon, verici ugta giiriiltiisiiz
bilgi kaynaginin entropisini, belirsizlifin Olglisi olan log p(x) ifadesinin beklenen

degeri olarak,

H(X) = - J p(x) log p(x) dx  (bit) (213)

bigiminde; Y sinyali bilinse de X’de kalan belirsizlik miktarin1 da, bir istatistik olayda
ol¢lim Oncesi ve Olglim sonrasi belirsizlikler arasindaki iligkiyi ortaya koyan Bayes

kuramindan yararlanarak,

H(X/Y) = - J J p(xy) log p(xly) dx dy  (bir) (214)

kogullu entropisi ile tammlamaktadir. (2.14) ifadesinin ¢ikarilmasinda hareket
noktasy, alictya ulagan Y sinyalinin igerdigi bilginin, Bayes kuraminda ifade edildigi
gibi, X sinyallerinin iletigim sonras:t olasiliklarimn, p(x|y), iletisim Oncesi p(x)
olasiliklarina oraninin logaritmas: bi¢iminde tammlanmasi olmaktadir. H(X|Y),

giiriiltii nedeniyle kaybolan bilgi miktarim tammladigindan, iletilen gergek bilgi,
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R =H(X) - HX/Y)  (bit) (2.15)

kadardir. Burada R, X sinyalinin igerdigi bilginin Y sinyalinde tekrarlanan kismini
ifade etmektedir ve iki integral ifadesinin fark: olarak belirlendiginden, Shannon’a gore
sonlu bir deger almaktadir. Siirekli degerler alan sinyallerin entropisi i¢in yukanda
verilen bagmtilar serbestlik derecesi bagina bit cinsinden ifade edilmektedir; zira
sirekli sinyaller, saniyede 2F kadar dalga ordinatimn aldi}i  degerlerle
belirlenmektedir. Dolayis: ile 2FR, iletim hattimin bit/saniye birimiyle Olgiilen bilgi

icerigini vermektedir (Shannon ve Weaver, 1949; Cherry, 1957).

Shannon’un istatistiksel iletisim kuramina yaptifi katkilardan en Onemlisi de, bilgi
iletisiminde bir iletim hattimn maksimum kapasitesini tanimlayan Kapasite Kuranu
dir. Bu kuram, rasgele nitelikli ve {iiniform dagilmhi giiriiltiiniin ve iletigimi
simrlayan diger bazi fiziksel faktGrlerin mevcut olmasi halinde iletisim hattinin
iletebilecegi en biiyiik bilgi miktarim ifade etmektedir. Buna goére mesajlar, iletisimdeki
hatalar1 minumum kilacak ve bilgiyi s6zli edilen kisitlayic1 faktOrlerin belirledigi

maksimum C kapasitesinde iletebilecek sekilde kodlanabilirler. Shannon’un,

J’ J‘ pxy)
C = lim [ max(1/T) p(xy) logl——} dxdy | (2.16)
T— p(x) p(y)

olarak tanimladift maksimum kapasiteye pratikte hemen hemen hi¢ bir zaman
erigilememekte ve iletisim hattinin H entropisi daima C’den kiigiik kalmaktadir

(Shannon ve Weaver, 1949; Cherry, 1957).

Shannon’un temel prensiplerini ortaya koydugu ve yukarida Ozetlenen istatistiksel
iletisim kuramina, daha sonralan Bilgi Kuram: ad1 verilmigtir. Bu arada Fano, Wiener
Khinchin, Bell ve Abramson ve dzellikle bilgi igerigi anlamindaki entropinin, istatistik

mekanikteki entropi ile iligkilerini ortaya koyan MacKay, Gabor, Brillouin ve Pierce gibi
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aragtirmacilar bilgi kuraminin gelismesine katkida bulunmuglardir (Cherry, 1957,

Pfeifer, 1965; Topsoe, 1974).

23. Bilgi Kurammmda ve Termodinamikte Tanimlanan Entropi Kavramlan

Arasindaki fliskiler

Termodinamik, en genel halde, sistem ve cevresi arasinda s1 ve is aligverisi ile
ilgilenen bilim dalidir. Ayn1 zamanda siirekli hareket halindeki ¢ok sayida partikiiliin
olusturdugu toplumlar olan gazlarin nitelikleri ile de ilgilenir. Bu toplumlar hakkinda
ancak kismen bilgi edinilebilir; c¢iinkii Newton’un hareket kanunlariyla her bir
partikiilin davranist aciklanabilmekle birlikte, bu partikiillerin tiimiinii aym anda
incelemeye ve ayirdetmeye olanak yoktur. Bu nedenle, gazlari olusturan her bir
partikiiliin hareketi hakkinda kesin bilgiye sahip olunamaz; bunlarin davranisi ancak
olasihk kuramu ile agiklanabilir. Bir termodinamik sistemin yukarnida belirtilen
ozelligi, benzer sekilde iletigim sistemlerinde de mevcuttur. Bu nedenle, her iki tiir
sistemin benzer analiz yOntemleri ile incelenmesi yadirganmamalidir. Bir iletigim
sisteminde bilgi kaynagmin alabilecegi pek ¢ok alternatif durum s6z konusudur. Béyle
bir sistem hakkinda genel nitelikler bir tarafa birakilacak olursa, kismen bilgi sahibi
olunabilir. Zira 6nceden, sistemin her bir durumunun her an alabilecegi degerleri veya
kesinlikle hangi mesajlan iletebilecegi bilinemez. Burada da olaymn agiklanmas: yine

olasiik kurallar gercevesinde gerceklestirilebilir.

Boltzmann, bir termodinamik sistemin alabilecegi gesitli durumlan p (n=1, .. , N)
olasihklar ile tammmlamaya c¢ahsarak, bu esasa goére termodinamikteki kanunlan
yeniden formiile etmistir. Boltzmann’a gére termodinamik entropi, gazlari olusturan
partikiillerin cesitli durumlarinin olasiliklarinin bir fonksiyonu olup, ideal bir gaz

igin,
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S=zp logp, (217)

bigiminde tammlanabilir (Cherry, 1957; Pierce, 1961; Tepleman, 1989). Boltzmann’in
ideal bir gaz icin verdigi entropi ifadesi, pozitif igaretli olarak, Shannon’un (2.8)
ifadesinde verdigi bagintiya benzemektedir. Buradaki benzerlik, tamamiyle benzer
analiz yontemlerinin kullanilmasindan ileri gelmektedir. Termodinamik entropi, gazlan
olusturan partikiillerin  ¢esitli durumlarinin  olasitiklarimin ~ fonksiyonu  olarak
tamimlanirken; iletisim kuraminda bilgi igeri§i anlamindaki entropi, bir bilgi
kaynagimin  alabilecegi durumlarin  olasibklarinin  fonksiyonu olarak ifade
edilmektedir. Bir bagka deyimle, her iki bilim dalnda da, davramgi bir olasiik

dagilim fonksiyonu ile agiklanabilen bir istatistik toplum incelenmektedir.

Ote yandan, her iki entropi kavrami arasinda anlam yoniinden de bir yakmhk oldugu
soylenebilir. Termodinamik entropi diizensizligin élgiisii olarak tammlanmakta;
termodinamigin 2. kanunu da bir sistemin ancak diizensizli§i artacak bi¢imde durum
degistirdigini ve entropinin hi¢ bir zaman azalamayacagim belirtmektedir. Buna gore,
Ornegin bir gaim nitelikleri, partikiillerinin durumlan hakkindaki bilgimizi azaltacak
bicimde degisecektir. Bir bagka deyisle, rasgelelik siirekli artan bir &zelliktir. Buna
kargilik, bilgi kuraminda tammlanan bilgi kavramm ve entropi, rasgeleligi azaltan,
slirekli olarak artan igimde diizenlilik getiren bir niteliktir. Bu agidan, Wiener bilgi
iceriini negatif entropi olarak tammlamaktadir (Cherry, 1957). Boltzmann’in bir
sistemin rasgelelifi veya aksine diizenlilii konusunda One siirdiigii gorigler bilgi
iletisimi siirecinin acgiklanmasinda da gegerli kabul edilmekte; ayrica, baz: bilim
dallarinda sistem davramglannin degerlendirilmesine olanak saglamaktadir (Cherry,

1957; Chorley, 1962; Leopold ve Langbein, 1962; McGarry, 1975).
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2.4. Entropi Kavramimn Matematiksel Olarak Incelenmesi
2.4.1 Bilgi Kuramu Geregince Entropinin Taninu

Onceki boliimlerde belirtildigi gibi, bilgi kuram sadece bir soyut say1 ya da sembol
dizisindeki istatistiksel yapinin incelenmesine olanak saglamaktadir. Burada temel
problem, herhangi bir olaym sahip oldugu belirsizlifi tammlayacak bir 6lgiit

gelistirmektir.

Bu problemi style aciklamak miimkiin olabilir : bir D deneyinin tamimlandigi ve
deney yapilmadan Once sonucun ne olacafinin bilinmedigi diigiiniilsiin. D deneyinin
icerdigi belirsizlik entropi olarak adlandirilsin ve H(D) ile gosterilsin. Bu asamada, D
deneyinin belirsizli§i (entropisi) hakkinda bazi nitelikleri ortaya koymak miimkiindiir.
D deneyi, sonucu dnceden bilinen deterministik bir olay niteligi tagiyorsa, belirsizlik s6z
konusu olamayacagindan, entropi sifir olarak kabul edilebilir. Rasgele etkenlerin 6nem
kazandifi, dolayisiyla sonucun Onceden kestirilemez hale geldigi durumda ise
belirsizlik ortaya gikacak ve entropi sifirdan farklh degerler almaya baslayacaktir.

Dolayisiyla, ilk agamada entropinin alt ve iist sinirlarin,
0 < HD) < = (2.18)
olarak belirlemek miimkiindiir ( Topsoe, 1974 ; Uslu ve Tannéver, 1979).

Entropi ile D deneyinin bilgi icerigi arasinda gdyle bir iligki de kurulabilir. D deneyi
yapildiktan sonra, s6z konusu olay hakkinda kesin bilgi elde edilmis olacak ve olayin
belirsizlifi giderilmis olacaktir. Dolaysiyla olay hakkinda kazamilan bilginin giderilen
belirsizlife esit olacag sdylenebilir. Bir bagka deyisle, baslangicta deneyin belirsizligi
olarak tammlanan H(D) yanlizca belirsizlifin Olglisii olmayip, ayni zamanda D
deneyinin igerdigi bilgiyi de tanimlamaktadir. '
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D deneyinin 0 gibi bir 6rnek uzayinda tekrarlandifini diigiinelim. D deneyi, s6z
konusu uzayda (A, ,.., Ay) gibi sonlu sayida ve kesikli sonuglardan birini
alabilmektedir. (A; ,., Ay) sonuglarmin olasiikk fonksiyonu P olarak
tanimlandiginda, P = (p; ,, Py) sonlu sayida sonucun olugturdugu uzaymn olasihik
vektorii olarak tanimlanabilir. Bdylece artik D deneyi bir (@ , P) olasilik uzaymnda

tanimlanmig olmaktadir ( Schultze, 1969; Topsoe, 1974 ; Uslu ve Tannéver, 1979):

D= (219)
pl pz..opN

Burada p, degerleri,

Pp=pA4,) (n=1..,N) (220)

olmak iizere A sonuglanmmn olasiiklanim temsil etmekte ve bilinen olasilik

kurallarina da uymaktadirlar :
0 <p, <1 (221)
zp, =1 (222)

Bu agamada D deneyi bir olasiik yapisi ile tanimlandigina goére, H(D) fonksiyonu

yerine, entropi i¢in D deneyinin 6l¢iitii olan olasiliklar kullanilarak,

H(7") =H (py -, PN) (223)

yazilabilir. Buradan fiziksel anlamlar1 ne olursa olsun, olasilik yapilar1 aym olan iki
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olayin entropilerinin ve bilgi iceriklerinin aym olacag agikca goriilebilmektedir

(Harmancioglu, 1980 ve 1981).

D deneyinin belirsizligini, A, sonuclarindan X rasgele degiskenine gegerek
tamimlamak da mimkiindiir. Aym 0 Ornek uzaymnda sonlu deferler alan ve bu

uzayin w € 2 elemanlar igin,
Pp=P({w|Xw)=x1}), (n=1..,N) (2.24)

olasiliklariyla 6I§ﬁlebilen bir X degiskeninin entropisi H(X) olarak tammlandiinda,
H(D), H(p ) ve H(X) es anlamh tanimlar olusturmaktadirlar ( Topsoe, 1974; Uslu
ve Tanndver, 1979; Harmancioglu, 1980 ve 1981).

Bir D deneyinin veya olasilik uzaymnm entropisi sirasiyla H(D), H( p~) ve H(X)
biciminde tamimlandiktan sonra, entropi icin daha kesin bir matematiksel ifade
gelistirilebilir. Es olasiiklh N adet farkli deger alan bir rasgele degisken diigiinelim.
Degiskenin aldifi herhangibir deferin bir kisi tarafindan bilindigi; ikinci bir kisinin
evet-hayir seklinde yamitlanabilecek tipte sorular sorarak bu degeri bulmaya galigtif
diigliniilsiin. Bu durumda, dogru sonucun bulunmas: i¢in optimal bir soru stratejisi

kullanarak sorulmas: gereken minumum soru sayisi,

I=ldN (225)
veya
I=-1d(IN) (226 )

olacaktir ( Amorocho ve Espildora, 1973 ). Burada I, aranan degeri bulabilmek igin
gerekli bilgiyi veya bilgi igerigini, 1/N tek bir soruda dogru yamti bulma olasiliini,

Id ise 2 tabanina gore logaritmay: tamimlamaktadir.
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Bu ifadelerde I bilgi igerifi, rasgele degiskenin N eg olasthkli deger aldih
varsayimindan hareketle elde edilmektedir. Ancak, Shannon ve Fano’ya gore, N adet
sonlu ve kesikli sembolii iceren bilgi kaynagmin duragan (stasyoner) olmast koguluyla,
iletilen sembollerden olusan ¢ok uzun sinyal dizileri gbzlenerek ortalama degerlerle
hesap yapildifinda, aym ifadenin herhangibir olasihk yapisina sahip siire¢ igin de
gecerli oldugu soylenebilir (Cherry, 1957). Buna goére kesikli {iniform olasilik
dagihmu yerine, p=(p;, ..,py) Olasilik kiitlelerine sahip bir defiskenin herhangi bir

n.inci degeri icin bilgi icerigi,

I, =-ldp, (2.27)
olarak ifade edilebilir.

Olasilik uzaylarmin bilgi igeriklerinin incelenmesi halinde ise, 6nemli olan uzayn

icerdii bilgi igeriinin belirlenebilmesidir. Bu nedenle, olasiik uzaylarnm bilgi

igerigi, elemanter olaylarn bilgi iceriklerinin beklenen degeri olarak tamumlamir:

HD)=sp I (2.28)
veya
H(D) =E(I )=-%p ldp, (2.29)

Bu baginti Shannon’un 1948de, bir bilgi kaynagmn ortalama bilgi icerifi i¢in verdigi

ve entropi olarak adlandirdif tanimdan ibarettir.

Entropi hesabinda, 2 tabanindan farkli logaritmalar kullanildifinda segilen tabana
gore bir K katsayisim bagintiya eklemek gerekir. p = p(x,) (n= 1, .. ,N)
olasiiklaryla { x;, ... , x5 } degerlerini alan bir X rasgele degigkeninin herhangibir

tabana gbre entropisi,
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H(X) = K = p(x, ) log[1/p( x, )] (230)

biciminde ifade edilebilir. Entropi 2 tabanina gére bit, e tabamna gore napier, 10
tabanina gore decibel birimleriyle tanimlandifinda, K’nin deferi 1 olarak
ahnabilmektedir. H(X), rasgele degiskenin icerdigi bilgi icin tek bir deger vermekte ve
marjinal entropi adim almaktadir ( Amorocho ve Espildora, 1973). Marjinal entropi,
tek bir siirecin toplam belirsizliginin veya dolayh olarak toplam bilgi igeriginin Olg¢iitii

olmaktadir.

X ve Y gibi, karsiikli olarak birbirinden bagimsiz iki olaym birlikte olugmasi
halinde, elde edilecek toplam entropi ise (2.29) bagmtisina benzer sekilde,

HXxY)=-Z23r, logr, (2.31)

olarak yazilabilir. Bu bagtida ortak olasiliklari gosteren r,, olasiik kurallarina

gore,

Tk = P 9 (n=1, ... ,N) (2.32)
(k= 1, ... . M)

biciminde tammlanabilir. Bagmtida p , X olaymm ve q,, Y olaymmn olasihklarm
temsil etmektedir. Ortak olasiliklar yerine yerlestirildifinde toplam entropi ifadesi,

H(XxY)=-%p_ logp, -%qlogq, (2.33)

elde edilir. Denklemin sa§ tarafindaki ifadeler, ayn ayr1 X ve Y siire¢lerinin marjinal

entropilerini temsil ettifinden,

H(XxY) = HX) + H(Y) (2.34)
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ifadesine gelinir. Bir bagka deyisle, bagimsiz iki olaymn toplam entropisi, iki -olayin

ayr1 ayr1 marjinal entropilerinin toplamina esit olmaktadir.

X ve Y olaylann arasmda stokastik bagimlilbk varsa, bu iki olaymn birlikte olugmasi
ile meydana gelecek yeni olaymm olasihklan r,, X ve Y olaylaninin marjinal
olasihklarmin carpimina esit olmayacaktir. Bu durumda sgartlh olasiliklar soz

konusu olacagindan, sarth olasihiklar q_,,

oy =PV | X)) (n=1, .. ,N) (2.35)
(k= 1, ... ,.M)

bigiminde ve ortak olasihiklar r_,,

Tk = Ppnx  (M=1 ...,N) (2.36)
. (k= 1, ... ,M)

olarak tammlandifinda; X olaymin ger¢eklesmesi kosuluyla Y olaymm sarth

entropisi,
HY|X) =-2%2r, logq, _ (2.37 )
bigiminde yazilabilir.

Buna gore, aralarinda stokastik bafimhlik bulunan X ve Y olaylarimin birlikte

olusmas! durumunda, toplam entropi,

H(XxY)=-2p logp,-=2r, logq, (2.38)

biciminde yazlabilir. Denklemin sag tarafindaki ifadeler sirast ile X olaymmn
marjinal entropisini ve X olaymin olugmasi koguluyla Y olaymin sarth entropisini

temsil etmektedir :
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H(XxY) = HX) + H(Y|X) (239)

O halde, stokastik bagimh iki olaymn toplam entropisi (orrak entropi), bir olayin
marjinal entropisi ile bu olay bilindiginde diger olayda kalan belirsizligin toplamina esit
olmaktadir (Schultze, 1969; Amorocho ve Espildora, 1973; Uslu ve Tanndéver, 1979;
Harmancioglu, 1980 ve 1981).

X ve Y arasmnda stokastik bagimlibk oldugunda, toplam belirsizlik, iki Ornek
uzayinda aymi olan veya tekrarlanan bilgi olarak tammlanan transinformasyon T(X)Y)

kadar azalacaktir:

T(XY) = H(X) + H(Y) - HXx Y) (2.40 )

Transinformasyon ifadesinde, H(X x Y) ortak entropi degeri yerine (2.39) ifadesi
kondugunda;

T(XY) = H(X) - HX|Y) (241)
ya da bagimhilifm yon degistirmesi ile,

T(XY) = H(Y) - H(Y|X) (242)

ifadeleri elde edilebilir (Schultze, 1969; Amorocho ve Espildora, 1973; Uslu ve
Tannover, 1979; Harmancioglu, 1980 ve 1981). Simetrik bir 0Ozellik tasiyan

transinformasyon ifadesi, ortak ve sarth olasiliklar cinsinden,

T(XY) = T(Y,X) =21, log{ry, /[p, 4J } ( 2.43)

seklinde ifade edilebilir (Schultze, 1969).
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Transinformasyon degeri, X ve Y olaylarimn kargihkli bilgi igerifi olarak
tanimlanan ve difer entropi biiyiiklikleri gibi, alttan sifirla siirli olan, pozitif

degerli bir olgiittiir:
Xy =2 0 (2.44)

Transinformasyonun bir diger niteli§i de, H(X) veya H(Y) marjinal entropilerinden

hangisi kii¢likse en fazla bu degere esit olabilecegidir (Schultze, 1969):

T(XY) = H(X) - H(X|Y)

IA

H(X) (245)

T(XY) = H(Y) - H(Y|X)

IA

H(Y) ( 2.46 )
24.2 Hidrolojik Siireglerde Entropi.

Hidrolojik olaylar ve degiskenler, en genel durumda devirsel (periyodik), bagimh ve
rasgele bagimsiz unsurlardan olusan stokastik siireclerdir. X degiskeni bu nitelikte
hidrolojik olaylan temsil etmek iizere, 6nceki bdliimlerde tanimlanan temel ilkelerden

hareketle hidrolojik siireglerin bilgi iceriginin Ol¢lilmesi miimkiindiir.

Hidrolojik siireglerin bilgi igeriginin Olgiilmesinde entropi kavramimmin kullamilmasina
yonelik ¢aligmalarda (Amorocho ve Espildora, 1973; Tanndver, 1979; Harmancioglu,
1980 ve 1981), iki ayn hidrolojik siireg veya bir hidrolojik siire¢ ile ona ait matematik
modelden {iiretilen yapay verilerin olugturdugu, birbirlerine bagimh X ve Y gibi iki
rasgele degisken ele alinmakta; bu degiskenlerin ayri ayn marjinal entropileri,
aralarindaki bagimliik nedeniyle s6z konusu olan sarth entropiler ve

transinformasyon hesaplanmaktadir.
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Bu caligmalarda incelenen marjinal entropi ifadelerinin, bilgi kuramindaki temel
ilkelerden hareketle, hidrolojik slirecler icin tanumlanmasinda izlenen yol soyle
Ozetlenebilir: sabit bir zaman aralifinda hidrolojik siirecin sonlu ve kesikli degerler
alabilen ve bir olasihik uzayinda tamimlanmis X rasgele deiskeni ile temsil edildigi
ve bu degiskenin f(x) olasilik yogunluk fonksiyonunun bilindigi diigiiniilsiin. Siirekli X
degiskeninin alabilecegi deger aralify, éx genislifinde N adet kesikli alt aralifa

boéliindiiglinde, degiskenin n.inci alt arahiktaki bir degeri almas: olasiligy,

x,+ éx/2

Py =P{x -8x2<x<x +6x/2} = j flx) dx (247 )
x,-6x/2

olacaktir. §x araliklarmin yeterince kiiciik segilmesi durumunda, p = olasiliklarini

yaklasik olarak,

py = flx,) 8x (2.48)

seklinde hesaplamak miimkiindiir, Bu olasihiklann (2.30) bagmntisinda yerlestirerek,

X degiskeninin secilen 6x araliklarina gére marjinal entropisi,
H(X;éx) = = f(x ) 6x log{1/f(x )} + log (1/6x) (249)

ifadesi ile yaklagik olarak hesaplanabilir ( Amorocho ve Espildora, 1973; Tanrnibver,
1979; Uslu ve Tanndver, 1979; Harmancioglu, 1980 ve 1981). Burada H(X), X
siirecinin efer varsa ardigik bagmhblifi dikkate alinmadan veya bu etkilerden

arindirilmadan hesaplanmis toplam entropisini temsil etmektedir.

Ote yandan, marjinal ve garth entropilerle transinformasyon hesabmndaki hata paylarin
disiik tutabilmek amaciyla, éx araliklarmin kiigiik segilmesi gerekmekte; bu durum

ise entropi degerinin yukandaki bagint1 ile bilgisayarda gﬁzﬁmﬁnﬁ gerek islem ve
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gerekse zaman acisindan zorlagtirmaktadir. Bu nedenle pratikte, verilen ifadelerdeki
kesikli toplamlar yerine integral iglemlerinin yerlestirilmesi yoluna gidilmektedir
(Amorocho ve Espildora, 1973). Dolayisiyla marjinal entropi siirecin olasilik
dagilmima {f(x)} bagh olarak,

+o0

H(X;6x) = I f(x) log {1/f(x)} dx + log (1/6x) (2.50)

-00

ve X ve Y gibi iki siirecin ortak entropi ifadesi, iki siirecin ortak olasihik yogunluk

fonksiyonu f(x,y) tanimlandiginda,

400 400

H(X)Y;6x,8y) = j I f(xy) log {1/f(xy)} dx dy + log (1/6x &y) (2.51)

-0 -0

seklinde ifade edilmektedir. Benzer sekilde, X siirecinin Y siirecine bagh kosullu entropi
ifadesi, kosullu olasihk dagilim f(x|y) ve ortak olasihk yogunluk fonksiyonuna
{f(x,y)} bagh olarak;

+o 4o

H(X|Y;6x 6y) = f | f fesy) log {1/f(x|y)} dx dy + log (1/5x) (252)

-0 -00

ifadesiyle tammlanmaktadir. Bu deferlere bagh olarak transinformasyon degerleri,
(2.45) ve (2.46) ifadelerinden hareketle marjinal ve kosullu entropilerin farki olarak
hesaplanabilecektir (Harmancioglu ve Yevjevich, 1987; Harmancioglu, v.d., 1986).

Belirsizligi incelenen siirecin 6l¢liim ya da gézlem sonrasi olasiik yogunluk fonksiyonu
bilindifinde (2.50) ila (2.52) ifadelerinin integrasyonu yapilabilir. Tek defisken igin
Olclim sonrasi olasihk dafibimi olarak tammlanan f(x), normal daglim kabul

edildiginde:
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fx) =

exp {-(x-p )20} (253)

oxV21t

marjinal entropi ifadesi incelenen siirecin rnek standart sapmasina ( o ) bagh olarak,
H(X;8x) = 1/2 + log v 2m + log o, - log 6x (254)

ifadesi ile hesaplanabilmektedir. Olgiim sonrasi olasiik dagilmi f(x), lognormal

dagiim kabul edildiinde :

1 1
ap {-(x-p,)? 202} — (2.55)

ay1/211 X

f) =

marjinal entropi ifadesi,
H(X;6x) = 1/2 + log ¥ 2n + log Oy + by - log &x (2.56)

olmaktadir. Burada By Ve Oy degerler,

3

y=Inx (2.57)

doniisiimii ile elde edilmis olan y dizisinin ortalama ve standart sapma degerleridir.
Olkgiim sonrast olasihk dagilimi f(x), iki parametreli gamma daghm kabul

edildiginde ise,

x20 (2.58)
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olmak tizere, marjinal entropi ifadesi,
H(X;6x) = log [B.T(a)] + p /B - (a-1).2(e) - log 6x (2.59)

seklinde ifade edilebilmektedir. Ifadede yeralan b, dizinin ortalamasi, « bigim
parametresi ve 8 Olgek parametresi olup, I'(@) gamma fonksiyonunun ve &(a) digamma
fonksiyonunun bi¢im parametresi igin deferidir (Chapman, 1986; Harmancioflu ve

Yevjevich, 1987; Harmancioglu, v.d., 1986).
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3. SU KAYNAKLARI MUHENDISLIGINDE ENTROPI KAVRAMININ KULLANIMI

3.1. Su Kaynaklart Miihendisligi Alamnda Entropi Kavrammin Uygulanmasina

Yonelik Caligmalar
3.1.1. Genel

Entropi kavramimin, gerek fiziksel bilim dallarinda gerekse su kaynaklar1 mithendisligi
alaninda uygulamasimin ilk Orneklerine jeomorfoloji konusunda rastlanmaktadir.
Entropi kavraminin kullanimi ile bir akarsu hatti boyunca kivrintilarin olusumunu
inceleyen ¢ahsmalarin (Scheidegger, 1967) yamisira, Leopold ve Langbein (1962) ve
Yang (1971) akarsu morfolojisi konusunda aragtirma yapmuslardir. Bu caligmalarda
kullanllan entropi kavramu tamamen termodinamik entropi niteligi tagimakta;
Shannon’un iletisim kuramu cer¢evesinde tammlamig oldugu bilgi 6l¢litli anlamimdaki
entropi kavram ile ilgisi bulunmamaktadir. So6zii edilen c¢aligmalarda, (a)
termodinamik bir sistemdeki 1s1 enerjisi ile akarsu sisteminin potansiyel enerjisi; (b)
termodinamik bir - sistemndeki sicakhk ile akarsu sisteminin yiikseltileri arasmda
benzesimlerde bulunulmustur. Daha sonra Davy ve Davies (1979) bu benzesimlerin
dogruluk derecelerini incelemis ve termodinamik bir sistem igin gegerli olan kesin
yasalarin bir akarsu sisteminde gecerli kabul edilemeyecegi yargisina varmiglardir.
Entropi kavrammm akarsu jeomorfolojisi alaninda uygulanmas: halen tartigmalt bir
nitelik tasimakta ve bu alanda yeni arastirmalara gerek duyulmaktadir (Harmancioglu

v.d., 1992).

Su kaynaklar1 miihendisliginde entropi kavraminn diger bir kullanim bigimi,
dogadaki olaylarin tamamen olasihik kurallarina bagli olarak istatistiksel hidroloji
kapsaminda incelenmesine yoneliktir. Bu uygulamalarda, Matematiksel Iletisim
kuramindan hareketle tanimlanmug olan, istatistiksel nitelikte ve belirsizlik ya da bilgi

icerifi anlamindaki entropi (informational entropy) kavrami kullanilmaktadir. Bu

-39.-



cercevede, gerek Shannon’un gelistirmig oldugu (Shannon ve Weaver, 1949) ve bilgi
kurammnda tammlanan entropi kavrami, gerekse Jaynes’in (1957a ve 1957b) ortaya

koydugu maksimum entropi kurami (POME) yaygin kullanim olanag bulmugtur.

Bilgi Kuramindan hareketle tamimlanan ve matematik temelleri 2. Boliimde verilmig
olan, belirsizlik veya bilgi icerigi anlamindaki entropi kavrami Shannon tarafindan
gelistirilmistir. Bu entropi kavramina dayanan maksimum entropi kurami (Principle of
Maximum Entropy = POME) ise kisaca asafidaki bigimde agiklanabilir: Shannon’.un
tanimladifn entropi biyiikliifli, incelenen siirecin olasihik dagilminin  segimine
bagh olarak degisen degerler aldigindan, siirecin dagilimi hakkinda Ol¢lim Oncesi
kestirimlerde bulunmak zorunlu olmaktadir. Jaynes (1957a ve 1957b), bu 6zellikten
hareketle maksimum entropi kurami (POME) olarak bilinen kuram geligtirmistir.
POME kurami, kosullu entropi kavramni esas almaktadir. Buna gore, siirece ait
stmrh sayida veriden yararlanarak, siirecin heniliz bilinmeyen olasiik dagilimi igin,
belirlenen bazi kosullar altinda, entropi fonksiyonunu en bilyiik kilacak olasilik
dagiblmimnin bicimini saptamak miimkiin olabilir. Aranan olasibk dagilim, entropi
fonksiyonunun enbiiyiiklenmesi - dolayis1 ile belirsizlifin enkiigliklenmesi - ile
belirlendiginden, en uygun olasihk dagilim, siireci en az tarafli bicimde temsil eden
olasihik dagihm fonksiyonu olmaktadir (Templeman, 1989). Jaynes’in gelistirmis
oldugu bu yodntem, su kaynaklari miihendislifi alaninda yapilan bir ¢ok g¢ahsmada
kullamilmis; ancak, genelde incelenen siirece en uygun olasithk dagilimmn
biciminin belirlenmesi ve hidrolojik siiregler arasindaki fonksiyonel iliskilerin

belirlenmesi problemlerinin ¢dziimiine yonelmigtir.
Su kaynaklarr miihendisli§i alaninda, gerek Shannon’un gerekse Jaynes’in entropi

tanimlarimin  kullanilmasi ile yapilan ¢aligmalar, amacglarina gore

smiflandinlarak, sonraki boliimlerde ele alinmstir.
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3.1.2. Uygun Frekans Dagldvmimin ve Dagilm Parametrelerinin Tahmininde Entropi

Yontemi

Incelenen siirece uygun frekans dagiliminin ve dafihm parametrelerinin tahminine
yonelik olarak ilk kez, Jowitt (1979) maksimum entropi (POME) yontemini 1. tip ekstrem
deger dagihmi parametrelerinin tahmini i¢in kullanmustir. Daha sonra, Singh ve Jain
(1985) ile Arora ve Singh (1986) farkh alt1 ybntemle parametre tahmininde bulunarak,
POME yontemiyle parametre tahmininin giivenilirliini aragtirmiy ve POME
yonteminin diger. bes yontemden daha uygun, maksimum olabilirlik yOntemine ise
olduk¢a yakin sonuglar verdigini belirlemislerdir. Gamma ve Pearson tip III ve iig
parametreli lognormal tiiri olasihk dafilimlarmin segimi halinde de benzer
sonuglar elde edilmistir (Singh ve Singh, 1985a ve b; Singh, 1987; Jain ve Singh, 1987,
Singh ve Singh, 1987).

Bir bagka calsmada, POME yOntemi, uygun frekans dafihmmmn kestirimi, farkl
frekans dagilimlarimin entropi dederleri tizerine etkileri ve dagiim parametrelerinin
tahmini amaclan ile kullamlmg (Singh v.d., 1985 ve 1986); Krstanovic ve Singh (1986)
ises POME yOnteminin ¢ok degiskenli frekans analizi i¢in de kullamlabilecegini

gostermiglerdir.

Bu galiymalarda, maksimum entropi yonteminin (POME), olasiik dagilim fonksiyonu
tahmininde en az hata yapma olanagi sagladify ve boylece siireg hakkinda elde
edilen bilgiyi maksimum kilmanmn miimkiin olabilecegi ileri siirilmektedir (Singh ve
Rajagopal, 1987).

3.1.3. Fonksiyonel Iliskilerin Belirlenmesinde Entropi Yontemi

Maksimum entropi yontemi (POME), iki ya da daha fazla sayida degisken arasindaki
fonksiyonel iligskilerin (yagig-akiy; sediment taspumi-akis; su  kalitesi-akiy;  v.b.)
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kestirimi "igin de kullamilmugtir. Bu konuda yapilmig iki caligmanin ilkinde havza
icinde sediment tasimminin modellenmesi hedeflenmig (Singh ve Krstanovic, 1987);
diger cahgmada ise yafis-akus iligkilerinin belirlenmesi lizerinde durulmugtur (Sonuga,
1976). Bu calismalarda POME yGnteminin bu tiir aragtirmalar ic¢in pratikte kolay

uygulanabilir nitelikte oldugu belirtilmektedir.

3.1.4. Belirsizlifin Saptanmasinda Entropi Yontemi

Entropi kavrammin su kaynaklari miihendisliinde en Onemli ve yaygin kullanimi,
belirsizlik Olgiiti  olarak kullamlabilmesidir. Entropi kavrami (a) hidrolojik
degiskenlerin, (b) hidrolojik sistemlerin ve sisteme ait modellerin, (¢) olasihik dagilim
fonksiyonlarina ait parametrelerin belirsizlifinin saptanmas: amact ile
kullanilmaktadir. Entropi kavrammin kullamimu ile, yukarida belirtilen belirsizliklerin
saptanabilmesinin yanisira, bu belirsizlik degerlerinin birimli olarak (decibel, bit, napier)

ifade edilebilmesi, yontemin diger bir gii¢li yamum olugturmaktadir.

3.1.5 Rasgele Degiskenlerin Bilgi Iceriginin Saptanmasinda Entropi Yontemi

Gerek su kaynaklar1 miihendisleri, gerekse arastiricilar deney ya da gdzlem sonucu
elde edilen bilgi miktarimin tamimlanmasi amaciyla objektif bir kriter tanimlama
gereksinimi duymaktadirlar. Entropi kavrami, hidrolojide ol¢iim, deney ya da gdzlem
sonucu kazanilan bilgi miktarnin niceliksel olarak tanimlanabilmesi agisindan uygun
bir kriter olusturmaktadir. Tanndver (1979), hidrolojik siireclerin bilgi igerigi icin biri
Fisher’'in 6rnek varyansinin tersi tanimina, digeri ise entropi kavramina dayali iki
yontem uygulayarak; Fisherin tammmnmin Olglim Oncesi (@ priori) bilgi igeriginin,
entropi kavrammnmn ise Olglim sonrast (@ posteriori) bilgi igerifinin saptanmasinda

uygun birer kriter olusturduklan yargisina varmigtir.
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Harmancioflu (1980, 1981), hidrolojide ¢ok degigkenli hal i¢in entropi kavramnin
kullamlabilmesi amaciyla gerekli matematiksel ifadeleri belirlemis ; tek degisken icin
de igsel bagimliik s6z konusu oldufunda belirsizliin ve dolaywsiyla siirece ait
Olgtimlerin getirecegi bilginin ne sekilde degisecedini incelemistir. Bu ¢aliymalarda, ¢ok
degiskenli hal igin serisel bagmliligin yamsira, kros korelasyon etkileri de
incelenmis ve entropi hesab icin kullanilacak matematiksel ifadeler ortaya konmustur.
Bu ifadelerle hidrolojik 6lglimlerde ¢ok degiskenli hal i¢in zaman ve yer (konum)
agisindan optimum kesikleme aralii segimi yapmanin miimkiin olabilecegi, Ornek

havzalar tizerindeki uygulamalarla gosterilmistir (Harmancioglu, 1980, 1981 ve 1984).

S6z konusu gahsmalarin ilkinde (Harmancioglu, 1980), entropi yOnteminden, bir
zaman serisinin  serise] bagimblik derecesinin saptanmasi amaci ile de
yararlanilabilecegi belirtilmistir. Bir baska ¢aliymada ise, maksimum entropi spektral
analizi (MESA) yontemi ile hidrolojik siireglerin periyodik ve deterministik unsurlarinin

tanimlanabilecegi gosterilmistir (Padmanabhan ve Rao, 1988).
3.1.6. Hidrolojik Stiregler Arast Bilgi Aktarmunda Entropi Yontemi

Hidrolojik siiregler aras1 aktanlan ve aktanlabilir bilgi miktarmin tamimlanmasinda,
yaygin olarak kullamilan korelasyon Kkatsayisimn (r) yamsira; entropi kavrami
yardimi ile de bir 6lgiit tamimlamak miimkiindiir (Harmancioglu ve Yevjevich, 1985
ve 1987). Bu amagla kullamlan entropi olgiitii transinformasyon (T) olarak

isimlendirilmekte ve iki ya da daha fazla sayida degisken igin :
T(XY) = H(X) + H(Y) - HXY) (3.1)
bigiminde tanimlanmaktadir. Ifadede H(X) ve H(Y), X ve Y rasgele degigkenlerin bilgi

icerigini (entropi); H(XY) bagiml iki degiskenin entropisini tanimlamakta ve frekans

analizinden  yararlanarak  hesaplanabilmektedir =~ (Harmancioglu v.d., 1986;
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Harmancioflu ve Yevjevich, 1986 ve 1987). Buna gore T(X,Y), X ve Y degiskenlerinin
ortak olarak igerdigi bilgi miktarim gostermektedir. Degiskenler arasi aktanlabilir
bilginin st smin 7|, olarak tammlandifinda; bu deferden yararlanarak, iki degigken
arasinda aktanlabilir bilgi miktarinin belirlenmesine yonelik bir 6lglit ortaya koymak
miimkiindiir. Bilgi icerigi agisindan korelasyon katsayist ( R, ) olarak tamimlanan bu

Olgiit,
Ry =¥ 1- &% (32)

ifadesi ile hesaplanabilmektedir. Bu deger, degiskenler arasindaki bafimhilifin iist

sinirim temsil etmekte ve,
0 < Ry<1 (33)

araliinda degerler almaktadir (Linfoot, 1957; Harmancioglu v.d., 1986;
Harmancioglu ve Yevjevich, 1986 ve 1987).

( 3.2 ) ifadesi ile belirlenen aktanlabilir bilgi degeri Ty, veya korelasyon katsayisi Ry,
degiskenler igin Ongoriilen olasiik dagihmlarina ve secilen iliski (regresyon)
fonksiyonuna bagl degildir. Klasik korelasyon katsayisi (r) degiskenler aras: bilgi
aktarimmn Olgiitli olarak tammlanirken, dogrusalhik ve normallik gibi iki Onemli
kabule dayanmaktadir. Bu nedenle, akrardabilir bilginin iist smun olarak R, degeri
belirlendiginde, klasik teknikler ile yukanda belirtilen kabuller altinda yapilan bir
regresyon analizi ile gercekten akranlan bilginin (r) ist smra gére kiyaslamasi
yapilabilecektir. Regresyonla akranlan bilgi, aktanlabilir bilginin iist simirindan diigiik
bulundugu takdirde, regresyon igin yapilan kabuller degistirilerek bilgi aktariminin
iyilestirilmesi yoluna gidilebilir. Benzer kiyaslamalar, belli bir dagilm kabulii ve iligki
fonksiyonu secimine bagh olarak hesaplanan transinformasyon (T) degerinin, toplam

aktarilabilir bilgi miktarna oram (%) T/T, kullamlarak da yapilabilir.
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(Harmancioglu v.d,, 1986; Harmancioglu ve Yevjevich, 1986 ve 1987). Burada T,
secilen regresyon modeli ve kabuller altinda aktanlan bilglyi, T, ise aktanlabilir

bilginin #ist stninm tanimlamaktadir.

Yukarida agiklandify bicimde tammlanan, aktanlan ve aktarnlabilir bilgi miktan
kavramlari, su kalitesi gozlem aglarinda Olgiilmesi gereken degiskenlerin
belirlenmesinde (Harmancioglu v.d., 1986; Harmancioflu, v.d., 1987); farkh akig
rejimlerine  sahip havzalarin  beslenme  sistemlerinin  arastiriimasinda  da

(Harmancioglu ve Baran, 1989) kullanim olana$ bulmustur.
3.1.7. Beslenme Sistemlerinin Aragtirdmasinda Entropi Yontemi

Aktanlabilir ve aktardan bilgi miktarlari, akarsu havzalarinda akigg doguran farkli
girdilere gére degisken degerler alirlar. Harmancioglu ve Baran (1989), Tiirkiye’de yer
alan ve yafis, yeralti suyu, pmar akimlan veya kar erimesi gibi farkhi beslenme
sistemlerine sahip havzalarda, akis hakkinda maksimum bilglyi edinmek amact ile,
akig-akiy ve yagis-akis slirecleri arasinda bilgi aktarimi problemini incelemigler ve
beslenme sisteminiﬁ aktarilabilir bilgi miktarmim degisimi agisindan biiyiik Snem

tagidif1 sonucuna varmuslardir.
3.1.8. Olgiim Aglannm Planlanmasmda Entropi Yontemi

Entropi kavrammm, veri Ol¢im sistemlerinde (gozlem aglannda) zamana ve yere
baglh kesikleme (Omek alma) arah@min saptanmast amaci ile kullanilabilecegi, ilk
olarak, Harmancioglu (1980) tarafindan ortaya atidmstir. Yazar difer bir
¢aliymasinda, bir havzadaki NH4+ konsantrasyonu Olgiimleri igin, optimum G&lgiim
grabfmmn bu kavrama dayanilarak saptanabilecegi gostermistir (Harmancioglu,

1984).
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Daha sonra, entropi kavramindan hareketle, aktarilabilir ve aktarilan bilgi miktarinin
tanimi1 yapilmig ve bu tammla, akim O&l¢iim istasyonlarinin havza iginde dagilim
icin optimum yer segimine cahsilmigtir (Harmancioglu ve Yevjevich, 1985 ve 1987,

Yevjevich, 1987; Harmancioglu ve Baran, 1989).

Benzer bicimde, aym1 kavramdan hareketle su kalitesi gozlemleri igin, gdzlenen
defiskene bagh olarak optimum Ornekleme arahf secimine gahsimistir
(Harmancioglu v.d., 1986; Harmancioglu ve Yevjevich, 1986; Harmancioglu ve

Alpaslan, 1992).

Caselton ve Husain (1980) ile Husain (1989), yagis gozlemlerinden hareketle, bir 6l¢iim
aginda gozlenmis ve gézlenmemis noktalar icin belirsizlik ve bilgi igeriinin entropi ile

belirlenerek, bir havza igin en uygun gézlem agmn planlanabilecegini g6stermiglerdir.

Bir bagska cahsmada, transinformasyon kavramindan yararlamilarak, yagig Olgim
istasyonlar1 icin, 6l¢lim aglarimin optimum planlanmasina g¢aligilmistir. Calismada,
yer secimi es transinformasyon egrileri yardimiyla gergeklestirilmis; bilginin fazla
oldugu yerlerde istasyon kapatma, eksik oldufu yerlerde ise yeni istasyon kurma
Onerileri ortaya konarak en uygun gozlem afinin planlanmasi hedeflenmistir

(Krstanovic ve Singh, 1992a ve b).

Benzer sekilde, entropi kavramimdan yararlanilarak, su kalitesi gozlem aglarinin
planlanmasina c¢ahsilmug; entropi Olgiitii ile, zaman, konum ve hem zaman hem
konum agisindan optimum planlama kriterlerinin ortaya konulabilece8i belirtilmigtir

(Alpaslan, v.d.; 1992; Harmancioglu ve Alpaslan, 1992).

Yukarida Ozetlenen c¢alismalar, entropi kavrammn 6&lgiim aglarinm  optimum
planlanmas: agismndan kullanilabilir bir ydontem oldugunu ortaya koymakla birlikte,

pratikte kullamilmasi ag¢isindan heniiz ortadan kaldirilamamig bir takim problemler



oldugunu; yeni aragtirmalarla bu problemlere ¢6ziim getirilmesi durumunda, yontemin
Olcim aglanimin  optimum planlanmasi agisindan olduk¢a gegerli bir hale

gelebilecegini gostermektedir.

3.1.9. Model Uygunlugunun Smmanmasinda Entropi Yontemi

Entropi kavraminin, su kaynaklari mihendisligi alaninda bir bagka kullamm alam,
dogadaki hidrolojik siireglere uygun oldufu diisiiniilen cesitli matematik modeller

arasindan, siireci en iyi sekilde temsil edecek modelin segilmesi olmaktadir.

Bu amagla, daha dnceki bolimlerde tammlanmg olan transinformasyon kavraminin
kullanilmasi miimkindir. Denklem (3.1)’de verilen transinformasyon ifadesindeki X
ve Y rasgele degiskenlerinin, sirasiyla hidrolojik siirece ait gdzlemleri ve model
giktilarini temsil etmeleri halinde, modelin kullamlmasi ile dogadaki siirecin igerdigi
bilginin ne kadarmn korunabildigini saptamak miimkiin olmaktadir (Amorocho ve
Espildora, 1973). Birden fazla modelin s6z konusu olmas: durumunda ise, en yiiksek

transinformasyon degerine sahip olan modelin en uygun model oldugu s6ylenebilir.

Ancak transinformasyonun, frekans analizinden hareketle belirlenmesinde, kesikleme
arahfi (6x) seciminin olduk¢a Onem tagidifi vurgulanmaktadir. Kesikleme
arabfimin segimine bagh olarak farkh entropi degerleri hesaplanabildiginden, uygun
model saptanmast amaci ile yapilan islemlerin ve verilecek kararlarin tutarhh@ da

secilen 6x kesikleme aralifina bagh olarak degismektedir.

Bu sakincamin ortadan kaldirilabilmesi amaciyla Gnerilen bir ¢dziim yolu, kesikleme
arab@imin, X siire¢ ortalamasimin belli bir kati olarak belirlenmesidir (Chapman,
1986). Chapman ¢algmasmmda, lognormal ve gamma dagihmlann igin entropi
ifadelerini kullanarak, §x/X = 0.05 oranma bagh olarak §x’in degisen deerleri ile

marjinal entropi ve transinformasyon degerlerini hesaplamig ve elde edilen sonuglarn
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éx’in sabit alinmasi ile bulunan marjinal entropi ve transinformasyon degerleri ile
kiyaslamigtir. Chapman bu caligmanin sonuglarina dayanarak, §x icin ortalamaya
bagl olarak degisen deferlerle hesap yapmamin daha uygun sonuglar verdigini

belirtmektedir.

Baran ve Harmancioglu (1990), karstik pmnar akiglarindan beslenen bir havzada,
algalma d6nemi icin belirlenmis cesitli modeller arasindan (Baran, 1989), en uygun
modelin saptanmas1 amaciyla entropi kavramindan yararlanmiglardir. Chapman’in
Onerdigi bicimde éx’in defisen degerleri icin yapilan hesaplar sonucunda, model
uygunlugunun saptanmasinda §x degerlerinin degisken alinmasimn makul sonuclar
verdifi; ancak, kesikleme aralify secimine bagli olarak karsilasilan problemleri

ortadan kaldirmak igin bu Gnerinin yeterli olmadif: yargisina varmiglardir.
3.1.10. Eniyileme ve Karar Vermede Entropi Yontemi

Miihendislik sistemlerinde en dnemli unsur, karar verme asamasinda en uygun karan
verebilmektir. Bu amagla entropi kavrammm kullanmm ise oldukc¢a yenidir.
Templeman (1989), ve Goulter (1992) maksimum entropi kuramindan hareketle, icme
suyu sebekesi analizlerinin yapilabilecegini gostermislerdir. Her iki aragtirmaci, en
ekonomik boru hatlanmi  belirledikleri gahgmalarinda, POME yOnteminin
optimizasyon problemlerine kolayhkla uygulanabilecegini, o©zellikle minimizasyon

problemlerinin ¢6ziimii igin uygun bir yéntem oldugunu belirtmektedirler.
3.1.11. Gozlem Sikhigimin Belirlenmesinde Entropi Yontemi
Dyhr-Nielsen (1972), hidrolojik dizilerin kesikli olarak incelenmesi sonucu olusan bilgi

kaybinin  belirlenmesine yonelik  ¢aliymasinda: dagillm  parametrelerinin,

ortalamanin, varyans ve otokovaryans degerlerinin tahmininde; ekstrem degerlerin
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olastiklarinin tahmininde ve gidis analizlerinin yapilmasinda bilgi kaybi problemi

iizerinde durmustur.

Caligmada, hidrolojik dizilerin siirekli ve stokastik nitelikte zaman serileri niteliginde
olmalarina karsin, hidrolojik Olglimlerin genellikle kesikli olarak yapilmalari
nedeniyle, gercek dizinin siirekli gidisinin tam olarak belirlenemedigi belirtilmektedir.
Bir bagka deyisle, Ol¢iim sirasinda yapilan hatalar nedeniyle olusan bilgi kaybi bir
yana, dogada siirekli olan bir siireci kesikli olarak Slgmenin bir bilgi kaybi -ya da ek

bir belirsizlik- problemi ortaya ¢ikardifina dikkat ¢ekilmektedir.

Ortaya ¢ikan bilgi kayb1 probleminin, bilgi igerigi Olgiitii olarak gelistirilmis olan ii¢
yontemle arastirilabilecegini belirten Dyhr-Nielsen; Fisher’in bilgi icerigi olarak olgiim
varyansinin tersi, Shannon’un entropi ve Bayes’in istatistiksel karar kurami arasinda,
Bayes kuraminin ekononomik parametrelerin de gdzoniine alinabilmesi nedeniyle bilgi
kayb1 probleminin incelenmesine yonelik bir ¢aligma icin daha uygun olacagim Gne

stirmiigtiir.

Dyhr-Niélsen, slirece ait herhangi bir parametrenin tahmininde, siirecin gézlem
sikhfinin ~ (8t) biiylk Onem tagidifimi  belirtmektedir. Goézlem  sikhifinin
optimum biiytikliikte secilmesi halinde, bilgi kaybinin minimum olmas: beklenebilir.
Ekonomik parametrelerin de gdzoniine almmasi ile gozlem siklifl icin optimum bir
deger saptamak miimkiin olmakla birlikte; 6§t gozlem sikhg degeri, incelenen
degiskenin Ozelliklerine ve tahmin edilmesi istenen parametreye gore farkli degerlere

sahip olmaldir (Dyhr-Nielsen, 1972).

Entropi kavrammmmn kullamm ile gozlem sikliinin belirlenmesine yonelik
cahgmalar arasinda, su Kkirlilifinin saptanmasi amaciyla veri toplanmasi sirasinda
optimum oOlgiim arahfinin belirlenmesi de yer almaktadir (Harmanciofluy, 1984;

Harmancioglu, v.d., 1986; Harmancioglu ve Alpaslan, 1992; Alpaslan, v.d.,1992 ).
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Benzer sekilde, entropi kavramimn veri Olglim sistemlerinde zaman ve yere bagh
kesikleme aralifimin saptanmas: amaciyla kullanilmasi da mimkiindiir

(Harmancioglu, 1980).

3.2. Entropi Kavrammm Su Kaynaklarn Miihendislifinde Kullanmmmmna Tligkin

Sorunlar

Onceki boliimde ele alinan gahgmalardan goriilebilecegi gibi, entropi yontemi su
kaynaklar1 mithendisliinin bir ¢ok alaninda uygulanabilir niteliktedir. Entropi
yonteminin kullanimi, belirsizligin mertebesini veya dolayl olarak elde mevcut bilginin
degerini Olgme olanaf sagladifindan, belirsizlik altinda verilecek kararlarda daha

objektif yaklasimlara temel olusturmaktadir.

Bununla birlikte, entropi yonteminin su kaynaklari miihendisligi alaminda yeni bir
yontem olmasi, heniiz tartigilabilir nitelikte yonlerinin varolmasi nedeniyle, yontemin
yaygin olarak kullanildifindan s6z etmek miimkiin degildir. Bu nedenle, bu bélimde
pratikte kullamminda karsilasilan sorunlarin  ayrintih olarak ele almmasi ve

irdelenmesi gerekli goriilmuigtiir.

Entropi yonteminin pratikte kullaniminda karsilagilan temel giicliik, entropinin kesikli
hal i¢in tammh olmasindan kaynaklanmaktadir. Shannon kesikli hal igin entropi

degerini,

H(n) =-zp, logp, (34)
bi¢iminde tamimlamaktadir. Belirsizligi incelenen siirecin siirekli olarak tanimlanmasi

durumunda, entropi ifadesinde yeralan = isaretini integral ile degistirerek, siirecin

olasilik yogunluk fonksiyonu f(x) bilindi§inde marjinal entropi degerini,
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H(X) = - .[ p(x) log p(x) dx (35)

olarak tammlamaktadir. Ancak, bu tamim kesikli halden siirekli hale gecis igin
kullamlabilecek nitelikte bir matematiksel tamim degildir. Bu nedenle, baz
aragtirmacilar kesikli halden siirekli hale gecisin saglanmasi amaci ile 6x gibi bir
kesikleme arali$i belirleyerek entropi ifadelerini kesikleme araligina bagh olarak
tanimlamaktadirlar. Bu durumda, rasgele bir X degiskeninin marjinal entropisi, f(x)

yogunlugu igin olasiik degerleri,
p(x) = f(x) éx (3.6)

olmak tizere, kiiciik §x araliklar igin,
H(X;6x) =~ - Ef(x) log { f(x) 6x } dx (3.7)

ifadesi ile yaklasik olarak belirlenebilmektedir (Amorocho ve Espildora, 1973;
Tanrndver, 1979; Harmancioglu, 1980 ve 1981).

Pratikte, aym slire¢ igin, aym olasihk dagihm ve dagihm parametreleri igin;
farkh 6x degerleri segildiginde, farkh entropi degerleri hesaplanabilmektedir. Bir
bagka deyisle, §x kesikleme aralifi degerinin segimi, hesaplanan entropi degerini

( -0, +) arahfinda oOteleyen bir nitelik tagimaktadir.

Ifadede yer alan 6x degerinin ne olmasi gerekti§i hususunda, su kaynaklan
miihendislifinde entropinin kullanilmasma yo6nelik caligmalarda kesin bir sonuca
varilamamustir. Bir kisim arastiicilar, 6x degerinin 1 (birim) alinarak ifadeden

disiiriilebilecegi distincesini 6ne siirerken; s6z konusu terimin, belirsizligi incelenen
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degiskenin ortalama veya varyans degerinin fonksiyonu olarak ortaya konmasini

dnerenler de olmugtur (Harmancioglu, 1980 ve 1981; Chapman, 1986; Singh, 1987).

Chapman (1986), kesikleme aralhifmn degiskenin ortalamasma bagh olarak ve
§x = (0.05 ila 0.10)X arahfinda belirlenmesi durumunda, entropi hesabinin daha
uygun sonuglar verdigini 6ne siirmektedir. Bdylece, degigkenin ortalama degerine bagh
olarak belirlenen bir éx degeri ile hesap yapmak milimkiin olmakta ve birden fazla
degiskenin belirsizlik derecelerinin kiyaslanmasi agisindan daha uygun sonuglar elde
edilebilmektedir (Chapman, 1986; Baran ve Harmancioglu, 1990). éx degerinin siirecin
varyansina bagh olarak tammlanmasi ise, incelenen siirecin standardize edilmesi
anlamma gelmekte ve standardize edilmis degiskenlerin marjinal entropi degerleri

birbirine esit bulunmaktadir (Harmancioglu, 1980).

Kesikleme aralima bagh olarak, pratikte kargilagilan bir bagka problem ise
entropinin sirlan ile ilgilidir. Incelenen bir olaymn veya siirecin deterministik nitelikte
olmasi durumunda, olaymn sonlu sayida ve kesikli sonuglardan birini alma olasihif
1, digerlerini alma olasthif sifir olacaktir. Bu durumda, (3.4) ifadesine gore
deterministik bir olayn entropisi sifir olacaktir. Logaritmanin tabani ne olursa olsun
p, = 0 olmas: halinde p .log p, ifadesi de limitte sifira esit olacak ve entropi bu tipte
bir olay i¢in sifir olacaktir (Schultze, 1969).

Ote yandan, N sayida gozlem ya da olay igeren bir degigkenin marjinal entropisinin iist
smirinin  log N olmast gerektifi ortadadrr (Harmancioglu, 1980). Bu durumda
entropinin alt ve st smirlar1 0 ve log N olarak tammlanabilir ve Shannon’un da

belirttigi gibi entropiyi pozitif deferli bir biiyiikliik olarak tanimlamak gerekir.
Pratikte ise, incelenen siirece uygun olasihk dagilimi segildifinde ve dagilim

parametreleri hesaplandifinda, belli bir dagﬂmi .i¢cin hesaplanan entropi degerleri

negatif sonuglar verebilmektedir (Harmancioglu, 1980 ve 1981). Bu tiir sonuglar,
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entropi ifadesinin siirekli hal igin tammlanmasi agamasindaki kabullerden

kaynaklanmaktadir.

Ozellikle, kesikleme aralifn degerinin segimine bagli olarak entropi degerinin (-, +)
aralifinda Otelenebilmesi, alt simn sifir ve st st N deferinin sonsuza gitmesi
halinde sonsuz olan entropinin, negatif degerleri de almasina yol agmaktadir. Burada
temel sorunun, entropinin siirekli hal igin tanmmmnmn eksik ya da yanli§ olmasindan
kaynaklandigini belirtmek gerekir. Bununla birlikte, kesikleme aralif1 i¢in optimum
bir segim kriteri ortaya konabilirse negatif degerler ile kargilagiimayacag diisiincesi

de aragtiriimaldir.

Entropinin siirekli halde taniminda yapilan eksiklik veya yanhighklardan kaynaklanan
bu problemlerin yanisira, bir bagka problem, entropi ifadesinde yeralan f(x) olasilik
yogunluk fonksiyonunun segimidir. (2.50) ifadesinin integrasyonu sonucunda degiskenin
olasiik yogunluk fonksiyonu olarak tammlanan f(x) normal dagilm kabul
edildifinde, marjinal entropi (2.53); lognormal dagiim kabul edildiginde, ( 2.54 ) ve
iki ~parametreli gamma dagihmu kabul edildifinde (2.56) ifadeleri ile
belirlenebilmektedir.

(2.53), (2.54) ve (2.56) ifadeleri, aym siire¢ i¢in farkh olasiik dagihmlari kabulii
ile farkh entropi degerleri vermektedir. Entropi degeri bu bigimde, siirecin olasihk
dagilmina bagh olarak da degistifinden, karar verme asamasinda hangi deferin
kullamlmasi gerektigi bilinememektedir. Bu nedenle, dogru kararmn verilebilmesi icin,

stirece uygun dagihmin belirlenmesi de biiylik 6nem tagimaktadir.

Bir bagka problem, oldukca farkhi ortalama ve dolaysi ile farkh biiyiikliiklere sahip
degiskenlerin kiyaslanmasi swrasinda ortaya g¢ikmaktadir. Ornek olarak, ortalama
degeri 100 birim ve 1 birim olan iki farkli degisken igin marjinal entropi degerlerinin
hesaplanmas: sirasinda, aym &x kesikleme arahifimn kullanilmasi farkli kiyas
noktalarma goére marjinal entropi hesaplanmasi sonucunu dogurmakta ve incelenen

degiskenlerin belirsizliklerinin kiyaslanmasim olanaksiz hale getirmektedir.
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Birden fazla degiskenin belirsizliklerinin kiyaslanmasinda yaganan bu problemler, son
yillarda olduk¢a ©Onem kazanmig olan Olgiim aglarimin planlanmasi konusunda
yapilan galiymalarda da (Caselton ve Husain, 1980; Husain, 1989; Harmancioglu ve
Singh, 1991; Harmancioglu ve Alpaslan, 1992; Harmancioflu v.d., 1992) giicliiklere
neden olmakta; Onerilen ¢Oziimlerin 6znel ya da probleme 0Ozel kalmasina yol
agabilmektedir. Oznellik ise, bu alanda caligmakta olan aragtiricilarm ortadan
kaldirmaya caligtiklar1 bir durumdur. Amag, genel bir ¢6ziime ulagsmak ve nesnel bir

Olgiit ortaya koymaktir.

Kuskusuz ki, yukarida deginilen problemlerin giderilmesi durumunda, entropi kavram,
pratikte elde edilen sonuglarin degerlendirilmesi agisindan da gerekli nesnel temellere
dayandirilabilecek ve gerek simdiye kadar kullanildi§: alanlarda, gerekse karar verme
teorisi, bilgi maliyetinin belirlenmesi ve Olglim aflarinin ekonomik tasarimi gibi

alanlarda da daha yaygin kullanilabilir hale gelecektir.

Sunulan ¢ahsma, entropi kavraminin siirekli hal igin tammindaki hata ve
eksikliklerden kaynaklanan problemlerin giderilmesi ve yontemin tartigilabilir yonlerinin
ortadan kaldmlarak, daha nesnel ve giivenilir hale getirilmesi amacina yonelmistir. Bu
amagcla Oncelikle, siirekli hal icin kesikleme arahfma bagli olarak Onerilmig olan
tammin, pratikte kullammm sirasinda 6rtaya ¢ikan problemlerin  ¢Odziimiiniin
miimkiin olup olmadifimn aragtinlmas: diigiiniiimiistiir. Bu amagcla, ayrintilan
4. bolimde verilen, optimum bir kesikleme arahifimin belirlenmesi disiincesi
aragtirlmistir. Ancak, bu tiir bir yaklagimla kesin bir ¢ozlimiin miimkiin olmadif,
sadece baz1 durumlarda kullanilabilir sonuclara ulagilabildifi goriilmiigtiir. Bu nedenle,
stirekli hal i¢in entropinin matematiksel tammimin yapilmast hedeflenmigtir. Siirekli
hal icin kazanilan bilgi = giderilen belirsizlik olarak tammlanan entropi degerinin yerine,
bilgi icerifindeki degisim miktan (variation of entropy) olarak adlandinlan, yeni bir
tanima gidilmesi ve mevcut problemlerin bu yeni tammla ortadan kaldiriimasi

amaglanmustir.
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4. YONTEM
4.1. Hidrolojik Siireclerin Bilgi igeriéinin Entropi Kavram ile Belirlenmesi

4.1.1. Kesikli Halden Sirekli Hale Gegis Amaciyla Kullamlan 6x Kesikleme Arali

Igin Optimum Deger Segimi

Entropi kavrammm su kaynaklari1 miihendislifi alamna uygulanmasi sirasinda
pratikte kargilasilan problemlerin biiyiik ¢ogunlugu, kesikli olarak Olgiilen hidrolojik
verilerin belirsizlifinin saptanmas1 asamasinda, entropi tamminda kesikli halden
siirekli hale gecis amaci ile kabul edilen é§x kesikleme aralifinin segimine bagh
olarak ortaya c¢ikmaktadir. Kesikleme aralif secimi igin farkh yaklagimlar ortaya
konmus olmakla birlikte, optimum kesikleme aralii se¢imi igin bir ySntemin
gelistirilebilmesi  halinde pratikte kargilagilan  problemlerin  biiyik  kismunin
¢ozlimlenebilecedi goriisii yaygin kabul gérmektedir. Bu nedenle, ¢alismada oncelikle
6x kesikleme arali i¢in optimum bir degerin belirlenip belirlenemeyecegi

aragtirilmustir.

Hidrolojide bugiline kadar yapilmig gesitli cahismalarda, gilinlik akimlar gibi
birbirinden bagimsiz kabul edilemeyecek ve c¢ogu kez carpik bir dagihma sahip
akim dizilerinin genellikle lognormal veya gamma olasiik yogunluk fonksiyonlan ile
iyi temsil edilebilecegi belirtilmektedir (Yevjevich, 1972; Ozis, 1976; Bulu, 1974; Bayazit,
1974). Tirkiye akarsularinda ise, ancak yillik ortalama akislarn, biiyiik havzalarda
ve Ozellikle beslenmenin ana unsurunu kar erimesi ve/veya yeralti suyu katkilarimn
olusturdugu durumlarda normal dagihma uygunluk gosterdigi (Ozis, 1971 ve 1976;
Bayazit, 1972; Giiripek ve Oztekin, 1968) belirlenmistir. Bununla birlikte, bazi
durumlarda sagladify kolaylklar agisindan hidrolojik degiskenler igin normal
dagihmin da yeterli kabul edilebilecegi gorilmektedir (Dumas ve Morel-Seytoux,
1969; Bayazit, 1974; Ozis ve Keloglu, 1977; Benjamin ve Cornell, 1970).
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Bu caligmada da, uygulamalarin giinliik akimlar iizerinde yapilmasina ragmen, asil
amag, hidrolojik siireclerin  karmagik  belirsizlik durumlarinm agikliga
kavusturulabilmesi igin entropi kavrammin kullamminda ortaya ¢ikan sorunlarin
¢ozlimiine ulagsmak ve yonteme islerlik kazandirmak oldugundan, incelenen hidrolojik
degiskenlerin normal dagildiklan varsayilarak, matematiksel ifadeler bu kabule gore
belirlenmistir. Bu kabul, 6zellikle marjinal entropi ifadesinin, normal ya da lognormal
dagiim disinda olasitk dagilimlan segilmesi halinde, ifadenin belirlenmesinde

karsilagilacak giicliikleri en aza indirmek amaci ile yapilmugtir.

Herhangibir hidrolojik siireci temsil ettidi diisiiniilen X rasgele degiskeninin entropisi,

degiskenin olasihk yogunluk fonksiyonu f(x) bilindiginde veya 6ngoriildiigiinde;

+o0

H(X;éx) = - I f(x).log{f(x). 6x}.dx (4.1)

-0

seklinde tamimlanabilmektedir. X rasgele defiskeninin olasihk yogunluk fonksiyonu
normal dagilim olarak kabul edildiginde,

I
flx) = e exp { (x-u)? / 26° } (4.2)
2m.0

olmak {izere, dogal logaritma tabam kullanildiginda, (4.I) ifadesinin integrasyon

sonucuy,
H(X:6x) =Inv2r + In o + 1/2 + In (1/6x)  (napier) (43)

seklinde yazilabilir. Gerekli diizenlemeler yapilarak ifadeyi,
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2me. o
H(X;6x) = In ——— (napier) (44)
éx

seklinde de yazmak miimkiindiir. Ifadede yer alan o, rasgele degigkenin standart
sapmasini, §x ise segime bagli olarak degisken olmakla birlikte hesaplara bir sabit gibi

giren kesikleme araliim gostermektedir.

Ifadeden de goriilebilecegi gibi, marjinal entropi ifadesinde yer alan terimler arasinda
iki degisken yer almakla birlikte, §x teriminin segime bagh bir sabit oldugu hususu
gozoniline alindifinda, ifadenin sadece, belirsizlifi incelenen degiskenin standart
sapmasma bagli olarak tammlandifi sOylenebilir. Bu husus, pratikte ortaya cikan
problemler agisindan 8x kesikleme arahi§i seciminin ne denli biiylik rol oynadigim

gostermesi agisindan ilgingtir.

Deterministik bir olay igin, belirsizlifin ya da entropi degerinin sifir olmasi
gereklilifinden hareket edildiginde, aym alt s stokastik bir siire¢ icin de
gercekleyecek kesikleme aralifinim,

6x = 2me. o (45)

olmas: gerektigi sonucuna varmak miimkiindiir.

X rasgele dizisinin standardize edildiini varsaydifimizda; elde edilen dizi birim

varyans degerine sahip olacagindan,
§x = V2me (4.6)

kesikleme deferi kullanildifinda, birim varyansa sahip bir dizi icin hesaplanacak

entropi degerinin sifir olmasi gerektigi goriilebilir.
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Bu tir bir yaklagimla, tek bir hidrolojik siirecin mevsimsel, ayhk, glinlik
belirsizliklerinin degisiminin incelenmesi problemine ¢dziim getirmek miimkiindiir. Bu
amagla, secilen bir §x degeri icin standardize dizinin alacagi entropi degerini kiyas
diizlemi olarak kabul etmek gerekecektir. Aym 6x kesikleme aralifinin kullanilmasi
ile hesaplanacak olan siirece ait belirsizlikler (entropiler) bu kiyas diizlemine gore
degerlendirildiinde, siirecin belirsizliginin mevsimsel, ayhk veya giinliik degisimlerinin
incelenmesi miimkiin olacaktir. Bunun yanisira, aym kiyaslama farkli iki degiskenin

entropilerinin degisimlerinin kargilagtiriimasi i¢in de kullamlabilecektir.

Kesikleme araliginin se¢imine bagh olarak marjinal entropi degerlerinin degisimi ve
iki istasyonun entropi degerlerinin degisiminin kiyaslanmasi amaciyla, Esencay
havzasinda yeralan Orenkdy ve Yapilar akim gbzlem istasyonlanimn gdzlenmis
giinliik ortalama akimlar igin, daha Onceki bir gahgmada (Harmancioflu, 1980)
hesaplanmig§ marjinal entropi degerlerinin éx’in farkli degerlerine gore degisimi
aragtirilmistir. Kesikleme arahémm §x = 0.5 kabul edilmesi ile elde edilen sonuglar
Sekil 4-1 ve 4-2’de verilmektedir. Bu sayisal uygulama ile varilan sonuglar séGyle

Ozetlenebilir:

Harmancioglu (1980), Orenkdy ve Yapilar istasyonlarimn marjinal entropilerinin
kiyaslanmas1 sonucunda Yapilar istasyonunun belirsizlifinin daha fazla oldugunu
saptamustir. Kesikleme arahfinin 0.5 almarak, birim varyansa sahip degigken igin
belirlenen referans diizeyine gore kiyaslama yapmak da bu sonucu dogrulamaktadir.
Bununla birlikte, referans diizeyi gdzoniine alindiinda, yaz aylarnda Orenkdy’de
belirsizligin nerede ise ortadan kalkti§: g6zlenirken, Yapilar igin benzer bir durumun
varligindan sz etmenin miimkiin olmadif: goriilebilmektedir. Bu sonuca bagh
olarak yaz aylarinda Orenkdy istasyonunda 6lgiim araligmin  arttinlabilecegini
sOylemek miimkiindiir. bir bagka deyigle, yaz aylarinda Yapilar istasyonunda yapilan
dlgiimle 6nemli miktarda bilgi artigina neden olurken, Orenkdy istasyonunda yapilan

Olglimler dnemli bir bilgi artis1 getirmemektedir.
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Ancak, bu yaklagim, farkl niceliklere sahip birden fazla degiskenin belirsizliklerinin
kiyaslanmas: i¢in daha nesnel temellere dayanma olanag saglamakla birlikte;
hesaplanan belirsizlik degerleri igin giiven simirlarinin ortaya konabilmesi ya da kritik
bir deger tanimlanabilmesi; buna bagh olarak veri toplama iglemlerinin zaman ve/veya
alanda kesikleme aralifinin belirlenebilmesi sorunlarini ¢Ozebilecek nitelikte

goriilmemistir.

Shannon’un bilgi igerifi tamm geregince entropi kavramu ile, hidrolojik bir siirecin
belirsizli§inin saptanmasinda, siirecin dogadaki belirsizliginin yanisira, kesikli halden
stirekli hale gecis amaci ile tanimlanan é§x kesikleme aralifinin da siire¢ hakkinda
bir bilgi kayb1 - dolayisi ile belirsizlik - problemine neden oldufunu da go&zdniinde
tutmak gerekmektedir.

Kesikleme arahmmn (6x) farkli degerler almasi ile, Sekil 4-3’de standardize bir dizi
i¢in verilmig olan gidis 6rneginden de goriilebilecedi lizere, marjinal entropi degerleri
( +o0; o) arahfinda Otelenmektedir. Bu noktada, kesikleme aralifina baglh olarak
marjinal entropi degerlerinin degisiminin bir olasihik dagilim biciminde tanimlanip
tanimlanamayacag§t arastmimustir. Bu amagla, standardize bir defisken igin farkhi
§x degerlerinin kullamlmas: ile hesaplanan entropi degerlerinin degisimi incelenmis,

ancak bu tiir bir tanim yapmamn miimkiin olmadi$ sonucuna varilmgtir.

Chapman’in Onerdidi sekilde, éx kesikleme aralifimn ortalamanm belli bir kati
olarak alinmasi durumunda ise, daha 6nce de belirtildigi gibi birden fazla siirecin
belirsizliklerinin kiyaslanmasi probleminde iyilestirici sonuglar elde edilmektedir
(Chapman, 1986; Baran ve Harmancioglu, 1990). Ancak, bu yaklasim da, gerek siirece
ait ortalama degerin entropi ifadesi icerisine matematiksel bir temele dayanmaksizin
dahil edilmesi ve s6z konusu oramin belirlenmesindeki gorelilik, gerekse bu orana bagh
olarak ulagilan ¢Oziimiin de, negatif entropi ve eksenel 6telenme problemlerini ortadan

kaldiramamasi nedenleri ile uygun bir ¢6ziim niteliinde gérilmemistir.
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Bu aragtirmalar sonucunda;

- 8x’in farkli degerleri igin olusan eksenel Gteleme problemini ortadan kaldiracak tek bir
8x degerinin bulunamayacagy;

- marjinal entropilerin birim varyansa sahip bir degisken igin tanimlanan bir eksene gire
kiyaslanmast ile kazawildan bilgi hakkinda daha dogru bir yaklasimda bulunmamnn
miimkiin olabilecegi;

- bu bicimde tamimlanan bir referans diizeyi sayesinde birden fazla degiskenin

belirsizliklerinin kiyaslanabilmesinin daha nesnel temellere dayanacag,

sonuglarina varilmigtir. Benzer bicimde, birden fazla degiskenin belirsizliklerinin
kiyaslanmas! problemi igin, §x/X degerinin aym sabit oran olarak kullamilmasi ile bir

iyilestirme saglanabilecegi de sdylenebilir.
4.1.2. Kesikli Halden Siirekli Hale Gegis Problemine Farkli Yaklasimlar

Su kaynaklari miihendisli§i alaninda entropi kavraminm kullamlmasinda
kargilagilan en biiyiik problem kesikli halden siirekli hale gecis sirasinda ortaya
ctkmaktadir. Bu gegisin saflanabilmesi amaci ile Onerilen 6x kesikleme arahinin
pratikte karsilagilan problemlerin ¢Oziimii konusunda yetersiz kaldifn ve kesikleme
aralifn icin optimum bir deger seciminin mimkiin gorilmedigi ¢ahsmanmin Onceki

asamalarinda ortaya konmugtur.

Siirekli hale gecis problemi ile ilgilenen Jaynes, kesikli halden siirekli hale gecis amaci

ile kullanilmasi gereken entropi ifadesinin,

H(X) = - J f(x) logi{ f(x)im(x) } dx (47)

biciminde tamimlanmasi gerektigini belirtmektedir (Jaynes, 1983). Ifadede yer alan
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m(x), x degiskeninin Ol¢lim Oncesi olasiliklarina bagh olarak degisecedi diisiiniilen
bir élgﬁm fonksiyonu olarak tamimlanmakta, ancak m(x) fonksiyonunun ne sekilde
tanimlanabilecegi belirtilmemektedir.

Bir bagka cahsmada ise (Guiasu, 1977), Shannon’un kesikli hal igin tammladi
entropi ifadesinin, Boltzman’in entropi ifadesine benzerligi nedeniyle, siirekli hal igin,
toplam isaretinin integral isareti ile degistirilmesi ile tanimlandif1 vurgulanmaktadir.

Guiagu, herhangi bir [a,b] aralifinda stirekli hal igin tanimlanan entropi ifadesinin

{H},
H, =- f fx) log f(x) dx (48)

bigiminde tammmlandifim1 ve bu arahkta degigkenin olasiik yogunluk fonksiyonunun
tiniform dagilima uydugu varsayildiginda,

f) =17 (b-a) ,xe€[ab] (49)
olmak {izere; ayni arahkta stirekli hal icin entropi ifadesinin,

H = log (b-a) (4.10)
bi¢iminde tanimlanacagmi belirtmektedir.

[a,b] arahginin, N sayida esit alt aralifa bolindii§li diiginiildiigiinde ise, kesikli

hale gelmig olan iiniform dagihimh degiskenin entropisi {H_ },

H, =lgN (4.11)
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olarak tammlanacaktir. Aralik sayisimn sonsuz olarak diigiiniilmesi durumunda, H
kesikli entropi degeri sonsuza gidecektir. Ancak, Hg siirekli deferi igin benzer bir
durumdan s6z etmek miimkiin degildir. Bir bagka deyisle, N sonsuza giderken H, ve H
aym anlamda tammlar olmalarma ragmen Hg entropi deferi H  entropi degerine

yakinsamamaktadir (Guiasu, 1977).

Bu nedenle Guiagu, siirekli hal igin entropi ifadesini, Jaynes’in tamimina paralel

bigimde,

HX|X)) = J f(x) log [ f(x) | m(x) ] dx _ (4.12)

biciminde tammlamakta ve bu entropi deerini bilginin degisim miktan olarak
adlandirmaktadir (Guiagu, 1977). (4.12) ifadesinde, X Olgim Oncesi ve X Olglim
sonras1 bilgi igerigini tanimlamaktadir. Dolayis: ile, H(XIX‘) Ol¢lim Oncesi olasiik
dagimi m(x) ve Olglim sonrasi olasihik dafiimu f(x) olan siirecin, bilgi

icerigindeki degisim miktarim gSstermektedir.

4.2. Hidrolojik Siireclerin Bilgi iceriginin Belirlenmesi Amaci ile Onerilen Yontem ve

Siirekli Degiskenler I¢cin Entropi Kavrammin Tammm
4.2.1. Bilgi Iceriginin Belirlenmesi Igin Yeni Bir Tamum Gerekliligi

Hidrolojik stireglerin bilgi iceriklerinin belirlenmesine yonelik olarak, bu caliyma
sonucunda Onerilen yontemin matematiksel tanimina ge¢meden Once, gerek siirekli
hal igin éntropi tanimina yonelik Onceki ¢aligmalarin incelenmesinden; gerekse &x
kesikleme arali§: i¢in optimum bir defer segimine yoOnelik arastirmalardan varilan

sonucu vurgulamak gereklidir.
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Bu aragtirmalardan gikarilan en &nemli sonug; Matematiksel lletigim Kuramindan
hareketle, incelenen rasgele degisken veya siireg icin kazamilan bilgi = giderilen
belirsizlik olarak tanimlanan entropi deferinin bir kiyas diizlemine gore ele alinarak
yorumlanmasi gerekliligidir. Bu kiyas diizlemi (referans diizeyi), Jaynes’in 6nerdigi gibi,
degiskenin Olgciim Oncesi olasiliklart [m(x)] olabilecegi gibi; 4.1.1 bdéliimiinde de
belirtildigi iizere, segilen herhangi bir kesikleme arahi (6x) igin hesaplanan birim

varyansa sahip dizinin entropi degeri de olabilir.

Ancak, gerekli goriilen kiyas diizlemi ne sekilde olusturulursa olusturulsun, entropi
kavramina iliskin sorulmas: gerekli temel soru : " Hangi duruma / hangi referans

diizeyine gore, kazanilan bilgi = giderilen belirsizlik ? " olmahdir.

Bu sorunun yamitlanabilmesi durumunda, Onceki ¢aligmalarin ortaya koydugu kiyas
diizleminin ne olmasi gerektifi ortaya konabilecek; dolayisi ile 3.2. bolimiinde ele

alinan problemler de ortadan kalkacaktir.
4.2.2. Onerilen Entropi Kavrammin Matematiksel Tanmm

4.2.1. boliimiinde ele ahnan sorunun yanmitinin ortaya konabilmesi igin, Oncelikle,
hidrolojik siireclerin bilgi iceriginin Sl¢lilmesi amac: ile kullamimas: Gnerilen’ entropi
kavramimin yeniden tanimlanmasi gerekmektedir. Bu amagla 6nerilen yeni entropi,
bilgi icerigindeki defisim miktan = oOlgiim yapilarak giderilen belirsizlik  anlamim
tastyacaktir. '

Bu amagla, ( Q, K ) uzayinda tammh p ve q gibi iki olasiik ol¢iitii (p ve q € K)
tammlandigimi  diigiiniilsiin. q olasiik deZerlerinin baglangic olasiiklarnim  (dl¢iim
oncesi, a priori) ve p olasilik degerlerinin de yeni olasihk degerlerini (dl¢iim sonrasi,

a posteriori) temsil ettifi varsayisin. Bu olasiik uzayinda tammlanan bu siirecin,
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aym uzaym elemant olan A {A e K} gibi sonlu deger almasi durumunda bu olayn

getirdigi bilgi,

= -log [ p(A) / q(4) ] : (413)

olarak tanimlanabilir.

Q drnek uzaymda tammb siirecin, (A, .. , Ay) € K gibi sonlu sayida ve kesikli
sonuglardan herhangi birini alabildi§i digtnildiginde, herhangi bir A degeri igin

entropi ifadesi,

H(p|q) = -log{p(4,)/q9(4)} (n=1 .., N) (4.14)
seklinde yazilabilir.

( 9K ) olasiik uzaymn timiiniin bilgi igerii ise, elemanter olaylarn bilgi

iceriklerinin beklenen degeri olarak,

H(plq) = - = p(A,) log{ p(4,) / 9(4,) } (415)

biciminde ifade edilebilir. Benzer bi¢imde, aym olasiik uzayinda tanimli x rasgele

siirecinin entropisi H(X| X‘) ise Guiasu’nun tammina benzer sekilde,
H(X|X) = - £ p(x,) log{ p(x,) / 4(x,) } (4.16)

seklinde tamimlanacaktir. H(X]X') entropi degeri, aym: zamanda bir kosullu entropi
tanimlamaktadir. Kosul olarak kabul edilen Ol¢lim Oncesi olasithik dagilimi aym
zamanda bir referans diizlemi olarak da tammlanabilmekte; bdylece, siirecin bilgi

icerigindeki degisim miktan baglangi¢ olasihklarina gére tanimlanmaktadir.
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X rasgele degigskeninin Olgiim Oncesi olasiliklarmin {g(x)} ve Ol¢iim sonrasi
olasiiklarmin {p(x)} olasiik yogunluk fonksiyonlan olarak bilindi§i disiinilsiin.
Gerek Olciim Oncesi, gerekse Ol¢lim sonrasi olasiiklar acisindan, stirekli x
degigkeninin alabilecedi degerlerin aralifi, sonsuz kiiciik 6x geniglijinde N adet kesikli

arahifa bolindigiinde, siirekli hal i¢in entropi ifadesi,

H(XIX*)Q= - Ip(x) log {p(x) / q(x)} dx (417)

bigiminde tamimlanabilmektedir. Bilgi icerifindeki degisim miktan = olgiim yaplarak
giderilen belirsizlik olarak tanimlanan bu ifade, Jaynes ve Guiagu’nun siirekli hale gecis
amaci ile dnermis oldugu ifadelerle cie cakigmakta; Ol¢iim Oncesi ve Ol¢lim sonrasi
olasihk yogunluk fonksiyonlari igin aym sonsuz kiiglik 8x kesikleme aralifimin
kullamldir g6zOniine ahndifinda; siirekli hal igin tammlanan marjinal entropi
ifadesindeki 6x Olgiim hassasiyeti terimi, yeni ifadeden diigmektedir. Dolayis: ile (4.17)
ifadesinin kullanilmasi1 durumunda, 6x kesikleme aralifina bagh olarak ortaya c¢ikan

problemlerden kurtulmak miimkiin olacaktir.

Bu noktada en oOnemli sorun, Olglim Oncesi olasihk dagibminmin ne olabilecegi
sorusunun yamtlanmas! olmaktadir. Rasgele bir x siirecinin hi¢ bir Olgiim ya da
gézleminin bulunmamasi durumunda, siireg hakkinda herhangibir bilgiden stz etmek
miimkiin degildir. Bu durumda, siirecin alabilecegi degerlerin kestirimi icin herhangi
bir olasilia sahip deferlerden stz etmek yerine, kesin bir belirsizlikten s6z etmek
daha dogru olacaktir. Bu belirsizligin olasilik bigiminde ifadesi ise rasgele x siirecinin
alabilecegi degerlerin e olasilikli oldufunu s6ylemektir. Bir bagka deyisle, rasgele x
degiskeni hakkinda hig bir bilgiye sahip olunmadifinda, degiskenin alabilecegi
degerlerin olasiliklarini, belirsizlifin ifadesi olan eg olasihklara sahip bir dagilimla

temsil etmek uygundur. Bu tiir bir olasiik dagilim ise iiniform dagilim olacaktir.



Incelenen rasgele siirecin Olgiim Oncesi olasiiklarmm {iniform dagilimla temsil
edilmesi durumunda, 6l¢im sonrasi olasiliklarin kestirimi halinde, (4.17) ifadesi ile
hesaplanacak entropi, dlgiimiin getirdigi bilgi ya da Olgiim yapdarak kazamlan bilgi
anlamini tagiyacaktir. Bir bagka deyisle, (4.17) ifadesi ile hesaplanan entropi degeri

bilgi icerigindeki degisim miktanim tanimlamaktadir.

Incelenen x rasgele siirecinin 6lgiim 6ncesi olasiliklarinin {q(x)} iiniform ve 6lciim

sonrast olasiiklarmim  {p(x)} normal olasihk dagilimlarina uygun oldugu

varsaylldiginda,
1
plx) = —— . exp { (x-p)%/26% } (4.18)
21.0
0 x<a
qx) ={1/(b-a) bgx<a (4.19)
0 x>b

olmak tizere (4.17) ifadesinin integrasyonu ile H(X| X‘) entropi ifadesi,
HX|X") = log V21 + log ¢ + 1/2 - log (b-a) (4.20)

seklinde yazilabilir. [fadenin pozitif igaretli kismi marjinal entropi ve negatif isaretli
kismi maksimum entropi ifadeleridir. Bdylece, bilgi icerifindeki degisim miktar
HX| X}, |

H(X|X) =H(X)-H__ (4.21)

bigiminde ifade edilebilmektedir.

(4.17) ifadesinin integrasyonu yapilirken, normal dafihmin ( -, +o) araliginda

tammh; Uniform dafiimin ise [a,b] aralifinda tammli olmasi nedeniyle,
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integrasyon smirlarinda  uyumsuzluk goriilmektedir. Ancak, tniform dagilimin
tammh oldugu [a,b,] arahfinin x rasgele degiskeninin toplum degerlerinin degisim
aralifi oldufu disiiniildiigiinde, Ol¢iim sonrasi olasiik dagihm fonksiyonu olarak
tanimlanan normal dagilmin da olasthk kurallart gerefince aymi aralikta
tanimlanma geredi ortaya cikmaktadir. Bu diisiinceden hareketle, normal dagilimin
da ayni [a,b] araliginda tanimli oldugu diigliniilerek integrasyon yapilmuigtir.

Bu bi¢imde tanimlanan ve (4.21) denklemi ile ifade edilebilen bilgi icerigindeki degisim
miktan olarak entropi, Ol¢lim sonrasi olasibk dagihimi kestirildi§inde, incelenen
degisken haklanda Olciim yapmak suretiyle giderilen belirsizlik konusunda bir olgit

olmaktadir.

[a,b] aralifinda tamml x rasgele slireci hakkinda edinilebilecek en fazla bilginin
maksimum entropi (H,, ) ile tammlanmis oldugu disiinildigiinde, (4.21) ifadesinin
negatif degere sahip olacad goriilmektedir. Ancak, H(XlX*) entropi ifadesinin bilgi
icerifindeki defisim miktar1 olarak tanmmlandift g6zOniine alindifinda, ifadenin
verdifi niimerik sonuglanh mutlak deder ile degerlendirilmesinin miimkiin olacagi

ortadadir.

Olglim sonrasi olasiik dagilimi dogru olarak kestirildiginde, olglim sayis1 arttik¢a
degisken hakkinda kazamlan bilgi artacak, l¢lim sayis: sonsuza gittiginde H(X]X*)
entropi degeri sifira yaklagacaktir. Pratikte ise, sonsuz sayida gézlem (6l¢lim) yerine,
yeterli gozlem sayisina ulagmak Onem tagimaktadir. H(X| X‘) entropi degerinin
kullamlmas: ile, Kkestirilen olasihk dafihminina gore, gergek degigskenin bu
dagihma uygun olup olmadifinin ve uygun ise elde belirli sayida mevcut verinin

degisken hakkinda yeterli bilgi verip vermediginin saptanmasi miimkiin olacaktir.
(4.21) ifadesine ulagmakta kullamlan yaklasim, (Q,K) olasilik uzayinda x’e bagh birer

fonksiyon olarak tammlanabilen, Ol¢lim Oncesi {q(x)} ve Olgim sonrast {p(x)}

olasihk dagihm fonksiyonlarmin uzayda bulunduklan noktalar arasindaki mesafenin
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Olgiilmesi anlamimi tagimaktadir. Buna gbre, farkl Olgim veya Olgiitlerin
kullanilmasiyla da, iki fonksiyon arasindaki mesafenin Olgiilebilmesi disiiniilebilir.
Ornegin, metrik kavramindan hareketle, iki fonksiyon arasindaki uzaklii belirlemek
ve uygun bir gecis noktasimn varhfm aragtirmak diigiiniildiigiinde, farkh metrik
kavramlarinin kullanilmas: ile bu tiir bir arastrmanm yapilmasinin miimkiin

oldugu goriilebilir.

Oklid metrigine goére, aym olasiik uzayinda tammh p(x) ve q(x) fonksiyonlar

arasindaki 6klidyen uzaklik :

I= J [ p(x) - q(x) J* dx (422)

olarak tanimlanabilir (Young ve Gregory, 1972; Myskis, 1975; Johnson ve Riess, 1982).

p(x) fonksiyonu standardize normal ve g(x) fonksiyonu standardize {iniform dafilim

olarak segildiginde, (4.22) ifadesinin integrasyonu ile,

1 / 3vm 4 o
a(x) = {41+ [1- F(x) ]} (4.23)
2T x 3

bigiminde bir fark fonksiyonu tammlanabilmektedir. ifadede yer alan F(x) standardize

normal dagihm igin eklenik olasiik degerlerini tanimlamaktadir.

&(x) fark fonksiyonunun sifira esit olmasi durumunda, (©,K) 6rnek uzaymnda birer
nokta olarak tammlanabilen p(x) ve g{x) fonksiyonlan, uéayda aynt noktada
cakisacaklardir. Fonksiyonun bir minimuma sahip olmasi durumunda ise, minimum
sayida gbzlem ya da Ornekle, fonksiyonlarin biribirleri cinsinden tanimlanabilecekleri

bir gecis noktasimin varh@indan sz edilebilecektir.
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Fark fonksiyonunun degisimi incelendiginde (§ekil 4-4), boyle bir minimum degerin
varoldugunu gérmek miimkiindiir. #(x) fark fonksiyonu x = x, degerine kadar hizla
azalmakta ve bu deferde bir minumumdan gegmektedir. X, noktasinda, iki fonksiyon,
aralarinda C gibi bir sabit kalacak kadar yaklagsmakta, bu noktadan sonra, x sonsuza
giderken fonksiyon yavas artan bicimde davranmakta ve iki fonksiyon arasindaki mesafe
“sonsuzda sifira gitmektedir. Fark fonksiyonunun minimumdan gegtigi x, noktasi,
optimum sayida veri ya da gozlemle iki fonksiyonun birbirleri yerine kullanilabilecegi
nokta olarak tanimlanabilir. Oklid metrii ile tanimlanan bu deger, (4.23) ifadesinden

belirlenerek metrik kavramu ile de bir karar verme kriteri ortaya konabilir.

& (x)

ol |

Sekil 4-4 : Oklid Metriginden hareketle tamimlanan fark fonksiyonunun degisimi.
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Max Normu’nun kullanilmas: ile de iki fonksiyon arasindaki uzaklifin olgiilmesi ve
fonksiyonlarin  tammh  olduklari olasiik  uzayinda  birbirlerine  yakinsayip
yakmmsamadiklan arastinlabilir. Max Normu’na gére, p(x) ve g(x) gibi iki fonksiyon

arasindaki uzaklik;

§ (pm) = sup | p(x) - m(x) | (4.24)
oL ¥ <400

olarak tanimlanmaktadir (Young ve Gregory, 1972; Myskis, 1975; Johnson ve Riess,
1982). p(x) fonksiyonu standardize normal ve gq(x) fonksiyonu standardize iiniform
dagilim olarak secildiinde, iki fonksiyon arasindaki fark olarak tanimlanabilecek fark
fonksiyonu { A(x) };

h(x) = p(x) - m(x) (4.25)

olacaktir. Sekil 4-5 gbzoniine alindifinda, fark fonksiyonunun kritik noktalarmmn hg,

h, ve h, noktalan1 oldugu goriilebilir. Bu durumda iki fonksiyon arasindaki uzakhk

§(pm);
§ (pbm) =max { hy hy, hy } (426 )

olacaktir. hy, h;, h, degerleri ise, yart range (a) deferine bagl olarak,

1 1
hy=—- — (4.27)
Y2  2a
1 1
hy=—-—.eap {-a%2} (4.28)
2a V21
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1
hy=—_.exp {-a*/2} (4.29)
V21

olarak tammilanabilir. Bu durumda problem iki fonksiyon arasindaki uwzaklhiy,
dolayis1 ile 6(p,m) deferini minimize eden yan range (4) degerinin aranmas: haline

doniigecektir. Bu supremumu gergekleyen kritik yari range degeri;

5
a=— ¥2n (4.30)
4

olarak belirlenebilir. Max Normu’ndan hareketle bulunan bu kritik range degerinde,
aym olasiik uzayinda tammml iki fonksiyon olan standardize normal ve iniform
dagilimlar arasinda, optimum sayida veri ile ge¢is yapmammn miimkiin oldugu

sOylenebilmektedir.

) f(x)

Sekil 4-5 : Max Normu’nda tanimlanan fark fonksiyonunun kritik degerleri.
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Matematiksel olarak iki fonksiyonun uzayda tanimli oldufu noktalarin birbirine
yakinlagmasy; bilgi igerifi agisindan incelenen siire¢ hakkinda bilgi arag, aym
nokta ile tanimlanabilmesi ise tam bilgi sahibi olmak anlamina gelmektedir . Benzer
bicimde, bir olglim olarak tamimlanan H(X]X‘) degerinin mutlak deger olarak sifira
yakinsamasi, [a,b] aralifinda incelenen x rasgele siireci hakkinda tam bilgi edinilmig
olmasi anlamma gelecektir. Bilgi icerigindeki degisim miktanimin Oklid metriginde
tammlanabildigi gibi, bir sabite yakinsamas: durumunda ise, incelenen siire¢ hakkinda

yeterli bilgiye ulagildif sGylenebilecektir.

4.2.3. Bilgi Icerigindeki Degisim Miktan Olarak Tammlanan Entropi Kavranummn
Kullarulabilirlifi ve Anlanu

(4.21) ifadesi ile tamimlanan bilgi icerigindeki degisim miktart olarak entropi degeri,
siirekli hal i¢in entropi degerini kesikleme aralifi gibi bir degere bagh olmaksizin,
en belirsiz hale gore tammlamaktadir. Boylece hesaplanan entropi degerleri, éigiim
yaparak giderilen belirsizlik anlam tagimaktadir. H(XIX‘) _entropi  degeri, kesikli
degiskenler icin tammlandif gibi, alt smin sifir ve st simn (veri sayisi N'e
bagh olarak) log N olan; negatif degerler almakla birlikte, iki fonksiyon arasinda bir
Olcim olarak tapmmlandifindan mutlak degerlerle c¢aligilabilen bir kavram

niteligindedir.

Baglangicta tam belirsiz kabul edilen x rasgele slirecinin Olglilmesi ile hedeflenen,
siirecin toplum parametrelerinin dogru tahmin edilerek, elde edilen bilgilerden hareketle
optimum planlama yapabilmek ve dogru kararlara varabilmektir. Bu amacla, rasgele
stire¢ dogal kosullarinda gozlenmekte, elde edilen gézlemlerden vanlan sonuglardan
yararlanarak planlama yapilmasi yoluna gidilmektedir. Ancak, her bir Ol¢iim ya da
gozlemin bir maliyet icermesi, gbzlemlere ne kadar siireyle devam edilmesinin gerektigi

sorusunun yamtlanmasini gerekli kilmaktadir.
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(4.21) ifadesi bu agidan biiyiik 6nem ta§1maktad1r. Ifadenin olciim yapilarak giderilen
belirsizlik = bilgi igerigindeki degisim miktan anlamm tagidifi g6zOniine alimirsa,
bilgi iceriginde degisimin artik s6z konusu olmadifi nokta, degiskenin gézlenmesine

son verilebilecek durumu tanimlayan bir nitelik tagimaktadir.

Incelenen rasgele siirecin degisim aralifi olarak tammlanan [a,b] aralifiun, aym
.zamanda degiskenin sahip oldugu degisim arahfinin (range) toplum degeri oldugu

diigtiniildiiglinde,
R=b-a a<x<b (4.31)
olmak iizere, degiskenin icerdigi maksimum bilgi,

H_ .. =IlgR (4.32)
olarak tammlanabilir. Siirecin Olglim sonrasi olasiik dagiliminin normal dagilima

uydugu kabul edildiginde marjinal entropi,
H(X) = log V37 + log o + 12 (433)
olarak tanimlanacaktir.

Siirecin gercekten normal dafihma uygun olmasi ve yeterli sayida gézlem yapilmug
olmasi durumunda, (4.21) ifadesi ile tammlanan entropi biiyiikliiii kabul bolgesi
olarak tanimlanabilen degere yakinsayacaktir. Bu ise, defisken hakkinda yeterli bilgi
toplandifinin  sdylenebilecegi durumdur. Degiskenin gozlenmesine devam edilmesi
halinde ise, H(X]X*) entropi degeri sifira yakinsayacaktir. Bu ise degisken hakkinda

tam bilgi edinilen durum olarak tamimlanabilir.
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Degisken hakkinda yeterli bilgi toplandifinda, degiskenin ortalama (), varyans ( 02)
ve range (R) degerleri igin en uygun tahminleri yapmak miimkiin olabilecektir.Bu
amagla, ele alinan degiskenin acgik dizi halinde incelenmesi gerekmektedir. Bu tiir bir
yaklagimda, Ol¢gim sayisimin artmast ile degisken hakkinda kazanilan bilgi strekli
olarak artacagindan, gerek H__ ., gerekse H(X) entropi degerleri siirekli artan
degerlere sahip olacak; H(X]X*) entropi deferi ise siirekli azalan bir gidise sahip
olacaktir. Degiskeninin toplum degerlerinin tanimlanabilecegi noktada, H__  sabit bir

degere yakinsayacak, H(X) ise gOzlemlerin artmas: ile bu defere yaklasacak ve

H(X|X") entropi degeri sifira gidecektir (Sekil 4-6).
p

Entropi

Nopt  Veri Sayl;l

Sekil 4-6 : Gozlem sayisina bagh olarak; maksimum entropi {H__ }, marjinal entropi
{H(X)} ve bilgi icerigindeki degisim miktar1 olarak entropi {H(X]X*)}

degerlerinin degigimi.
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Sekil 4-6’'nin incelenmesinden de goriilebilecegi gibi, belirsizlifi arastirilan siireg ile
ilgili gbzlem (veri) sayis1 arttikga, siirecin toplum degerleri daha iyi tahmin
edilebilecektir. Gozlem sayisi arttik¢a, gézlem arah$1 [a,b] defisecek ve H_
basamakl olarak artan degerler alacak; degiskenin toplum degisim aralifma (R)
ulagildifinda ise, H , = log R deferine sahip olacaktir. Bu durumda, marjinal
entropi {H(X)} degeri, log R iist smurina sahip olacaktir. Bilgi igerigindeki degisim
miktari {H(X|X*)}, iist simira gore degerlendirildiinde siirekli azalan degerler

alacak ve veri sayist sonsuza gittiinde, sifir alt sinir deferine yakinsayacaktir (ram

bilgi).

Bununla birlikte, degisken hakkinda yeterli bilgi edinilen bir noktanin tanimlanmasi
da miimkiindiir. Dolaysiyla, bu noktada, degiskene ait parametrelerin toplum
degerleri yeterli dogrulukla saptanabilecektir. Olgiim sayisinin artmasma ragmen,
bilgi igeridindeki degisimin ¢ok kii¢lik oldugu, buna bagli olarak bilgi agisindan
6lctim maliyetinin yiiksek oldufu bu bolge (yeterli bilgi kabul bolgesi), degiskenin dlgiim
sonrast olasibk dagihiminin tipine gore belirlenebilir. 4.2.4. boliimiinde normal ve
iki parametreli lognormal dagilimlar icin tammlandify gibi, degiskenin olasiik
dajilimmin tipine gore, belirlenen kabul bolgelerinden yararlanarak bilgi icerigindeki
degisim miktan olarak entropi {H(X ]X‘)} ifadesinin kullanilmas ile;

(a) degiskenin  Ongoriilen Ol¢iim sonrast olasthk  dagihmma uygun olup

olmadiginin saptanmasi,
(b) segilen olasithk dagihmn  uygun ise, defisken hakkinda yeterli  bilgi

toplanip toplanmadimin belirlenmesi miimkiin olacaktir.

4.24. Bilgi Icerifindeki Degisim Miktan Olarak Entropinin Given Swurlarinin
Belirlenmesi

Entropi kavramimin pratikte kullamminda kargilagilan sorunlardan biri de, belirsizligi

incelenen siirecin O6l¢lim sonrasi olasihk dagilimimin segimine bagh olarak farkh
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entropi degerlerinin hesaplanmasidir. Stirekli hal i¢in tammlanmig olan ve (4.21)
ifadesi ile belirlenen, bilgi icerifindeki dedisim miktar1 olarak entropi ifadesi de,
marjinal entropi deferine bagh olarak hesaplandigindan, olasiik dagiliom
se¢iminden benzer gekilde etkilenmektedir. Bu nedenle, degiskenin Ol¢iim sonrasi
olasihk dagilimmin dogru tahmin edilmesi, verilecek kararlarm tutarlilif:

agisindan biiyiik dnem tagimaktadir.

Bilgi igerigindeki degisim miktan1 olarak entropi deeri icin, secilen Olglim sonrasi
olasiik dafilmina baglh olarak, dagiimin degiskene uygun olup olmadifimi ve
degisken hakkinda yeterli bilgiye wulasithp ulagilmadifini  smayacak kabul
degerlerinin belirlenmesi miimkiindiir. Hesaplanan entropi degerlerinin, belirlenen kabul
degerlerinin altinda kalmasi durumunda; degiskenin kabul edilen dagiima uygun
oldugu ve bu dagihim icin yeterli bilgi diizeyine ulasildifimi - dolays1 ile istasyon
kapatma ya da Ol¢lim siklifim degistirme kararlarmin verilebilecegini - sOylemek

miimkiin olacaktir.
Kabul bolgesi degerlerini, degiskenin 6l¢lim sonrasi olasiik dagilimi kabuliine gére

belirlemek miimkiindiir. Normal dagiim {N(0,1)} kabuli halinde, standardize
degisken (z) igin maksimum entropi degeri; defigkenin degigim arahf (R,);

R =2a (4.34)
olmak {iizere,

H ..(2) =lg R, (4.35)
seklinde tammlanacaktir. Burada a deferi de8iskenin yart range degerini

tammlamaktadir. N(i,0) dagihmh rasgele x degiskeninin degerleri ise,
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=p+oz (436)
doniisiimii ile belirlenebilecek ve maksimum entropi degeri;

H .(x) =Ilg(R,0) . (437)
olacaktir. Ayni x rasgele degiskeni icin, marjinal entropi {H(X)} degeri;

H(X) =logv2n + 1/2 + log o (438 )
ve bilgi icerifindeki degisim miktan olarak entropi {H(X IX‘)} degeri de,

H(X|X') = H_ (x) - HXX) (4.39)
olarak tanimlanacaktir. Kritik yan range (a) degeri,

a=40 (4.40)
olarak kabul edildifinde; normal dagilim egrisi altinda kalan alan yaklasik olarak 1
kabul edilebilir. Bu yan range degeri icin, (4.21) ifadesinde degerler yerine konarak
gerekli sadelestirmeler yapildifinda; normal dagilim icin, bilgi igerigindeki degisim
miktar: olarak entropinin kabul deferinin, dogal logaritma tabam kullaniimas: halinde
H(X|X"), = 0.6605 (4.41)
olarak belirlenmesi miimkiindiir. Belirsizli§i incelenen siirecin entropisi {H(X| X*)}
normal dafihm kabulii igin, bu degerin altinda kaldifinda, degiskenin normal

dagihmh kabul edilebilecegi ve degisken hakkinda yeterli bilgi toplandif

sOylenebilecektir.
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Olgiim sonrast olasiik dagihmi  iki parametreli lognormal dagihm olarak

secildifinde, LN(u,y,ary) dagilimh rasgele x degiskeninin degerleri,
xi=wcp(uy+oyzi) (442)
doniigiimi ile belirlenebilir. Bu durumda, degiskenin defisim aralif (range);

R, = exp(u,) [ exp(acy) - exp(-ac) | (443)
ve maksimum entropi degeri;

Hiun(¥) = iy + log [ exp(acy) - exp(-ao,) | (4.44)

ifadeleri ile belirlenebilir. LN(u ,oy) dagihmh, rasgele x degigkenine ait marjinal

entropi ise,
H(X) = Byt log oy + log v 2m + 1)2 (445)

ve bilgi icerifindeki degisim miktarn olarak entropi degeri ( 439 ) ifadesinden

hareketle;
H(XIX*) = log [ exp(aoy) - exp(-aay) ] - log gy - log v 2m-1/2 (4.46)
biciminde belirlenebilecektir. ( 4.46 ) ifadesi diizenlenerek,

H(X|X") = log [ 2 Sinh (ac )1 -log o, - 14189 (4.47 )

-81-



bi¢ciminde tamimlanabilir. Bununla birlikte, lognormal dagiima sahip sayillar pozitif
degerli olacagindan -a = 0 kabul edilebilir. Bu durumda, lognormal dagihim igin bilgi

iceriindeki degisim miktar: olarak entropinin kabul degeri,
H(X|X) = ao, - log o - 1.4189 (4.48)

biciminde tanimlanacaktir. Bu ifadeden de agtkga goriilebilecegi gibi, lognormal
dagilm icin, kabul bolgesi degeri olarak tek bir sabitten sdzetmek miimkiin degildir.
Normal dagilim i¢in yapilan kabule benzer sekilde, kritik yar1 range degeri belirlense
de, kabul degeri degiskenin sahip oldugu varyansa gore degisecektir. Ancak, degiskenin
varyans degeri bilindiginde, kabul bolgesi degeri hesaplanabilir.

Normal dagihm igin Ongériilen kabuller altinda; birim varyansa sahip, lognormal
dagimlb { LN(g,1) } bir degisken igin, bilgi igerigindeki degisim miktar1 olarak

entropinin kabul bolgesi degeri;
H(X|X), = 2.5811 (4.49)

olarak belirlenebilecektir. Farkli varyans degerleri s6z konusu oldugunda, kritik degerin

( 4.48 ) ifadesinden hesaplanmasi miimkiindiir.

Bﬁylece, bilgi igerifindeki degisim miktan olarak, siirekli hal igin tammlanan entropi
{H(X] X‘)} degerinin ve kabul bolgesi degerlerinin kullamlmas: ile;

- yaplan her bir élgiimiin  degisken hakkinda ne 6lgiide bir bilgi artit getirdiginin
belirlenmesi,

- her bir olgiimiin bilgi acisindan maliyetinin saptanmasi,

- siirece en uygun olasihik dagilimunin belirlenmesi,

- stireci temsil edebilen ¢egitli modeller arasindan en uygun olanin belirlenmesi,

- farkl olasihik yapilanna sahip degiskenlerin belirsizliklerinin kiyaslanmas,
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- siirecin ~ Olgiilmesine devam etme - son verme kararlannin verilebilmesi

miimkiin olacaktir.

Bu nedenlerle, (4.21) ifadesi ile tammlanan bilgi icerifindeki degisim miktan olarak
entropi, su kaynaklann miihendislii alaminda etkin ve yaygin kullanim alam
bulabilecek nitelik tapmaktadir. ifadenin verdigi sonuglar ve bu sonuglanin klasik
entropi ifadesinin verdifi sonuglarla kiyaslanmasi, normal ve lognormal dagilimh
olarak iiretilen sentetik diziler ve Ceyhan havzasinda yer alan dort akim gozlem
istasyonunun goézlenmis degerleri icin yapilmis; elde edilen sonuglar 5. boliimde

sunulmustur.
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5. UYGULAMA
5.1. Siirekli Hal igin Onerilen Entropi Tamiminin Sentetik Serilere Uygulanmas:
5.1.1. Sentetik Serilerin Turetilmesi

Hidrolojide, incelenen siirecin modeli segilip, parametre tahminleri yapildiktan ve
modelin gozlenmis seriye uygunlugu kontrol edildikten sonra, bu modeli kullanarak
istenen uzunlukta sentetik seriler tiiretilebilir. Cesitli hidrolojik problemlerin
incelenmesinde, bu sekilde elde edilen serilerin kullanidmasina Monte Carlo yontemi de

denilmektedir.

Normal dagiimh {N(u,0)} rasgele sayilar tiiretmek igin;
1. Once, (0,1) araliinda {iiniform olarak dagilmiy bagimsiz rasgele degiskene ait
sayllar (n,) elde edilir.

2. Bu sayilardan yararlanarak, normal dagihml e, sayllarina ge¢mek igin;
(a) Turetilmis iki n, ve n, rasgele sayisindan hareketle, N(0,1) dagiimh z sayilary,

z;=(20n nl)lj2 Cos (21 n,)
(51)
zy = (-21In nl)ll2 Sin (2w n,)

bi¢iminde elde edilebilir (Bayazit,1981).
(b) Merkez limit teoremine gore, yeter derecede bilyiik sayida iiniform dagilmig
degerlerin  toplamimi alarak, normal dagilmig sayilar elde etmek miimkiindiir.

Genellikle, 12 adet iiniform dafimig saymm toplami, normal dagilimhi sayilara
ge¢mek icin yeterli olmaktadir. Bu sekilde elde edilen sayilarn dagilm N(6,1)
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olacaindan, standard normal saylara (z,) gegmek igin bu sayillardan 6 cikarmak

gerekecektir:
12

z;= % n-6 ~ (5.2)
i=1

Standard normal saylar (z,) elde edildikten sonra, dagiim N(u,0) olan sayilara

gecmek igin, bu sayilar o ile ¢arpilip, p eklenecektir:
5=p+oz (5.3)

Bdylece, ortalamasi u, standard sapmasi o olan normal dagilmis, bagimsiz rasgele

sayilar elde edilmis olur.

Lognormal dagiiml {LN(p.y,oy)} rasgele sayilar tiretmek icin ise,
xi=exp(uy+cyzi) (54)
déniisiimiinii kullanmak yeterli olacaktir (Bayazit, 1981).

5.1.2. Yontemin Sentetik Serilere Uygulanmast

Bilgi icerifindeki degisim miktan olarak entropi yonteminin sentetik serilere
uygulanmasinda Oncelikle, 5.1.1. bolimiinde tammlanan ilkelerden hareketle, normal
dagiimli N(0,1) z sayilann tiretilmiy ve bu saylardan yararlanarak, N(u,0)
dagilimli rasgele x; saylarina gegilerek, normal dagiim kabulii i¢in tammlanan

entropi ifadeleri ile H(X[X‘) entropi degerleri hesaplanmustir. Bu hesaplarin

yapilmas1 amaciyla kullanilan bilgisayar programlan Ek’te sunulmustur.
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Ilk olarak veri sayisindaki artig ile entropi degerlerinin degisimi incelenmistir. Bu
amagla, 100 adet sentetik sayidan baglanmis, daha sonra her adimda 100 say:
eklenmesi ile olusan yeni dizilerin entropileri hesaplanarak degisimler incelenmistir. Sekil
5-I’den goriilecegi gibi, veri sayisindaki artigla birlikte, incelenen siirecin maksimum
entropi degeri artmakta ve degiskenin degisim aralifimn (range) toplum degeri kabul

edilebilecek bir defere ulagmasi halinde, (a) sikkinda gosterildigi gibi bir sabite

yakinsamaktadir.
Entropi
2.00 - _—_—_‘_—r_'____r Z
a
1.50 |-
Z b
1.00 -
/"
0.50 \/7' —
' c
0 X (Veri Sayisi)

Sekil 5-1: Normal dagihmhi sentetik seriler igin entropi degerlerinin
degigimi. (@) Maksimum entropi {H_ }, (b) Marjinal entropi {H(X)},
(c) H,,, - H(X), (d) bilgi icerifindeki degisim miktan olarak entropi

{H(X|X)}.

ax
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Shannon tarafindan tammlanmi§ olan marjinal entropi {H(X)} degeri de benzer gidig
gostermekte (Sekil 5-1 (b) gikki) ve bir siire sonra veri sayisindaki artigtan
etkilenmemeye baglamaktadir. 1ki entropi degeri arasindaki fark olarak
tanimlanabilen ve mutlak degerleri incelenebilecek olan, siirekli hal igin taniml

entropi {H(XlX*)} degerlerinin degisimi ise iki bicimde ele alinabilir.

Ilk yaklagim, maksimum entropi degerlerinin degisimini dikkate alarak, bilgi
icerigindeki degisim miktar1 anlamindaki entropi degerini, marjinal entropiler ile veri
sayisindaki artigla birlikte degisen maksimum entropiler arasindaki fark olarak
belirlemektir (Sekil 5-1 (c¢) gskki). Bu yaklagimda, eldeki Ornek (gézlem,veri)
sayisindaki  artigin  bilgi  icerifinde  bir  degisiklife yol ag¢ip ag¢madif

gortilebilecektir.

Daha uygun bir yaklasim bicimi, dizinin tiimiinden hareketle belirlenen maksimum
entropi deferine gore kiyaslama yapmaktir (Sekil 5-1 (d) gsikki). Bu tiir bir
yaklagimla, Ornek saywisindaki artigin bilgi icerifinin degisimine etkisi, degisken
hakkinda yeterli bilgiye ulasithp ulasimadifi sorulann yamitlanabilecek; 4.2.4.
bolimiinde verilen gliven smin degerleri de gozénine alndiginda, degisken igin

Onerilen olasilik yogunluk fonksiyonunun uygun olup olmadif1 belirlenebilecektir.

Bu amacla, N(810) dafilimh tiiretilmis 3650 adet sentetik sayl, gercek verilere
benzesim yapilarak, 365 adetlik alt gruba aynlmistir. Boylece, 10 yillik giinlik
gozlem degeri olarak diigiiniilebilecek, normal dafilmh bu dizi igin: Gnce tiim
diziden hareketle maksimum entropi degeri {H _, } belirlenmig; daha sonra &lgiim
sonrasi dagiimmn normal oldugu kabuli ile marjinal entropiler {H(X)} ve bu iki
degerden yararlanarak bilgi icerifindeki degisim miktari olarak entropi {H(XIX*)}
degerleri ilk yil icin 365, ikinci yil i¢in 2 x 365 ... ve onuncu yil igin 10 x 365
degerden belirlenmistir ($ekil 5-2). Normal dagilim igin 4.2.4. boliimiinde verilen
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given smn deferi gozonine alindifinda, dediskenin dagihmimin  normal

dagilima uygun oldugu ve degigken hakkinda yeterli bilgiye ulagildif sSylenebilir.

Bu asamada, ayni dizinin' Olctim sonrasi olasihklarinin lognormal dagilima uydugu
varsaylldifinda, entropi degerlerinin nasil degiseceginin incelenmesi diigliniilmiigtiir.
Ancak, N(8,10) dagiliml rasgele sayilar negatif degerleri de icerdiginden, lognormal
dagilm parametrelerinin maksimum olabilirlik (maksimum likelihood) yontemi ile
belirlenmesi miimkiin degildir. Parametrelerin momentler ydntemi ile belirlenmesi
durumunda ise, pozitif tammb olmakla birlikte, negatif degerleri de igeren bir
dagihm kabulii yapilmig olacaktir. Lognormal dafiim kabuli ile entropi
degerlerinin hesabim momentler yOnteminden hareketle belirlenen dagilm
parametrelerine dayanarak yapmak miimkiindiir. Ancak, bu durumda giiven smir
degerini 4.2.4 boliimiinde, lognormal dagiim igin verilmis olan ifadeleri kullanarak
belirlemek miimkiin olmayacaktir. N(8,10) dagiimh olarak tiiretilen rasgele dizinin

minimum ve maksimum degerleri normal dagilim igin tanimlanms olup,

Xmin = Hx - 40y

(5.5)
Xpax = By T a0,
degerlerine sahiptir.. Dolays1 ile maksimum entropi,
H . =h2a+Inho (56)
ve bu durumda lognormal dagilim igin giiven simin degeri,
H(X|X'),. = Ino_+ 0.6605 - py - In o (5.7)

olacaktir. ifadede yer alan lognormal dagilim parametrelerinin maksimum olabilirlik
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yontemi ile hesaplanabilmesi amaci ile, tiiretilmis dizinin negatif degerli elemanlan
0.0001 gibi, pozitif bir degerle defistirilerek parametreler belirlendiginde, (5.7)

ifadesinden hareketle, bu dizi igin giiven simr1 degeri,
H(X|X"), = 1.1042 (58) .

olarak saptanmustir (§ekil 5-3). Sekil 5-3’iin incelenmesinden, normal dagilimh olarak
iiretilen sentetik sayilarin Glgiim sonrasi olasiik dagiimimin lognormal dagihmi
kabul edilmesi halinde, bilgi icerifindeki degigim miktar: olarak entropi degerlerinin

giiven sinirma yakinsamadi, dolaysi ile bu kabuliin yapilamayacag gériilebilir.

4.00

3.00

Entropi (Napier)
N
o}
(@]

1.00

Veri Sayisi

Sekil 5-2 :  Normal dagihmh { N(8,10) } sentetik dizi icin, Olglim  sonrasi
olasiiklar normal dagiimli kabulii ile, (¢) maksimum entropi (b )
marjinal entropi (c) bilgi icerigindeki degisim miktar: olarak entropi

(d) normal dagilim igin giiven smiru.
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Veri Sayisi
Sekil 5-3 : Normal dagihmh { N(8,10) } sentetik dizi igin, Ol¢iim sonrasi
olasiiklar lognormal dagihmli kabulii ile, (¢) maksimum entropi
(b) marjinal entropi (d) bilgi icerigindeki defisim miktar1 olarak

entropi (4) lognormal dagilm igin gliven sinurL

Tiiretilen sentetik dizilerin lognormal dagihmh olmasi durumunda, entropi
ifadelerinden ve 4.24. bolimiinde verilmiy olan given smn degerlerinden

yararlanarak benzer incelemelerin yapilmas: miimkiindiir.

Bu amagla, normal dagilimhl sayilar icin yapilan aragtumaya paralel bigimde,
LN(4,1) dagiimh 3650 adet sentetik sayr dretilmis ve 365lik gruplara ayrilmugtir.
Hidrolojik gozlemlere benzer gekilde 10 yilhk giinliik gozlem olarak degerlendirilen

bu sayilarm entropileri, normal dafiim i¢in yapilan incelemeye paralel bigimde
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hesaplanmig ve elde edilen sonuglar Sekil 5-4 ve 5-5°de sunulmugtur. Iki geklin
incelenmesinden goriilebilecedi gibi, 6l¢lim sonrasi olasiiklar normal dagihm kabul
edildiginde bilgi icerifindeki defisim miktar: degerleri daha kiicik degerler
almaktadir. Ancak, giiven smirlan dikkate ahndifinda, LN(4,1) daglmhi bu
dizinin normal dagihmhi kabul edilemeyecegi; lognormal dagilima uydugu ve

degisken hakkinda yeterli bilgiye ulagilmig oldugu goriilmektedir.
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Veri Sayisi

Sekil 5-4 : Lognormal dagihmh { LN(4,1) } sentetik dizi icin, Olgiim sonrasi
olasiiklar lognormal dagiimh kabuli ile, (a) maksimum entropi (b)
marjinal entropi (c) bilgi icerifindeki de8isim miktar1 olarak entropi

(d) lognormal dagilim igin giiven simir1.

Normal ve lognormal dagilimh sentetik sayilar igin yapilan bu arastirmalar, Gnerilen
yontemin kullanilabilirligini ortaya koymaktadir. Farkli dagilimlar icin de, gerek

tretilen sentetik seriler lizerinde y6ntemin uygulanmasi ve gerekse giiven sinirlarinin
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belirlenmesi miimkiindiir. Ancak, yontemin pratik problemlerin ¢bziimiine getirecegi
katki ve uygulama sonuclar biiyiik 6nem tagidifindan, sentetik seriler itizerindeki
bu uygulamalar yeterli goriilmiig; Gnerilen yontemin segilen 6rnek havza iizerinde
yeralan akim gozlem istasyonlarmmn giinlik verilerine uygulanmas: iizerinde

durulmustur.
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Veri Sayisi

Sekil 5-5 : Lognormal dagihmli { LN(4,1) } sentetik dizi igin, 6lciim sonrasi
olasiiklar normal dagimli kabulii ile, (4) maksimum entropi (b)
marjinal entropi (c) bilgi icerigindeki degisim miktar1 olarak entropi

(d) normal dagilim igin giiven smir1.



5.2. Siirekli Hal igin Onerilen Entropi Tammmm Secilen Havza Uzerindeki

Istasyonlara Uygulanmasi
5.2.1 Segilen Havza ve Istasyonlar

Onerilen ydntemin uygulanmas: igin segilen havza Tiirkiye’nin giiney kesiminde yeralan
Ceyhan havzasidir. Havzanin toplam drenaj alami 21000 kmz’ye yakin olup, yilhk
toplam akim 7.5 milyar m® mertebesindedir (IECO, 1966; Baran, 1987). Toplam yillik
akimlarin 2 milyar m’ gibi onemli bir kismm karst pmnar katkilarindan olugmaktadir
(Baran, 1987, Baran, v.d., 1987). Ceyhan nehri iizerinde 1940’h yillardan bu yana
gozlem yapilmakla birlikte, havzada insa edilmis ve edilmekte olan tesisler nedeni ile
baz1 istasyonlarda gézlenen akimlarin dogal akim oldugunu sOylemek miimkiin
degildir. Bu nedenle, yontemin uygulanabilmesi igin istasyonlarin, dogal akimlarin
Olciilebildigi ve havzamn kuzeyinde yeralan Yukan Ceyhan havza altbSliimiinden
secilmesi yoluna gidilmistir. Yukar1 Ceyhan havza altbdliimiinde, ortak dénemlerde
gozlemleri bulunan ve havza beslenme 6zelliklerini temsil edebilecek nitelikte olan ddrt
istasyon belirlenmigtir. Bu istasyonlar EiE tarafindan isletilmekte olan Akgd (2005),
Tamr (2015) ve Han (2022) ile DSI tarafindan igletilmekte olan Kugkayast (20-7)
akim gozlem istasyonlaridir (Sekil 5-6). Istasyonlarn &zellikleri Tablo 5.1'de

sunulmustur.
5.2.2. Verilerin Diizenlenmesi

Ceyhan havzasinda yeralan Han, Tamr, Kuskayas1 ve Akg¢l akim gozlem
istasyonlarinin  belirsizliklerinin saptanmasi, Ol¢lim sonrast olasiik dagiimlarimn
belirlenmesi, istasyonlarin belirsizliklerinin kiyaslanmasi ve mevcut gozlemlerle
akimlar hakkinda yeterli bilgiye ulagilip ulagilmadifinin belirlenmesi amaglarina
yonelik olarak uygulanan bilgi icerifindeki defisim miktant olarak entropi ifadesi,

istasyonlanin giinlik akimlan {izerinde uygulanmugtir. Hesaplar arasi paralellifin
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Sekil 5-6 :

Ceyhan Havzasi, Yukari Ceyhan Havza Altboliimii ve secilen akim

gézlem Istasyonlarmin konumu
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saflanmas1 amaciyla, istasyonlarin ortak donem gozlemlerinin kullamlmasi
gerekecedinden, ortak gozlem siiresi olan 1973-1980 dénemine ait 8 yilik giinlitk akim

degerleri kullanilmigtir.

Incelenen istasyonlarm akim siireclerini olusturan 12 aylik dizinin, uygulamada
kullamlan goézlem siiresi igindeki (1973-1980) ortalama degerleri Tablo 5-2’de ve

standart sapma degerleri Tablo 5-3’de sunulmaktadir.

Ceyhan havzasinda yeralan dort akim gozlem istasyonu igin giinliik ortalama akimlar
kullanarak, her yil i¢in maksimum entropi {H_, }, marjinal entropi {H(X)} ve bilgi
icerifindeki degigim miktar olarak entropi {H(X| X*)} degerlerini, 4. Bolimde verilen
ilkelerden ve bagmtilardan yararlanarak hesaplamak miimkiindiir. Ancak, 4.2.4
Boliimiinde bilgi igerifindeki degisim miktan olarak entropi kavrammnin kullamilmasi
ile ulagilabilecegi vurgulanan hedeflere varabilmek igin, giinliik verileri ait olduklan
yil icinde ayn ayn degerlendirmek yerine, kimiilatif (ardisik) degerlendirmek uygun

olacaktir.

Bu amagcla veriler, sentetik diziler icin yapilan uygulamaya benzer sekilde
diizenlenmistir. Boylece, ilk yil igin 365 giinlik degerden baslanarak, yilhik diizeyde
artiglarin g6z6niine alinmas: ile ikinci yil 730, dglincti yil 1095 ve benzeri artiglarla
sekizinci yil 2920 veri ile caligilmigtir. Incelenen istasyonlarn ortalama, standart
sapma ve carpiklik katsayllarinin yillara gére degisimi Tablo 5 - 4 ila 5 - 7'de

sunulmaktadir.

Verilerin kiimiilatif olarak degerlendirilmesi durumunda ise, parametre degerlerinin
gidisleri ve buna bagh olarak hesaplanan entropiler olduk¢a farkh olacaktir.
Kargilagtirma olanafi saglamak amaciyla, kiimiilatif ve yillik ortalama ve standart

sapma degerlerinin gidisleri Sekil 5 - 7 ila 5-14’de sunulmustur.
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Tablo 5-2 : Han, Tanr, Kuskayas1 ve Akgl akim goézlem istasyonlan giinliik
ortalama  akimlartmn 1973 - 1980 yillarinda, aylara gére

ortalamalarinin degisimi.

HAN (2022) TANIR (2015)  KUSKAYASI (20-7) AKCIL (2005)
AYLAR ORTALAMA ORTALAMA ORTALAMA ORTALAMA
(m3 /sn) (m3 fsn) (m3 /sn) (m3 fsn)
OCAK 2.14 447 6.49 19.87
SUBAT 348 5.17 7.56 2342
MART 9.45 10.70 14.90 41.08
NISAN 15.41 18.87 28.41 67.42
MAYIS 9.37 16.02 23.96 52.01
HAZIRAN 3.25 11.60 12.80 28.27
TEMMUZ 1.02 8.40 7.17 15.36
AGUSTOS 0.63 7.00 5.16 11.93
EYLUL 0.68 6.39 5.54 13.36
EKIM 0.74 5.45 5.94 15.68
KASIM 2.11 4.98 6.01 19.01
ARALIK 197 4.40 5.89 19.02
GOZLEM 4.18 8.63 10.82 27.18
'SURESINDE '
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Tablo 5-3 : Han, Tanir, Kugkayasi ve Akgl akim gozlem istasyonlan giinliik
ortalama  akimlarmmn 1973 - 1980 yillarinda, aylara gore

standart sapmalarinin degigimi.

HAN (2022) TANIR (2015)  KUSKAYASI (20-7) AKCIL (2005)
AYLAR S. SAPMA S. SAPMA S. SAPMA S. SAPMA

(m3 fsn) (m3 fsn) (m3 fsn) (m3 /sn)
OCAK 2.42 2.12 4.74 10.59
SUBAT 4.38 ) 2.88 5.00 12.43
MART 1471 14.70 18.16 24.45
NiSAN 11.22 10.75 16.58 26.38
MAYIS 5.69 8.56 15.47 27.61
HAZIRAN 2.04 4.27 6.79 14.39
TEMMUZ 0.44 2.99 4.00 7.58
AGUSTOS 0.25 2.44 2.85 3.78
EYLUL 1.09 2,01 2.80 4.15
EKIM 1.14 1.55 2.05 4.85
KASIM 5.46 1.55 2.34 831
ARALIK 2.03 1.68 214 585
GOZLEM 7.54 7.71 11.77 22.48
SURESINDE
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Tablo 5-4 : Han akim gézlem istasyonu giinlik ortalama akimlarimin ortalama,

standart sapma ve carpiklik katsayis1 parametrelerinin yillara goére

degisimi.
Yillar Ortalama S.Sapma Carpiklik K.
(m3/sn) (m /sn)
1973 2.04 2,793 2.443
1974 3.53 9.913 10.179
1975 4.63 9.563 5.886
1976 4.07 6.635 2.241
1977 5.23 6.420 2.868
1978 3.91 4.670 1471
1979 3.90 4.691 2.852
1980 6.14 10.857 5.112
Ortalama 4.18 7.539 7.048

Tablo 5-5 : Tanir akim gozlem istasyonu giinlik ortalama akimlarimn ortalama,

standart sapma ve carpikllk katsayis1 parametrelerinin yillara gore

degigimi.
Yillar Ortalama S.Sapma Carpiklik K.
(m3 fsn) (m” /sn)

1973 423 1.072 0.616
1974 4.62 2.733 1492
1975 8.08 6.926 2.055
1976 823 5.350 1.424
1977 10.75 6.880 1.814
1978 9.64 4.914 1.748
1979 943 3.783 1.156
1980 14.05 15.277 4.069
Ortalama 8.63 7.712 5.534
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Tablo 5-6 : Kugkayas: akim gozlem istasyonu giinlik ortalama akimlarinin ortalama

standart sapma ve carpikhk katsayis

parametrelerinin  yillara gore

degisimi.
Yillar Ortalama S.Sapma Garpiklik K.
(m3/sn) (m”/sn)
1973 4.65 2.439 0.063
1974 4.74 3.944 1.735
1975 9.32 10.085 ° 1.833
1976 9.72 9.469 1.7638
1977 14.75 11.258 1.645
1978 11.62 6.751 1.555
1979 11.72 5.826 1.470
1980 20.06 22.536 3.210
Ortalama 10.82 11.767 4.476

Tablo 5-7 : Ake¢ll akim goézlem istasyonu giinliik ortalama akimlarinin ortalama,
standart sapma ve carpiklik katsayis1 parametrelerinin yillara goére

degisimi.
Yillar Ortalama S.Sapma Carpiklik K
(m’/sn) (m3/sn)
1973 15.60 6.818 0.727
1974 14.52 11.564 3.225
1975 23.13 22.018 2.075
1976 26.33 21.433 1.618
1977 33.13 23.141 1.356
1978 30.79 21.310 1.349
1979 31.73 16.861 0.861
1980 42.24 32.221 1.530
Ortalama 27.18 22.483 1.980
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degisimi.
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Sekil 5 - 8 : Han AGI standart sapma degerlerinin (a) yilik ve (b) kiimiilatif yillik

degisimi.
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Sekil 5 - 9 : Tanir AGI ortalama degerlerinin (a) yilik ve (b) kiimiilatif yillik
degisimi.

- 103 -



16.00

14.00

12.00

_.
o°
o
S

«©
o
S

6.00

S.SAPMA (m3/sn)

4.00

2.00

0.00 LA 0 0 e e R e L B L I R N R RSN RE R

3 4
Yillar(1973-1980)
8.00

7.00 ( . )

6.00

o
o
S

»
o
S

3.00

S.SAPMA (m3/sn)

2.00

1.00

0.00 Ty I T T T [T T T T I [ T T P T T T [ T P T T T T T T T T T U T T T T T T TV T O T T T T T TP T T T T T T T e o

4 5
Yillar(1973—1980)

Sekil § - 10 : Tamr AGI standart sapma degerlerinin (a) yillik ve (b) kiimiilatif
yihk degisimi.
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Kugkayas1 AGI ortalama degerlerinin (a) yillik ve (b) kiimiilatif
yilbik degisimi.
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Sekil 5 - 12 : Kuskayas: AGI standart sapma degerlerinin (a) yillhik ve (b)
kiimiilatif yilhk degigimi.
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Sekil 5 - 13 : Akql AGI ortalama degerlerinin (a) yillik ve (b) kiimiilatif yillik
degisimi.
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Sekil 5 - 14 : Akql AGI standart sapma degerlerinin (a) yillik ve (b)
kiimiilatif yillik degigimi.
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5.3. Siirekli Hal icin Onerilen Entropi Tammmn Istasyonlarm Giinlik Ortalama

Akimlarina Uygulanmasi

5.3.1. Han, Tamr, Kugkayas: ve Ak¢d AGI Marjinal Entropilerinin Kesikleme
Araligima (8x) Bagl Olarak Hesaplanmast

Incelenen istasyonlarm bilgi icerifindeki degisim miktan olarak entropi degerlerinin
hesaplanmasindan 6nce, halen kullamimakta olan kesikleme aralifina bagh tanim
geregince marjinal entropi degerlerinin hesaplanmas: diigiiniilmiigtiir. Kesikli hal icin
verilmig olan tanimdan hareketle marjinal entropilerin hesab: igin, 6ncelikie siireglerin
Olgim sonrasi olasilik yapilarmin belirlenmesi gerekecektir. Bu nedenle, siireclerin
olasilik yapilar1 incelenmis ve dort istasyonun da, Olglim sonras1 olasiliklarinin
lognormal dagiiml: kabul edilebilecegi sonucuna varidmustir. Lognormal dagilimh
stirecler i¢in marjinal entropi {H(X)} degerleri (2.56) ifadesi ile belirlenebilecektir.
(2.56) ifadesi dogal logaritma tabami kullamldiinda,

H(X;éx) = By + In g, + In v 2me + In (1/6) (napier) (59)

bi¢imine gelmektedir. Lognormal dagilim parametreleri olan ortalama (p.y) ve standart
sapma (ay) degerleri belirlendiginde, secilen kesikleme arahigi degerine bagli olarak

(5.9) ifadesinden marjinal entropi degerleri hesaplanabilecektir.
Han, Tanir, Kuskayas1 ve Akgil AGI akim siireclerinin, §x = 1.00 ve éx = 2.00

kabulleri ile yilhk ve kiimiilatif yillik dizileri i¢in hesaplanmis marjinal entropi

degerlerinin gidisleri Sekil 5-15 ila 5-18’de sunulmustur.
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Sekil 5 - 15 : Han AGI marjinal entropi degerlerinin (1) §x = 1.00 ve (2) éx = 2.00
kabulii ile (a) yillik (b) kiimiilatif yillik gidigleri.
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Sekil 5 - 16 : Tanur AGI marjinal entropi degerlerinin (1) §x = 1.00 ve (2) sx = 2.00
kabulii ile (a) yillik (b) kiimiilatif yillik gidigleri.
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Sekil 5 - 17 : Kugkayast AGI marjinal entropi degerlerinin (1) éx = 1.00 ve
(2) 6x = 2.00 kabulii ile (a) yillik (b) kiimiilatif yilik gidisleri.
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Sekil 5 - 18 : Ak¢ll AGI marjinal entropi degerlerinin (1) §x = 1.00 ve (2) §x = 2.00
kabulii ile (a) yillik (b) kiimiilatif yilik gidigleri.
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5.32. Han, Tanw, Kuskayas:i ve Akgl AGI Sirekli Hal Igin Tanuimlanan Entropi
Degerlerinin Hesaplanmast

Kesikleme arahfina baglh olarak entropi deéerlerinjn degisimi 5.3.1. boliimiinde
sunulan istasyonlarin, siirekli haldeki tanimlanmig olan entropi ifadelerinden hareketle
entropi degerlerinin  hesabinda 4.2.2. boliimiinde verilmis olan ifadelerden
yararlanilmigtir. Olglim sonrasi olasiiklarmm lognormal dagihma uydugu kabul
edilen akim siireglerine ait bilgi icerifindeki degisim miktan olarak entropi degerlerinin

belirlenmesinde; incelenen siirecin (X) maksimum entropi degeri {H .},

H o = *max ™ *min (5.10)
ve marjinal entropi {H(X)},
H(X;6x) = By + in gy + In v 2me (napier) (5.11)

olmak tlizere (4.21) ifadesinde verilen sekliyle belirlenebilecektir.
(5.10) ve (5.11) ifadelerine bagh olarak, incelenen istasyonlarin akimlan icin, (421)

ifadesinden hesaplanan entropi degerlerinin yihk ve yihk kiimiilatif degerlerinin

gidisleri Sekil 5-19 ila 5-22°de sunulmustur.
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Sekil 5 - 19 : Han AGI giinlik ortalama akimlarimin siirekli hal igin entropi
degerlerinin (a) yilik (b) kimiilatif yulik gidisleri. (1) Maksimum

entropi {H_,.}, (2) marjinal entropi {H(X)}, (3) bilgi icerigindeki
degisim miktan olarak entropi {H(X]X*)}.
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Tamr AGI giinliik ortalama akimlarmin siirekli hal i¢in entropi

degerlerinin (a) yihk (b) kimilatif yilik gidisleri. (1) Maksimum
entropi {H_, }, (2) marjinal entropi {H(X)}, (3) bilgi icerigindeki
degisim miktar1 olarak entropi {H(X| X‘)}.
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Sekil 5 - 21 : Kuskayasi AGI giinliik ortalama akimlarinin siirekli hal igin entropi
degerlerinin (a) yilhik (b) kiimiilatif yilhk gidisleri. (1) Maksimum
entropi {H_, }, (2) marjinal entropi {H(X)}, (3) bilgi icerigindeki
degisim miktari olarak entropi {HX| XM}
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Sekil 5 - 22 : Akql AGI giinlik ortalama akimlarmin siirekli hal i¢in entropi

degerlerinin (a) yilbik (b) kimilatif yilik gidigleri. (1) Maksimum
entropi {H_, }, (2) marjinal entropi {H(X)}, (3) bilgi icerigindeki
degisim miktar olarak entropi {H(X|X )}.
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6. SONUCLARIN iRDELENMESI
6.1. Yontemin Sentetik Serilere Uygulanmasi ile Elde Edilen Sonuglar

4, Boliimde gelistirilen yeni entropi taniminin sentetik serilere uygulanmasi amaciyla,
normal {N(§,10)} ve lognormal {LLN(4,1)} dagilml sentetik sayilar iiretilmiy ve bu
dizilere ait entropi degerlerinin degigimleri hesaplanarak, elde edilen sonuglar Sekil 5-1
ila 5-5’de sunulmugtur. Sdzkonusu sekillerin incelenmesi ile varilan sonuglar asagida

Ozetlenmistir.

Stirekli hal igin, Onerilen bilgi icerifindeki degisim miktan olarak entropi tanmmini

kullanarak:

(a) Degisken igin kabul edilen olasiik yapisimin uygun olup olmadigima karar
vermek miimkiindiir. 4.2.4. boliimiinde tammlanan giiven simr degerleri gézOniine
alindiginda, hesaplanan entropi {H(X[X‘)} degerlerinin giiven st degerinin
altinda kalmas1 durumunda, baglangigtaki dagilim kestirimi kabul, aksi halde red
edilecektir (Sekil 5-2 ila 5-5).

(b) Hesaplanan entropi {H(XIX‘)} degerlerinin giiven smin1 altinda kalmasi ve
entropi degisiminin azalmasi (veri sayisindaki artigtan etkilenmemesi) durumunda
incelenen degisken hakkinda yeterli bilgiye ulagildifi sdylenebilecektir. Bu durumda,
Olgim arabfinin genigletilmesi ve bunun da Otesinde Olgiimlere son verme

kararlarinin verilmesi miimkiin olacaktir (Sekil 5-2 ve 5-4).

(c) Incelenen siirecin olasthk yapisimn hatal kestirilmesi halinde yukarida sozii
edilen sonuglara varmak miimkiin olmayacaktir (Sekil 5-3 ve 5-5). Bu nedenle,
yontemin baglangictaki hatah kestirimler nedeni ile hatali kararlara varilmasimi

engelleyici bir nitelik tasidigimi sdylemek miimkiindiir.
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(d) Farkli degiskenliklere sahip siireclerin, olasiik yapilannm aym olmasi
durumunda, dogrudan H(X] X') entropi degerlerinin karsilagtirilmasi ile, entropisi
biiyiik olan siiregin, i¢erdigi belirsizlifin daha fazla oldugu belirlenebilmektedir (§ekil
5-2 ila 5-5).

(e) Incelenen siireglerin olasilik yapilanmin da farkhi olmasi durumunda ise, giiven
sminn  deferlerinin  de kullanilmasi ile Dbelirsizliklerin  kiyaslanmas1 miimkiin

olacaktir (Sekil 5-2 ila 5-5).

(f) Siirece uygun oldugu diigiiniilen modellerin entropi degerlerinin degigimi ile siirecin
entropi deferlerinin degisiminin kiyaslanmas: ile siirece en uygun model

belirlenebilecektir.

(g) Yapilan &lgiimlerin, entropi degerlerini ne Olgiide degistirdiginin gozlenmesi ile
Olcimlerin bilgi artipn getirip getirmedigi, dolaysi ile Olgiimlerin bilgi agisindan
maliyetinin belirlenmesi miimkiin olacaktir (Sekil 5-2 ila 5-5).

6.2. Yontemin Secilen Havza Uzerindeki Istasyonlara Uygulanmas: ile Elde Edilen

Sonuglar

6.2.1. Kesikleme Aralhfina (6x) Bagh Olarak Hesaplanan Marjinal Entropi
Sonuglarinmm Degerlendirilmesi

Olglim sonrasi olasihklarinin  lognormal dagihimli kabul edilebilecegi sonucuna
varilan, Han, Tanir, Kugkayas1 ve Akgil AGI istasyonlarinin 6x= 1.00 ve &§x= 2.00
kabulleri ile hesaplanan marjinal entropi deferleri Sekil 5-15 ila 5-18’de sunulmustur.
Sekil 5-15 ila 5-18’in istasyonlarin ortalama ve standart sapmalarinin gidigleri ile (Sekil

5-7 ila 5-14) kargllagtirilmas: durumunda, entropi gidislerinin, lognormal dagilim
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icin tammlanan ifadenin ortalama ve standart sapmamn fonksiyonu olmasi nedeniyle,

ortalama ve standart sapmanin gidigleri ile benzerlik gosterdigi goriilebilir.

Kesikleme aralifina bagl olarak, yillik olarak hesaplanmis olan marjinal entropi
degerleri (Sekil 5-15 ila 5-18 a sikki) istasyonlarm yilik giderilen belirsizliklerini
tammlamaktadir. Bununla birlikte, marjinal entropi tanim kesikleme aralifina baglh
oldugundan, 3.2 bolimiinde de belirtildii gibi, éx’e gore eksenel Gtelenme, Ol¢iim
yaparak siirecin igcerdigi belirsizlifin ne kadarinm giderildiginin belirlenememesi gibi

sakincalan icermektedir.

istasyon]arm belirsizliginin incelenmesi agisindan daha uygun bir yaklagim, 5.2.2.
bolimiinde de belirtildifi gibi eldeki verilerin kiimiilatif (ardistk) olarak
degerlendirilmesi olacaktir. Bu durumda marjinal entropilerin degisimi kiimiilatif yillik
parametrelerin gidisi ile paralellik gosterecek (Sekil 5-15 ila 5-18 b sikk) ve bu sekilde
hesaplanan marjinal entropiler, herbir yillik gdzlemin ne 6lglide bir bilgi artigina yol
actifi hakkinda bir fikir verecektir. Dolaysiyla, verilerin kiimiilatif olarak
incelenmesi, gerek marjinal entropi, gerekse bilgi icerifindeki degisim miktar1 olarak

entropi degerlerinin hesab: agisindan daha uygun olacaktir.

Han akim gozlem istasyonu ortalamalarimin degisimi incelendiginde, gozlem
stiresindeki ilk iki yiin kurak oldugu goriilmektedir. Sekil 5-15 b sikki incelendiginde,
entropilerin de bu gidise uydufu ancak Onemli Olglide bilgi artin oldugu
goriilmektedir. Ortalamalarin gidisi incelendifinde, 1975 ve 1977 willarmmn sulak,
1976-78 ve 79 yillarimin ortalama ve 1980 yilmn sulak bir yil olarak goriilmektedir.
Yilik kiimiilatif entropi degisimlerinde ise sulak bir yildan sonra gelen ortalama
civarindaki, diisik varyansh yillarin Onemli bir bilgi artigina yol acgmadif

izlenmektedir.
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Tanir akim gozlem istasyonu, ilk iki yil kurak, sonraki iki yil ortalama ve sonraki dort
yil sulak bir gidis seyretmektedir. Bununla birlikte standart sapmalar olduk¢a degisken
bir gidis. gostermekte ve son sulak yilda olduk¢a biiyiik bir artiy gostermektedir.
Benzer gidis yilik entropi degerlerinde izlenebilmekle birlikte, istasyon hakkinda bilgi
artigini  gosteren  kiimiilatif entropilérin gidiglerinde, son yilin go6zlemlerinin

beklendigi gibi biiylik bir bilgi artigina yol agmadif goriilmektedir.

Kugkayas: istasyonu, aym: kol iizerinde ve Tamrin akig asafisinda kaldifindan
ortalama ve standart sapmalar benzer bir gidis gOstermektedir. Yilhk entropilerin
degisimi de, diger istasyonlarda oldugu gibi ortalama ve standart sapmalardaki degisimi
yansitmaktadir. Yillik kiimiilatif entropilerin degisimi incelendifinde, son yildaki
biiyiik sulaklik nedeniyle olugan bilgi artigmin Tanir istasyonunda goriilenden daha
bliyik olmakla birlikte, ortalama ve standart sapmada goriillen biyiik degisimin

sOniimlendigi izlenmektedir.

Akcil AGI ise, her ii¢ istasyonun da akig asagisinda yeralmakta ve incelenen gozlem
stiresinin ilk {i¢ yih kurak, sonraki bir yih ortalama ve daha sonraki doért yili sulak
bir gidis gostermektedir. Yillik kiimiilatif entropilerin gidisinde ise, ardarda gelen iki
kurak yil nedeni ile, ikinci yil yapilan Ol¢iimlerin bir bilgi artigina yol agmadigin,
sonraki yilda bilgi artigmn hizlanarak arttiimi ve ilk sulak yildan sonra bu

artisin azalarak devam ettigini gostermektedir.

Istasyonlarm hangisinin daha fazla belirsizlik icerdigi; 8 yillik gézlem sonucunda
hangi istasyonda kazamlan bilginin daha fazla oldugu; gozlem aralifmin arttirilmasi
ya da istasyon kapatilmasiin miimkiin olup olmadifmi sorularmin, kesikleme
aralifima bagh olarak tammlanmig olan ve bu nedenle 3.2. bélimiinde ayrintih
olarak verilen sakincalan iceren marjinal entropi ifadesi kullamlarak yapilmis olan

bu hesaplar sonucunda yamtlanmasi miimkiin degildir.
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6.2.2. Siirekli Hal Igin Tanomlanan Bilgi Icerigindeki Degisim Miktan Olarak Entropi
Sonuglann Degerlendirilmesi

Ceyhan havzasindaki dort akim goézlem istasyonu igin hesaplanmis olan, maksimum
entropi {Hmax}, marjinal entropi {H(X)} ve bilgi icerigindeki degisim miktar: olarak
entropi deferlerinin yilik ve kiimiilatif yihk degisimi Sekil 5-19 ila 5-22°de

sunulmustur.

Sekil 5-19 ila 5-22 (a) gtklan yillik entropi deferlerinin gidisini gostermektedir.
Boylece, incelenen akim siireci hakkinda hi¢ bir bilgi olmadifinda, her bir yilik
gbzlemin tek basma getirdigi bilgiyi ya da o yihn gozlenmesi sonucu giderilen
belirsizlifi izlemek miimkiin olmaktadir. Bu sekillerde maksimum entropi, siirecin
gézlem siiresinin timiinden hareketle belirlenmekte (I gtkkr); marjinal entropiler (2
sikkt) ve bilgi icerifindeki degisim miktann olarak entropiler (3 gsikkr) yillik

gozlemlerden hareketle hesaplanmaktadir.

Yillik degerlerin kiimiilatif (ardigik) olarak incelenmesi durumunda ise, maksimum
entropi degerlerinin, silirecin incelenen gozlem siiresinin tiimiinden hareketle
belirlenecektir. Bu bigimde belirlenen bilgi igerigindeki degisim miktar: olarak entropi
degerleri ise, gbzlenen her bir yilhk verinin, slirecin bilgi icerigini nasil degistirdigini

ortaya koyan bir olgiit olacaktir (Sekil 5-19 ila 5-22 b sikky).

Han istasyonunda, siirekli hal icin taniml entropilerin gidislerini gosteren $ekil 5-19
incelendiginde: yillk entropi degisimlerinin gidisinden (Sekil 5-19 a gikki) siireg
hakkinda hicbir bilgi olmamasi durumuna goére, en yiiksek bilgi artiginin sulak
yillarda gerceklestigi; ortalamanin gozlem ortalamas: civarinda degistigi yillarda
diigiik ve kurak yillarda ise oldukga diigiik bilgi artislarmin oldugu goriilmektedir.

Han istasyonunun sulak yillarda dahi, yaz aylarinda oldukga diisiik debi degerlerine
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sahip olmasi sulak yillardaki bilgi icerifindeki degisim miktarinin yiliksek olmasina

yol agmaktadir.

Kiimiilatif yillik entropilerin degisimleri (§ekil 5-19 b gikki) incelendiginde ise,
incelenen gbzlem siiresinin en kurak yih olan 1973 yiindan sonra gelen biri kurak,
digeri ortalama civarindaki iki yihn hizi bir bilgi artigi getirdigi, sonraki yillarda
bilgi artiginin azalarak devam etmekle birlikte, heniiz bir sabite yakinsayan bir gidis
gostermedigi izlenmektedir. Bununla birlikte, bilgi icerifindeki degisim miktar1 olarak
entropi degisimleri, son yilla kadar ger¢eklesen bilgi artisi nedeniyle, 1980 yilindaki
biiytik sulaklifin, ¢ok biiyiik miktarda bilgi artigina yol agmadifin1 gstermektedir.

Han istasyonunda ©l¢lim sonrasi olasilbiklari i¢in, lognormal dagilm kabuliiniin
uygun olup olmadifina karar verebilmek igin, kabul bolgesi deferinin belirlenmesi
gerekecektir. Lognormal dagilm i¢in kabul bolgesi degeri (4.48) ifadesi uyarinca,

*
HX|X ), = ag, - logoy - 1,4189

seklinde belirlenebilecektir. Olglim sonrasi olasiiklarin  normal dagilm  kabul

edilmesi halinde ise bu deger, (4.41) ifadesinde tanimlandif: iizere,

H(X|X"),, = 0,6605

olacaktir. Han istasyonu icin normal (Sekil 6.1 a sikki) ve lognormal dafiim (Sekil
6-1 b sikkr) kabulleri ile hesaplanmig olan entropiler ve kabul bolgeleri Sekil 6-1’de
sunulmugtur.

Sekil 6-1’in incelenmesinden, Han istasyonunun Olgiim sonrasi olasihiklarmin normal

dagihmli kabul edilemeyece8i, bu kabiiliin yapilmas1 halinde, olusturulacak ek
belirsizlik nedeni ile ilk yillarda biiyiik bilgi artiglan izlendigi, ancak, sonraki yillarda
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gidisin tersine dondiigi goriilmektedir. Entropi degisimi {H(X[X‘)} ise, dafihim
kabuliindeki hata nedeni ile normal dagihm icin tamimlanan kabul bolgesine

yakinsamamaktadir.

Buna karsiik Sekil 6-1’in b gikki incelendiginde, Han istasyonu entropi degerlerinin,
lognormal dagihm igin tamimmlanmis olan kabul bdlgesi degerinin altinda degigim
gosterdigi izlenmektedir. Veriler kiimiilatif olarak degerlendirildiginde, ikinci yil

yapilan gozlemlerle, kabul bolgesine girildigi goriilmektedir.

Buna goére, Han istasyonu i¢in, lognormal dagilim kabuliiniin uygun oldugu, bu
dagihm parametrelerinin  hesabr icin  yeterli bilgi seviyesine ulasildifi
sdylenebilmektedir. Bununla birlikte entropi degigimlerinin halen devam etmekte olusu
nedeni ile istasyonun gozlenmesine son verme kararim vermek miimkiin degildir.
Ancak, bu ¢alisma kapsaminda ele alinmamug olmakla birlikte, uygun O&lglim
araliginin  saptanmasi amaci ile yapilacak ek ¢aliymalarla &lgiim aralifinin

azaltilmas1 miimkiin goriilmektedir.

Tanir istasyonunun siirekli hal icin tammh entropilerinin degisimi incelendiginde
(Sekil 5-20): yihk entropi degisimlerinin gidisinden (Sekil 5-20 a gikki), Han
istasyonu entropi gidislerine benzer bigimde, en biiylik bilgi artiggmn sulak yillarda
gerceklestigi, ancak istasyonun beslenme sisteminde bulunan karst pmar katkilarinin
etkisi ile kurak ve orta sulak yillar arasinda bilgi icerigi acisindan 6nemli farkliliklar
oldugu goriilmektedir.

Kiimiilatif yilik entropilerin degisiminde ise (Sekil 5-20 b gikkr), ilk iki kurak yildan
sonra gelen, iki ortalama ve bir sulak yilda hizhi bir bilgi artipn gézlenmekte,
daha sonraki yillar degisimi pek fazla etkilemenmekle birlikte, 1980 yilindaki biiyiik

sulaklik 6nemli bir bilgi artis1 getirmektedir.
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Tanir istasyonu igin lognormal ve normal dafihm igin entropilerin degigimi, kabul
bolgeleri ile birlikte $ekil 6-2’de sunulmustur. Sekil 6-2 a gtkkina gére Tamr istasyonu
Olglim sonrast olasiiklari  normal dagiimli  kabul edilememektedir. Han
istasyonunda oldugu gibi, normal dagilim kabulii yapildifn taktirde ilk wyillarda
biiyiik bir bilgi artisi goriilmekte, ancak entropi degerleri {H(X]X*)} gézlem siiresi

sonunda da normal dagilim igin tamimlanan kabul bolgesine yakinsamamaktadir.

Sekil 6-2 b gikkina gore, Tanir istasyonu entropi degigimleri, lognormal dagihm icin
tammlanan kabul boélgesi degerine ancak son yilda yaklasmaktadir. Buna ragmen,
degerlerin giiven s altinda kalmamas: nedeniyle heniiz yeterli bilgi seviyesine
ulagildigindan s6z etmek miimkiin degildir. Dolayis1 ile istasyon kapatma ya da
Olgim aralifimin  arttmlmas: gibi  diigiinceler igin yeterli gbzlem sayisina

ulagilamadi sGylenebilir.

Kuskayas1 akim gozlem istasyonunun siirekli hal i¢in tammh entropilerinin degisimi
incelendiginde (Sekil 5-21): istasyonun Tanir istasyonuna ¢ok yakin ve akig
asafismda yer almasina kargin, entropilerin gidisi {H(X|X‘)} Tanir'm  yillik
entropilerinin gidisinden oldukca farkh oldugu gorilmektedir. Bunun en 6nemli nedeni,
Tanir'in akim girdilerinin 6nemli bir kismim (3.5 m3/sn) karst pmar katkilarinin
olusturmasma kargin, iki istasyon arasinda yeralan pmar Kkatkisinin olmays
nedeniyle, Kugkayas istasyonunun yiizeysel akistan etkilenmesidir. Aym nedenle, kurak
ve sulak yllara ait gozlemlerin, ayrt ayn getirdigi bilgiler 6nemli farkiliklar
gOstermekte; ancak Tamir'dan farkli olarak ilk iki kurak yilda 6nemli bir bilgi artis:
goriilmemektedir. Bunun nedeni ise, Tanir ve Kuskayas: istasyonlan arasinda yeralan

arazilerdeki halk sulamalarnidur.
Yaz aylarinda 1.5 - 2.0 m>/sn civarina ¢ikan bu sulamalar nedeni ile Kugkayasi AGI

dogal gOzlemleri bozulmakta ve bu durum kazamlan bilgiye de yansimaktadir.

Ortalama ve sulak yillarda da sulamalarin devam etmesine raémen, bu yillarda
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Maksimum entropi {H_, .}, (2) marjinal entropi {H(X)}, (3) bilgi
icerigindeki degisim miktar1 olarak entropi {H(XIX*)}, (4) giiven

Simiri.
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gevrilen debi, yatakta mevcut suya oranla daha kiiciik kaldigindan, entropi
degisimlerini daha az etkilemektedir. 1980 yillindaki sulaklifin biiyiik bir bilgi artis:

getirmesi de bunu gostermektedir.

Kiimiilatif yilhk entropilerin degisimi de (Sekil 5-21 b gsikkz), ilk iki kurak yildaki halk
sulamalarinin etkisini tagimakta, sonraki ortalama ve sulak yillarda bilgi artig
hizlanmakta ve yine sulamalar nedeni ile son yildaki sulaklik ile olusan bilgi artis:

olduk¢a 6nemli olmaktadir.

Kuskayas: istasyonunun $ekil 6-3’de sunulan, 6l¢tim sonras: olasihklar icin lognormal
ve normal dagihim kabulleri ile, entropi deferlerinin degisimi ve kabul bdlgeleri
incelendiginde, varilan sonuglari sOyle Ozetlenebilir: Kugkayasi1 AGI Olgiim sonrasi
olasiliklar1 da Tamr AGI gibi normal dagihmh kabul edilememektedir (Sekil 6-3
a gikki). Normal daghm kabulii i¢in entropilerin  degisiminde Kuskayasi
istasyonunun akig yukarisinda yapilan ciftgi sulamalarmin etkisini de izlemek
miimkiindiir. Kurak yillardan sulak yillara gegiste ve 1980 yilindaki biyiik sulaklikta
onemli Olctide bilgi artislan gorilmesine ragmen, sulamalar nedeni ile entropi
degerleri H(XIX‘) incelenen goézlem siiresi sonunda da, normal dagilim igin

tamimlanan kabul bolgesine yakinsamamaktadir.

Buna karsiik, Kuskayasi istasyonu entropi degerlerinin gidigi, 1978 yilina gelindiginde
(6 mc1 yd), lognormal daglim igin belirflenen giiven smiri degerinin altinda
kalmaktadir. Lognormal dagiim kabuli igin de, sulamalarin etkisi gozlenmekle
birlikte, ilk iki kurak yildan sonra hizhi bir bilgi artigindan ve lognormal dagilim
kabulii icin yeterli bilgi seviyesine ulagildifindan s6zetmek miimkiindiir. Ancak,
entropi degerlerinin degisiminin devam etmesi nedeni ile istasyonun kapatilmas: igin

heniiz yeterli 6l¢lim sayisina ulagilmadigint belirtmek gerekecektir.
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Sekil 5-22°de sunulmug olan Akgil AGI siirekli hal i¢cin tamimh entropi degerlerinin
degisimi incelendifinde: her {i¢ istasyonun da akig agafisinda kalan Akegl AGI
yillik entropi gidislerinin ($ekil 5-22 a gikkt) kuraklik - sulaklik aynmini tamamen
yansittift ve daha Once degisimleri incelenen istasyonlardan oldukca farkl: bir entropi
gidigine sahip oldufu goOriilmektedir. Akgil istasyonunun ortalama 26.0 m>/sn
civarindaki akigimin 3.5 m¥snlik kismi Tamir’dan Snce olmak iizere toplan 7.0
m¥/snlik kismn Kkarst pmar katkilarinda olusmaktadir. Ortalama akigin yaklasik %
271k kismini olugturan bu akiy nedeni ile kurak yillarda Onemli minimumlar
goriilmemekte, ayrica istasyonun gézlemlerinin farkhh beslenme sistemlerine sahip olan
alt havzalardan gelen akiglanim biinyesinde birlestirmesi, bir soniimleme etkisi

yaratmaktadir.

Benzer durum, kiimiilatif yllik entropilerin gidisinde de (Sekil 5-22 b gikki)
gorilmektedir. Kiimiilatif yilik entropi degerleri, kuraklik-sulakhk farkim
yansitmakla birlikte kararh bir gidig' gostermekle ve her bir yilhik gézlem bilgi artis:
getirmektedir. Yine soniimleme etkisi nedeni ile 1980 yihndaki sulaklik bilgi artiginda

¢ok Onemli bir farklilik yaratmamaktadir.

Akgll istasyonunun Sekil 6-4’de sunulan Ol¢iim sonrasi olasiliklar lognormal ve noral
dagiim kabulleri ile entropi degerlerinin degisimi ve kabul bdlgeleri incelendiginde
ise gu sonuglara varilabilir: Ak¢ll AGI 6lgiim sonrasi olasiliklan icin, hem normal
hem de lognormal dagiim kabullerini yapmak mimkiindiir (§ekil 6-4 a ve b siklan).
Sekil 6-4 a sudana gore Akql istasyonu akigi gozlemleri 6. yildan (1978 yil) sonra
‘normal dagilm igin tammlanan kabul bélgesi icinde yeralmaktadir. Buna kargilik,
aym seklin b gikka g6zoniine alindifinda, istasyonun Olgiim sonrasi olasiiklarnimn

lognormal dagilimli kabul edilmesinin daha uygun olacag: goriilebilir.

Normal dagilim kabulii halinde entropi degerlerinin H(XIX*) degisimi ilk beg yil

bilgi artig1 yoniinde hizla artarak gitmekte, daha sonraki ortalama yillarda ise bilgi
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(1) Maksimum entropi {H_,.}» 2) marjinal entropi {H(X)}, (3) bilgi
icerigindeki degigim miktar1 olarak entropi {H(XlX')}, (4) gtiven
sinirt.
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artigt azalmakta ve 1980 yilindaki kurakhfin etkisi ile tekrar artiy gozlenmektedir
(Sekil 6-4 a sikkt).

Lognormal dafilm kabiilinde ise, ilk iki yil kurakhfin etkisi ile bir bilgi artigi
olmamakla birlikte entropi degerlerinin H(X|X*) giiven smmmn altinda yeraldigy,
daha sonraki yillarda kurakhk-sulaklik ayrimina uymakla birlikte kararli bir gidige

sahip oldugu gézlenmektedir.

Her iki dagilim kabulii icin de, yeterli bilgi seviyesine ulagildifindan, Olgiim
aralifinin arttirilmasi, bazi aylarda goézlem yapilmasindan vazgegilmesi, bunun da
6tesinde, lognormal dagihm kabulii ile hesaplanan entropi degerlerinin gidisine gore

istasyonun kapatilmas: diiglinceleri arastirlabilir.

Ceyhan havzasi, Yukar1 Ceyhan havza alt boliimiinde yeralan dort istasyonun entropi
degerlerinin degisiminin (Sekil 6-1 ila 6-4) birarada degerlendirilmesi ile asagidaki

sonuglara varmak miimkiin olacaktir:

(a) Incelenen sekiz yillik gozlem siiresi iginde, gozlem yapilarak belirsizligi en
fazla giderilen dolayisi ile en ucuz Olgiim maliyeti iceren istasyon Tamr
istasyonudur. Bununla birlikte, Tanir istasyonu icin halen yeterli bilgi seviyesine

ulagiimamgtir.

(b) Istasyonlarin belirsizlik durumuna gore siralamak gerekirse; en fazla belirsizlik
iceren akig siireci Tamir AGI aksglani olup, daha sonra sirasi ile Han, Kugkayasi
ve Akgll istasyonlar1 gelmektedir. Sekiz yilhik goézlem sonrasi kalan belirsizlik

agisindan siralama ise Han, Kugkayasi, Tanir ve Akgil bigimindedir.
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(c) Giiven bdlgeleri g6zoniine alindifinda, dért istasyonun da lognormal dafilimh
kabul edilmelerinin uygun oldugu; Han ve Akgil istasyonlarinda yapilacak ek
aragtirmalarla, Olgim arahgmin Onemli dl¢lide arttinlabilecegi ve Akgil akim
gozlem istasyonunun tamamen kapatimasinin da miimkiin olabilecedi; Kugkayasi
AGI icin de, Ol¢lim aralifinda artiy yapilabilecegi: ancak Tanir istasyonunun
aym gozlem aralify ile bir siire daha go6zlemlerine devam edilerek, yeniden

degerlendirilmesinin uygun oldugu stylenebilir.
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7. SONUC

Su kaynaklarimin teknik ve ekonomik ydnden en verimli gekilde gelistirilmesini
saglamak amaciyla yapilacak caliymalar, bu kaynaklarin nicelik ve nitelikleri ile ilgili
verilere ve bilgilere dayanmaktadir. Dolays: ile, planlama calismalarinin temelinde,
Olglim ve Olglimiin getirdigi bilginin bulundugu, bu bilginin saptanabilmesi i¢in de
nesnel bir Slgiite gerek duyuldufu sdylenebilir. Bunun da 6tesinde, planlamaci sadece
gozlemlerin olusturdugu sayr dizisi ile degil, aym zamanda Ol¢iim aginin ve Olglim
araliklarinin en uygun bigimde se¢ilmis olmas: ile de ilgilenir. Ciinkii veri toplama,
derleme, kontrol etme, diizeltme ve yaymnlama gibi islemlerin yiiriitiilmesi oldukc¢a fazla
miktarda emek ve harcama gerektiren iglerdir. Bir bagka deyisle, yapilan her 6l¢iimiin
bir maliyeti vardir. Dolaysi ile, yapilan Ol¢iimlerin yeni bilgiler getirmesi oldukga
O6nemlidir. Bu problemlerin yamisira, Olglim yapmak amaci ile kullamlan mali
kaynaklarin da kisith oldugu disiiniildiigiinde, hidrolojik O&lglimlerin, kullanim
amaglarina en uygun bi¢imde, optimum yer, zaman ve siklikta yapilmasi, Ol¢lim
seklinin de yine optimum bicimde segilmesi gerektigi agik¢a goriilebilir. Bunun igin,
Oncelikle su sorularn yamtlanmasi gerekmektedir: ne, nerede, ne zaman ve hangi

sikhikta Glgiilmelidir?

Su kaynaklari miihendisli§i alamnda yapilan aragtirmalar sonucunda, planlama
asamasinda biiyilk 6nemi olan veri ve veri toplama islemlerinin degerlendirilmesine
olanak saglayacak nesnel oOl¢iitiin, Bilgi Kuranunda tamimlanan ve kazamian bilgi =
giderilen belirsizlik anlamini tasiyan entropi kavramu olabilece§i 6ne siiriilmektedir.

Entropi, rasgele karakterdeki hidrolojik siireglerin icerdigi belirsizligin Olgiitii olmakta

ve vyapilan gozlemler yoluyla kazamlan bilgi = giderilen belirsizlik olarak
tanimlanmaktadir. Bu niteligi ile entropi kavram, bilgi icerigini dolayh olarak

belirleyebilen bir 6l¢iit olmaktadir.
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Entropi kavrami tanimlanan bigimiyle, su kaynaklar1 miihendislifinde hidrolojik
siireclerin belirsizlifinin saptanmasi, siireci en az tarafh temsil edecek olasilik
dagiimimin  belirlenmesi, hidrolojik siiregler arasi bilgi aktanmi, &lgiim aglarinin
planlanmast ve en uygun Olgiim araliklarimin segilmesi, Ol¢lim dizisinin  bilgi
icerifinin saptanmasi, matematik modellerin dogal siire¢lere uygunluk derecelerinin
belirlenmesi, siirecler arasi iligkilerin ve beslenme sistemlerinin aragtinilmasi, 6lciim
aglarimn igletme performanslarinin belirlenmesi, optimizasyon ve karar verme teorisi
alanlarinda uygulama olana$ bulmustur. Bununla birlikte, uygulamada ortaya ¢ikan
birtakim matematiksel problemler y6ntemin daha yaygin bicimde kullaniimasini
engelleyici bir nitelik tagtmaktadir. Entropi yonteminin siirekli hal i¢in taniminda
yapilan eksiklik ve yanhshklardan kaynaklanan bu problemler: pozitif bir biiyiikliik
olarak tammlanan entropinin pratikte negatif degerler de almasi; aym siire¢ igin
farkli olasihk dagiimlann  kabul edildifinde, farkh entropi degerlerinin
hesaplanmas;; mevcut tamimda kullamimas1 gereken kesikleme arahifimin segimine
bagh olarak, entropi degerlerinin (-o; +o0) aralifinda Stelenmesi; farkh biiyiikliiklere
ya da farkh olasihk yapilarma sahip degiskenlerin belirsizliklerinin kiyaslanamamasi

olarak 6zetlenebilir.

Sunulan ¢alisma, entropi kavrammin siirekli hal icin tammindan kaynaklanan
problemlerin giderilmesi ve yontemin tartiglabilir yonlerinin ortadan kaldirilarak,
daha nesnel ve giivenilir hale getirilmesi amacina yonelmistir. Bu ¢ergevede, Oncelikle
siirekli hale gegis amac ile kabul edilen §x kesikleme arali igin, optimum bir se¢im
kriterinin miimkiin olup olmadif: arastirilmistir. 4.7, Béliimiinde ayrintilari verilen
bu arastirmalar sonucunda: 6x’in farkli degerleri i¢in olusan eksenel Gtelenme
problemini ortadan kaldiracak tek bir 6x degerinin bulunamayacagy; bununla birlikte,
marjinal entropilerin birim varyansa sahip bir degisken icin tammlanan bir eksene
(referans diizlemine) gbre kiyaslanmas: ile kazanilan bilgi ve birden fazla degiskenin
belirsizliklerinin  kiyaslanmasi agisindan daha nesnel temellere dayamlabilecegi

sonuglarina varilmgtir.
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Ancak, gerekli goriilen kiyas diizlemi ne gekilde olusturulursa olugturulsun, entropi
kavramma iligkin sorulmas: gerekli temel soru : " Hangi duruma / hangi referans

diizeyine gbre, kazanilan bilgi = giderilen belirsizlik ? " olmaldir.

Bu sorunun yamtlanabilmesi igin Oncelikle siirekli hal igin entropinin matematiksel
taniminin yapilmas: gerekmektedir. Bu amacla, siirekli hal igin, kazanidan bilgi =
giderilen belirsizlik olarak tamimlanan entropi degerinin yerine, bilgi icerigindeki degisim

miktan (variation of entropy) olarak adlandirilan, yeni bir tamima gidilmesi gerekmistir.

Siirekli hal icin tamimlanan ve bilgi igerifindeki degisim miktann anlammi tasiyan
entropi kavramimmn, matematiksel temelleri ve Ol¢lim sonrast olasithk dagilimina
bagh olarak belirlenen giiven sinun ifadeleri 4.2. Boliimiinde sunulmustur. Siirekli hal
icin yapilmig olan, yeni tammin kullamilmas: ile entropi yOnteminin  gegmisteki
matematiksel tamminda varolan eksiklik ya da yanhshklardan kurtulmak ve tutarh
sonuglara ulasmak miimkiin olmaktadir. Boylelikle, kavramin matematiksel temelinde
kargilasilan problemler ¢oziildiiglinden, entropi yaklasim hidroloji ve su kaynaklan
miihendislifinde daha yaygin kullamm alam bulabilecek ve entropi, Olgiimlerin
getirdifi bilginin degerlendirilmesinde gegerli bir yontem haline gelecektir. Zira, sozii
edilen matematiksel problemlerin ¢Oziimii ile yontem daha saglam bir temele
oturtulmug olmaktadir. Ayrica, yeni tammun kullanilmasi ile, su kaynaklan
miihendisliinde entropinin mevcut kullamim alanlarinin yamisira, yapian her bir
Olciimiin degisken hakkinda ne Olgiide bilgi artii getirdiginin belirlenmesi; her bir
olgiimiin bilgi agisindan maliyetinin saptanmasi, siirece en uygun olastik yapisiun
belirlenmesi, farkl olasihk yapianna sahip degiskenlerin belirsizliklerinin kiyaslanmasi,
siirecin olgiilmesine devam etme - son verme kararlannin verilebilmesi gibi yeni kullanim

alanlarina da ulagmak miimkiin olmaktadir.

Caliymada sunulan yontemin sentetik seriler ve Ceyhan havzasinda yer alan dort akim

gozlem istasyonunun giinlik ortalama akiglan tlizerinde uygulanmasi sonucunda,
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yontemin pratik problemlerin  ¢dziimiinde kullamlmasimin ~ miimkiin oldugu
goriilmektedir. Gergek veriler fizerinde yapilan bu uygulama sonuglérmm, halen
kullanilmakta olan yOntemin verdii sonuglarla kiyaslanmas: ile, siirekli hal icin
tammlanmig olan entropi kavramum kullanarak, su kaynaklari miihendisligi

alanindaki problemlere daha uygun ¢dziimler getirilebilecedi goriilmistir.

Caligma kapsaminda, agirhikli olarak entropi kavraminin matematiksel tanimindaki
eksikliklerin giderilerek, kavrammn su kaynaklari mithendislifinde kullamlabilecek,
gegerli sonuglar veren bir yontem haline getirilmesi amaglandifindan, tek degiskenli
hal icin gerekli ifadelerin belirlenmesi yeterli goriilmiigtiir. Ayni nedenle, gerek sentetik
seriler ve gerekse segilen akim gézlem istasyonlar1 igin yapilan uygulamalarda tek
degisken igin hesaplanan entropi degerleri incelenmistir. Bu uygulamalarin sonucunda,
siireclerin aynn ayni bilgi icerifi defisimleri incelenmis; belirsizlik agisindan
kiyaslamalarnn yapilmus; siireclere uygun olasiik yapilart belirlenmis ve Olgiim

aralifini arttirmak ya da istasyonu tiimii ile kapatmak diisiinceleri irdelenmigtir.

Ancak, entropi kavraminmn su kaynaklari miihendisli§i alaminda daha yaygmn
kullamlabilmesi i¢in ¢ok degiskenli hal icin matematiksel ifadelerin belirlenmesi; normal
ve lognormal olasiik daiimlarinin  disinda, hidrolojide sk kullamlén diger
olasthk dagihmlan igin de giiven swmun deferlerinin saptanmast gerekmektedir.
Boylece, ¢ok degiskenli hal igin de entropi degerlerinin belirlenerek, siirecler arasi
bilgi aktarimi; bilginin Olgiildlifi konumlara gore alansal daiiminin irdelenmesi;
en uygun Gl¢lim araliklarmin belirlenmesi ve sonugta su kaynaklari mithendislifinde
giderek 6nem kazanan &lgiim aglarimin planlanmasi konularinda da gecgerli sonuglara

ulagsmak miimkiin olacaktir.
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EK - BILGISAYAR PROGRAMLARI

REM 3f¢ 3ie e >k 3¢ sfe o 3f¢ ok e ok 3k ok ofe e o 3k ok 2k ofc sk o sk ofe sk e sfe she sk e e ofe e sk vk ofe ok sfe sfe ofe vfe sk S ofe ofe e o sfe ke e dfe ke sk e ke ke ok

REM * LOGNORMAL DAGILIM KABULU ENTROPY HESABI *
REM sk ske s sfe ske sk ste ofe sfe 2k ok sk ok ste 3k sk 3o s sk sk o ok ke ofe ok 3¢ e ok e e sk ke sk o ole sfe st sde sie ok e ol ok sfe sk ofe she sle e she sk e ke e sk sk ke
CLS
OPEN "20-7.DAT" FOR INPUT AS #1
OPEN "2015.DAT" FOR INPUT AS #2
OPEN "0715YK.DAT" FOR OUTPUT AS #3
PRINT #3, "Y= 20-7 NOLU ISTASYON X=2015 NOLU ISTASYON"
N = 8 * 365
DIM QH(S, 365), QHMOD(8, 365), Q1L(N), Q2L(N), ORTY(365), VARY(365),
ORTX(365), VARX(365), RYX(365), YIL$(8), HY(365), HX(365), HYX(365),
TXY(365)
N1 = 8 N2 = 365
INPUT #1, NO, ADI$
PRINT NO, ADI$
K=0
FOR I = 1 TO NI
INPUT #1, YIL$(I): PRINT YILS$(J)
FOR J = 1 TO N2
K=K+ 1
INPUT #1, QH(J, J)
QIL(K) = LOG(QH(J, J)): QH(I, J) = LOG(QH(], J))
NEXT J
NEXT I
K=0
INPUT #2, NO, ADI$
PRINT NO, ADI$
FORI = 1 TO N1
INPUT #2, YIL$(I): PRINT YIL$(I)
FOR ] = 1 TO N2
K=K+1
INPUT #2, QHMOD(], J)
Q2L(K) = LOG(QHMOD(], J)): QHMOD(], J) = LOG(QHMOD(], J))
NEXT J
NEXT I

REM * OKUTMA VE LOGARITMIK DONUSTURME ISLEMLERI TAMAMILANDI
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REM 2k e ofe 3¢ dfe ot 3¢ e 3¢ e o6 afc sfe 20¢ ke df¢ e 3¢ ofe she df¢ ske of¢ e she 3fe e >fe sfe ofe A dfe e dfe g

REM * PARAMETRELERIN HESABI *
REM o3¢ sfe she e sle she di¢ e ok sfe 3k ofe sk o ofe ske e e ole 3o e ole sfe ke ofe sfe ofe she oke sl ke dfe e sk ¢
FOR I = 1 TO N1
TOP1 = 0: TOP2 = 0: TOP3 = 0: TOP4 = 0: TOPYX = 0
NN = I * N2: PRINT "NN="; NN

FOR J = 1 TO NN
TOP1 = TOP1 + QIL(J): TOP3 = TOP3 + Q2L(J)
TOPYX = TOPYX + QIL(J) * Q2L(J)

NEXT J
ORTY(I) = TOP1 / NN: ORTX(I) = TOP3 / NN

FOR J = 1 TO NN
TOP2 = TOP2 + (Q1L(J) - ORTY(I)) ~ 2
TOP4 = TOP4 + (Q2L(J) - ORTX(I)) ~ 2
VARY(I) = TOP2 / (NN - 1)
VARX(I) = TOP4 / (NN - 1)

NEXT J
RYX(I) = (TOPYX - (NN * ORTY(I) * ORTX(I))) / (NN * SQR(VARY() *
VARX(D)))
NEXT 1
PRINT #3," N ORTQH ORTQM VARH VARM R"

FOR I = 1TO N1
PRINT #3, USING " ### ###4# #H##H# HEERBH HEBEEE  #48
I, ORTY(I), ORTX(I), VARY(I), VARX(I), RYX(I)
NEXT I

REM 3fe sfe sfe 3§ ke she sfe e sk 36 e ole e ofe ke 3¢ e ofe sfe e e ofe e she e sk e e sk e sk ke ke ok
REM * ENTROPILERIN HESABI  *
PI = 3.14159
PRINT #3, " SONUCLAR DELTAX IN 0.413 ALINMASI ILE BULUNMUSTUR"
PRINT #3," H(Y) H(X) H(Y/X) T(XY) DELTAX"
DX = .413

FOR I =1TO N1
HY(I) = .5 * LOG(2 * PI * VARY(I)) + .5 + LOG(1 / DX)
HX(I) = .5 * LOG(2 * PI * VARX(I)) + .5 + LOG(1 / DX)
HYX(I) = .5 * LOG(2* PI * VARY()) + .5 * LOG(1 - RYX(I) ~ 2) + .5

+ LOG( 1/ DX)

TXY(I) = -LOG(SQR(1 - RYX(I) " 2))
PRINT #3, USING " ### ######H BAEBRBE HEUBHBE  BEHBBEH
#EHA#EH #HAF T HY(D); HX(D); HYX(D); TXY(I); DX
NEXT I
END
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REM sfe ok ok ol o 3 ke 2k ok ok ok ke e s Sde sk ke ke fe ok dhe sk ke s sk 3fe 3¢ ok 3ik e sfe 2k ke ke ke e dke e 3 sk ok ok ke e 2k ke ofe sfe ok ok sfe e ok e ke ke ok

REM * LOGNORMAL DAGILIM KABULU ENTROPY HESABI *
REM * RANGEE GORE KUMULATIF HESAP *
REM ok 3¢ sk sfe sfe sk sfe s ske sk sk 3¢ s sk df¢ ke ofe 3 ske 2k S o o vk s ok ke ofe ok ot ke sle she e she ke sle afe ole sk ofe sk sle sl sl Sk e e sk sk e e ske sk sk ke sfe ke
OPEN "20-7.DAT" FOR INPUT AS #1
" OPEN "2015.DAT" FOR INPUT AS #2
OPEN "0715YKR.DAT" FOR OUTPUT AS #3
PRINT #3, "Y= 2007 NOLU ISTASYON X=2015 NOLU ISTASYON"
N = 8 * 365
DIM QH(8, 365), QHMOD(S, 365), Q1L(N), Q2L(N), ORTY(365), VARY(365),
ORTX(365), VARX(365), RYX(365), YIL$(8), HY(365), HX(365), HYX(365),
TXY(365), XMIN1(365), XMAX1(365), XMAX2(365), XMIN2(365)
N1 = 8 N2 = 365
INPUT #1, NO, ADI$
PRINT NO, ADI$
K = N1 * N2
FOR I = 1 TO N1
INPUT #1, YIL$(I)
FOR ] = 1 TO N2
K=K-1
INPUT #1, QH(J, J)
QIL(K) = LOG(QH(, 1))
QH(L, J) = LOG(QH(, 1))
NEXT J
NEXT I
K = NI * N2
INPUT #2, NO, ADI$
FOR I =1TO NI
INPUT #2, YIL$(I)
FOR J = 1 TO N2
K=K-1
INPUT #2, QHMOD(], J)
Q2L(K) = LOG(QHMOD(], 1))
QHMOD(], J) = LOG(QHMOD(], J))
NEXT ]
NEXT I
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REM sfe sfe e ofe 3k e afe ok ok ok 3k ofe e ok ok of¢ ok o ok ok ok ke v o e sfe e i ofe S ok sfe ik e s Sfe e afe e she o ke sfe S sfe she She e e e ok 2 3k e ofe she ke of¢ s she s ofe sfe she e e sfe ofe ofe sheshe ke

REM * OKUTMA VELOGARITMIK DONUSTURME ISLEMLERI TAMAMILANDI

REM sfe >fe sfe 2k 2k o ke ofe sfe ode sfe ke 3k sk ofe afe ke ok sfe sfe e sk o S o e ke 2fe Sk sfe Ao ke 2fe e e i ofe e e e 246 e e sfe s o e S sfe ke e dfe A e ofe e 2fe oo 2fe ofe oe ofe ofe zfe dfe sfe shedfesie e e ok

REM sk ok ok s 3t sfe ske e S sfe sfe ole ofe dfe sfe ofe e o6 sfe ok ke e sfe ok ofe e 3 ok dke ofe ofe e e e

REM * PARAMETRELERIN HESABI *

REM ** MIN. MAX. HESABI *
REM 3¢ ofe 34 ok ok ok ofe e e ste sfe sk e ofe ofe ofe e s ofe ok e she 3fe ofe ke e e e ofe ok ok sk e e
KONT = 0

FOR I = N1 TO 1 STEP -1
KONT = KONT + 1
TOP1 = 0: TOP2 = 0: TOP3 = 0: TOP4 = 0: TOPYX = 0
NN = KONT * N2
XMAX1(I) = 0: XMIN1(I) = 1000
XMAX2(I) = 0: XMIN2(I) = 1000
FOR ] = 1 TO NN
IF XMAX1(I) < Q1L(J) THEN XMAX1(I) = QIL(J)
IF XMAX2(I) < Q2L(J) THEN XMAX2(I) = Q2L(J)
IF XMIN1(I) > QIL(J) THEN XMIN{(I) = QIL(J)
IF XMIN2(I) > Q2L(J) THEN XMIN2(T) = Q2L(J)
TOP1 = TOP1 + QIL(J)
TOP3 = TOP3 + Q2L(J)
TOPYX = TOPYX + QIL(J) * Q2L(J)
NEXT J
PRINT XMAX1(I); XMAX2(I); XMIN1(I); XMIN2(T)
ORTY(I) = TOP1 /NN
ORTX(I) = TOP3 / NN
FOR J = 1 TO NN
TOP2 = TOP2 + (QIL(J) - ORTY(I)) ~ 2
TOP4 = TOP4 + (Q2L(J) - ORTX(I)) ™ 2
VARY(I) = TOP2 / (NN - 1)
VARX(I) = TOP4 / (NN - 1)
NEXT ]
RYX(I) = (TOPYX-(NN*ORTY(I) * ORTX(I))) / (NN * SQR(VARY(I) * VARX(I)))
NEXT I
PRINT #3," N ORTQH ORTQM VARH VARM R’
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FORI = 1TO NI
PRINT #3, USING " ### #### ###H HEE#EE BEBHES  #5H"
I, ORTY(I), ORTX(I), VARY(I), VARX(I), RYX(])

NEXT I

REM k¢ e 3je e 2ke e S8 dfe 3fe ke 3k sfe e 246 sk 3¢ 24 e vhe ke 3 2k ofe 24 e ake ofe e 3¢ e v

REM * ENTROPILERIN HESABI *
PI = 3.14159
PRINT #3, " SONUCLAR RANGE'E GORE BULUNMUSTUR"
PRINT #3," H(Y) RI H(X) Rz H(YX) TXY) "
FOR I = N1 TO 1 STEP -1
R1 = XMAXI(I) - XMIN1(I)
R2 = XMAX2(I) - XMIN2(I)
HY(I) = .5 * LOG(2 * PI * VARY(I)) + .5 + LOG(1 / R1)
HX(I) = .5 * LOG(2 * PI * VARX()) + .5 + LOG(1 / R2)
HYX(I) = .5 * LOG(2* PI* VARY(D)) + .5 * LOG(I-RYX(I)~2) + .5 + LOG(1/ R1)
TXY(I) = -LOG(SQR(1 - RYX(I) ~ 2))
PRINT #3, USING " ### ###H##H HEFERE BREABEH BB BHBH
HUHABRY  BERRERE  BEEFAFE T HY(D); R1; HX();
R2; HYX(I); TXY(I)
NEXT I
END

Il VURSIEGRRE 1
DO KU MANIE TN
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