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OZET

Yiiksek Lisans Tezi
BIREYLER ICIN SIBER ZORBALIK ONLEME MODELI VE TASARIMI
Hilal KARTAL

Siileyman Demirel Universitesi
Fen Bilimleri Enstitiisii
Bilgisayar Miihendisligi Anabilim Dal

Danisman: Doc¢. Dr. Mevliit ERSOY

Bu tez ¢alismasinda, giiniimiizde teknolojinin gelismesi ve kullaniminin yayilmasi ile
birlikte ortaya cikan ve bireylerin psikolojik ve ruhsal sagliginda olumsuz etkilere
neden olan siber zorbaligin tespiti ve Onlenmesini saglayan siber zorbalik onleme
modeli ve tasarimi gergeklestirilmistir. Gelistirilen modelde, konusma tanima
sistemleri kullanilarak ortam dinlemesi ile elde edilen ses verileri metin verilerine
doniistiiriilmiistiir. Elde edilen metin verileri Google BERT algoritmas1 kullanilarak
siiflandirilmgtir.

Siber zorbalik sosyal medya, mesajlasma platformlari, oyun platformlar1 ve cep
telefonlar1 gibi dijital teknolojiler lizerinden gerceklestirilen bir zorbalik tiiriidiir.
Zorbaliga ugrayan kisiler tizerinden korkutma, kizdirma, utandirma, kii¢iik diisiirmeye
yonelik davraniglar iizerinden gergeklestirilmektedir. Siber zorbaligin bireylerde
ruhsal ve fiziksel agidan olumsuz yonde etkileri oldugu gibi akademik ve sosyal
alanlarda da basarisiz olduklar1 goriilmektedir. Siber zorbaligin ruhsal, psikolojik, aile-
arkadas 1iligskileri ve akademik basar1 anlaminda etkileri g6z Oniinde
bulunduruldugunda tespiti ve dnlenmesi olusabilecek olumsuz sonuglar1 ne kadar
etkiledigi gz ard1 edilemeyecek diizeydedir.

Siber zorbalik genellikle dijital platformlar iizerinde yazili veya sozlii olarak
yapilabilmektedir. Sesli olarak gelen bilgilerin sese doniistiiriilebilen veriler olarak
geldiginden dolayr ortaya c¢ikarilmasi i¢in ek islemlere ihtiya¢ duymaktadir. Bu
kapsamda Google Speech API’si genellikle ses verilerinin yazili metne
donustiiriilmesi i¢in, Google Bert Algoritmasi ise yazili metinlerin anlamlandirilmasi
i¢in kullanilabilmektedir.

Siber zorbaligin tespit edilmesi ve Onlenebilmesi biiylik 6nem tasimaktadir. Siber
zorbaliga maruz kalma diizeyini ve siiresini en aza indirgemeyi amaclayan bu ¢calisma
ile bireyler i¢in bir giivenlik olusturmanin miimkiin hale gelmesi planlanmaktadir.

Anahtar Kelimeler: Konusma Tanima, BERT, Siber Zorbalik, Dogal Dil Isleme

2024, 53 sayfa



ABSTRACT

M.Sc. Thesis

CYBERBULLYING PREVENTION MODEL AND DESIGN FOR
INDIVIDUALS

Hilal KARTAL

Siilleyman Demirel University
Graduate School of Natural and Applied Sciences
Department of Computer Engineering

Supervisor: Assoc. Prof. Dr. Mevliit ERSOY

In this thesis, a cyberbullying prevention model and design has been realized to detect
and prevent cyberbullying, which has emerged with the development and spread of
technology and causes negative effects on the psychological and mental health of
individuals. In the developed model, the audio data obtained by listening to the
environment using speech recognition systems were converted into text data. The text
data obtained were classified using the Google BERT algorithm.

Cyberbullying is a type of bullying that is carried out through digital technologies such
as social media, messaging platforms, gaming platforms and mobile phones. It is
carried out through behaviors aimed at intimidating, angering, embarrassing and
humiliating the bullied people. Cyberbullying has negative psychological and physical
effects on individuals and it is seen that they fail in academic and social areas.
Considering the effects of cyberbullying in terms of mental, psychological, family-
friend relationships and academic success, it cannot be ignored how much its detection
and prevention affect the negative consequences that may occur.

Cyberbullying can usually be done verbally or in writing on digital platforms. Since
the information that comes in the form of voice comes as data that can be converted
into voice, it needs additional processes to reveal it. In this context, Google Speech
API is generally used to convert voice data into written text, while Google Bert
Algorithm can be used to make sense of written texts.

Detecting and preventing cyberbullying is of great importance. With this study, which
aims to minimize the level and duration of exposure to cyberbullying, it is planned to
make it possible to create a security for individuals.

Keywords: Speech Recognition, BERT, Cyberbullying, Natural Language Processing

2024, 53 pages



TESEKKUR

Tez calismasi kapsaminda beni yonlendiren, dogru yontemlerle ilerlememi saglayan
ve karsilastigim zorluklari bilgi ve tecriibesi ile asmamda yardimeci olan, bana her daim
yol gosteren degerli Danisman Hocam Dog. Dr. Mevliit ERSOY’a ve katkilarindan
dolay1 degerli hocam Ogr. Gor. Dr. Remzi GURFIDAN’a sayg1 ve tesekkiirlerimi
sunarim.

Tez ¢alismamda beni higbir anlamda yalniz birakmayan aileme ve arkadaslarima
sonsuz sevgi ve saygilarimi sunarim.

Hilal KARTAL
ISPARTA, 2024
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1. GIRIS

Bilgi ve iletisim teknolojilerinin hizla gelismesi ve giderek yaygin bir sekilde
kullanilmasi ile bireylere sundugu c¢esitli ve yeni medya ortamlari, bireylerin internet
temelli uygulamalar ve ortamlarda gecirdigi siirenin niteligini ve niceligini
etkilemistir. Cok kiiciik yaslardan itibaren teknolojinin etkin oldugu bir diinya ile kars1
karsiya olan ve teknolojiye maruz kalan bireyler teknolojik gelismelere daha kolay
uyum saglamaktadir. Bilgi ve iletisim teknolojileri bu bireylerin giinliik yasantisinin
vazgecilmez bir pargasi haline gelmistir (Akca, Sayimer, Sali ve Bagak, 2014). Bu
gelismelerle birlikte ortaya cikan siber zorbalik kavrami arastirmacilar tarafindan
farkli sekillerde tanimlanmustir. Siber zorbalik, elektronik zorbalik veya ¢evrimigi
sosyal zorbalik, e-posta, anlik mesajlagma, internet servisleri, cep telefonlar1 gibi
araclarla gonderilen, siirekli olarak tekrar eden ve zarar vermeye yonelik olan rahatsiz
edici iletiler ve davranislar olarak tanimlanmaktadir (Patchin & Hinduja,
2006,Kowalski & Limber, 2007).

Giiniimiizde genel olarak siber zorbalik sosyal medya, mesajlagsma platformlari, oyun
platformlar1 ve cep telefonlart gibi dijital teknolojiler lizerinden gergeklestirilen bir
zorbalik tiirtidiir. Sekil 1.1°de siber zorbaligin bireyler {izerindeki ruhsal ve psikolojik

etkileri ve olas1 sonuglar verilmektedir.

Madde kullanirmi ve siddet iceren

davramglar
Diistik Ozgiiven
ve Oz sayg
Agin internet
| Kaygi ve
ve sosya 4 Umutsuzluk
medya
kullanim, Siber Zorbalik Uziintd, Kizginlik, i irti
Mokl et e Magduriyet Korkuj Utgm; s I?ep_;resﬂ’ B”el.|_r‘t|ler \.r.e
cahipligi, ntcam Intihar Distinceleri
Akran
d:s.tljlglpln Zayif Duygusal
eksikligi Zeka
Yalmzhk

Sekil 1.1. Siber zorbaligin bireyler tizerindeki etkileri
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Siber zorbalarin kurbanlarina ulagmak icin kullandiklar1 birgok farkli yontem vardir.
Bu yontemler arasinda internet iizerinden anlik mesajlasma, sosyal ag siteleri, kisa
mesaj ve akilli telefonlara yapilan aramalar olarak orneklendirilebilir (Subaramaniam
vd.,). Sekil 1.1” e gore bireylerin internet ve sosyal medya kullanimi, mobil cihazlar
ile artik daha kolay ve her yerden erisiminin olusu, akran desteginin eksikligi gibi
nedenler siber zorbaligi tetikleyen nedenler arasindadir (Maurya, Muhammad, Dhillon
ve Maurya, 2022). Bireylerin siber zorbaliga maruz kalmalari hem ruhsal sagligini
etkilemekte hem de fiziki olarak kendilerine veya c¢evrelerine zarar verme iggiidiisiinii
tetiklemektedir. Literatiir incelendiginde bu fiziki zararlarin intihar ile sonlandigi
vakalar olduk¢a yaygindir (Perren, Dooley, Shaw ve Cross, 2010). Siber zorbaligin
ruhsal ve fiziksel a¢idan olumsuz yonde etkileri oldugu gibi akademik ve sosyal

alanlarda da basarisiz olduklari goriillmektedir (Peled, 2019).

Bireyler i¢in siber zorbaligin en aza indirgenmesi ve Oniine gegilecek onlemlerin
alinmasi daha sonrasinda ortaya ¢ikabilecek ruhsal, psikolojik, aile-arkadas iliskileri
ve akademik basari anlaminda olumsuz etkileri de 6nleme olasiligini1 6nemli derecede
artiracagi ongoriilmektedir. Literatiir incelendiginde Twitter, Facebook gibi bir¢ok
sosyal medya platformundan elde edilen veri setleri ile siber zorbalik tespiti yapilmistir
(Balakrishnan, Khan ve Arabnia, 2020; Erdur-Baker, 2007; Founta vd, 2018). Siber
zorbaligin bireylerdeki sosyolojik ve psikolojik etkileri arastirilmistir (Hellfeldt,
Lopez-Romero ve Andershed, 2020). Yas, cinsiyet gibi faktorlere gore siber zorbalik
tespiti yapilmigtir (Betts, Spenser ve Baguley, 2022). Siber zorbalik artik sadece metin
veya gorsel veriler iizerinden degil, ayn1 zamanda sesli ve goriintiilii aramalar, video
kayitlart gibi ses dosyasi iceren araglar ile de gergeklestirilmektedir. Bu alanda
gerceklesebilecek siber zorbaliklarin konusma tanima ile tespit edilmesi miimkiindjir.
Otomatik Konusma Tanima (ASR) Sistemleri, bir mikrofon araciligi ile gelen ses
dosyasinin metin dosyasina ¢evrilmesini saglamaktadir (Malik, Malik, Mehmood ve
Makhdoom, 2021).

2018 yilinda acik kaynak kodlu kiitiiphane olarak gelistirilen Google BERT, giris
verilerinden yola ¢ikarak sonu¢ verileri olarak simiflandirma yapabilmek igin
kullanilabilmektedir. BERT tek yonlii dil modellerinden =ziyade ¢ift yonlii

transformator kullanarak climle igerisindeki kelimelerin hem sagindaki hem de

2



solundaki kelimeleri dikkate alarak dil modellemesi yapabilen bir algoritmadir
(Devlin, Chang, Lee ve Toutanova, 2018).

Bu tez calismasi kapsaminda siber zorbalik 6nleme modeli icin, siber zorbalik
climlelerinden olusan bir veri seti lizerinden Google firmasina ait metni dogal sesli
konusmaya doniistiiren uygulamasi ile metinler ses verilerine doniistiiriilmiistiir.
Doniistiiriilen ses verileri, Python programlama dilinde, konugma tanima kiitiiphanesi
kullanilarak metin verilerine dontistiiriilmiistiir. Her climlede yer alan kelimeleri temsil
edebilmek ve islemek igin iki boyutlu tensor yapisi olusturulmustur. Bu verilerin
%80°1 egitim veri seti, %20’si test veri seti olarak degerlendirilmistir. Egitim veri seti
Google BERT Algoritmasinin hassas ayar1 i¢in kullanilmistir. Testler, test veri seti ve
mikrofon araciligi ile ortamdan alinan ses verileri ile saglanmigtir. Sonug olarak, metin
verilerine doniistiiriilen bu veri setindeki ciimleler Google BERT algoritmasi ile
simiflandirilarak siber zorbalik tespiti ger¢eklestirilmistir. Calismada elde edilen siber
zorbalik verilerinin islenmesi ve siniflandirilmasi ile saglanan siber zorbalik tespiti,
siber zorbaliga maruz kalan veya zorbaligi uygulayan bireye miidahalede
bulunulmasimin ve olast olumsuz sonuglarin biiyiikk 6l¢iide Oniine gegilmesinin

saglanacagi ongoriilmektedir.



2. KAYNAK OZETLERI

Akill1 cihazlarin ve sosyal agin yayginlagsmasi ile birlikte geleneksel zorbalik
yontemleri daha geri planda kalmistir. Kimlik belli etmeden, herhangi bir gii¢ 6zelligi
olmadan uygulanabilirligi siber zorbaligin artmasina neden olmustur. Siber zorbaligin
bireyler tizerindeki etkileri iizerine literatiirde birgok g¢alisma bulunmaktadir. Bu
caligmalarda ¢esitli veri toplama teknikleri ve tespiti i¢in ¢esitli modeller

kullanilmaktadir.

Patchin ve Hinduja (2006) yapmis olduklari ¢alismada siber zorbaligin 6nemini dile
getirmis ve bu alanda akademik olarak iizerinde daha fazla caligma yapilmasi
gerektigini vurgulamay1 amaclamistir. Ayni1 zamanda bu calismada siber zorbaliga
maruz kalanlar kadar siber zorbalik uygulayanlar iizerinde de etkilerin bulundugunu

gozlemlenmistir.

Agatston vd. (2007), yapmis olduklar1 ¢galismada devlet okullarindaki bir grup 6grenci
ile gergeklestirmistir. Calismada siber zorbaligin 6zellikle kiz 6grenciler tarafindan
Onlenmesi gereken bir konu olduguna vurgulanmistir. Calisma grubundaki
Ogrencilerin cogunun cep telefonuna sahip olusu ve evde internet erisimlerinin
oldugunu belirtmistir. Ogrencilerden alman geri bildirimlere gére siber zorbaligin
siklikla cep telefonu kullanimiyla oldugu belirtilmistir. Internet ortaminin zorbalara
kimligi gizleme olanagi sunmasi, zorbanin fiziksel giice gereksinim duymamasi,
iletisim teknolojileri araciligi ile magdura her an her yerden ulasilabilmesi gibi
nedenler g6z Oniine alindiginda magdurun siirekli zorbalik iceren davraniga maruz
kaldig1 goriilmektedir. Teknolojinin gelismesi ve yayginlagsmasi ile siber zorbalikta
artis gozlemlemislerdir. Zorbalik igeren paylasimin kisa silirede genis kitlelere
dagitilabilmesi siber zorbaligi geleneksel zorbaliktan ayirmakta ve olumsuz etkilerini

daha da gii¢lendirmekte oldugunu belirtmislerdir.

Perren vd (2010) yapmuis olduklari ¢alismada iki farkli iilkenin ortadgretim okullarinda
anketler kullanarak zorbaligin depresif semptomlarini ve davraniglara nasil etki ettigini
incelemislerdir. Elde ettikleri verilerin analizi igin tobit regrasyon modelini kullanarak

logaritmik olarak doniistiiriilmesini saglamiglardir. Calisma sonucunda siber zorbaliga



maruz kalan erigkin olmayan bireylerde depresyon, intihar diislincesi, diisiik benlik

algisi, kaygi, diisiik yasam memnuniyeti gibi etkilerinin oldugunu gézlemlemislerdir.

Bonanno ve Hymel (2013) yapmis olduklar1 c¢alismada siber zorbaligin ve
magduriyetin depresif semptomlarin1 ve intihar diisiincesi riskini arastirmislardir.
Calismalarmi 399 ortadgretim 6grencisinin katilimi ile gerceklestirmislerdir. Caligsma
sonucunda siber zorbaligin bireyler lizerindeki liziintii, kizgilik, korku, endise, hayal

kirikligi, utang, intikam ve intihar diisiincesi tizerine etkilerini gézlemlemislerdir.

Brewer ve Kerslake (2015) yapmis olduklari ¢alismada katilimcilara ¢evrimigi olarak
anketler uygulamigtir. Gézden Gegirilmis Siber Zorbalik Envanteri'ni (Revised Cyber
Bullying Inventory, RCBI), UCLA Yalmzlik Olgegi'ni (UCLA Loneliness Scale),
Toronto Empati Anketi'ni (Toronto Empathy Questionnaire, TEQ) ve Rosenberg Oz
Sayg1 Olgegi'ni (Rosenberg Self-Esteem Scale) uygulamuslardir. Calisma sonucunda
onemli Ol¢iide siber zorbalik ve magduriyet tespiti gerceklestirilmistir. Calismada
siber zorbaligin bireyler lizerindeki diisiik 6zgiiven ve 6z saygi, yalnizlik gibi etkilerini

gozlemlemistir.

Limo (2015), yapmis oldugu tez ¢alismasinda zorbalik tiirlerini, psikolojik etkilerini
ve yayginligini incelemis ve siber zorbaligin 6niine gegilmesinin dnemlerini ortaya
koymustur. Siber zorbaligin Onlenebilmesi ve bireylerdeki bilinci artirabilmek
amaciyla bir sosyal medya sayfasi lizerinden siber zorbalik karsitt materyallerin

paylasimini saglayan proje gerceklestirmistir.

Mikhaylovsky vd (2019) yapmis olduklari c¢alismada siber zorbalik olgusunun
ergenler ve gengler tlizerindeki etkisini fizyolojik, psikolojik ve tibbi diizeyde
inceleyerek siber zorbaligin tibbi ve psikolojik dnlenmesinin igerigini belirlemeyi
amaclamiglardir. Yapilan ¢alismada test sorular1 sorarak ve anket ile elde ettikleri
verileri kullanmislardir. Calisma sonucunda siber zorbaliga maruz kalan bireylerde
kayg1, depresyon, yalmzlik, sinirlilik, okul performansinda diisiikliikk gibi bir¢ok
etkinin ortaya ¢iktigr gozlemlenmistir. Bu etkilerin azaltilmasi ve siber zorbaligin
onlenebilmesi i¢in klinik psikologlar ile zorbaliga ugrayan bireye yardim edilmesini

One surmektedir.



Yurdakul ve Ayhan (2023) yapmis olduklari ¢alismada ergenlerin siber zorbalik
farkindaligini olusturmay1 amaglamistir. Bu ¢alismada miidahale ve kontrol gruplar
olusturulmus ve On test, son test, izleme testi olmak iizere ii¢ test uygulanmistir. Elde
edilen verilerin analizi SPSS 25 programinda gerceklestirilmistir. Teorik olarak siber
zorbalik farkindalik programi gergeklestirilerek ergenlerin siber zorbaliga dair
farkindalig1 ve basa ¢ikma becerileri incelenmistir. Bu programin farkindaligi ve basa

cikma becerilerini gelistirmede etkili oldugu gézlemlenmistir.

Ceylan vd. (2024) tarafindan yapilan caligmada ayrica ergenlerin gelisimsel
Ozeliklerinden dolay1 siber zorbaligin olumsuz etkilerinin bu dénemde daha yogun
oldugu tespit edilmistir. Caligmada yliksek lisans ve doktora tezleri incelenerek siber
zorbalik iizerine genel bir degerlendirme yapilmistir. Incelemeler sonucunda siber

zorbanin bilingli olarak siber zorbalik uyguladigina da varilmustir.

Muneer ve Fati (2020) yapmis olduklar1 ¢aligmada veri setini Twitter sosyal medya
uygulamasindan elde ettikleri veriler ile olusturmustur. Elde edilen veriler ile TF-IDF
ve Word2Vec 6zellik ¢ikarimina dayali ¢esitli siniflandiricilarin kullanarak bir siber
zorbalik tespit modeli 6nermistir. Metin siniflandirma igin Lineer Regresyon (LR),
Isik Gradyan Artirma Makinesi (LGBM), Stokastik Gradyan Inisi (SGD), Rastgele
Orman (RF), AdaBoost (ADB), Naive Bayes (NB) ve Destek Vektor Makinesi (SVM)
olmak iizere yedi makine Ogrenimi siniflandiricist kullanilmistir. Siniflandirma
yontemlerinden LR yonteminde en iyi siiflandirma dogrulugunu ve F1 puanini elde

etmislerdir.

Ahmed vd. (2021) yapmis olduklar1 ¢alismada sosyal medya platformu olan facebook
tizerinden elde ettikleri 44001 veri ile siber zorbalik tespiti gergeklestirmistir.
Bengalce dilinde siber zorbalik tespiti i¢in zorba hibrit sinir agini kullanan ikili ve ¢ok
smifli bir siniflandirma modeli 6nermislerdir. %87.91 dogruluk orani ile Onerilen
modelde siber zorbalik olmayan ciimleleri ve farkli kategorilerdeki siber zorbalik

climlelerini tespit etmislerdir.

Waseem vd. (2016) yaptiklart caligmada, Twitter uygulamasindan olusturdugu 16 bin
aciklamali tweetten olusan veri setini kullanarak cinsiyetci, irk¢1 ve degil seklinde

siiflandirma yapmuslardir. Nefret sOyleminin tespiti i¢in n-gram 0&zelliklerini
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kullanmiglardir. Veri setindeki farkli 6zelliklerin tahmin performansi iizerindeki
etkisini test etmek ve bunlarin anlamliligini 6lgmek i¢in bir lojistik regresyon

siniflandiricist ve ¢apraz dogrulama kullanmiglardir.

Badjatiya vd. (2017) 16000 agiklamali tweet'ten olusan bir veri seti lizerinde optimize
edici olarak CNN ve LSTM kullanmistir. Caligmanin sonucunda TF-IDF, n-gram,
GBDT, CNN, GloVe, LSTM metotlar1 karsilagtirilmis ve en iyi sonu¢ “LSTM +
Random Embedding +GBDT” ile siniflandirilmada elde edilmistir.

Founta vd. (2018) sosyal paylasim platformlarindan Twitter Stream API’sini
kullanarak 80000 veriden olusan biiyiik 6lgekli bir veri seti elde ederek nefret sdylemi,
saldirgan dil, kiifiirlii dil gibi taciz kategorileri arasinda ayrim yapma zorlugunu, farkli
taciz kategorileri i¢in farkli ortaya ¢ikma oranlarini ve ek agiklama siirecini biiyiik bir
veri ile 6l¢eklendirme zorlugunu ele almig ve kullanima uygun agiklamali bir veri seti

olusturmustur.

Khadhraoui vd. (2022) yapmis oldugu calismada metin siniflandirma i¢in Google
BERT modelinin dogal dil isleme gorevlerinde diger modellere gore daha basarili
oldugunu gostermistir. Veri seti olarak PubMed ozetlerinden ¢ikarilan Covid-19
metinleri kullanilmistir. Calismada yalnizca bilimsel metinleri siniflandirmak degil,
ayni zamanda onceden egitilmis modele dayanarak gériilmemis verileri tahmin etmeyi
de hedeflemislerdir. Bu hedef dogrultusunda BERT tabanli CovBERT modelini
onermislerdir. BERT tabanli modellerin, CNN ve BiLSTM modellerine gore daha

basarili oldugunu gozlemlemislerdir.

Kogak ve Yigit (2023) yapmis olduklari ¢alismada 7574 veriden olusan bir veri seti ile
siber zorbaligin siniflandirilmasi {izerine yogunlasmis ve GPT-3/BERT modellerini
uygulayarak sonuglar elde etmistir. Bu ¢alismanin bir diger sonucu olarak siber
zorbaligin smiflandirilmast i¢in modellerin dogrulugunun artirilmasima yonelik

caligmalarin artirilmasi dnerilmistir.

Behzadi vd. (2021) elde ettikleri 85948 kisiden olusan bu veri setini kullanarak BERT
ile hizl siber zorbalik tespiti lizerine ¢aligmistir. Bu calismada veri egitimi i¢in Google

Colaboratory ortaminda Keras’t kullanmis ve optimizasyon algoritmasi ig¢in de
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AdaBound’u kullanmiglardir. Siber zorbalik tespitinde transfer 6grenme ve kompakt
BERT modellerine dayanan yeni bir yontem sunmuslar ve ¢aligma sonucu siber

zorbalik tespiti icin BERT-Base modelinin en iyi sonucu verdigini tespit etmislerdir.

Elsafoury vd. (2021) siber zorbalik tespiti i¢cin BERT modelini kullanarak BERT
modelinde dikkat mekanizmasinin iizerinde durmaktadir. Bes farkli veri seti ile
gergeklestirilen ¢alismada BERT modelinin yaygin olarak kullanilan diger derin

O0grenme modellerine gore daha iyi performans gosterdigi ortaya konulmustur.

Paul ve Saha (2022) siber zorbalig1 etkili bir sekilde tanimlayabilmek i¢in Twitter,
Wikipedia ve Formspring tizerinden elde ettikleri veriler ile BERT modelinde hassas
ayarlar gerceklestirmistir. Calismada metin tabanli verilerle ¢alisarak BERT modelinin
yeterliligini ortaya koymuslardir. Ayrica gelecek c¢alismalar i¢in metin tabanl
verilerden ziyade goriintli ve ses verilerinin de siber zorbalik tespiti igin

degerlendirilebilecegini 6nermektedirler.

Saini vd. (2024) 47693 ve 6595 tweetten olusan iki farkli veri seti ile siber zorbalik
tespiti i¢in kullanilan SVM, Naive Bayes, CNN, CNN + SVM ve BERT olmak iizere

cesitli metodolojileri inceleyerek modellerin analizini gergeklestirmektedir.

Guo vd. (Guo, Anjum ve Zhan, 2022) bes farkl1 veri seti ile siber zorbaligi, farkli bir
ifade ile nefret sdylemini tespit etmeyi amaglamistir. Siniflandirma ig¢in 6nceden
egitilmis bir BERT modeli olan HateBERT modelini kullanmislardir. Elde edilen
verilerin %70’ini modeli egitmek i¢in, %30’unu ise test icin kullanilmistir. Veri
setlerinde bulunan ciimlelerin Ingilizce olmamasi ve HateBERT modelinin énceden
Ingilizce egitilmis bir model olmasindan kaynakli Italyanca veri setinde HateBERT

modeli diisiik performans gosterdigini ifade etmislerdir.

Al-Harigy vd. (Al-Harigy, Al-Nuaim, Moradpoor ve Tan, 2022) makine 6grenmesi ve
derin O6grenme modelleri ile siber zorbaligin tespiti iizerine bir c¢alisma
gerceklestirmistir. Bu ¢alismada BERT, ALBERT gibi 6nceden egitilmis modellerin
siber zorbaligin tespiti i¢in bu alanda ¢aligmalara ihtiya¢ duyuldugu vurgulamislardir.
Ayn1 zamanda elde edilen veri seti incelendiginde veri 6n islemede, siber zorbaligin

tespiti icin gelecekteki akademik calismalarda veri setinde emoji (gorsel duygu
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ifadeleri) olup olmamasinin modelin daha iyi performans elde edilmesi i¢in 6nemli

oldugunu ifade etmislerdir.

Sanders (Sanders,) gergeklestirdigi tez ¢alismasinda Twitter tizerinden elde ettigi veri
setini kullanarak ptcBERT ve SVM modelleri ile siber zorbalik tespiti
gerceklestirmigtir. Yapilan tez calismasinda elde ettigi F1 puanina gére ptcBERT
modelinde F1 puanmi 0.85, SVM modelinin ise F1 puanin 0.64 oldugunu tespit
etmistir. ptcBERT modelinin F1 puanina gére SVM den %21 oraninda, dogruluk

puanina gore ise %16 fark ile daha basarili oldugunu belirtmistir.

Literatiir incelendiginde teknolojinin giinliik yasantiya dahil olmas: ile birlikte siber
zorbalik konusunu biiyiik dnem arz etmektedir. Siber zorbalik egitim, psikoloji,
teknoloji gibi birgok farklr alan i¢in ¢aligma konusu olmustur. Yapilan arastirmalarda
veri setleri i¢cin genellikle anket ¢aligsmalarindan, sosyal medya uygulamalarinda
bulunan paylasimlar ve yorumlardan olusturulmustur. Calismalarda siber zorbaligin

Oonemi vurgulanmis ve cesitli yontemler ile siber zorbalik tespiti saglanmustir.



3. DOGAL DiL iSLEME

Dogal dil isleme, bilgisayarlarin ve dijital cihazlarin metin ve konusmay1 tanimasini,
anlamasini ve olusturmasini saglamak i¢in hesaplamali dil bilimi (insan dilinin kural
tabanli modellemesi) istatistiksel ve makine 6grenimi modelleriyle birlestirir. Dogal
dil isleme dil bilimi, makine bilimi, yapay zeka gibi alanlardaki ¢aligmalarla birlikte
insan hayatinda daha ¢ok yer edinmeyi baslamistir. Temel olarak insan dili ili makine
dili arasindaki iletisimi saglamak ic¢in kullanilmaktadir. Dogal dil kullandigimiz
alfabeleri ve dil kurallarin1 kapsamaktadir. Bilgisayarlar ise dogal dilden farkli olarak
0 ve 1’den olusan bilgisayar dilini kullanmaktadir. Bilgisayarlar i¢in islenmemis
metinler yani 0 ve 1’den olusmayan metinler herhangi bir anlam tagimamaktadir.
Dogal dil isleme ile dogal dili olusturan kelime ve ciimleleri bilgisayar dilinin
anlayacagi sekilde 0 ve 1’lere doniistiirerek bir anlamlandirma yapilmaktadir.

Boylelikle metin, ses gibi veriler bilgisayarlar i¢in anlamli bir hale gelmektedir.

Dogal dil isleme son yillarda uygulamalarda da siklikla karsimiza ¢ikmaktadir. Akill
cihazlarda, insan konusmalarini tanimlamak ve yorumlamak, kullanicidan gelen
sorgulara metinsel ve/veya ses olarak yanitlandirmak icin dogal dil islemeden
faydalanilmaktadir. Ornegin Siri, Google Asistan gibi uygulamalar ile kullanicidan
gelen istekler dogal dil isleme teknolojileri kullanilarak saglanmaktadir. Daha birgok
alanda dogal dil isleme teknolojisi karsimiza ¢ikmaktadir. Ceviri uygulamalarinda da
kelime islemciler yine ayni sekilde dogal dil isleme teknolojisinden yararlanarak
yazilan metinleri s6z dizimi, dil bilgisi ve mantik agisindan kontrol etmektedir. Sanal
Asistan Uygulamalar1 da sesli olarak alinan veriye gore dogru alana aktarmak, ilgili
miisteri temsilcisine baglayabilmek veya sesli yanit verebilmek i¢in de dogal dil isleme

teknolojilerinden faydalanmaktadir.

3.1. Dogal Dil islemenin Tarihsel Gelisimi

Dogal dil isleme teknolojisi ilk olarak, 1950 yilinda Alan Turing tarafindan yapilmis
olan Turing Testi ¢aligsmalar1 ile dogrudan iligkilendirilmektedir. Dogal dil islemenin
caligma alan1 bir bilgisayarin insan dilini anlamasi, yorumlamasi ve bir cevap
saglamas1 Turing testi ile ayni amaci tagimaktadir. Turing testi ile temel amag bir

makinenin insan gibi sorgular1 anlayip cevaplandirmasinin miimkiin olup olmadigini
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belirlemektir. Turing ¢alismada, bir makine ve bir insan tarafindan bazi sorularin
cevaplandirilmasini saglamis ve bu cevaplarin makine tarafindan m1 yoksa insan
tarafindan m1 verildiginin belirlenmesini ortaya koymustur. Turing’e goére bunun
belirlenememesi bu testin basar1 elde ettigini ve makinenin de insan gibi
diisinebildigini gostermektedir (Turing, 1950). Turing testi ayn1 zamanda yapay zeka
caligmalarinin da baslangici niteligindedir (Pinar Saygin, Cicekli ve Akman, 2001).
Ayrica Turing testi ¢alismasi ile akilli makinelerin temelinin atilmasinin ardindan

beraberinde dogal dil isleme aragtirmalarina da 6nemli bir katki saglamistir.

1954 de IBM ve Georgetown Universitesinin birlikte yapmis oldugu bir calismada
Noam Chomsky tarafindan 1957°de yapilan Georgetown-IBM Deneyi’nde 60 adet
Rusca ciimle Ingilizce alfabesi ile bir klavye araciligiyla makineye yazilmis ve daha
sonra makinenin bunu Ingilizce’ye cevirmesi basarili olarak gergeklestirilmistir.
Calisma makine gevirisinin ilk 6rnegi niteligindedir (Hutchins, 2004). 1957 yilinda
Chomsky tarafindan yayinlanan “syntatic structers” kitabinda dilin dogasi ve

dilbilgisel yapilarin analizi iizerine bir ¢alisma gergeklestirmistir (Chomsky, 2002) .

1960 yilinda McCarthy yaptigi calismada sembolik ifadelerin ve bunlarin bilgisayarlar
tarafindan nasil hesaplanabildigine dair bir inceleme gerceklestirmis ve ayn1 zamanda
burada bilgisayarlarin sembolik ifadeleri hesaplayabilmesi igin LISP (LISt
Processing) programlama dilini ortaya koymustur (McCarthy, 1960) .

llerleyen yillarda yapilan calismalarda, basit sorgulama islemlerini ve dogal dil
islemeyi yapabilen kural tabanli yapay zeka uygulamalari olugturmak i¢in mantik
tabanli programlama dilleri ve resmi dil kurallar1 kullanan c¢alismalar
gerceklestirilmistir.  Boylece gelecekte daha karmasik yapay zeka sistemlerinin
temelini olusturmustur. 1970’11 yillarda temelleri atilmis olan dogal dil islemenin
bilgisayarlar tarafindan analiz edilmesi amaciyla farkli dilbilgisi kurallarini ve s6z

dizimlerini kullanarak ¢alismalar yapilmistir (Bobrow & Woods).

1970lerin sonunda yapilan ¢alismada bilgisayarlarin insan goriigmelerini, diyaloglarini
anlayabilmesi i¢in odak belirlenmesi i¢in ¢alisma yapilmistir (Jean Grosz, 1969). Bu
donemde konusma tanima iizerine yapilan ¢aligsmalar da dogal dil isleme alaninda

biiyiik katkilarda bulunmustur (Reddy, 1976). 1980-2000 yillar1 arasinda yapay zeka
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ve dogal dil isleme kavramlar {izerine bir ¢ok teorik ¢aligsma yapilarak cesitli teoriler
ve modeller ortaya konulmustur. Ayni yillarda artik dilin nasil islenebilecegi, dilin
yapisi, s0z dizimsel yapilarin dili anlama iizerindeki etkileri gibi konular incelenmis
ve konusma tanmima, dogal dil isleme gibi alanlarda Onemli gelismeler

gerceklestirilmistir (Abraham, Castillo ve Virmani, 2020, Wilks, 1992).

Gelismekte olan teknolojinin giindelik hayata dahil olmasi ile birlikte, 1990'11 yillarda,
dogal dil islemenin gergek diinya senaryolarina uygulanmasina yonelik ilginin arttig
bir donem olmugstur. Otomatik miisteri destegi, belge siniflandirma ve bilgi ¢ikarma
gibi uygulamalar, istatistiksel yontemler gelistik¢ce daha yaygin hale gelmistir. Dogal
dil isleme uygulamalarinda genellikle dogal dil verilerini analiz etmek ve islemek i¢in

makine 6grenimi tekniklerini kullanilmistir.

Dogal dil islemenin gelisiminde internet de ¢ok 6nemli bir rol oynamistir. World Wide
Web, biiyilk miktarda metin verisine erisim saglayarak arastirmacilarin modelleri
biiyiik 6l¢ekli veri kiimeleri tizerinde egitmesine olanak saglamistir. Web tabanli dogal
dil islemeye dogru olusan bu gelisme, arama motorlari, otomatik igerik analizi ve bilgi
alma gibi yeni uygulamalarin gelistirilmesine olanak saglamistir. Google gibi arama
motorlart da, internetteki bilgileri indekslemek ve verileri almak i¢in gelismis
algoritmalar ve bilgi alma teknikleri kullanmistir. Ticari ve tiiketici uygulamalari igin

de dogal dil isleme kullaniminda 6nemli bir artis goriilmiistiir.

2010 ile 2020 yillar1 arasinda, Dogal dil isleme alaninda derin 6grenme ve sinir
aglarinin yaygin olarak benimsenmesiyle karakterize edilen bir donem olmustur. Bu
on yil igerisinde, kelime katistirma, doniistiiriicii mimarileri ve biiyiik 6lgekli dnceden
egitilmis modellerin ortaya ¢ikmasiyla dogal dil isleme uygulamalarinda 6nemli

ilerlemeler gergeklestirilmistir.

3.2. Dogal Dil Isleme Teknikleri

Gilinlimiizde bir¢ok alanda bulunan insan-bilgisayar etkilesimi nedeniyle, dogal dil
isleme teknikleri birden fazla alam1 kapsayan bir¢ok farkli alanda siklikla
kullanilmaktadir. Dogal dil isleme teknikleri; Dizi Simiflandirma (Sequence

Classification), Cift Yonlii Dizi Simflandirma (Pairwise Sequence Classification),
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Kelime Etiketleme (Word Labeling) ve Diziden Diziye Smiflandirma
(Sequence2sequence Classification) olarak dort ana baslik altinda toplanmigtir
(Lauriola vd., 2022).

3.2.1.Dizi simflandirma

Dizi smiflandirma, makinelerin farkli veri tiirlerini bir sirayla anlamasini ve
kategorilere ayirmasini saglayan bir tekniktir. Dizi smiflandirma yontemleri ii¢
kategoriye ayrilmustir (Xing vd.,). ilk kategori, bir diziyi bir 6zellik vektoriine
doniistiiren ve daha sonra geleneksel siniflandirma yontemlerini uygulayan o6zellik
tabanli siniflandirmadir. ikinci kategori, dizi mesafesi tabanli siniflandirmadir. Diziler
arasindaki benzerligi 6lgen mesafe fonksiyonu, siiflandirmanin kalitesini onemli
ol¢iide belirler. Ugiincii kategori, dizileri smiflandirmak igin gizli markov modeli
(HMM) ve diger istatistiksel modellerin kullanilmasi gibi model tabanli

smiflandirmadir.

Sekil 3.1 de dizi smiflandirma modeli verilmektedir. Dizi simiflandirma sirali olarak
verilen giris verilerindeki deseni tamamlayarak bir sonraki degerin tahminini ¢ikis
verisi olarak vermektedir. Dizi simiflandirma sonraki degeri tahmin etme

uygulamalarinda kullanilabilmektedir.

[ A,B,C,D J Dizi [ E J
Siniflandirma
Camsas | | e || )

Sekil 3.1. Dizi siniflandirma modeli

3.2.2. Ikili dizi siniflandirma
Ikili Dizi Siniflandirma (Pairwise Sequence Classification), iki farkli dizinin

benzerliklerine, semantiklerine ve anlamlarina gore karsilastirilip

siniflandirilmasindan olusmaktadir (Lauriola vd., 2022). iki metin arasindaki iliskiyi
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belirlemek, anlamak ve siniflandirmak amaciyla kullanilmakta ve dogal dil isleme

alaninda yaygin olarak uygulanmaktadir.

Denklem 3.1°de girdi olarak iki farkli dizi verildigindeki siniflandirma denklemi
verilmektedir. Ikili dizi siniflandirmasi, girdi olarak iki farkli dizi verildiginde, aym
anlami ifade ediyorlarsa +1, ayni anlami ifade etmiyorlarsa -1 dondiiren ikili bir

siniflandirma gorevidir.
fr:XxX - {+1,—1} (3.1)
Sekil 3.2°de ikili dizi siniflandirma modeli verilmektedir. Iki metin ve bir etiket iceren

veri setlerinde calisirken metni pargalara ayirma ve oOzellik ¢ikarma islemleri

uygulanmakta ve her iki metnin 6zellikleri ¢ikarilmaktadir.

dizi A ozellik cikarma A — 6zellik vektorii A

el
N
hesaplamasi

‘ dizi B H ozellik cikarma B P‘ ozellik vektorii B

Sekil 3.2. ikili dizi siniflandirma modeli

Cikarilan oOzellikler, benzerlik ve fark hesaplamasi i¢in siniflandirma katmanina
aktarilmaktadir. Bu katman, iki metin arasindaki iligkiyi tahmin ederek sonug

cikarmaktadir.
3.2.3. Kelime etiketleme
Kelime etiketleme, bir dizideki her bir 6geye bir etiket eklemeyi igermektedir. Bu

islem, girdinin her bir 6gesine karsilik gelen etiket dizilerinden olusan bir ¢ikt1 alani

ile sonuclanmaktadir. Sekil 3.2 de dil bilgisine gore kelime etiketleme semasi
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verilmistir. Giris verisi olarak verilen her bir kelimenin (x;x;x3 ....x, ) etiket

degerleri ¢ikis verisi (y; ¥, V3 .... Yy ) Olarak verilmektedir.

Y, Y, Yy Y4 Y

o v | e [ ||
] ] ] 1 ]

Kelime Etiketleme

sen highir seyi asla basaramazsin

)(l X2 X3 X4 )(5

Sekil 3.3. Dil bilgisine gore kelime etiketleme

Kelime etiketleme bir metindeki bir kelimeyi konugsmanin belirli bir kismina (fiil, isim,
sifat, ...) karsilik gelecek sekilde etiketleme islemi olan Konusma Pargasi (PoS)
uygulamalarinda, girdi dizisinden ilgili nesnelerin (6rnegin isimler, konumlar)
tanimlandig1 Isimlendirilmis Varlik Tamima (NER) uygulamalarinda, girdi paragrafi
tarafindan verilen bir olasilik dagilimimin cevabi iceren bir aralii segmek icin
kullanildigi klasik soru cevaplama uygulamalarinda kullanilabilmektedir (Lauriola
vd., 2022).

3.2.4.Diziden diziye simflandirma

Diziden diziye siniflandirma (Sequence2sequence classification) dogal dil isleme igin
kullanilan bir makine 6grenimi modelidir. Diziden diziye modelde amag, bir girdi
dizisini x1I....,xm, bir ¢ikt1 dizisine ,yI....,ym, eslemenin kosullu olasiligini p(y|x)
dogrudan modellemektir. Bu kodlayici ve kod ¢oziicii ile miimkiindiir (Sutskever,
Vinyals ve Le, 2014). Diziden diziye siniflandirma modelinde giris verileri olarak
alinan bir dizi, sonug ¢iktilar1 olarak baska bir diziye doniistiirmektedir. Kodlayici ve
kod ¢dziicii olmak tizere iki bloktan olugsmaktadir. Kodlayici blogun temel amaci giris
dizisini islemek ve sabit boyutlu bir baglam vektoriindeki bilgiyi yakalamaktir. Sekil

1’ de diziden diziye simniflandirma modeli goriilmektedir. Bu modele gore, giris dizisi

15



kodlayiciya yerlestirilir. Kodlayici, giris dizisinin her bir 6gesini kullanarak

islemektedir (Lauriola vd., 2022).

Sekil 3.3’ de Diziden Diziye Siniflandirma modelinin kodlayici ve kod ¢6ziicti modeli
verilmektedir. x = (x1, ..., xm) m adet giris verisi kodlayici tarafindan islenerek kod
¢oziiciiye aktarilmakta ve her seferinde bir 6ge olacak sekilde soldan saga y = (y1, . .

., ym) dizisini tiretmektedir (Gehring, Auli, Grangier, Yarats ve Dauphin, 2017).

Zaman
Adimlar: 1 2 3 4 5 6 7 8

A S

Ti1 ;2 Ti3  son

Sekil 3.4. Diziden diziye siniflandirma modeli kodlayici ve kod ¢oziicii (Gehring vd,
2017)

Siire¢ boyunca, kodlayici dahili bir durumu korumakta ve nihai son durum, tim giris
dizisinin sikistirilmis bir gdsterimini kapsayan baglam vektorii olarak islev
gormektedir. Bu baglam vektorii, giris dizisinin anlamsal anlamini ve Onemli
bilgilerini yakalamaktadir. Kodlayicinin son durumu daha sonra baglam vektori
olarak kod ¢oziiciiye gegirilmektedir. Kod ¢oziicli, kodlayicidan gelen son baglam
vektoriinii isleyerek Yy ¢ikt1 dizisini liretmektedir. Egitim agsamasinda, kod ¢oziicii hem
baglam vektoriinii hem de istenen hedef ¢ikti dizisini almaktadir. Cikarim sirasinda
kod ¢oziicii, sonraki adimlar i¢in girdi olarak daha dnce kendi tirettigi y ¢iktilarini

kullanmaktadir.

Her zaman adiminda, kod ¢6ziicii olas1 sonraki belirtegler izerinde bir olasilik dagilimi

olusturmak icin gecerli son durumu, baglam vektoriinii ve dnceki ¢ikti belirtecini
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kullanir. Daha sonra en yiiksek olasiliga sahip belirteg ¢ikti olarak segilmekte ve islem

¢ikt1 dizisinin sonuna ulasilana kadar devam etmektedir.

3.3. Makine Ogrenme Algoritmalari

3.3.1. Transfer 6grenme

Transfer 6grenme, bir gorevde kullanilan bir modelden elde edilen bilginin baska bir

gorev i¢in temel nokta olarak yeniden kullanilabilecegi bir makine Ogrenmesi

yontemidir.

DENETIMLI SINIFLANDIRMA

DENETIMLI MODELI

t

4 )
Model: BERT T
NN

;* N s S H
. AR j On Egitimli Model
Veri Seti: LR /
WIKIPED r
The Free Encycloy
Veri Ne kadar salak bir insan Var
Seti Ne kadar giize! bir insan Yok

Sekil 3.5. Transfer 6grenme modeli

Makine 6grenimi algoritmalari, tahminlerde bulunmak ve yeni ¢ikti degerleri tiretmek
icin girdi olarak gecmis verileri kullanir. Genellikle izole edilmis gorevleri yiiriitmek
tizere tasarlanirlar. Kaynak gorev, bilginin hedef goreve aktarildig:r gorevdir. Hedef
gorev, bilginin kaynak gorevden aktarilmasi nedeniyle gelismis Ogrenmenin

gerceklestigi gorevdir.

Transfer 6grenme sirasinda, bir kaynak gorevden elde edilen bilgi ve hizli ilerleme,
o0grenmeyi ve yeni bir hedef goreve yonelik gelisimi iyilestirmek ic¢in kullanilir.
Bilginin uygulanmasi, kaynak goérevin niteliklerini ve 6zelliklerini kullanarak hedef

goreve uygulanacak ve haritalanacaktir.
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Transfer 0grenmede One ¢ikan baslica modeller sunlardir: baglama duyarli kelime
yerlestirmelerini igeren ELMo, ULMFiT ve GPT modelleri, ¢ift yonlii bir dil modeli
olan BERT (Peters vd, 2018; Howard ve Ruder, 2018; Radford vd., 2018). Sonraki
bolimlerde BERT modeli hakkinda ayrintili bilgiler verilmis ve bu modelin siber

zorbalik tespiti problemine nasil uygulanacagi agiklanmistir.
3.3.2. Tekrarlayan sinir aglari

Tekrarlayan Sinir Aglari (Recurrent Neural Networks, RNN), noronlar arasindaki
baglantilar araciligiyla dongiiler olusturur, bu yiizden tekrarlayan sinir ag1 olarak
adlandirilmaktadir. Bu dongiiler bir dnceki adimdaki verileri depolamakta ve bir
sonraki adimdaki norona geri bildirim olarak iletmektedir. Tekrarlayan Sinir Aglari,
bazi digiimlerden gelen ¢iktinin ayn1 diigimlere gelen sonraki girdiyi etkilemesine
izin veren iki yonli yapay sinir agidir (Yin, Kann, Yu ve Schiitze, 2017). Sekil 3.6’da

Tekrarlayan Sinir Aglar1 ve zaman i¢indeki ac¢ilimi verilmektedir.
Q %1 B t+1

0
1 S A
W S S 3

S©:> — LQt—] )Qt - QHI >

w W W
| [
X X, X

&

| t+1

Sekil 3.6. Tekrarlayan sinir agi ve zaman iginde agilimi (Feng, Guan, Li, Zhang ve
Luo, 2017)

t zamaninda st degerlerine sahip s diiglimii altinda gruplandirilmis noronlar yapay
noron olarak ge¢mektedir. Yapay noronlar Onceki zaman adimlarinda diger
noronlardan girdi alarak tekrarlayan bir sinir agi x; elemanl bir giris dizisini O,
elemanl bir ¢ikis dizisine esleyebilir, her O, 6nceki tiim x; girisine baghdir (t' <t
i¢gin). Her zaman adimida U,V,W matrisleri kullanilmaktadir (Lecun, Bengio ve
Hinton, 2015).
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3.3.3.Uzun kisa siireli bellek aglar:

1997 yilinda Tekrarlayan Sinir Aglari’nin uzun vadeli bagimlilik sorununu ¢ézmek
icin Uzun Kisa Siireli Bellek Aglar1 (Long-Short Term Memory Networks, LSTM)
modeli 6nerilmistir (Hochreiter ve Schmidhuber, 1997). Sekil 3.7’de LSTM hiicresi
modeli verilmektedir. Normal bir LSTM birimi, bir bellek hiicresi, bir giris kapisi, bir
cikis kapist ve bir unutma kapisindan olusmaktadir. Hiicre, rastgele zaman
araliklarinda degerleri hatirlar ve ii¢ kapi, hiicreye giren ve c¢ikan bilgi akisim

diizenlemektedir (Hochreiter ve Schmidhuber, 1997).

cikis kapisi

C(t-1) ——»@—g@— l » C(1)

|

f(t) [
i(t) @ - ()

| ] omf
C(1) f
. : tanh :
h(t-1) > 1 . I 1
]

x(t)

Sekil 3.7. LSTM hiicresi (Le, Ho, Lee ve Jung, 2019)

Sekil 3.7’de LSTM hiicresine girdileri x(t) ve 6nceki durumu h(t-1) Uzun siireli
bellek hiicre durumu olarak da adlandirilir ve uzun siireli durumlarin hangi
kisimlarinin unutulmasi gerektigini tanimlayan unutma kapist f(t) tarafindan kontrol
edilmektedir. Giris kapisi, i(t), uzun siireli durumlara hangi pargalarin eklenmesi
gerektigini kontrol ederken, ¢ikis kapisi, o(t), mevcut zaman durumlarinda hangi
parcalarin lretilmesi gerektigini kontrol etmektedir. x(t) giris sinyaline karsilik

gelmektedir, C(t) bellek hiicresinin mevcut durumunu ve C(t - 1) bellek hiicresinin
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onceki anini, /4(t) mevcut gizli durumunu ve A(t - 1) onceki gizli durumunu temsil
etmektedir (Diniz, Ciarelli, Salles ve Coco, 2024). Gizli durum kisa siireli bellegi,
hiicre durumu ise uzun siireli bellegi temsil etmektedir. Uzun siireli bellek tarafindan
yayilan bilgi, kapilarin bilgi ¢ikarma veya ekleme Ozelligi araciligiyla hiicre ile
etkilesime girmektedir. Boylece hiicreler hangi zamansal bilginin ag tarafindan
iletilmesi ya da atilmasi gerektigini belirleyebilmektedir. Bu sekilde, yalnizca segilen
bilgilerin agdan ge¢cmesi saglanmaktadir. Her bir hiicrenin dahili durumlari, her bir
adim islendikten sonra sifirlanmaktadir (Buduma ve Locascio, 2017, Goodfellow vd.,
2016).

3.3.4.Cift yonlii tekrarlayan sinir aglari

1997 yilinda normal bir Tekrarlayan Sinir Ag1’nin sinirlamalarinin iistesinden gelmek
icin, belirli bir zaman diliminin ge¢mis ve gelecegindeki mevcut tiim girdi bilgileri
kullanilarak egitilebilen c¢ift yonlii bir tekrarlayan sinir agi (Bidirectional RNN,
BRNN) tasarlanmigtir (Schuster ve Paliwal, 1997). Cift Yonlii Tekrarlayan Sinir
Aglari, t zamanindaki ¢iktilarin siralardaki dnceki 6gelere degil gelecekteki 6gelere de
bagli olabilecegi fikrine dayanmaktadir. Cift Yonlii Tekrarlayan Sinir Aglari, gizli
baglantilarin ters zamansal sirayla aktigi ikinci bir gizli katman ekleyerek Tek Yonlii
Tekrarlayan Sinir Agin1 genisletmektedir. Bu nedenle model hem ge¢misten hem de

gelecekten gelen bilgilerden faydalanabilmektedir (Berglund vd.).

Sekil 3.8’de Cift Yonli Tekrarlayan Sinir Aglari Yapisi verilmektedir. Burada iki
RNN ciktist birlestirilmektedir. Boylece biri islemi ileri yonde yiiriitiirken, ikincisi
islemi gosterildigi gibi geri yonde galistirmaktadir. ik tekrarlayan sinir agina girdi
normal zaman sirasina gore verilirken, ikincisine ters zaman sirasina gore
verilmektedir. Bu yapi, aglarin her zaman adiminda dizi hakkinda hem geriye hem de

ileriye dogru bilgi sahibi olmasini saglamaktadir.
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Cikis Katmani

=~ Gizli Katman

Giris Katmani

Sekil 3.8: Cift yonlii tekrarlayan sinir aglari yapisi (Igbal ve Qureshi, 2022)

Denklem 3.2° de t zaman adimindaki ¢iktinin hesaplanma yontemi verilmektedir.

Yt = g(w[htf,htb] + b) (3.2)

‘htf” ve ‘htb’ sirastyla ileri ve geri yondeki gizli durumu, w bunlarla iligkili agirliklari,
b modelin verilen verilere uymasina yardimei olan yanliligi ve g aga dogrusal olmayan
ag1 eklemek i¢in kullanilan aktivasyon fonksiyonunu temsil etmektedir (Berglund vd.).
Cift yonlii tekrarlayan sinir ag bloklar tekrarlayan sinir aglarindan, uzun kisa siireli

bellek aglarindan olusabilmektedir.

3.3.5.Kodlayic1 ve kod ¢oziicii

Kodlayici (encoder), bir giris dizisini alarak bir dizi baglam vektorii olusturmak igin
diziyi islemektedir. Islenen dizi kod ¢oziicii (decoder) tarafindan kullanilmaktadir.

Sekil 3.6.’da kodlayici ve kod ¢oziiciiniin ¢alisma modeli verilmektedir. (x1 X .... Xy )

den olusan giris dizini kodlayici tarafindan islenerek kod ¢oziiciiye iletilmektedir.
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Islenen dizi kod ¢oziicii tarafindan (¥1,Y2, - Yn ) cikis dizisine doniistiiriilmektedir

(Tixier, 2018).

a N e )

X] —— —

. kod -
X2 kodlayici gﬁzc:icii V2

Xp ——\_ Y, N A

Sekil 3.9. Kodlayic1 ve kod ¢oziicli modeli

Kodlama siirecinin ¢alisma sekli, kullanilan uygulama tiiriine baghdir. Ornegin,
makine gevirisi veya 6zetleme gibi metin uygulamalari i¢in, her cimledeki kelimeler
matematiksel olarak temsil eden sayisal degerlere dontstiiriilmektedir. Doniistiiriilen
sayisal degerler, climle yapisi i¢inde birbirleriyle nasil iliskili olduklarina dair ilgili
bilgileri korurken boyutlarini azaltan bir dizi katmandan gegirilir. Her ciimlenin bu
"kodlanmis" versiyonu daha sonra daha fazla islenmek iizere kod ¢oziicliye

iletilmektedir (Bahdanau vd., 2014).

Kod ¢6ziicii, bu kodlanmis gésterimi alarak orijinal bigimine geri doniistirmekten
sorumludur. Bunu yapmak i¢in, kodlanan ile yeniden yapilandirilmasi gereken
arasinda bir tiir iligki olmalidir. Bu baglantiy1 kurmak i¢in, cogu modern mimari, bir
girdi dizisinin belirli béliimlerinin (6rnegin, tek tek kelimeler) daha sonraki boliimlerin
model tarafindan nasil islendigini veya yorumlandigini etkilemesine izin veren dikkat
mekanizmalar1 kullanilmaktadir. Dikkat mekanizmasi veri girislerini kodlayarak ¢ikti
dizileri {retirken belirli Ogelere digerlerinden daha fazla agirlik veya Onem

vermektedir.
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Sekil 3.10. Kodlayici ve kod-¢oziicii ¢alisma sekli (Bahdanau vd, 2014)

Xy
Kodlayici

3.3.6. Dikkat mekanizmasi

Dikkat mekanizmasi (Attention Mechanism), bir modelin girdi verisinin belirli
boliimlerine “daha fazla dikkat etmesi” gerektigini belirlemesine olanak tanimaktadir
(Niu, Zhong ve Yu, 2021). Dikkat mekanizmas1 sorgular (queries, Q), anahtarlar (keys,
K) ve degerler (values, V) olmak {izere ii¢ temel bilesenden olusmaktadir. Dikkat
mekanizmasinin ¢aligma adimlart; nokta carpimi, 6lgekleme, Softmax ve agirliklh
toplam adimlarindan olugmaktadir. Nokta Carpimi adiminda, her sorgu ve anahtar cifti
arasindaki benzerlik Olgiilmektedir. Deger (score), sorgularin ve anahtarlarin ig¢

carpimini hesaplayarak yapilir. Denklem 3.4’de deger hesaplamasi verilmektedir.
score(Q,K) = QKT (3.4)

Biiyiik boyutlu girdilerle calisirken, biiyiik degerlere karsi denge saglamak ve softmax
fonksiyonunun daha stabil ¢alismasini saglamak i¢in i¢ carpim degerleri \/d_k ile
dlceklendirilmektedir. Olceklendirilmis degerlerin olasilik dagilimina déniistiiriilmesi
i¢in softmax fonksiyonuna uygulanarak dikkat agirliklar1 elde edilmektedir. Denklem

3.5°de Softmax fonksiyonu ile a; ; degerinin hesaplanmasi verilmektedir.
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_ QK"
a;j = softmax <\/d_k) (3.5)

Modelin 6nemli bilgilere odaklanmasini saglamak ig¢in, dikkat agirliklari ilgili
degerlere uygulanarak agirlikli bir toplam hesaplanmaktadir. Denklem 3.6°da dikkat

agirliklarinin hesaplanmasi verilmektedir.

attention(Q,K,V) = Z a;;V; (3.6)
J
Dikkat mekanizmasi, modelin belirli bilgilere odaklanmasini saglayarak performansi

artirmakta ve uzun bagimliliklar1 daha etkili bir sekilde yakalamaktadir (Vaswani
vd.,).

Dikkat Mekanizmast ii¢ tiirden olusmaktadir: Oz Dikkat (Self-Attention), Cok Basli
Dikkat (Multi-Head Attention) ve Carpraz Dikkat (Cross-Attention). Oz Dikkat, bir
climlenin veya metnin i¢indeki her bir elemanin, diger tiim elemanlarla olan iliskisini
degerlendirmektedir. Oz dikkat, dikkat bileseninin dizinin bir temsilini hesaplamak
icin tek bir dizinin farkli konumlarinmi iligkilendirmektedir. Bu sekilde, anahtarlar,

degerler ve sorgular ayn1 kaynaktan gelmektedir (Hernandez ve Amigo, 2021).

Cok Bagh Dikkat, 6z dikkat mekanizmasinin bir genislemesidir ve modelin farkli
“bagliklar” (heads) lizerinden veriyi paralel olarak islemesine olanak tanimaktadir. Her
bir “head”, verinin farkli temsillerine odaklanir, bdylece model ayn1 anda birden fazla
baglami ve iliskiyi degerlendirebilmektedir. Bu, modelin genel anlama yetenegini

artirmaktadir.

Capraz dikkat, genellikle kodlayici-kod ¢oziicii yapilarinda kullanilmaktadir. Kod
¢oziiclinilin, kodlayici tarafindan iiretilen temsillere dikkat etmesini saglamaktadir. Bu,
ozellikle metin gevirisi gibi gorevlerde, kaynak metnin belirli boliimlerine gore hedef

metin tiretmekte kullanilabilmektedir (Vaswani vd.,).
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3.3.7. Doniistiiriiciiler

2017 yilinda yeni bir sinir ag1 mimarisi olarak 6z-dikkate dayali doniistiiriiciiler
(transformers) ortaya konulmustur (Vaswani vd.,). Dondstiiriiciiler, kodlayici-kod
¢oziicii mimarisindeki geleneksel tekrarlayan katmanlar1 6z-dikkatle degistirerek iyi
bir performans gostermektedir (Soydaner, 2022). Dogal dil isleme problemlerinin
¢Oziimiinde yaygin olarak kullanilan doniistiiriici modelleri kodlayici-kod ¢oziicii
yapisini kullanarak verileri islemek i¢in tasarlanmistir. Sekil 3.11°de doniistiiriiciiler

ve kodlayici-kod ¢6ziicli mimarisi verilmektedir.

Bir Tekrarlayan Sinir Ag1 kodlayicisi, her bir gizli durumu birer birer iretirken,
dontistiirticii kodlayic1 tiim giris dizisini bir kerede islemekte ve tiim gizli durumlar

ayn1 anda iiretmektedir.

Cikti Olasihiklan

Softmax Fonk.

Dogrusal

Exlems v Normalkzasyon

I

ileri Besleme

Eklemi v Normalkzasyon

Cok Bash
Dikkat

Nx

Nx
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Cok Bash
Dikkat

Cok Basl
Dikkat

Konumsal Konumsal

O
Kodlama Kodlama
Girdi Temsilleri Cikti Temsilleri

Girdiler Cikhlar

Sekil 3.11. Déniistiiriicii kodlayici-kod ¢oziicii mimarisi (Vaswani vd.,)
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3.4. BERT Algoritmasi

Doniistiiriiclilerin makine ¢evirisinde orijinal diziden diziye formiilasyonuyla elde
ettigi dogal dil isleme gorevlerinde de donistiriicii kullanimini artirmistir
(Patwardhan, Marrone ve Sansone, 2023). Bu yondeki en énemli gelismelerden biri
2018 yilinda ¢ok cesitli dogal dil isleme gorevlerini yerine getirebilen agik kaynak
kodlu bir sinir ag1 olan BERT'in (Transformatorlerden Cift Yonli Kodlayict
Gosterimleri) ortaya konulmasidir (Devlin vd, 2018). BERT modeli, derin ¢ift yonli
on egitim elde etmek icin Tekrarlayan Sinir Aglari’na alternatif olan doniistliriicti
(transformer) mimarisini kullanmaktadir (Khadhraoui vd, 2022). Dontistiiriicti birgok
dogal dil isleme gorevi i¢in yeni bir mimari saglamaktadir. Tekrarlayan Sinir
Aglar’nin egitim seti i¢in biiyiik ve etiketli veri setlerine ihtiya¢ duyulmasi, ortintiileri
matematiksel yaklagim ile tespit ederek bu gereksinimi dontstiiriicii ile ortadan

kaldirmustir (Wang vd., 2019).

Sekil 3.12’de BERT’in 6n egitim modeli verilmektedir. BERT 6ncelikle 6n egitim
adimin1 gergeklestirmekte ve daha sonra detaylandirmaktadir. On egitim sirasinda
model, farkli egitim Oncesi gorevler iizerinden etiketlenmemis veriler ilizerinde
egitilmektedir. BERT 6n egitim sirasinda iki teknik kullanmaktadir, maskeli dil
modellemesi (Masked Language Modeling, MLLM) ve sonraki ciimle tahmini (Next
Sentence Prediction, NSP). Maskeli dil modellemesinde bir climlede bulunan bir
kelime maskelenerek, maskelenen kelimenin tahmini i¢in modelin iki yonlii olarak
analiz etmesini saglamaktadir. Model bir belirtecin hem basindaki hem de sonundaki
baglamlara bakarak maskelenmis olan baglami tahmin etmeye caligmaktadir. Bu,
modelin belirli bir NLP gorevine adapte edilmesini saglamaktadir. BERT 6n egitim
modelinde [CLS] her girdi 6rneginin 6niine eklenen 6zel bir semboldiir ve [SEP] 6zel

bir ayirici belirtegtir (Devlin vd, 2018).
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Sekil 3.12. BERT mimarisi 6n egitim modeli (Devlin vd, 2018)

Sekil 3.13’te climle siniflandirma i¢in BERT hassas ayar modeli verilmektedir. Hassas
ayar i¢in BERT modeli ilk olarak dnceden egitilmis parametrelerle baglatilmakta ve
tim parametrelere, asag1 akis gorevlerinden gelen etiketli veriler kullanilarak hassas
ayar yapilmaktadir. Her bir asag1 akis gorevi, ayn1 dnceden egitilmis parametrelerle
baglatilmig olsalar bile, ayr1 hassas ayarli modellere sahiptir. Hassas ayarlara gore
BERT, cilimle ¢ifti siniflandirma gorevleri, tek ciimle siniflandirma gorevi, soru
cevaplama gorevi ve tek ciimle etiketleme gorevlerini gergeklestirebilmektedir
(Devlin vd, 2018). Bir metin siniflandirma gérevinde modele hassas ayar yapilirken,
[CLS] belirtecinin ¢ikt1 temsili, softmax siniflandirma katmanii beslemek igin
kullanilir (Sousa vd, 2019).
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Sekil 3.13. Ciimle siniflandirma i¢in BERT hassas ayar modeli (Sousa vd, 2019)
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BERT modelinde bulunan konum temsilleri, dizideki belirte¢lerin konumu hakkinda
bilgi icermektedir. Girdi [CLS] etiketi ile baslamakta ve [SEP] etiketi ile
boliinmektedir. Sekil 3.14’te BERT modelinin girdi temsilleri verilmektedir. Boliim
temsilleri [SEP] etiketi ile E, ve Ep olmak iizere ikiye ayrilmistir. Ilk ciimlenin
belirtegleri, belirte¢ temsilleri olarak E, seklinde oOnceden tamimlanmis bir
yerlestirmeye sahipken, ikinci ctimlenin belirtegleri, E; seklinde 6nceden tanimlanmig

bir yerlestirmeye sahip olacaktir.

- (] (o) (e ] (Commer ]
serestemter(Ecrs | B | Buysar

+ + + +

Baliim Temsilleri [EA ] [EA ] [ EA ] E - . m E
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Sekil 3.14. BERT modelinde girdi temsilleri
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Sekil 3.15’te BERT model mimarisi verilmektedir. Ag mimarisi katmaninda Trm
olarak doniistiiriiciiler ifade edilmektedir. Bu katmanda bulunan doniistiiriiciiler,
modelin metin verilerini isleyip anlamlandirmasini saglayan karmasik bir sinir agi

yapisidir.

CIKTI

BERT AE Mimiarisi

[ - - .
et | B Enar) g

+ + + + + + + + + + #
Baliim Temsilleri
+ + + + + + + + + +
Konum Temsilleri @ @ @ @
anoi (1] [ ] (o) (] (o] () (o ) (oo )

Sekil 3.15. BERT model mimarisi (Zhang, Fan ve Hei, 2022)

Ozellikle, 6z dikkat mekanizmasi, her kelimenin diger tiim kelimelerle olan iliskisini
anlamaya c¢alismaktadir. BERT modelinin ¢ift yonlii olmasi, her kelimenin hem
solundaki hem de sagindaki kelimelerle etkilesimini géz oniinde bulundurmasina
olanak tanimaktadir. Son kodlayici katmanindan elde edilen vektorler, her belirteg i¢in

baglamsal olarak zengin temsilciliklerdir.

BERT icin L = 12 kodlayic1 blogundan olugan BERT Base ve L = 24 kodlayici
blogundan olugan BERT Large modelleri olarak ortaya konulmustur (Devlin vd,
2018). Modellerin kodlayici blok sayisi, gizli katman, 6z dikkat basligi ve parametre
degerleri Cizelge 3.1°de verilmektedir. BERT'in performansi model tipine baglidir.
BERT Large modeli, BERT Base modelinden daha yiiksek dogruluklara
ulagabilmektedir. Bununla birlikte, BERT Large kullanilarak dogrulukta saglanan bu
iyilesme, tamamlanmasi i¢in daha kapsamli kaynak gerektirmektedir (Acheampong ve
Chen, 2021).
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Cizelge 3.1. BERT BASE ve BERT LARGE Modelleri

Model Kodlayic1 Blok | Gizli Katman | Oz Dikkat | Parametre
Sayisi (L) (H) Baslig1 (A)

BERT BASE 12 768 12 110M

BERT LARGE | 24 1024 16 340M

Sekil 3.16’da siber zorbalik tespiti i¢in BERT Base modeli ile islem basamaklari
verilmektedir. Bu islem sonucu ¢iktilara bir etiket (label) verilerek ciimle igerisinde

zorbalik olup olmadig: belirlenmektedir.

Zorbalk Var Zorbahk Yok
Cikts
Siir AE:I Katmam —= Siniflandirma
Metin Yerlestirmeleri
BERT Base Model
Belirteg Kimlikleri ve Metni Kiiciik Pargalara Ayirma
Dikkat Maskeleri =5 E
Metin Verileri Girdi

Sekil 3.16. BERT Base ile siber zorbalik tespiti islem basamaklari

3.5. Konusma Tanima

Konugmanin hayatimizdaki, insan iletisimindeki yeri yadsinamayacak diizeyde
onemlidir. Gelisen teknoloji ile birlikte konusma artik yiiz yiize diizeyden ¢ikmus,
elektronik ortamda da onemli bir yer edinmistir. Konusma diizeyinde kalmak ile
yetinmeyip ses verisini metin verisine doniistiirerek veya tam tersi metin verisini ses
verisine doniistiirerek ilk kullanimdan bugiine kadar olan bu siirecte konusma tanima
alaninda bir¢ok teknolojik gelisme gerceklesmistir. Bu gelisme insan bilgisayar

etkilesimi acisindan 6nemli bir yere sahiptir. Konusma Tanima veya Otomatik
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Konusma Tanima olarak isimlendirilen bu teknoloji ses dalgalarini metin verisine

doniistiirmeyi saglamaktadir.

Giinlimiizde konusma tanima, sesli komutlarla ¢alisan elektronik sistemlerde,
konusmaya bagli olarak islem yapabilme 6zelligine sahip uygulamalarda, konusma
verisine gore yapilan smiflandirmalarda ve ¢ozliimlemelerde biiylik 0Olglide
kullanilmaktadir. Akilli bileklikler ve saatler iizerinden yaptigimiz islemler, sesli
komut verdigimiz otonom sistemler bu teknolojilerin giinlik yasamda en ¢ok

karsimiza ¢ikan 6rneklerinden birkagidir.

Konusmadan metne ¢evirmede iicretli ve iicretsiz agik kaynak kodlu bir¢ok teknoloji
bulunmaktadir. htiyaca gére bunlarm kullanimi, en uygun olanin hangisi oldugunu
belirlemek 6nemli bir husustur. Otomatik Konugsma Tanima (ASR) Sistemleri, IBM
Watson, Google Cloud Speech to Text, Mozilla Deep Speech gibi teknolojiler ile

konusma tanima biiyiik 6l¢iide saglanmaktadir.

Otomatik konusma tanima, konusmaci ve dil tanima, konusmaci ayrimi, ses liretme ve
kodlama ses teknolojilerinin uygulamalari olarak tanimlanmaktadir. Otomatik
konusma tanima kendi igerisinde siirekli ses ve ayrik ses tanima, sozciik yakalama
olarak tice ayrilmaktadir. Otomatik konugma tanima ses teknolojileri arasinda

uygulama alani en zor olan alan olarak belirtilmektedir (Yalgin, 2008).
3.5.1.Otomatik konusma tamima

Otomatik Konusma Tanima (ASR) veya Konusmay1 metne doniistiirme (STT), ham
sesi karsilik gelen kelimeler dizisine doniistiirmeyi amaglayan bir ¢alisma alanidir.
Konugma tanima, dil bilimi ve bilgisayar bilimlerinden olusan multidisipliner bir
arastirma alanidir. Ayn1 zamanda konugsmay1 metne doniistiirme, bilgisayar konusma
tanima veya Otomatik konugma tanima olarak da adlandirilir. Otomatik konusma
tanima sistemi, konusulan sozciikleri .raw veya .wav uzantili dosyalar gibi ses
biciminde kabul eder, ardindan igerigini metin bi¢iminde olusturur ve bilgisayarin

dogal dili anlamasin1 saglar.
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Otomatik konugma tanima sisteminin tipik bir sinyal akis diyagramini temsil eder.
Sekil 3.16’da konugma tanima sistemlerinin ¢aligma sekli verilmektedir. Konugma
sinyalleri, tanima modiilii tarafindan islenmeden Once seri islev birimlerinin ¢oklu
kazan¢ kontrollerinden gecer. Genel olarak, kullanict ucuna yakin islev birimleri
arasinda mikrofon(lar), kenar yumusatma filtreleme ve dinamik aralik ayari,
analogdan dijitale doniistiiriicii (ADC) ve gelistirme, giiriiltii giderme, ses kodlama ve
kod ¢6zme gibi temel dijital sinyal isleme (DSP) bulunmaktadir. islev birimleri
arasinda On isleme, 6zellik ¢ikarma ve tanima bulunmaktadir. Bu islemler sonucu girdi
olarak alinan ses verileri, metin verisi seklinde ¢ikt1 olarak verilmektedir (D. Wang,

Wei, Zhang, Ji ve Wang, 2022) .

. filtreleme ve , / g
ses girdisi it el e \y e ADC gkis ——1171 —-

metin ciktisi ozellik cikarma [+~ on isleme

tanima

Sekil 3.17. Konusma tanima sistemleri ¢alisma sekli

Otomatik konusma tanima sistemleri verilen egitim verilerinin modellerini
olusturmaktadir. Egitim asamasinda egitilen bu modeller kullanilarak konusma test
edilmektedir. Sekil 3. 17°de otomatik konusma tanima kategorileri verilmektedir.
Konugma tiiriine, konusmaciya, kelime dagarcigina ve gevresel kosullara bagl olarak
otomatik konusma tanima sistemleri farkli kategorilerde siiflandirilabilir (Bhardwaj

vd, 2022).
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Sekil 3.18. Otomatik konusma tanima siniflandirma kategorileri

Otomatik Konugma Sistemleri ortama bagli olarak giiriiltiilii, giirtiltiisiiz veya dogal
ortamlar gibi farkli cevre kosullarinda test edilebilir. Ayni zamanda konusma,
konusmact ve kelime faktorlerine bagli olarak test islemleri de degismektedir.
Konusma tanimma ic¢in konusmada dikkat edilmesi gereken 4 farkli husus
bulunmaktadir; konusmaci giinliigii, konusmaci tanima, konusma dilini anlama ve

duygu analizi.

3.5.2. Konusmadan metne verilerin doniistiiriilmesi

IBM konusma tanima sistemleri, konusma verilerini metin verilerine doniistiiren bir

hizmettir. Bu hizmet, konugma tanima teknolojisi kullanarak sesli konusmay1 yazili

metne gevirir.
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Sekil 3.19. IBM konusma tanima sistemleri

Sekil 3.18’de IBM konusma tanima sistemlerinin ¢aligma adimlar1 verilmektedir. Ses
verisini metin verisine doniistiiriirken ilk olarak ses verisinin alim1 ger¢eklesmektedir.
Kullanicidan veya kaynaktan ses kaydi, canli konugsma veya video seklinde gelen ses
verisini alarak ses tanima algoritmalari ile sesin 6zelliklerini analiz etmektedir. Sesin
ozelliklerinde frekans, hiz, ton gibi kriterler bulunmaktadir. Ses verisinin islemesinden

sonra ise metin verisi olusturmak i¢in islenmis ses verisini metin haline getirmektedir.

3.5.3. Konusma tamima Kiitiiphanesi

Bu calismada ortam dinlemesi ile elde edilen ses verilerini metin verilerine
cevirebilmek icin Python konusma tamima Kkiitiiphanesi kullanilmistir. Python
konusma tanima kiitiiphanesi Python programlama dilinde kullanilan ve ¢esitli
otomatik konugma tanima hizmet saglayicilarina erisim saglayan bir kiitiiphanedir.
Konusma tanima, oncelikle konusulan dili yazili metne veya bilgisayar komutlarina
dontistirmeye odaklanmaktadir. Bir kullanici tarafindan konusulan kelimeleri ve
ifadeleri anlamak ve bunlar1 metne aktarmakla ilgilenmektedir. Konusma tanima, ses
dosyasini veya mikrofondan gelen sesi metne doniistiirmekte ve ses verisinde bulunan

glirtiltiiyii azaltmaktadir.
Konusma tanima islemini gergeklestirmek i¢in bir mikrofon araciligi ile ses dosyalari

elde edilmistir. Bu ses dosyalar1 kullanilarak konugma tanima islemi gerceklestirilmis

ve bu veriler daha sonrasinda metin verilerine doniistliriilm{stir.

34



3.6. Degerlendirme Kriterleri

Daha sonra modelden elde edilen sonuglar, veri setinde bulunan sonuglar ile
karsilastirilarak modelin performansi incelenmistir. Performans dort ana metrik
tizerinden degerlendirilmistir: hassasiyet (precision), duyarlilik (recall), F1 puani (F1-
score) ve dogruluk (accuracy). Bu metriklerde , gergek pozitif (true positive, TP),
pozitif sinifa ait olarak dogru sekilde etiketlenen 6rnekler iceren degerlere gore, gergek
negatif (true negative, TN), negatif olarak dogru sekilde siniflandirilan negatif
ornekler iceren degerlere gore, yanlis pozitif (false positive, FP), sinifa ait olarak
yanlis sekilde etiketlenen Ornekler iceren degerlere gore, yanlis negatif
(false negative, FN), pozitif sinifa ait olarak etiketlenmeyen ancak olmasi gereken

ornekler igeren degerlere gore hesaplanmaktadir (Islam vd, 2020).

Karmasiklik matrisi (confusion matrix), siniflandirilan modelin performansinin
kullanigh ve kapsamli bir sunumudur (Krstini¢, Braovié, Seri¢ ve Bozié¢-Stulié, 2020).
Sekil 3.20°de karmasiklik matrisinin gdsterimi verilmektedir. Karmasiklik matrisinde

bulunan degerler kullanilarak modelin degerlendirme metrikleri hesaplanabilmektedir.

Tahmin
Pozitif (1) Negatif (0)
| |
=
5+ TP FN
o
(o'
S
)
]
(U]
S
S FP N
L]
Q
=

Sekil 3.20. Karmagiklik matrisi
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F1 puani, hassasiyet (precision) ve duyarlilik (recall) arasinda bir denge kurmaktadir.
Hassasiyet (Precision), dogru olarak pozitif siniflandirilan 6rneklerin, tim pozitif
smiflandirilan 6rneklere oranidir (Chicco ve Jurman, 2020). Hassasiyet degerinin

hesaplanma formiilii Denklem 3.7’de verilmektedir.

gergek pozitif (TP) (3.7)
gercek pozitif (TP) + yanlis pozitif (FP)

hassasiyet =

Duyarlilik (Recall) ise dogru olarak pozitif siniflandirilan 6rneklerin tiim gergeklere
orani ile hesaplanmaktadir. Duyarlilik degerinin hesaplanma formiilii Denklem 3.8’de

verilmektedir.

gercek pozitif (TP) (3.8)
gercek pozitif (TP) + gercek negatif (FN)

duyarlilik =

F1 puanm kesinlik ve duyarlilik degerleri ile Denklem 3.9°da verildigi gibi

hesaplanmaktadir. F1 puani hassasiyet ve duyarliligin ortalamasidar.

hassasiyet x duyarlilik )
Fl1=2 lyet x duyarlili (3.9

X hassasiyet + duyarlilik

Dogruluk (Accuracy) degeri Denklem 3.10’da verildigi gibi hesaplanmaktadir.
Dogruluk degeri, dogru tahmin edilen etiketler ile veri kiimesindeki tiim 6rnekler

arasindaki orantidir.

gercek pozitif (TP) + gercek negatif (FN) (3 10)
gergek pozitif (TP) + yanlis negatif (FN) + gercek negatif (FN) + yanlis negatif (FN)

dogruluk =
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4. ARASTIRMA BULGULARI VE TARTISMA

Bu tez calismasi kapsaminda siber zorbalik 6nleme modeli icin, siber zorbalik
climlelerinden olusan bir veri seti iizerinden Google firmasina ait metni dogal sesli
konusmaya doniistiiren uygulamasi ile metinler ses verilerine doniistiirilmiustiir.
Doniistiiriilen ses verileri, Python programlama dilinde, konusma tanima kiitiiphanesi
kullanilarak metin verilerine doniistiiriilmiistiir. Bu kapsamda, oncelikli olarak
mikrofondan elde edilen konusma verilerinin metin verilerine doniistiiriilmesi
saglanmistir. Her ciimlede yer alan kelimeleri temsil edebilmek ve islemek i¢in iki
boyutlu tensdr yapist olusturulmustur. Veri seti Ingilizce dilinde hazirlanmis olup,
17068 sosyal medya paylasim metinlerinden olusmaktadir. Bu giris verileri ile BERT
algoritmasimin hassas egitimi gergeklestirilmistir. Sonrasinda BERT algoritmasi

tarafindan siniflandirma analizi yapilmustir.
4.1. Egitim Verilerinin On Islemesi

Veriler, yas, din, cinsiyet, etnik kdken, siber zorbalik icermeyen ve diger olarak 6
kategoriye ayrilmistir (J. Wang, Fu ve Lu, 2020). Cizelge 4.1. ve Sekil 4.1 de veri
setinde bulunan kategoriler ve veri sayilar1 yer almaktadir. Her bir kategoride dengeli

olarak birbirine yakin veri sayist bulunmaktadir.

Cizelge 4.1. Veri setinde bulunan kategoriler ve veri sayilari

Kategori Veri Sayisi
age 7948
ethnicity 7903
gender 7941
not_cyberbullying 7939
or other 8251
religion 7884
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Kategori Dagilimi

or other religion
17.2% 16.5%
16.6% 16.5% ethnicity
age :
16.6% 16.6%
gender not_cyberbullying

Sekil 4.1. Veri setinde bulunan kategorilerin dagilimi

Bu veri setinde bulunan veriler ayni zamanda siber zorbaligi da kategorilere
ayrilmistir. Cizelge 4.2. Olusturulan veri setinde bulunan kategorilere gore ciimleler

den ornekler verilmektedir.

Cizelge 4.2. Olusturulan veri seti kategorileri ve climle 6rnekleri

Kategori Ciimleler
not_cyberbullying it helps remembering how many e...
not_cyberbullying I can t believe I m using this word without ir...
age Not mine but this one girls who dated
or other WHERE THE BLOODY HELL IS BALOR?!!!
#RAWafterm...
religion So a random lowa fan pulls up in his car and s...
religion Get that ass tapped..... Slowly RT @tayyoung_:...
ethnicity ur the first one ive seen that doesnt like yuk...
gender It is fitting that we are now seeing these str...
or other @Kryten2X4B1Who doesn t? other_cyberbullyi..
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Elde edilen veri setinde metin analizi dogrulugunu artirmak ve daha iyi arama
sonuglar1 elde edebilmek i¢in metin kiigiik pargalara ayrilmis, metin temizleme (text
cleaning) ve normallestirme (text normalization) gergeklestirilmistir. Metin temizleme
ile verilerde bulunan noktalama isaretleri ve 6zel karakterler (6rnegin ‘$’, ‘£’, ‘&’ vb.)
temizlenmistir. Metin normalizasyonu ile ise metinlerde bulunan duygu ifadeleri
(emoji), baglant1 adresleri, kullanict isimleri, ASCII olmayan karakterler, satir sonu
karakterler, metin igerisinde bulunan birden fazla bosluklar, metinde bulunan sayilar,
tekrar eden kelimeler, arka arkaya gelen noktalama isaretleri temizlenerek modelin
egitimi i¢in daha sade bir veri seti elde edilmistir. Govdeleme (stemming) islemi
gerceklestirilerek  kelimelerde bulunan ekler temizlenmistir. Lematisazyon
(lemmatization) yontemi ile kelimelerin dilbilgisel ve anlamsal &zellikleri dikkate
aliarak kelime kokii bulma islemi gerceklestirilmistir (6rnegin ‘running’ kelimesi
‘run’ olarak giincellenmistir). Verilerde bulunan ‘with’, ‘you’, ‘or’ gibi 6nemsiz olan

durak kelimeleri (stop words) temizlenerek veriler daha yalin hale getirilmistir.

Ayrica benzer anlamlara sahip kelimeler tek bir kelime ile iligskilendirilmistir. Cizelge
4.3’te Vveri setinde bulunan verilerin temizleme islemi sonrasindaki veri ornekleri
verilmektedir. Egitim verilerinde bulunan etiketli, ifade igeren veya tekrarlayan
kelimeler ise teke diisiirlilmiistiir. Bu sayede egitim verileri dogal dil isleme modeli

icin daha uygun hale getirilmistir.

Cizelge 4.3. Verilerin temizleme islemi sonrasindaki veri 6rnekleri

Veri Temizlenmis Veri
In other words #katandandre, your food | word katandandre food crapilicious mkr
was cra...

Why is #aussietv so white? #MKR #theblock | aussietv white mkr theblock
#IMA... imacelebrityau tod...

@XochitlSuckkks a classy whore? Or more | classy whore red velvet cupcake
red velvet cup...

@Jason_Gio meh. :P thanks for the | meh thanks head concerned another
heads up, b... angry dude t...

@RudhoeEnglish  This is an SIS | isi account pretending kurdish account
account pretend... like is...
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Sekil 4.2’de veri setinde bulunan ve 10 kelimeden az sayida kelimeye sahip olan
verilerin grafigi verilmistir. Veri setinde bulunan verilerde kelime sayis1 3 ve altinda

olan veriler, veri setinden ¢ikarilmistir.

Kelime sayisi 10°dan az olan veriler

233 2286

2021
1824

1438
952
?26 I
1 I
0 3 - 5 6 7

Sekil 4.2. 10 kelimeden az sayida kelime igeren veriler

Sekil 4.3’te veriler icerisinde 10 kelimeden fazla kelimeye sahip olan verilerin say1
grafigi verilmistir. 100 kelimeden fazla kelimeye sahip ¢ok uzun olan veriler de veri

setinden ¢ikarilmis ve en uzun veri uzunlugu 30 kelime olarak elde edilmistir.

Kelime sayisi 10’dan fazla olan veriler

2162
132
1607
1307
1100 1631142
1079 - 1100 1066
. 958
909 a1y
gas 817 X2
J67
569
2
Ii
us
108
l.-zisu'. 1 11 01 1 1 1 1 1
M 12 13 14 15 16 17 18 19 20 21 22 23 24 25 2% 21 28 29 3 31 3 3

3 4 31 1 1 1 1 1
1 2 33 ¥ ¥ 7 ¥V P L 4 L4 67 T8 WL 1L 113 16 121 136 138 151 173

b

Sekil 4.3. 10 kelimeden fazla sayida kelime igeren veriler

Elektronik tablo olarak kaydedilen veriler csv dosyasina doniistiiriilerek BERT

siniflandirmasina uygun hale getirilmistir. Alman bu veri setindeki climleler
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seslendirilerek olusturulan veri seti ile denk hale getirilmistir. Boylece siber zorbalik

degerlerinin dogrulugu daha kolay bir sekilde tespit edilmistir.
4.2. BERT ile Egitim Siirecinin Gerg¢eklestirilmesi

BERT, metin igerisindeki kelimeleri ve kelime icerisindeki govde, kok, ek parcalarini
tanimlamak amaciyla kiigiik pargalara bolmektedir. Govdeleme islemi ig¢in kiiciik
pargalara ayrilan kelimeler, sabit bir uzunluktaki dizi haline getirilmektedir. Girdi
metni, modelin kapasitesine gore, sabit boyutlu vektorler haline dontistiiriilmektedir.
Bu vektorler, kelimenin anlamini ve baglamini yansitmaktadir. BERT, kelimelerin
metin i¢indeki siralamasini anlamak i¢in pozisyon vektorlerini kullanmaktadir. Bu

vektorler, modelin kelimenin hangi konumda oldugunu anlamasini saglamaktadir.

Sekil 4.4’te veri setinden alinmis O6rnek bir climlenin belirteclerine ayrilmasi
verilmektedir. Veri setinde bulunan orijinal climle “high school girls are the WORST
sometimes i got bullied more by them than anyone else.” seklindedir. BERT modeli
kiigiik parcalara ayirma iglemini gergeklestirirken her bir kelime ve noktalama icin
belirteg kimliklerini (token id) kullanmaktadir. Climle basinda [CLS] etiketi ve etiketin
belirte¢ numaras1 101 olarak verilmektedir. Diger kelimeler icin BERT modelinde
sirasi ile ([101, 1344, 1278, 2636, 1132, 1103, 4997, 2121, 178, 1400, 12200, 4830,
1167, 1118, 1172, 1190, 2256, 1950, 102, 0,...,)] belirte¢ kimlikleri atanmistir. Ciimle
sonunu belirtmek i¢in [SEP] etiketi atanmistir. Sabit boyutlu bir dizi elde edebilmek
i¢in doldurma (padding) yontemi ile ciimle sonu etiketinden sonra belirteg numaralari

0 olarak atanmaktadir. Maksimum dizi boyutu 80 olarak ayarlanmistir.

ihlgh school girls  are the WORST sometlme5| got bullied more by them than anyone else . ﬁ

* 1178 2636 uaz 1103 4997 2111 J.-E 1167 1118 1171 usn 1256 E] @

Sekil 4.4. Ornek veri ciimlesinin kelime pargalarina ayrilmasi

Egitim siirecinde, BERT Base cased modeli kullanilmistir. Model 110 milyon
parametre ile 6nceden egitilmis bir modeldir. Biiyiik kiiclik harfe duyarlidir. Egitim
verilerinin igerisinde biiyiik harfli veya kiiciik harfli kelimeler belirte¢ kimliklerinde

farkli degerlere sahiptir. Cizelge 4.4’te hassas egitim parametreleri verilmektedir.
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Model dizini olarak 6n bellek kullanilmaktadir. Optimizasyon algoritmas: olarak
AdamW kullanilmistir. Bu optimizasyon algoritmasi agirliklarin ayarlanmasi ve asir
O0grenmenin Onlenebilmesi i¢in agirlik azalmasi (weight decay) teknigini

kullanmaktadir.

Cizelge 4.4. BERT algoritmasi hassas egitim parametreleri

Model Parametreleri Parametre Degerleri
Modelin Ad1 “bert-base-uncased”
Model Dizini On bellek

Optimizer Adamw
Adamw Ogrenme Orani 2*107°
Adamw Epsilon 108
Iterasyon sayis1 8

Egitim siirecinde O0grenme hizin1 ayarlayabilmek i¢in PyTorch ve Transformers
kiitiiphanelerinde kullanilan 6grenme hizi planlayicist kullanilmistir. Bu planlayicr ile
egitim siirecinde 6grenme hizim ayarlayabilmek icin iki asama gerceklestirilir. Tlk
asama egitim siirecinin basinda 6grenme hizinin kademeli olarak artirildigr 1sinma
(warmup) asamasidir. Isinma asamasi tamamlandiktan sonra, Ogrenme hizinin
dogrusal olarak azaltildig1 dogrusal azalma (linear decay) asamasi gergeklesmektedir.
Isinma adimi1 0°dan baslatilmistir. Buradaki amag¢ modelin 6grenme hizini baslangicta
stabil olarak 6grenmesini saglarken daha sonrasinda 6grenme hizi azaltilarak modelin
asir1  Ogrenmesinin  Oniine  gegilmesidir. Fonksiyon parametreleri, optimizer,
num_warnup_steps, num_training_steps, last _epoch seklindedir. Bu parametrelerden
optimizer modelin 6grenme oranini gilincellemek icin, num_warnup_steps modelin
1sinma adimlarinin sayisini belirlemek i¢in, num_training_steps parametresi toplam
egitim adimlar1 sayisini belirlemek i¢in ve last epoch parametresi de son egitim

adiminin indeksi i¢in kullanilmaktadir.

Siniflandirilmanin  gergeklestirilmesi i¢in Google Colaboratory ortaminda, Python
yazilim dili kullanilmistir. Veri setinin siniflandirilmasi i¢in BERT-Base modeli tercih
edilmistir. Ayn1 zamanda dizi siniflandirma modeli kullanilmistir. BERT modeli igin
onceden egitilmis bir dil modelini igeren transformers kiitiiphanesi kullanilmistir.
Onceden egitilmis BERT-tokenizer’1 ile metin verisi modelin anlayabilecegi form olan

belirte¢ (token) dizilerine doniistiirilmiistiir.
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SequenceClassification sinifi kullanilarak BERT modeli siniflandirma igin
hazirlanmistir. Bu modelde siber zorbalik var/siber zorbalik yok seklinde sonug elde
ettigimiz iki simifli bir simiflandirma yapilmistir. Model metin verisini alarak iki
siiftan birine atama yapmaktadir. Modelde ciimlelerin 0-1 araliginda agirliklar:
alinarak bir etiket atamasi yapilmigtir. Bu etiket atamasindan elde edilen sonuglar

etiket alan1 tahmin edilen etiket olarak giincellenerek yeni bir dosyaya aktarilmistir.

4.3. Konusma Tamma ile Giris Verilerinin Elde Edilmesi

Python programlama dilinde konusma tanima kiitiiphanesi ile ses verilerinden metin
verileri elde edilmistir. Bu kiitiiphanenin ¢alisabilmesi i¢in baz1 gereksinimlere ihtiyac
duyulmustur. Python siirtimii olarak 3.8 ve iistii siirimler gerekmektedir. Mikrofon
girisi icin PyAudio 0.2.11 ve istii gerekmektedir. Asagida konusma tanima

kiitiiphanesi kullanilarak olusturulmus yazilimin sézde kodu verilmistir.

Adim 1. “Basla

Adim 2: Gerekli kiitiiphaneyi ice aktar, speech_recognition’
Adim 3: Ses tanima nesnesi olustur

Adim 4: Mikrofonu kullanarak ses kaydet

Adim 5: Mikrofonu ag

Adim 6: Kullanicrya konugsmasini séyle

Adim 7: Ses kaydini al ve “audio” olarak sakla

Adim 8: Mikrofonu kapat

Adim 9: Alinan sesi tani

Adim 10: Google hizmeti ile sesi metne ¢evir

Adim 11: Tanima sonucunu yazdir

Adim 12: Eger tamima basarisizsa, "Ses anlasilamadi” yazdir
Adim 13: Eger servis erisilemiyorsa, "Servise erisilemiyor" yazdir”

Adim 14: Bitir”

Konusma tanima araciligi ile elde edilen ses verileri metin verileri haline
doniistiiriilmiistiir. Bu metin verileri bir elektronik tablo olarak kayit altina alinmistir.

Boylece test verisi olugturulmustur.
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4.3.1. Test sonuclar

Sekil 4.5’te karmasiklik matrisi verilmektedir. Karmasiklik matrisine bakildiginda
modelin 6zellikle etnik koken kategorisindeki siniflandirmada oldukga basarili oldugu
goriilmektedir. Ancak siber zorbalik olmayan ciimle kategorisinde siniflandirmada

zorlandig1 goriilmektedir.

BERT Siniflandirma
Karmasikhk Matrisi
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=
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not bullying

religion age ethnicity gender not bullying
Predicted Label

Sekil 4.5. Siiflandirma sonucu karmasiklik matrisi

Cizelge 4.5’te modelin kategorilere gore performans degerlendirme kriterleri olarak
modelin hassasiyeti, duyarliligi ve F1 skoru verilmektedir. Siber zorbalik igeren
verileri kategorilere gore siniflandirmada model basaris1 oldukga yiiksek oldugu

goriilmektedir.
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Cizelge 4.5. Modelin kategoriler gore performans degerleri

Hassasiyet Duyarlilik F1- skoru Veri Sayisi
Religion 0.96 0.96 0.96 1568
Age 0.99 0.98 0.98 1553
Ethnicity 0.99 0.99 0.99 1470
Gender 0.92 0.90 091 1447
Not bullying | 0.84 0.85 0.84 1212

Modelin F1 skoru yaklasik %96 olarak, dogruluk degeri ise yaklasik %94 olarak

hesaplanmistir. Modelin genel dogrulugu, kesinlik degeri, duyarlilik degeri ve F1

skoru g6z oniinde bulunduruldugunda beklenildigi gibi siber zorbalik tespitini basari

ile gerceklestirmistir.
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5. SONUC VE ONERILER

Bu tez kapsaminda ortam dinlemesi ile ses verilerinden metin verileri elde edilmistir.
Ses dinleme teknolojileri ile ortamdaki konusmalarin anlik olarak kaydedilmesi ve bu
verilerin metne doniistliriilmesiyle aym1 zamanda dinamik bir veri setine sahip
olunmustur. Elde edilen veri seti metin temizleme, metin normalizasyonu, govdeleme,
bas sozciik ¢ikarma, dnemsiz sozciik ¢ikarma, leminizasyon gibi yontemlerle dogal dil
isleme i¢in daha uygun hale getirilmistir. Veriler ayn1 zamanda, yas, din, cinsiyet, etnik
koken, siber zorbalik icermeyen ve diger olmak iizere 6 farkli kategoriye ayrilmustir.

Bu kategorilere gore degerlendirme kriterlerine tabii tutulmustur.

Elde edilen verilerin siniflandirilmasinda BERT algoritmasi kullanilmistir. BERT
algoritmasinin kullaniminin en biiyiik avantaji modeldeki doniistiiriicii ile hem 6nceki
hem sonraki kelimelerin kontrolii ve 6z dikkat yapisi ile elde edilen dikkat
kelimeleridir. BERT ile alinan veri kii¢iik pargalara bdlme islemi ile belirteglere
ayrilmakta ve bu adimda dikkat noktalar1 belirlenmektedir. Kiigiik pargalara ayirma

isleminin ardindan BERT modeli ile metin yerlestirmeleri ve siniflandirma yapilmaistir.

Bu tezde yapilan ¢alismalarda, BERT algoritmasinin siber zorbalik tespiti ve
siniflandirmasi i¢in olumlu yonde sonuclar alinmistir. Bu sonuglarin mobil uygulama
gelistirmede kullanilabilir hale getirilmesi ongoriilmiistiir. Siber zorbaligin tespiti,
bireyler iizerindeki olumsuz etkilerin azaltilmas1 acisindan énemli bir noktadir. Ileriki
caligmalarda yapilacak olan yazilimlarla bu c¢alisma mobil uygulamalar ile giinliik
hayata entegre edilebilir ve anlik olarak yapilacak miidahalelerle bireyler icin siber

zorbaliga maruz kalindiginda olusabilecek olumsuz sonuglarin 6niine gecilebilecektir.

Bu ¢aligmada kullanilan veri setinin Ingilizce olmasinin yani sira diger dillerde de
gelistirilebilecek veri setleri ile Tiirkce, Fransizca gibi dillere de uygulanabilir. Ayni
zamanda doniistiiriictilerin geviri yetenegi kullanilarak dilden dile bir siber zorbalik

tespit ve onleme uygulamasi gergeklestirilebilir.
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