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YAPAY ZEKÂ TEKNİKLERİ İLE YERALTI SU SEVİYESİNİN ZAMAN 

SERİSİ TAHMİNİ  

Ramazan ŞENTÜRK 

Kayseri Üniversitesi, Lisansüstü Eğitim Enstitüsü 

Yüksek Lisans Tezi, Eylül 2024 

Danışman: Doç. Dr. Rifat KURBAN 

ÖZET 

Yeraltı suyu kaynaklarının etkin yönetimi kritik öneme sahiptir ve son araştırmalar, 

yeraltı suyu seviyelerindeki düşüşlerin yeraltı suyu hidrolojisi üzerindeki etkisini 

vurgulayarak sürdürülebilir uygulamaların gerekliliğini ortaya koymaktadır. Bu tez 

çalışmasında, yapay zeka teknikleri kullanılarak yeraltı suyu seviyesinin zaman serileri 

tahmini gerçekleştirilmiştir. Kaggle'dan elde edilen AquiferAuser veri seti kullanılarak, 

beş farklı kuyunun yeraltı suyu seviyeleri analiz edilmiş ve tahminlerde bulunulmuştur. 

Çalışma kapsamında NAR-NN ve LSTM gibi yapay sinir ağı algoritmaları kullanılmış ve 

performansları RMSE değerleri üzerinden karşılaştırılmıştır. Sinir ağları farklı eğitim 

algoritmaları ve parametrelerle test edilerek en uygun konfigürasyonlar belirlenmiştir. 

Zaman gecikmesi artarken NAR-NN performansı iyileşmiş ve LSTM performansı 

düşmüştür. NAR-NN modeli için Bayesian Regularization geri yayılım (trainbr) 

algoritması, Levenberg-Marquardt geri yayılım (trainlm) algoritmasına göre daha iyi 

sonuçlar sağlamıştır. LSTM modeli için ise, rmsprop eğitim algoritması adam 

algoritmasından daha başarılı bulunmuştur. NAR-NN modeli LSTM modeline kıyasla 

daha düşük RMSE değerleri elde ederek daha yüksek tahmin doğruluğu sergilemiştir. Bu 

durum, NAR-NN modelinin zaman serilerindeki karmaşık ve doğrusal olmayan ilişkileri 

daha etkin bir şekilde modelleme yeteneğine bağlanabilir. 

Bu çalışma, yapay zeka modellerinin su yönetiminde önemli bir rol oynayabileceğini ve 

doğru model seçimi ile optimizasyonun bu süreçte kritik olduğunu göstermektedir. Yapay 

zeka modellerinin doğru tahminler yapabilmesi, su kaynaklarının daha verimli ve 

sürdürülebilir bir şekilde yönetilmesine katkı sağlayacaktır 

Anahtar Kelimeler: Yeraltı su seviyesi tahmini, Yapay sinir ağı, Doğrusal olmayan 

otoregresif sinir ağı, Uzun kısa süreli bellek  
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TIME SERIES PREDICTION OF GROUNDWATER LEVEL WITH 

ARTIFICIAL INTELLIGENCE TECHNIQUES 

Ramazan ŞENTÜRK 

Kayseri University, Institute of Graduate Education 

M.Sc. Thesis, September 2024

Supervisor: Assoc. Prof. Dr. Rifat KURBAN 

ABSTRACT 

Effective management of groundwater resources is critical and recent research has 

highlighted the impact of declining groundwater levels on groundwater hydrology, 

highlighting the need for sustainable practices. In this thesis, groundwater level 

time series forecasting is performed using artificial intelligence techniques. 

Using the AquiferAuser dataset obtained from Kaggle, groundwater levels of five 

different wells were analyzed and predictions were made. Neural network algorithms 

such as NAR-NN and LSTM were used in the study and their performances were 

compared based on RMSE values. The neural networks were tested with different 

training algorithms and parameters to determine the optimal configurations. As the 

time delay increases, NAR-NN performance improves and LSTM performance 

decreases. For the NAR-NN model, the Bayesian Regularization backpropagation 

(trainbr) algorithm provided better results than the Levenberg-Marquardt 

backpropagation (trainlm) algorithm. For the LSTM model, the rmsprop training 

algorithm was found to be more successful than the man algorithm. The NAR-NN 

model exhibited higher prediction accuracy with lower RMSE values compared to the 

LSTM model. This can be attributed to the ability of the NAR-NN model to model 

complex and nonlinear relationships in time series more effectively. 

This study shows that AI models can play an important role in water management and 

that proper model selection and optimization are critical in this process. The ability of 

artificial intelligence models to make accurate predictions will contribute to a more 

efficient and sustainable management of water resources. 

Keywords: Groundwater level prediction, Artificial neural network, 

Nonlinear autoregressive neural network, Long short-term memory 
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GİRİŞ 

Su temin ve dağıtım sistemlerinin sürdürülebilir yönetimi, günümüzün su kaynakları 

yönetimi alanında önemli bir konudur. Özellikle yeraltı suyu seviyelerindeki düşüşler ve 

iklim değişikliği gibi faktörler, su kaynaklarının etkin ve verimli bir şekilde yönetilmesi 

gerekliliğini vurgulamaktadır. Bu bağlamda, zaman serileri tahmini, su kaynaklarının 

gelecekteki durumunu öngörerek su yönetimi stratejilerinin optimize edilmesine yardımcı 

olabilir. Bu tez çalışması, yapay zekâ teknikleri kullanarak yeraltı suyu seviyesinin zaman 

serileri ile tahminini ele almaktadır. 

Günümüzde yapay zekâ ve makine öğrenimi algoritmaları, karmaşık ve büyük veri 

kümelerini analiz ederek anlamlı sonuçlar çıkarma konusunda oldukça başarılıdır. Su 

temin ve dağıtım sistemlerinde zaman serileri tahmini için kullanılan yapay sinir ağları 

ve uzun kısa süreli bellek (LSTM) modelleri, su seviyelerinin ve su talebinin gelecekteki 

değerlerini öngörmede etkili araçlar olarak öne çıkmaktadır. Bu tezde, farklı yapay sinir 

ağı algoritmaları kullanılarak su temin ve dağıtım sistemlerindeki yeraltı suyu 

seviyelerinin tahmini yapılmış ve bu algoritmaların performansları karşılaştırılmıştır. 

Bu çalışmada, Kaggle'dan elde edilen AquiferAuser veri seti kullanılarak beş farklı 

kuyunun yeraltı suyu seviyeleri analiz edilmiş ve tahminlerde bulunulmuştur. NAR-NN 

ve LSTM gibi yapay sinir ağı algoritmaları kullanılarak elde edilen sonuçlar, tahminlerin 

doğruluğunu artırmak için farklı eğitim algoritmaları ve parametrelerle test edilmiştir. 

Elde edilen bulgular, yapay zekâ modellerinin su yönetiminde önemli bir rol 

oynayabileceğini ve doğru model seçimi ile optimizasyonun bu süreçte kritik olduğunu 

göstermektedir. Bu tez, yapay zekâ tekniklerinin su temin ve dağıtım sistemlerinde etkin 

bir şekilde kullanılabileceğini ve bu alandaki çalışmaların su kaynaklarının daha verimli 

ve sürdürülebilir yönetimine katkı sağlayacağını vurgulamaktadır. 
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5 BİRİNCİ BÖLÜM 

YERALTI SUYU VE ÖNEMİ 

1.1 Yeraltı Suyu 

Yeraltı suyu, özellikle su kıtlığı yaşanan ve geniş yeraltı su sistemlerine sahip bölgelerde, 

tamamlayıcı su kaynağı olarak işlev gören önemli bir kaynaktır (Wada vd., 2010). Yeraltı 

suyu kaynaklarının etkin yönetimi esastır ve son araştırmalar yeraltı suyu seviyelerindeki 

düşüşler, yeraltı suyu hidrolojisi üzerindeki etkisini vurgulayarak sürdürülebilir 

uygulamaların gerekliliğinin altını çizmiştir (Smerdon vd., 2009). Ayrıca, yeraltı suyu 

olanaklarının, zorluklarının ve potansiyel çözüm yollarının ilerlemesinde zamanın önemi 

görsel olarak ortaya konmuş ve yeraltı suyu sosyo-ekolojisinin incelikli bir şekilde 

anlaşılması gerekliliği vurgulanmıştır (Giordano, 2009).  Şekil 1.1’de ekolojik su 

döngüsünün aşamaları gösterilmiştir. (Su Döngüsü, 2024) 

Şekil 1.1. Su Döngüsünün Aşamaları 
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Hidrolojik döngünün önemli bir unsuru olan yeraltı suyu, özellikle su kıtlığı yaşanan ve 

geniş akifer sistemlerine sahip bölgelerde su kaynaklarının korunmasında çok önemli bir 

işleve sahiptir. Son zamanlarda yapılan çalışmalar, karmaşık arazilerde yeraltı suyu 

bağlantısının ve besin akışlarının yönetimi ve anlaşılmasına odaklanmıştır. Bu çalışmalar, 

bu süreçleri kavramsallaştırmak için modern jeofizik tekniklerin kullanılmasının 

gerekliliğini vurgulamaktadır. Ayrıca, antroposen çağında dünya çapındaki yeraltı suyu 

kaynaklarının uzun vadeli yaşayabilirliği ve yönetiminin incelenmesi, doğal kaynakların 

yönetimi ile dünya sistemlerinin bilimsel çalışması arasındaki karmaşık ilişkiyi 

vurgulayarak çoklu bakış açılarından analiz edilmiştir. 

Yeraltı suyu, özellikle sulu tarımda olmak üzere kentsel su temini ve kırsal geçim 

kaynaklarının korunmasında kritik bir role sahip olan temel ve önemli bir doğal kaynaktır 

(Foster & Chilton, 2003). Yeraltı suyunun ekolojik önemi, özellikle ekolojik açıdan 

büyük ilgi çeken yeraltı suyu ve nehir suyu arasındaki etkileşimler açısından çevre 

üzerindeki etkisinde yatmaktadır (X vd., 2012). Ayrıca, petrolden etkilenen yerlerde 

arsenik gibi kirleticilerin yeraltı sularına deşarj edilmesi, yeraltı suyu rezervlerinin 

bütünlüğü konusunda endişelere yol açmıştır (Cozzarelli vd., 2015).  

Ayrıca, yeraltı suyuna bağımlı olan bitki örtüsünün refahı yeraltı suyu sistemiyle 

yakından bağlantılıdır ve bu da çevresel kaynak yönetimi için yeraltı suyunun etkin bir 

şekilde yönetilmesinin önemini vurgulamaktadır (Eamus vd., 2006). Yeraltı suyu 

biyoçeşitliliğinin korunması, ekolojik dengenin sürdürülebilmesi için değerlendirilmesi 

ve korunmasına yönelik araştırmalar gerektiren temel bir özelliktir (Gibert & Culver, 

2009). Buna ek olarak, yirmi yıllık bir süre zarfında yapılan bibliyometrik bir araştırma, 

yeraltı suyu araştırmalarının dünya çapındaki durumu hakkında faydalı bilgiler sağlamış 

ve yeraltı suyu üzerine yapılan çalışmaların geniş yelpazesini ve önemini vurgulamıştır 

(Niu vd., 2014). 

Nemli iklim, su tablası derinliği ve yeraltı suyu şarj dinamikleri arasındaki bağlantı 

araştırılmış, iklim ve arazi kullanımının yeraltı suyu şarjı üzerindeki karmaşık etkisi 

ortaya çıkarılmıştır (Smerdon vd., 2008). Ayrıca, kıyı akiferlerinde deniz suyu girişimi 

üzerindeki akış yönüne bağlı dağılımın pratik sonuçları, kıyı bölgelerindeki yeraltı suyu 

yönetimi için önemli sonuçlar doğurmaktadır (Fahs vd., 2022). Buna ek olarak, 

araştırmacılar yeraltı suyundaki sülfatın kaynağını ve dağılımını araştırarak belirli 
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akiferlerdeki suyun kalitesini etkileyen kimyasal süreçler hakkında bilgi sağlamıştır 

(Long vd., 2021). 

Çalışma, yeraltı suyunun kullanımını ve bunun taşkın kontrolü ve su kaynakları yönetimi 

açısından sonuçlarını incelemiş, belirli alanlarda yeraltı suyuna alternatif olarak yüzey 

suyu kullanma olasılığını vurgulamıştır (Purnawan vd., 2022). Bununla birlikte, küresel 

yeraltı suyu sürdürülebilirliği zorlu bir görev olmaya devam etmekte ve yeraltı suyunun 

yönetimi için kapsamlı ve sürdürülebilir bir strateji gerektirmektedir (Gleeson, 2020). Qi 

ve arkadaşları (2021) tarafından yürütülen bir çalışmada, tuzlanmadan etkilenen 

yerlerdeki yeraltı sularının ekolojik eşiği incelenmiştir. Bu çalışmanın amacı, yeraltı suyu 

ile ilgili araştırmaları geliştirmek ve su kaynakları planlarının oluşturulması için değerli 

bilgiler sağlamaktır (Qi vd., 2021). 

Şekil 1.2’de, Fotor yapay zeka aracı ile oluşturulan görselde, yeraltı suyu araştırmaları 

ekoloji, çevre ve sürdürülebilirlik gibi çeşitli yönleri vurgulanmaya çalışılmıştır. Bu 

araştırma, insan faaliyetleri, arazi kullanımı ve yeraltı suyu dinamiklerini etkileyen doğal 

süreçler arasındaki karmaşık ilişkiyi araştırmaktadır. Yeraltı sularının sürdürülebilir 

yönetimi, tarım, kentsel kaynaklar ve ekolojik denge gibi çeşitli sektörler için kritik bir 

kaynak olması nedeniyle şimdiki ve gelecek nesiller için çok önemlidir. 

Şekil 1.2. Ekolojik Döngü 
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1.2  Yeraltı Suyu Oluşumu ve Kaynakları 

Önemli ve vazgeçilmez bir doğal kaynak olan yeraltı suyu, çok sayıda süreçle yaratılır ve 

çok sayıda engelle karşılaşır. Yeraltı suyunun yeniden doldurulması, yeraltı suyunun 

yaratılmasında çok önemli bir bileşendir (Vries & Simmers, 2002). Bu süreç karmaşıktır 

ve hidrojeokimyasal özellikler, Şekil 1.3’de görüldüğü gibi jeolojik oluşumlar ve insan 

faaliyetleri gibi çeşitli unsurlardan etkilenir (S. Wang vd., 2021). Sığ yeraltı sularındaki 

yüksek florür miktarları çoğunlukla buharlaşma konsantrasyonu, sızıntı yoluyla 

zenginleşme ve insan kaynaklı kirlilik gibi mekanizmalardan kaynaklanmaktadır (Gao 

vd., 2020). Ayrıca, iklim değişikliği ve insan faaliyetlerinin yeraltı sularının yenilenmesi 

ve hidrolojik süreçler üzerindeki yansımaları, yeraltı suyu kaynaklarının uzun vadeli 

yaşayabilirliği için bir risk oluşturmaktadır (Tolera & Chung, 2021; Wossenyeleh vd., 

2020). Yeraltı suyunun oluşumunda rol oynayan mekanizmalar hakkında bilgi edinmek, 

bu değerli kaynağı yönetmeyi ve korumayı amaçlayan stratejilerin başarılı bir şekilde 

uygulanması için çok önemlidir 

Şekil 1.3. Akifer Yapısı 
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Buna ek olarak, yeraltı suyunun kalitesi hidrojeokimyasal özellikler, jeolojik oluşumlar 

ve insan faaliyetleri gibi bir dizi unsurdan etkilenir (Gao vd., 2020; S. Wang vd., 2021). 

Madencilik bölgelerindeki yeraltı suyunun hidrojeokimyasal özelliklerinin ve oluşum 

mekanizmalarının incelenmesi, jeolojik yapıların yeraltı suyunun kalitesi üzerindeki 

önemli etkisini vurgulayan bir örnektir (S. Wang vd., 2021). Ayrıca, sulu tarımın yeraltı 

suyu şarjının tuzluluğu üzerindeki etkisi, yarı kurak alanlarda önemli bir sürdürülebilirlik 

sorunu olarak kabul edilmiş ve bu sorunun üstesinden gelmek için kapsamlı yönetim 

tekniklerinin gerekliliğini vurgulamıştır (Foster vd., 2018). Bu bulgular, yeraltı suyu 

yaratma süreçleri ile yeraltı suyunun kalitesi arasındaki karmaşık bağlantıyı 

vurgulamakta ve yeraltı suyu yönetimine yönelik kapsamlı yaklaşımlara duyulan ihtiyacı 

ortaya koymaktadır. 

Özetlemek gerekirse, yeraltı suyunun oluşumu, Şekil 1.4’deki gibi hidrojeokimyasal 

özellikler, jeolojik yapılar ve insan faaliyetleri de dahil olmak üzere çok sayıda faktörden 

etkilenen karmaşık bir süreçtir. Yüksek florür seviyeleri, tuzluluk sorunları ve iklim 

değişikliğinin etkisi gibi yeraltı suyu oluşumuyla ilgili zorlukları ele almak için kapsamlı 

araştırma ve yönetim teknikleri gereklidir. Bu önlemler, bu temel kaynağın sürdürülebilir 

kullanımını sağlamak için gereklidir. Yeraltı suyunun oluşumu ile ilgili mekanizmaların 

ve zorlukların kapsamlı bir şekilde anlaşılması, bu değerli kaynağın yönetilmesi ve 

korunmasına yönelik stratejilerin başarılı bir şekilde uygulanması için gereklidir. 

Şekil 1.4. İyonların Hareketlerini ve Kimyasal Reaksiyonlarını Etkileyen Süreçleri İçeren 

Hidrojeokimyasal Döngü Diyagramı  
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1.3 Yeraltı Suyunun Bilinçsiz Kullanımı ve Etkileri 

Yeraltı sularının bilinçsiz kullanımı çevre ve türler üzerinde derin etkiler yaratabilir. 

Tarımda bitki büyüme düzenleyicilerinin uygunsuz ve bilinçsiz kullanımı çevre için 

zararlı sonuçlara yol açabilir. Bu düzenleyiciler, tarımsal uygulamalar sırasında toprağa 

karışma ve ardından yeraltı sularına sızarak tehdit oluşturma potansiyeline sahiptir  

(Ismail, 2022). Buna ek olarak, kullanılmış ürünlerin yanlışlıkla çevreye atılması çevre 

kirliliğini artırarak kaynakların hızla tükenmesine ve kirlilik seviyelerinin yükselmesine 

neden olur (Achylov & Kaygin, 2022). Ayrıca, tarımda gübre ve pestisitlerin yanlışlıkla 

uygulanması, yeraltı sularında NO3, SO4, As, F ve U gibi bazı elementlerin seviyelerinin 

yükselmesine yol açan yerel kirliliklerle ilişkilendirilmiştir (Başibüyük vd., 2020; Erşahin 

& Bilgili, 2023). 

Farkında olmadan yeraltı suyu kullanımının sonuçları, çevresel etkilerin ötesinde karar 

verme süreçlerine kadar uzanmaktadır. Çalışmalar, bilinçsiz bilişin bireylerin karmaşık 

ortamlarda davranışsal karar verme süreçlerini geliştirebileceğini ve seçimlerinden 

duydukları memnuniyeti artırabileceğini göstermiştir (Hu vd., 2018). Dahası, 

araştırmalar, bilinçsiz işlemenin, kararların sağlanan tüm bilgilerin kısa ve değerlendirici 

bir genel bakışına dayanabileceği durumlarda özellikle avantajlı olduğunu göstermiştir 

(Queen & Hess, 2010). Bununla birlikte, nanopartiküllerin yanlışlıkla emilmesi gibi 

zararlı sonuçlara yol açabileceğinden, bilinçsiz biliş ile bağlantılı olası tehlikeleri kabul 

etmek çok önemlidir. Bu durum, kentsel ve endüstriyel atıklar su ekosistemine girdiğinde 

ve trofik zincirler boyunca biriktiğinde ortaya çıkabilir (Zhang vd., 2022). 

Sonuç olarak, yeraltı suyunun yanlışlıkla kullanılmasının çevre, tarım ve karar alma 

prosedürleri üzerinde kapsamlı etkileri olabilir. Bilinçsiz yeraltı suyu kullanımının olası 

çevresel ve sağlık sonuçlarına ilişkin bilginin artırılması ve bu etkileri hafifletmek için 

sürdürülebilir ve dikkatli yöntemlerin savunulması önemlidir. 

1.4 Yeraltı Suyu ve İklim Değişikliği İlişkisi 

Hidrolojik döngünün önemli bir unsuru olan yeraltı suları, iklim değişikliğinin etkilerine 

karşı savunmasızdır. İklim değişikliğinin yeraltı suyu kaynakları üzerindeki potansiyel 

etkilerine ilişkin artan endişe, son yıllarda önemli ölçüde dikkat çekmiştir. Çalışmalar, 

iklim değişikliğinin yeraltı suyu sistemlerini, yeraltı suyunun yenilenmesini değiştirmek, 

yeraltı su rezervuarlarının davranışını etkilemek ve su tablasının derinliğinde 

dalgalanmalara neden olmak gibi çeşitli mekanizmalar yoluyla etkilediğini göstermiştir 
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(Costantini vd., 2023; Hamidi vd., 2021; Wu vd., 2020). İklim değişikliği ile küresel 

mücadele ışığında, iklim değişikliği ve yeraltı suyu kaynakları arasındaki karmaşık 

bağlantıları anlamak çok önemlidir. Bu anlayış, su kaynaklarını yönetmek ve değişen 

iklime uyum sağlamak için etkili yöntemler uygulamak açısından hayati önem 

taşımaktadır (Landes vd., 2014; Meyer, 2017). 

İklim değişikliğinin yeraltı suyu sistemleri üzerindeki etkisi büyük ilgi gören bir konudur. 

Çalışmalar, yeraltı suyu sistemlerinin iklim değişikliğine karşı küresel duyarlılığına 

ilişkin mevcut anlayışımızın sınırlı olduğunu göstermiştir. Ayrıca, yeraltı suyundan iklim 

sistemine olan geri bildirimlerde geniş bir çeşitlilik vardır (Cuthbert vd., 2019; 

Goderniaux vd., 2011). Ayrıca tahminler, artan sıcaklıkların Hindistan gibi ve ülkemizde 

Konya bölgelerinde yeraltı sularının tükenme hızını daha da kötüleştiğini Şekil 1.5’deki 

gibi obruklar oluştuğunu göstermekte ve iklim değişikliğinin yeraltı suyu rezervleri 

üzerindeki etkisinin kapsamlı bir değerlendirmesinin yapılmasının önemini 

vurgulamaktadır (Bhattarai, 2023). Ayrıca, Bangladeş'teki Rangpur bölgesi gibi kuraklığa 

duyarlı yerlerdeki yeraltı suyu rezervlerinin azalması, iklim değişikliği ve muson 

düzenleri nedeniyle yeraltı suyu seviyelerinin yer ve zaman içindeki dalgalanmasını 

vurgulamaktadır (Monir vd., 2022). 

Şekil 1.5. Bilinçsiz Yeraltı Suyu Kullanımı Sonucu Konya’da Oluşan Obruklar  
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İklim değişikliğinin yeraltı suyu kaynakları üzerindeki sonuçları, su hareketinin 

dinamiklerinin ötesine geçerek çevre ve toplumla ilgili diğer unsurları da kapsamaktadır. 

Tayland'daki aşağı Chao Phraya havzasında iklim değişikliğinin tarımsal gelir üzerindeki 

potansiyel etkilerini incelemek için, özellikle yeraltı suyu sürdürülebilirliği üzerindeki 

etkiye odaklanan bir araştırma yapılmıştır. Bu araştırma iklim değişikliği, yeraltı suyu 

kaynakları ve tarımsal geçim kaynaklarının karşılıklı bağımlılığını vurgulamaktadır 

(Balasubramanian & Saravanakumar, 2021; Tanachaichoksirikun vd., 2018). İklim 

değişikliğinin yeraltı suyu kaynakları üzerinde yarattığı karmaşık sorunlarla etkin bir 

şekilde mücadele etmek için bilimsel bilgi, politika önlemleri ve toplum katılımını 

birleştiren kapsamlı bir yaklaşım benimsemek gerekmektedir. Bu yaklaşım, bu hayati su 

kaynağının uzun vadeli ve sürdürülebilir yönetimini sağlamak için çok önemlidir (Meyer, 

2017). 

Dünya çapında öngörülen değişikliklerin yeraltı suyu sistemlerini etkilemesi 

beklendiğinden, iklim değişikliğinin yeraltı suyu kaynakları üzerindeki etkileri giderek 

artan bir endişe konusu haline gelmiştir (Green vd., 2011). Libya, Mısır ve Sudan'daki 

Nubian Akiferi'nin gösterdiği gibi, yenilenebilir yeraltı suyu kaynaklarının iklim 

değişikliğinin etkilerine karşı duyarlılığının anlaşılması, verimli su kaynakları yönetimi 

için çok önemlidir (Döll, 2009). Bununla birlikte, iklim değişikliği ve yeraltı suyu 

sistemleri arasındaki karmaşık etkileşim, yani Hindistan gibi bölgelerdeki yeraltı suyu 

tükenme oranlarının yoğunlaşması hala iyi anlaşılamamıştır (Bhattarai, 2023; Thomas & 

Famiglietti, 2019). 

İnsan faaliyetleri, iklim değişikliği ve yeraltı suyu kaynakları arasındaki ilişki, 

gelecekteki iklim senaryoları altında Kuzey Çin Ovası'nın sulanan tarım bölgesinde 

yeraltı suyu seviyelerindeki insan kaynaklı değişiklikleri tahmin etme yeteneğinin 

yetersiz olmasının da gösterdiği gibi, çok önemli bir çalışma alanıdır (Chen vd., 2023). 

Dahası, iklim kaynaklı yeraltı suyu tükenmesinin tespiti, iklimsel değişkenliğin hem 

doğrudan hem de dolaylı sonuçlarının etkilerini sıklıkla göz ardı ederek kısıtlanmıştır 

(Thomas & Famiglietti, 2019). İklim değişikliği ve yeraltı suyu kalitesi arasında bağlantı 

kurmak için, karmaşık ve ölçülmesi zor etki mekanizmalarını vurgulayan dünya çapında 

önemli tahminler üretmek için kapsamlı veri kümeleri gereklidir (McDonough vd., 2020; 

S. J. Wang vd., 2021). İklim değişikliği, Şekil 1.6’daki gibi insanlık için büyük bir küresel 
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endişe kaynağı olarak giderek daha fazla öne çıkmaktadır. Kuzey Tayland'da hem yüzey 

suyunun hem de yeraltı suyunun yenilenmesini etkilemektedir (Petpongpan vd., 2020). 

Şekil 1.6. İklim Değişikliğinin Su Kaynaklarına Etkisi 

 

 

İklim değişikliğinin yeraltı sularının uzun vadede yaşayabilirliği üzerindeki etkisi önemli 

ve acil bir konudur. Bu durum, Tayland'daki Yukarı Chao Phraya Nehri havzasında ve 

Mississippi Embayment'ta yeraltı suyu rezervlerinde beklenen azalma ile 

kanıtlanmaktadır (Ouyang vd., 2021; Pratoomchai vd., 2014). Ayrıca, Bangladeş'teki 

Rangpur bölgesi gibi kuraklığa eğilimli bölgelerdeki yeraltı suyu seviyelerinin azalması, 

iklim değişikliğinin yeraltı suyu kaynakları üzerinde yarattığı karmaşık zorlukların acilen 

ele alınması gerektiğini vurgulamaktadır (Monir vd., 2022). İklim değişikliğinin olumsuz 

sonuçlarını ele almak ve sürdürülebilir entegre su yönetimi stratejilerinin uygulanmasını 

sağlamak için etkin yönetişimin sağlanması şarttır. Bu, iklim değişikliği nedeniyle risk 

altında olan yeraltı suyu kaynaklarının etkin bir şekilde yönetilmesi için özellikle 

önemlidir (Yagbasan, 2016).  

1.5  Yeraltı Suyunun Korunması ve Sürdürülebilir Yönetimi 

Yeraltı sularının korunması ve uzun vadede yaşayabilirliği, bu önemli kaynağın gelecek 

kuşaklar için erişilebilirliğini garanti altına almak için gereklidir. Sulamaya yönelik 

önemli talep ve artan nüfus göz önüne alındığında, yeraltı suyu seviyelerini (YAS) doğru 

bir şekilde tahmin etmek için yeraltı suyu sistemlerine ilişkin kavrayışımızı geliştirmek 

zorunludur (Malakar vd., 2022). Bunu anlamak, yeraltı suyu kaynaklarının sürdürülebilir 
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yönetimi için çok önemlidir. Ayrıca, yeraltı suyunun sürdürülebilirliğini sağlamak için 

kapsamlı ve her şeyi kapsayan bir yapının, güvenli verim, yenilenebilirlik, tükenme veya 

stres gibi geleneksel kavramlara kıyasla yönetişim ve yönetim için daha büyük öneme 

sahip olduğu vurgulanmıştır (Gleeson vd., 2022). Bu durum, birden fazla unsurun 

karmaşık etkileşimini göz önünde bulundurarak, yeraltı suyu kaynaklarının uzun vadeli 

yaşayabilirliğini sağlamak için daha kapsamlı bir stratejiye yönelik temel bir bakış açısı 

değişikliğinin gerekliliğini vurgulamaktadır. 

Etkili yeraltı suyu yönetişimi ve yönetimi, bu doğal kaynağın korunması ve uzun vadede 

yaşayabilirliği için elzemdir. Yeraltı sularının mülkiyeti genellikle hükümetlere aittir ve 

yönetimi koruma, sürdürülebilir kullanım ve herkes için suya eşit erişim sağlamayı 

amaçlayan politikalarla yönetilir (Aeschbach–Hertig & Gleeson, 2012). Ayrıca, koruma 

stratejilerinin başarılı bir şekilde yürütülmesi, yeraltı suyunun korunmasının uzun vadeli 

uygulanabilirliğini etkileyen yönetişim bileşenlerinin ve özelliklerinin kapsamlı bir 

şekilde anlaşılmasını gerektirmektedir (Mirnezami vd., 2019). Bu durum, yeraltı suyu 

kaynaklarının uzun vadeli ve sorumlu kullanımını garanti altına almak için güçlü 

yönetişim çerçevelerine ve düzenlemelerine duyulan ihtiyacı vurgulamaktadır. Buna ek 

olarak, yeraltı suyu yönetişiminin inceliklerini ve sürdürülebilirlikle ilişkisini 

araştırmanın bir yolu olarak yeraltı suyu düzenlemelerini tasarlamak için bilim odaklı bir 

strateji önerilmiştir (Gleeson vd., 2022). Bu yaklaşım, yeraltı sularının korunması ve 

sürdürülebilirliği ile ilgili karmaşık zorlukların üstesinden gelmek için doğa ve sosyal 

bilimlerde uzmanlaşmış bilim insanları arasında çok disiplinli iş birliğinin gerekliliğini 

vurgulamaktadır. 

Yeraltı suyu kaynaklarının etkin yönetimi, aşırı kullanım ve tükenmeden kaynaklanan 

sorunların üstesinden gelmek için çok önemlidir. Araştırmalar, menfaat sahibi bireyler 

tarafından yönetilen ve düzenleyici denetimle desteklenen koruma girişimlerinin 

uygulanmasının, aşırı yüklü akiferlerde sürdürülebilirliği sağlamak için bir araç olarak 

hizmet edebileceğini göstermiştir (Deines vd., 2019). Buna ek olarak, yeraltı suyu 

pompalamasının azaltılması ve suyun yönünün değiştirilmesi gibi insan müdahalelerinin 

yeraltı suyu depolamasının dengelenmesinde ve uzun vadeli sürdürülebilirliğin garanti 

altına alınmasındaki etkinliği kabul edilmiştir (Yang vd., 2022). Bu bulgular, 

sürdürülebilir yeraltı suyu yönetimini sağlamak için proaktif önlemler ve müdahaleler 

almanın önemini vurgulamaktadır. Özetle, bu gözlemlerin birleşimi, yeraltı suyu 
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kaynaklarının korunması ve sürdürülmesi için kapsamlı ve çok disiplinli bir stratejinin 

benimsenmesi gerekliliğini vurgulamaktadır. Bu yaklaşım, yönetişim, yönetim ve ilgili 

tüm tarafların aktif katılımı gibi unsurları içermelidir. 

Birleşmiş Milletler'in 2030 Sürdürülebilir Kalkınma Gündemi, 169 hedef ve izleme için 

birçok göstergenin eşlik ettiği 17 sürdürülebilir kalkınma hedeflerinden (SKH) 

oluşmaktadır. Bu hedefler, sürdürülebilir kalkınmanın ekonomik, çevresel ve sosyal 

yönlerini ele almayı amaçlamaktadır (Salvia vd., 2019). SKH'lerin gerçekleştirilmesi, çok 

uluslu işletmelerin katılımına bağlıdır (Zanten & Tulder, 2018). Yeraltı suyu kaynakları 

ve su kalitesiyle ilgili sürdürülebilir kalkınma hedeflerine ulaşılması, SKH'lerin birbirine 

bağımlılığını ve bunlarla mücadele etmek için kapsamlı stratejilerin gerekliliğini 

vurgulayan birçok yerde çok önemli bir konudur(Alexakis, 2021). Birleşmiş Milletler 

Genel Kurulu, 2000 yılında Milenyum Kalkınma Hedeflerinin onaylanmasından 

etkilenen bir dizi SKH ortaya koymuştur. Bu SKH'ler, sürdürülebilir kalkınmanın üç 

ayağını dengeli ve birbiriyle ilişkili bir şekilde kapsamakta ve hedeflerin kapsamlı 

doğasını vurgulamaktadır (Medeiros, 2020). 

Yeraltı sularının korunması, Birleşmiş Milletler tarafından belirlenen hedeflere ulaşılması 

için elzemdir. Çiftçilerin hayvan dışkısı için çevre dostu bertaraf tesisleri inşa etme 

konusunda teşvik edilmemesi, yeraltı sularının korunmasının önünde önemli bir engel 

teşkil etmekte ve dolayısıyla Şekil 1.7’deki SKH 6: "temiz su ve sanitasyon" hedefine 

ulaşılmasını tehlikeye atmaktadır (Deng vd., 2022) .Yeraltı suları, SKH 2 ve 6 ile uyumlu 

olarak ekosistemlerin sağlığının korunması, gıda güvenliğinin sağlanması ve güvenli 

içme suyuna erişimin sağlanmasında çok önemli bir role sahiptir (Reinecke vd., 2023). 

Ayrıca, yeraltı sularının kirliliğe karşı korunması ve paydaşlara yönelik eğitim ve 

farkındalık girişimlerinin yürütülmesi, SKH doğrudan katkıda bulunarak gelecek için çok 

önemli girişimlerdir (Indika vd., 2022). SKH hedeflerine başarılı bir şekilde ulaşılması, 

yeraltı suyunun mevcudiyeti, kalitesi ve erişilebilirliği gibi avantajlı yönlerine bağlıdır. 

Ancak, başarılı bir şekilde yönetilmediği takdirde, bu hususların hem toplum hem de 

doğal çevre üzerinde olumsuz etkileri olabilir (Petitta vd., 2023). 

Sonuç olarak, yeraltı sularının korunması, özellikle temiz su ve sanitasyonun sağlanması, 

ekosistem refahının korunması ve sürdürülebilir su yönetişiminin uygulanmasıyla ilgili 

olanlar olmak üzere çeşitli SKH ulaşılmasıyla yakından bağlantılıdır. SKH'lerin birbirine 

bağımlılığı, yeraltı sularının korunması ve sürdürülebilir kalkınmanın 
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desteklenmesindeki rolünün ele alınması için kapsamlı ve koordineli stratejilerin 

gerekliliğini vurgulamaktadır. 

Şekil 1.7. Birleşmiş Milletler ’in 2030 Sürdürülebilir Kalkınma Hedefleri (Sürdürülebilir Kalkınma 

Hedefleri, 2024) 

 

 

1.6 Yeraltı Suyu Verilerin Kaydedilmesi  

Yeraltı suyu verilerinin kaydedilmesi, hidrojeolojik incelemelerin ve çevresel gözetimin 

önemli bir bileşenidir. Yeraltı suyu sistemlerinin çeşitli özelliklerini ve kapsamlı veri 

toplama gerekliliğini yansıtan yeraltı suyu verilerini gözlemlemek ve belgelemek için çok 

çeşitli teknikler ve metodolojiler oluşturulmuştur. Masood ve diğerleri yeraltı suyunun 

izlenmesine yönelik yöntemlerin kapsamlı bir incelemesini sunmaktadır. Bu yöntemleri 

üç ayrı kategoride sınıflandırarak, yeraltı suyu verilerini toplamak için çeşitli 

metodolojiler kullanmanın önemini vurgulamaktadırlar (Masood vd., 2022). Yeraltı suyu 

izleme, Malenda ve Penn'in Denver Havzası'ndaki ana kaya akiferlerindeki yeraltı suyu 

seviyelerini araştırırken örneklediği gibi, yeraltı suyu seviyelerini düzenli olarak ölçmek 

ve kaydetmek için tipik olarak basınç transdüserleri kullanır (Malenda & Penn, 2020). 

Buna ek olarak, Parvin ve arkadaşları yeraltı suyu seviyelerindeki bölgesel örüntüyü ve 

zamansal değişimleri incelemek için kuyu log verilerini kullanarak yeraltı suyu 
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dinamiklerini anlamak için uzun vadeli veri toplamanın önemini vurgulamıştır (Parvin 

vd., 2011). 

Doğru su seviyesi ölçümü, sulama, taşkın tahmini ve çevresel izleme dahil olmak üzere 

bir dizi önemli kullanım için gereklidir. Su seviyelerini ölçmek için limnigraflar, basınç 

sensörleri, ultrasonik sensörler ve görüntü tabanlı yöntemler gibi çeşitli yaklaşımlar ve 

teknolojiler geliştirilmiştir. Gençoğlan ve arkadaşları bir sulama kanalındaki su 

seviyelerini ve akış oranlarını limnigraflar, basınç sensörleri ve ultrasonik sensörler 

kullanarak değerlendirmiştir. Bu çeşitli teknolojilerden elde edilen ortalama okumaları 

vurgulamışlardır (Gençoğlan vd., 2023). Ayrıca, Eltner ve diğerleri mevcut tekniklerin 

kısıtlamalarına işaret ederek otomatik su seviyesi ölçümünün gerekliliğini vurgulamıştır 

(Eltner vd., 2018). Buna ek olarak, Chetpattananondh ve arkadaşları kendi kendini kalibre 

edebilen interdijital kapasitif sensör kullanarak su seviyelerini ölçmek için bir yöntem 

önermiştir (Chetpattananondh vd., 2014). Ayrıca, Li ve arkadaşları ultra küçük bir basınç 

sensörü kullanarak bir fluviyograf geliştirerek modern teknolojinin su seviyesi ölçüm 

cihazlarına dahil edilebileceğini göstermiştir (Li vd., 2019). Gösterilen örnekler, çağdaş 

su seviyesi ölçüm yöntemlerinde limnigrafların çok çeşitli kullanım alanlarını 

göstermekte ve hidrolojik araştırma ve yönetimdeki önemini vurgulamaktadır. Bu 

yöntemler, ölçümlerin doğruluğunu ve güvenilirliğini artırmaya odaklanmaktadır. 

Yapılan çalışmalar, su seviyelerini değerlendirmek için kullanılabilecek, her biri kendine 

özgü fayda ve dezavantajlara sahip çeşitli metodoloji ve teknolojileri sergilemekte ve 

böylece bu önemli konunun ilerlemesine katkıda bulunmaktadır. 

Yeraltı sularının sürekli ve kapsamlı bir şekilde izlenmesinin önemi, Kim ve Lekic 

tarafından da vurgulanmakta ve yüzey suyu kaynaklarının aksine, dünya çapında birçok 

bölgede yeraltı sularının yetersiz yönetim odağına ve yetersiz izlenmesine dikkat 

çekilmektedir (Kim & Lekic, 2019). Lee ve arkadaşları tarafından yürütülen çalışma, 

yeraltı suyu verilerinin halka erişilebilirliğini vurgulayarak, açık veri kurallarının yeraltı 

suyu bilgilerinin şeffaflığını ve kullanılabilirliğini ilerletmedeki öneminin altını 

çizmektedir (Lee vd., 2021). Ayrıca, kritik bölgenin yeraltı suyuna verdiği kapsamlı 

tepkiyi doğru bir şekilde ölçmek için birden fazla veri akışı kullanmanın ve uzun vadeli 

kayıtlar tutmanın gerekliliğini vurgulayın. Bu, sınırlı finansal kaynakların neden olduğu 

yetersiz veya kesintili uzun vadeli veri kayıtlarının yarattığı zorlukların altını çizmektedir 

(Singha & Navarre‐Sitchler, 2021). 
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Knierim ve diğerleri, yeraltı suyu verilerinin toplanmasıyla ilgili engelleri ve 

karmaşıklıkları incelemektedir. Belirli sahalarda yeraltı suyu kullanımının kesin 

kayıtlarının geliştirilmesindeki sınırlamaları vurgulamakta ve yeraltı suyu kullanımının 

ve kullanılabilirliğinin doğru bir şekilde tahmin edilmesinin önemini vurgulamaktadırlar 

(Knierim vd., 2017). Buna ek olarak, Holland ve arkadaşları tarafından yürütülen çalışma, 

yeraltı suyu çıkarımı için sofistike sensör ağlarının oluşturulması ve doğrulanmasına 

odaklanmaktadır. Bu çalışma, yeraltı suyunun izlenmesine yönelik teknolojilerin ve 

metodolojinin geliştirilmesine yönelik devam eden çabaların altını çizmektedir (Holland 

vd., 2022). Referanslar, farklı metodolojiler, zorluklar ve yeraltı suyu dinamiklerini 

anlamak için sürekli ve kapsamlı izlemenin önemi de dahil olmak üzere yeraltı suyu 

verilerini kaydetmenin çeşitli yönlerini vurgulamaktadır (Knierim vd., 2017). 

1.7 Yeraltı Suyu Verilerini Kullanarak Tahminleme Çalışmaları 

Yeraltı suyu verilerinin değerlendirilmesi, özellikle su kıtlığı yaşanan bölgelerde su 

kaynakları yönetiminin önemli bir bileşenidir. Yeraltı suyu çekimine ilişkin rakamlar 

sıklıkla eskimekte ve jeopolitik sınırlar arasında tutarsız metodolojiler kullanılarak 

değerlendirilmektedir (Richey vd., 2015). Bu uyumsuzluğun varlığı, yeraltı suyu 

depolamasındaki dalgalanmaları anlamak için kesin ve güncel tahmin yöntemlerine 

duyulan ihtiyacın altını çizmektedir. Bazı araştırmalar, birden fazla bilgi kaynağı 

kullanarak Hindistan Ganj Havzası gibi belirli alanlarda yeraltı suyu depolama 

tükenmesinin tahminine öncelik vermiştir (Sreekanth vd., 2023). Bu metodolojiler, yeraltı 

suyu depolama tahminlerinin hassasiyetini artırmak için çeşitli veri kaynaklarını bir araya 

getirmenin önemini göstermektedir. 

Asoka ve diğerleri tarafından yapılan çalışma, muson yağışlarının ve pompajın 

Hindistan'daki yeraltı suyu depolamasındaki değişimleri ne ölçüde etkilediğini 

incelemiştir (Asoka vd., 2017). Çalışma, yeraltı suyu dinamiklerindeki doğal ve insani 

etkiler arasındaki karmaşık etkileşimi vurgulamaktadır. Bu durum, hem iklimsel 

faktörleri hem de insan eylemlerini dikkate alan kapsayıcı tahmin tekniklerinin 

gerekliliğini vurgulamaktadır. Ayrıca, Maréchal ve diğerleri (2006) yarı kurak bölgelerde 

sulu tarım yapılan yeraltı suyu havzalarında spesifik verim ve doğal şarjın hesaplanmasını 

araştırmıştır (Maréchal vd., 2006). Elde ettikleri bulgular, yeraltı suyu seviyelerini tahmin 

ederken arazi kullanımı ve insan müdahalelerini dikkate almanın önemini 

vurgulamaktadır. 
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Ayrıca araştırmacılar, yeraltı suyu tükenmesinin atmosferik karbondioksit seviyeleri 

üzerindeki etkilerini inceleyerek yeraltı suyu dinamiklerinin hidrolojik 

değerlendirmelerin ötesine geçen kapsamlı sonuçlarını vurgulamışlardır (Wood & 

Hyndman, 2017). Bu durum, yeraltı suyu tükenmesinin çevresel ve iklimsel sonuçlarını 

değerlendirmek için hassas tahmin yöntemlerinin önemini vurgulamaktadır. Yeraltı suyu 

şarj tahmini, doğrusal olmayan transfer fonksiyonu gürültü modelleri gibi tekniklerin 

uygulanmasıyla kolaylaştırılmıştır ve yeraltı suyu tahmini için erişilebilen çok çeşitli 

metodolojik yaklaşımları göstermektedir (Collenteur vd., 2021). 

Buna ek olarak, çalışmada bölgesel yeraltı suyu şarjını tahmin etmek için izleyici 

tekniklerinin ve hidrolojik bütçe yöntemlerinin kullanımı vurgulanmaktadır. Bu durum, 

yeraltı suyu tahminlerinin inceliklerini ele almak için kullanılan yaklaşımların çeşitliliğini 

göstermektedir (Manghi vd., 2009; Yin vd., 2009). Çeşitli stratejilerin varlığı, yeraltı suyu 

dinamiklerini uygun şekilde değerlendirmek için kapsamlı ve entegre yaklaşımlar 

kullanmanın önemini vurgulamaktadır. Buna ek olarak, yeraltı suyu potansiyelinin 

haritalanması için veri madenciliği algoritmalarının ve uzaktan algılama verilerinin 

uygulanması, yeraltı suyu kaynaklarının tahmin edilmesinde sofistike teknolojilerin 

kullanıldığını vurgulamaktadır (Lee vd., 2019). Ayrıca Şentürk ve diğerleri tarafından 

yapılan bir çalışmada, yapay zeka ile LT2 kuyusunun verileri ile doğrusal olmayan 

otoregresif sinir ağı kullanarak ileriye dönük yeraltı suyu tahminlemesi yapmışlardır 

(Şentürk vd., 2023). 

Özetlemek gerekirse, yeraltı suyu verilerinin değerlendirilmesi, çeşitli veri kaynaklarının, 

metodolojik yaklaşımların ve hem doğal hem de insani faktörlerin dikkate alınmasını 

gerektiren karmaşık bir girişimdir. İncelenen araştırmalar, yeraltı suyu dinamiklerinin 

karmaşıklığının üstesinden gelmek ve iyi bilgilendirilmiş su kaynakları yönetimini 

kolaylaştırmak için kesin ve kapsayıcı tahmin yöntemlerinin gerekliliğini 

vurgulamaktadır. 

  



6  

7  

8  

9  

10 İKİNCİ BÖLÜM 

MATERYAL VE METOD 

2.1 Veri Seti ve Çalışma Alanı 

Kaggle’dan elde edilen AquiferAuser veri setinden LT2, SAL, PAG, CoS ve DIEC 

kuyularının kaydedilen yeraltı su seviyelerini kullanarak simülasyon çalışmaları 

gerçekleştirilmiştir  (Acea Smart Water Analytics, 2023). Tablo 1.1’de veri seti olarak 

kullanılan kuyuların data özellikleri ve Şekil 2.1 ile Şekil 2.5 arasındaki şekillerde zamana 

bağlı su seviyelerinin değişimleri gösterilmiştir. Bu su kütlesi kuzey ve güney olmak 

üzere iki alt sistemden oluşmaktadır ve birincisi diğerinin davranışını kısmen 

etkilemektedir. Kuzey alt sistemi bir su tablası akiferi iken, güney alt sistemi bir artezyen 

yeraltı suyu sistemidir. Kuzey sektöründeki seviyeler SAL, PAG, CoS ve DIEC kuyuları 

tarafından gösterilirken, güney sektöründeki seviyeler LT2 kuyusu tarafından 

gösterilmektedir. Test ve eğitim için kullanılacak olan verilerin ayrıştırılmasında ön işlem 

olarak eksik veriler bulunmuş ve bu veriler en yakın komşular ile enterpolasyon işlemi 

yapılmıştır. Enterpolasyon sonucunda oluşan datadan boş olan veriler ayıklanarak 

deneyde kullanılacak olan veri seti oluşturulmuştur. 

 

 

 

 

 

 

 

 



18 

 

Tablo 2.1. Aquifer Veri Setinden Alınan Verilerin Özellikleri 

 

 Başlangıç  

Tarihi 

Bitiş  

Tarihi 

Veri  

Uzunluğu 

Veri  

Sıklığı 

Depth_to_Groundwater_LT2 01.01.2006 30.06.2020 5476 Günlük 

Depth_to_Groundwater_SAL 06.04.2007 30.06.2020 4835 Günlük 

Depth_to_Groundwater_PAG 01.01.2009 30.06.2020 4199 Günlük 

Depth_to_Groundwater_CoS 29.06.2006 30.06.2020 3336 Günlük 

Depth_to_Groundwater_DIEC 02.01.2011 30.06.2020 3468 Günlük 

 

Şekil 2.1. Aquifer Veri Setinden Alınan LT2 Kuyusunun İşlenmemiş Verisi 

 

 

Şekil 2.2. Aquifer Veri Setinden Alınan SAL Kuyusunun İşlenmemiş Verisi 
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Şekil 2.3. Aquifer Veri Setinden Alınan PAG Kuyusunun İşlenmemiş Verisi 

 

 

Şekil 2.4. Aquifer Veri Setinden Alınan CoS Kuyusunun İşlenmemiş Verisi 

 

 

Şekil 2.5. Aquifer Veri Setinden Alınan DIEC Kuyusunun İşlenmemiş Verisi 
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2.2 Yöntemler 

2.2.1 Yapay Sinir Ağları (YSA) 

YSA, insan beyninin öğrenme sürecini taklit ederek öğrenme, hafıza ve genelleme 

yoluyla edinilen bilgiyi kullanmamızı sağlar. Bilgisayar yazılımı, mevcut verilerden yeni 

veriler üretmek gibi temel faaliyetlerin yürütüldüğü yerdir. Sinir ağı, biyolojik 

nöronlardan oluşan bir sistem veya yapay nöronlardan veya düğümlerden oluşan yapay 

bir ağdır (Hopfield, 1982). Dolayısıyla, bir sinir ağı biyolojik nöronlardan oluşan 

biyolojik bir sinir ağı veya yapay zeka konularını ele almak için kullanılan yapay bir sinir 

ağı olabilir. Biyolojik nöron bağlantıları, yapay sinir ağlarında düğümler arasındaki 

ağırlıklar olarak temsil edilir. Pozitif ağırlık etkinleştirici bir bağlantıyı gösterirken, 

negatif değerler bastırıcı bağlantıları ifade eder. Tüm girdiler bir ağırlık kullanılarak 

birleştirilir ve toplanır. Bu faaliyetin adı doğrusal kombinasyondur. Bir aktivasyon 

fonksiyonu nihai olarak çıktının büyüklüğünü düzenler. Kabul edilebilir bir çıktı aralığı 

genellikle 0 ila 1 aralığına düşer veya alternatif olarak -1 ila 1 arasında değişebilir.  

Yapay ağlar, öngörücü modelleme, uyarlanabilir kontrol ve bir veri seti üzerinde eğitim 

içeren uygulamalar için kullanılır. Otodidaktizm, karmaşık ve görünüşte farklı verilerden 

içgörüleri sentezleyebilen birbirine bağlı sistemler içinde ortaya çıkabilir.  

Şekil 2.6. Sinir Ağı Modeli 

 

 

Bilim insanları, insan beyninin olağanüstü niteliklerini taklit eden matematiksel modeller 

oluşturmak için beynin nörolojik ve fiziksel yapısını temel olarak kullanmışlardır. İnsan 
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beyninin işleyişini simüle etmek için yapay nöron ve yapay ağ modelleri önerilmiştir 

(Sağiroğlu vd., 2003). Böylece yapay sinir ağları (YSA) olarak bilinen yeni bir araştırma 

alanı ortaya çıkmıştır. Yapay sinir ağı (YSA), belirli bir amacı gerçekleştirmek için insan 

beyninin ve nöronlarının yapısını taklit eden bir sistemdir. Şekil 2.6'da bir Yapay Sinir 

Ağının (YSA) temel blok diyagramı gösterilmektedir.  

Katmanlı yapay sinir ağı (YSA) mimarisi, çeşitli topolojilerde düzenlenmiş birbirine 

bağlı nöronlara sahiptir. Bileşenler insan sinir sisteminden ilham alır. Sinir ağları, belirli 

bir amacı gerçekleştirmek için nöronlar arasındaki bağlantıların çarpan veya katsayı 

değerlerini maksimize ederek eğitilebilir. Şekil 1.7'de bir nöron modeli gösterilmektedir. 

Bir sinir düğümü giriş değerleri, ağırlıklar, toplama işlemi, transfer fonksiyonu ve çıkış 

değerinden oluşur. Bir Yapay Sinir Ağı (YSA), insan beyni gibi paralel bir işlemci olarak 

işlev görür. Bilgi edinebilir, depolayabilir ve bileşenleri arasındaki ağırlıklı bağlantılar 

aracılığıyla genellemeler yapabilir. Öğrenme süreci, istenen hedefe ulaşmak amacıyla 

ağırlıkları ayarlamak için öğrenme algoritmalarının kullanılmasını gerektirir.  

Şekil 2.7. Yapay bir nöron modeli 

 

 

Şekil 2.7, n'nin girdi sayısını, p'nin girdi değerlerini, w'nin girdileri ve nöronu birbirine 

bağlayan ağırlık çarpanını, b'nin nöronun önyargısını, f'nin transfer fonksiyonunu ve a'nın 

çıktı değerini temsil ettiği bir sinir ağını göstermektedir. Girdiler başlangıçta ağırlıklarla 

çarpılır ve daha sonra toplanır. Bias değeri çevirilere uygulanır ve çıktı transfer 
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fonksiyonundan geçirilerek belirlenir. Transfer fonksiyonu doğrusal ya da doğrusal 

olmayan olabilir. Bu paradigma, girdi ve çıktı arasında matematiksel bir fonksiyon 

bağlantısı kurar. Nörondan istenen çıktıyı elde etmek için w ve b değerleri ayarlanmalıdır. 

Yapay sinir ağı nöron modelinin matematiksel gösterimi Aslantas & Kurban tarafından 

verilmiştir (Aslantaş & Kurban, 2007). 

1

( )
n

i i
i

a f bpw

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(1) 

Sığ sinir ağları, bir giriş katmanı, bir gizli katman ve bir çıkış katmanından oluşan temel 

bir yapay sinir ağı türüdür. Giriş katmanı modelin dış ortamdan veri almasını sağlar ve 

bu verileri gizli katmana aktarır. Gizli katman, modelin öğrendikçe bilgiyi temsil etme 

yeteneğini geliştirmek için girdi verilerini manipüle eder. Her gizli katman, girdi 

verilerinin ağırlıklı toplamlarını alan ve bunları bir aktivasyon fonksiyonu kullanarak 

işleyen belirli sayıda nöron hücresinden oluşur. Çıktı katmanı, gizli seviyeler tarafından 

işlenen bilgileri kullanarak sonuçlar üretir. Tek katmanlı olan bu sinir ağları, yapay sinir 

ağı araştırmalarında bir çalışma odağıdır. Bu ağlar örüntü tanıma ve makine öğrenimi gibi 

çeşitli uygulamalarda başarı göstermiştir (Schmidhuber, 2015). Sığ sinir ağları, minimum 

katman sayısı nedeniyle derin sinir ağlarına göre hesaplama açısından verimli ve 

eğitilmesi daha kolaydır. Sığ sinir ağları, herhangi bir düzgün fonksiyonu taklit etme 

yeteneğine sahiptir ve bu da onların ifade potansiyelini göstermektedir (Becker & Zhang, 

2020). Sığ sinir ağlarının avantajları vardır, ancak derin sinir ağlarına kıyasla temsil 

kabiliyeti sınırlıdır, çünkü derin ağlar sığ ağların yapamadığı durumları verimli bir şekilde 

temsil edebilir (Jia vd., 2020). Sonuçlar, gerçek dünya sorunlarının üstesinden gelmek 

için sığ sinir ağları kullanmanın pratik önemini vurgulamaktadır. Sığ ve derin sinir ağları 

arasında karar verirken, görevin özel gereksinimlerini göz önünde bulundurmak çok 

önemlidir. Sığ ağlar bazı durumlarda temsil gücü ve hesaplama verimliliği açısından 

avantajlar sunabilirken, derin ağlar diğerlerinde karmaşık özellikleri yakalamak için daha 

uygun olabilir (Guo vd., 2019). Tek bir gizli katmanla karakterize edilen sığ sinir ağları, 

hesaplama verimliliği ve ifade yetenekleri sağlayarak onları çok çeşitli uygulamalar için 

uygun hale getirir. Belirli görevlerde ve pratik alanlarda etkinlik göstermiş olsalar da sığ 

bir sinir ağının en iyi seçenek olup olmadığına karar vermek için sorunun ihtiyaçlarını 

kapsamlı bir şekilde değerlendirmek önemlidir. Sığ ve derin sinir ağlarının 
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ödünleşimlerini anlamak, çeşitli durumlarda benzersiz güçlerinden yararlanmak için çok 

önemlidir. 

Sığ bir sinir ağının temel yapısını Şekil 2.8.’deki gibi gösterilebilir. Diyagramdaki her 

daire veya düğüm bir nöron hücresini temsil eder ve oklar her bir nöron hücresinden gelen 

girdi verilerinin ve çıktıların akışını gösterir. Giriş katmanı genellikle şeklin sol tarafına 

yerleştirilir, arada gizli katman bulunur ve çıkış katmanı sağ tarafta yer alır. Her düğüm, 

katman içindeki bir nöron hücresini sembolize eder ve oklar üzerindeki ağırlıklar, girdiler 

ve hücreler arasındaki bağlantıların yoğunluğunu gösterir. Bu grafik yardımı, sığ sinir 

ağlarının temel yapısının ve unsurlarının daha net anlaşılmasını kolaylaştırmaktadır. 

Şekil 2.8. Sığ sinir ağı nöron modeli 

 

 

İleri Beslemeli Çok Katmanlı Algılayıcı (MLP), çeşitli uygulamalarda yaygın olarak 

kullanılan bir yapay sinir ağıdır. MLP, verimliliği ve etkinliği nedeniyle akış 

modellemesinde sıklıkla kullanılmaktadır (Nowak & Sobota, 2015). Ayrıca, kalite tahmin 
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modellerinde, Çok Katmanlı Algılayıcı (MLP) hassas tahmin modelleri oluşturmak için 

duygu analizi ile birlikte kullanılmıştır (Mondal vd., 2016). MLP, mesleki maruziyet ve 

tümör biyobelirteçleri gibi çeşitli alanlarda uyarlanabilirliğini göstererek kanser 

tespitinde kullanılmıştır (Seidel vd., 2014). MLP, tahmin mimarilerinde, özellikle de 

yağmurla beslenen sektörlerde yağış tahmininde evrensel bir yaklaşımcı olarak kabul 

edilmektedir (Khidir vd., 2013). MLP'nin önemi, kesin kısa vadeli tahminler yapmak için 

geri yayılım eğitim algoritmalarıyla birlikte kullanıldığı rüzgar hızı tahmininde 

gösterilmiştir (Zucatelli vd., 2019). Recursive Deterministic Perceptron (RDP), MLP'nin 

esnekliğini ve çeşitli biçimlerini sergileyen ileri beslemeli çok katmanlı sinir ağının bir 

uzantısı olarak kabul edilmektedir. 

MLP'nin etkinliği, farklı parametrelerin kareler toplamı hatası üzerindeki etkisini 

değerlendirerek sinir ağı yapılarını optimize etmede gösterilmiştir (Castro vd., 2017). 

MLP, özellikle çevre sorunlarıyla mücadelede kirlilik tespiti ve kategorizasyonuna 

uygunluğu açısından değerlendirilmiştir (Denisov, 2017). MLP, mimarisi ve basit 

metodolojisi sayesinde kalp hastalığı tespitinde tıbbi karar destek sistemleri için önde 

gelen bir denetimli yapay sinir ağı modeli olarak kabul edilmektedir. 

Şekil 2.9’da blok diyagramı gösterilen İleri Beslemeli Çok Katmanlı Algılayıcı (MLP), 

akış modellemesinden tıbbi karar destek sistemlerine kadar çeşitli uygulamalarda 

esnekliğini ve verimliliğini göstererek çeşitli alanlarda yaygın olarak kullanılmaktadır. 

Şekil 2.9. İleri beslemeli çok katmanlı sinir ağı nörom modeli 
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2.2.2 Doğrusal Olmayan Otoregresif Sinir Ağı (NAR-NN) 

Zaman serisi uygulamaları tipik olarak yüksek değişkenlik ve kısa süreli geçici 

dönemlerle karakterize edilir. Bu gerçek, zaman serilerinin doğrusal bir model 

kullanılarak modellenmesini zorlaştırmaktadır, bu nedenle doğrusal olmayan bir 

yaklaşım önerilmelidir. NAR-NN, zaman serisi tahmininde kullanılan ayrık, doğrusal 

olmayan, otoregresif bir modeli tanımlar (López vd., 2012; Nyanteh vd., 2013). NAR-

NN sistem denklemi aşağıdaki gibidir (Ibrahim vd., 2016). 

𝑦(𝑡) = ℎ(𝑦(𝑡 − 1), 𝑦(𝑡 − 2), … … , 𝑦(𝑡 − 𝑝)) +  ε(t) (2) 

Bu formül, bir NAR ağının, serinin p geçmiş değerlerini kullanarak bir veri serisinin y 

zamanındaki değerini, y(t), tahmin etmek için nasıl kullanıldığını açıklar. h() fonksiyonu 

önceden bilinmemektedir ve bir sinir ağını eğitmenin amacı, ağın optimizasyonu yoluyla 

fonksiyona yaklaşmaktır. Son olarak, e(t) terimi y serisinin t zamanındaki yaklaşık 

hatasını temsil eder. Şekil 2.10'da bir NAR-NN temel blok diyagramı gösterilmektedir.  

Şekil 2.10. NAR-NN Ağı çalışma diyagramı 

 

 

 

2.2.3 Geri Yayılım (Backpropagation) Algoritması  

Geriye yayılım, bilgisayar bilimleri, yapay zeka ve makine öğrenimi gibi alanlarda yaygın 

olarak uygulanan yapay sinir ağlarının eğitimi için önemli bir algoritmadır. Yaklaşım, 

hatayı çıkış katmanından giriş katmanına doğru geriye doğru yayarak bir sinir ağının 
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parametrelerini değiştirmeyi gerektirir. Bu, ağın zaman içinde öğrenme yoluyla 

performansını artırmasını sağlar (Miguez vd., 2014). Geriye yayılma algoritması, eğitim 

etkinliğini artırmak için sıklıkla doğrusal olmayan en küçük kareler için Marquardt 

algoritması gibi ek optimizasyon yöntemleriyle eşleştirilir (Hagan & Menhaj, 1994). 

Ayrıca, geri yayılım görüntü tanıma, hastalık tespiti ve tahmin modelleri gibi çeşitli 

alanlarda kullanılmıştır. İnsansız hava araçları için hedef tanımada uygulanmış ve gerçek 

dünya senaryolarına uyarlanabilirliğini göstermiştir (Jia & Duan, 2017). Geriye yayılım, 

hastalık tespitinde, yani diabetes mellitus olasılığının %80,91 doğruluk oranıyla tahmin 

edilmesinde cesaret verici sonuçlar göstermiştir (Anggoro & Hajiati, 2023). 

Algoritmanın uyarlanabilirliği ve etkinliği, derin geri yayılım ağlarını kullanarak güç 

dağıtım ağlarının müdahaleci olmayan yük izlemesi için kullanımında gösterilmiştir (Ma 

& Yin, 2021). Veri tahmini alanında, geri yayılım sinir ağı, belirli bir model kullanılarak 

kahve fiyatını %88,2 doğrulukla tahmin etmek için kullanılmıştır (Wahyudi vd., 2022). 

Genel olarak, geri yayılım algoritması, hastalık tespiti, görüntü tanıma ve veri tahmini 

gibi çok çeşitli alanlarda kullanılan yapay sinir ağlarını eğitmek için esnek ve verimli bir 

yöntemdir. 

2.2.4 Levenberg-Marquardt Geri Yaylım Algoritması 

Levenberg-Marquardt geri yayılım algoritması, verimliliği ve etkinliği nedeniyle yapay 

sinir ağlarının (YSA) eğitimi için yaygın olarak kullanılan bir tekniktir. Bu yöntem, 

Gauss-Newton yöntemi ile en dik iniş algoritmasının avantajlarını birleştiren, daha hızlı 

yakınsama ve gelişmiş performans sağlayan bir optimizasyon tekniğidir (He vd., 2001). 

Algoritma, hava durumu modellemesinde, enerji hasat sistemlerinde, toprak sıvılaşma 

duyarlılığı tahmininde, beyin-bilgisayar arayüzlerinde, ısı eşanjörü arıza tahmininde, 

zaman serisi tahmininde ve köprü ayakları etrafındaki yerel oyulma derinliği tahmininde 

etkili bir şekilde kullanılmıştır. 

Araştırmalar, Levenberg-Marquardt yönteminin eğitim doğruluğu ve yakınsama 

özellikleri açısından esnek geri yayılım ve hata düzeltme algoritmaları da dahil olmak 

üzere diğer geri yayılım algoritmalarından daha etkili olduğunu göstermiştir (Muhammad 

& Vaino, 2019). Ayrıca, eğitim senaryolarının çoğunda geleneksel geri yayılım 

algoritmasından daha hızlı ve daha etkili olduğu belgelenmiştir (Özkan vd., 2011). 

Ayrıca, aktör-eleştirel öğrenme yöntemlerinde, Levenberg-Marquardt algoritmasının 
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eleştirel ağ mimarisine dahil edilmesinin yakınsama hızını artırdığı öne sürülmüştür (Ni 

vd., 2011). 

Fizikte Levenberg-Marquardt geri yayılım tekniği, kritik Rayleigh sayılarının dağılımını 

tahmin etmek ve yapay sinir ağları aracılığıyla doğrusal kararlılık analizi için 

kullanılmaktadır (Reddy vd., 2022). Ayrıca, RADAR görüntülerinden yansıtma 

parametrelerini mükemmel regresyon değerleri ve doğrulukla çıkarmak için 

kullanılmıştır (Kumar & Anuradha, 2018). 

Algoritma, esnek geri yayılım da dahil olmak üzere çeşitli eğitim algoritmalarıyla 

karşılaştırılmış ve belirli durumlarda üstün sınıflandırma performansına sahip olduğu 

belirlenmiştir (Cömert & Kocamaz, 2017). Ayrıca, eğitim için sonlu elemanlar sinir ağı 

ile birleştirilerek çeşitli ağ yapılarına uyarlanabilirliği gösterilmiştir (Reynaldi vd., 2012). 

Levenberg-Marquardt geri yayılım sinir ağı, enerji ile ilgili amaçlarla binalardaki güç 

kullanımını tahmin etmek için optimize edilmiş ve kullanılmıştır (Ye & Kim, 2018). 

Sistem, yerel minimumlarla ilgili sorunların üstesinden gelmek ve hızlı yakınsama elde 

etmek için Cuckoo Search algoritması kullanılarak dahil edilmiş ve optimize edilmiştir 

(Nawi vd., 2013). 

Levenberg-Marquardt geri yayılım algoritması, farklı alanlardaki yapay sinir ağlarını 

eğitmek için güçlü ve uyarlanabilir bir tekniktir ve verimliliğini, etkinliğini ve geniş 

kullanımını göstermektedir. 

YSA için kullanılan baskın öğrenme algoritması Levenberg-Marquardt geri yayılım 

tekniğidir. Bu eğitim fonksiyonu sıklıkla en hızlı geri yayılım algoritmasıdır. Bu 

algoritma ikinci dereceden tahminleri gerçekleştirmek için kullanılmaktadır (Ruiz vd., 

2016). 

Hessian matrisinin hesaplanmasını gerektirmeden türevi hesaplaması nedeniyle eğitim 

hızı yüksektir. Performans fonksiyonu, ileri beslemeli ağ eğitiminde görüldüğü gibi 

kareler toplamı şeklindeyse, Hessian matrisi Denklem (3)'deki gibi tahmin edilebilir ve 

gradyan Denklem (4)'te açıklandığı gibi hesaplanabilir. 

𝐇 = 𝐉𝑇𝐉 (3) 

𝐠 = 𝐉𝑇𝐞 (4) 



28 

 

Denklem (3) ve (4), J'yi ağ hatalarının ağırlıklara ve biaslara göre birinci türevlerini 

içeren Jacobian matrisi ve e'yi tüm eğitim örneklerindeki ağ hatalarını temsil eden bir 

vektör olarak tanımlar. Jacobian matrisi, Hessian matrisinin bir yaklaşımını sağlamak için 

geleneksel bir geriye yayılma yaklaşımı kullanılmıştır. Bu yöntem Hessian matrisini 

hesaplamaktan daha az karmaşıktır. Levenberg-Marquardt algoritması bu yöntemi 

Denklem (5)'te özetlenen Newton benzeri güncellemede kullanır. 

𝐱𝑘+1 = 𝐱𝑘 − [𝐉𝑇𝐉 + 𝜇𝐈]−1𝐉𝑇𝐞 (5) 

2.2.5 Bayesian Regülasyon Geri Yayılım Algoritması 

Bayesian regülasyon geri yayılım algoritması, YSA alanında güçlü bir araçtır. Bu teknik, 

ortalama karesel hatayı (MSE) azaltmak yerine karesel hataların ve karesel ağırlıkların 

ağırlıklı toplamını en aza indirerek klasik Levenberg-Marquardt (LM) algoritmasından 

ayrılır (Fang vd., 2020). Bayes düzenlemesi geri yayılım tekniği, kapsamlı çapraz 

doğrulama ihtiyacını azaltarak ve genelleme performansını artırarak bu ayrımdan 

yararlanır (Golpour vd., 2021). Ayrıca, yol güvenliği için kaza tahmin modelleri, 

fotovoltaik sistemlerde maksimum güç noktası takibi ve deneysel verilere dayalı toprak 

sürtünme açısının tahmini gibi farklı alanlarda etkili bir şekilde kullanılmıştır. 

Bayes düzenlemesi geri yayılım algoritması, düzlemsel bir kanaldaki sıvı peristaltik 

hareketinin incelenmesi, çevresel ekonomik sistemlerin modellenmesi ve geri 

dönüştürülmüş agregalarla kendiliğinden yerleşen betonun yarılma çekme 

mukavemetinin tahmin edilmesi gibi çeşitli uygulamalarda etkinliğini göstermiştir. 

Ayrıca, doğrusal/doğrusal olmayan pantograf gecikmeli diferansiyel denklemlerin 

başlangıç değer problemlerini ele almak, kimyasal bileşimi kullanarak hayvan yeminin 

besin içeriğini değerlendirmek ve soyma açısının bir kertenkele spatulasının soyma 

kuvveti üzerindeki etkisini tahmin etmek için uygulanmıştır (Gouravaraju, 2020; Khan 

vd., 2020; Nikmatya vd., 2022). 

Bayesian Regularization geri yayılım algoritması, eğitim binalarında soğutma enerjisi 

tüketimini tahmin etmek, drone navigasyonu için yörüngeleri segmentlere ayırmak ve 

iyonik sıvılarda karbondioksit çözünürlüğünü tahmin etmek gibi farklı uygulamalar için 

yapay sinir ağlarını eğitmek için kullanılmıştır. Bu yaklaşımın kararlılığı ve doğruluğu, 

sinir ağı modellemesinde gelişmiş performans potansiyeli gösteren klasik geri yayılım 

algoritmalarıyla olumlu bir şekilde karşılaştırılmıştır (Roy vd., 2021). 
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Karşılaştırmalı çalışmalar, Bayesian Regülasyon geri yayılım yönteminin doğruluk ve 

genelleme performansı açısından Levenberg-Marquardt gibi alternatif eğitim 

algoritmalarından daha iyi performans gösterdiğini ortaya koymuştur (Kumar & Sodhi, 

2022). Mesleki popülasyonlar için gerçek zamanlı maruziyet değerlendirme modellerinde 

kullanılmış, üstün sonuçlar vermiş ve maruziyet modellerini tahmin etme potansiyelini 

göstermiştir (Sarigiannis vd., 2009). 

Bayesian regülasyon geri yayılım tekniği, yapay sinir ağlarında güçlü ve uyarlanabilir bir 

araçtır ve çeşitli uygulamalarda gelişmiş genelleme performansı, kararlılık ve doğruluk 

gibi faydalar sağlar. 

2.2.6 Uzun Kısa Süreli Bellek (LSTM) 

LSTM, sıralı verilerin modellenmesi için uygulanan yinelemeli sinir ağı (RNN) 

yaklaşımının özel bir türü olarak 1990 yılların sonunda geliştirilmiştir (Hochreiter & 

Schmidhuber, 1997). YSA metodolojisinde, girdi veri setindeki her bir veri noktası, bir 

önceki çıktı değeri dikkate alınarak sistematik olarak analiz edilir. Bu mimarinin geçmiş 

zaman dilimlerinden öğrenmeyi içerdiği iddialarına rağmen, gradyanın kaybolması / 

patlaması sorunu nedeniyle bunun ulaşılamaz olduğu belirtilmiştir (Gönül, 2015). Bu 

sorunun üstesinden gelmek için uzun süreli bilgiyi hatırlayabilen LSTM mimarisi 

geliştirilmiştir.  

YSA, insan beyninin yapısından sonra modellenen, verileri öğrenme ve analiz etme 

yeteneğine sahip algılayıcılardır (Şentürk & Şentürk, 2016). Kıyıcı ve diğerleri tarafından 

belirtildiği üzere, YSA başarısı mimarisine ve öğrenme algoritmasına bağlıdır (Kıyıcı vd., 

2022). YSA, insan beyninin öğrenme süreçlerini taklit ederek yeni veriler oluşturan, 

geçmiş bilgileri hatırlamak ve bilgi parçaları arasında bağlantılar kurarak sonuçlar 

çıkarmak için insanın öğrenme özelliklerini kullanan bir bilgisayar yazılımıdır (Akalin & 

Demirbaş, 2022). YSA, insan beyninin nöro-fizyolojik yapısını matematiksel olarak taklit 

ederek işlevlerini simüle etmek için tasarlanmış bilgisayar sistemleridir (Yetiz vd., 2021). 
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Şekil 2.11. LSTM Mimarisi 

 

 

LSTM mimarisi, Şekil 2.11.’de gösterildiği gibi birbirini tekrar eden sıralı bloklardan 

oluşur. Genel olarak LSTM yapısında unut, girdi ve çıktı olmak üzere 3 farklı katmandan 

oluşur. LSTM mimarisinde öncelikle girdi olarak 𝑋𝑡 ve  ℎ𝑡−1bilgileri kullanılarak hangi 

bilgilerin silineceğine karar verilir. Bu işlemler unut katmanında  𝑓𝑡 denklem 6 

kullanılarak yapılır ve aktivasyon fonksiyonu olarak sigmoid kullanılır. 

𝑓𝑡 = 𝜎(𝑊𝑓,𝑥 ∗ 𝑋𝑡 + 𝑊𝑓,ℎ ∗ ℎ𝑡−1 + 𝑏𝑓)  (6) 

İkinci adımda yeni bilgilerin belirleneceği girdi katmanı devreye girer ve öncelikle  𝑖𝑡 

denklem 7 kullanılarak sigmoid fonksiyonu ile bilgiler güncellenir. Ardından denklem 8 

ile yeni bilgiyi oluşturacak aday bilgiler  𝑡𝑎𝑛ℎ fonksiyonu tarafından belirlenir. 

𝑖𝑡 = 𝜎(𝑊𝑖,𝑥 ∗ 𝑋𝑡 + 𝑊𝑖,ℎ ∗ ℎ𝑡−1 + 𝑏𝑖)   (7) 

g𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑐,𝑥 ∗ 𝑋𝑡 + 𝑊𝑐,ℎ ∗ ℎ𝑡−1 + 𝑏𝑐) (8) 

Denklem 9 tarafından yeni bilgiler oluşturulur. 

𝐶𝑡 = 𝐶𝑡−1 ∗ 𝑓𝑡 + 𝑖𝑡 ∗ g𝑡 (9) 

Son olarak çıktı katmanında denklem 10 ve 11 kullanılarak çıktı verileri elde edilir. 
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𝑜𝑡 = 𝜎(𝑊𝑜,𝑥 ∗ 𝑋𝑡 + 𝑊𝑜,ℎ ∗ ℎ𝑡−1 + 𝑏𝑜) (10) 

ℎ𝑡 = 𝑜𝑡 ∗ 𝑡𝑎𝑛ℎ(𝐶𝑡) (11) 

Yukarıda ifade edilen süreç tekrarlanarak devam eder. Ağırlık parametreleri 𝑊 ve bias 

parametreleri  𝑏 gerçek eğitim değerleri ile LSTM çıktı değerleri arasındaki farkı 

minimize edecek şekilde model tarafından öğrenilmektedir. 

2.2.7 Kök-Ortalama-Kare Yayılımı (RMSprop) Algoritması  

RMSprop, son yıllarda stokastik gradyan iniş algoritmasının bir uzantısı olmasıyla 

ünlenen uyarlanabilir bir öğrenme tekniğidir. RMSprop, parametrelerin karesel 

gradyanlarının çalışan bir ortalamasını hesaplar ve saklar. Aşağıda rmsprop için formüller 

verilmiştir. 

𝜈ℓ = 𝛽2𝜈ℓ−1 + (1 − 𝛽2)[∇E(𝜃ℓ)]2 (12) 

burada β2 hareketli ortalamanın bozulma oranını temsil eder. Yaygın olarak kullanılan 

bozulma oranları 0,9, 0,99 ve 0,999'dur. Ortalama karesel gradyan uzunlukları 10, 100 ve 

1000 parametre güncellemesi için 1/(1 − 𝛽2) olarak ilişkilendirilmiştir. RMSprop 

algoritması, her bir parametre için güncellemeleri ayrı ayrı standartlaştırmak için denklem 

13'ü kullanır. RMSprop algoritması, belirli bir denklem kullanarak her parametre için 

güncellemeleri ayrı ayrı normalleştirir. 

𝜃ℓ+1 = 𝜃ℓ −
𝛼∇𝐸(𝜃ℓ)

√𝜈ℓ + 𝜖
 (13) 

burada eleman bazında bölme işlemi, 𝜖 sıfıra bölmeyi önlemek için dahil edilen küçük 

bir sabit değeri temsil edecek şekilde gerçekleştirilir. 

2.2.8 Uyarlanabilir Moment Tahmini (Adam) Algoritması 

Uyarlanabilir moment tahmini (Adam) yaklaşımı, RMSprop'a benzer bir momentum 

terimi kullanarak parametreleri değiştirir. Eleman bazında hareketli ortalamaları 

kullanılarak hesaplanan karesel değerler ve parametre gradyanları denklem 14 ve 15 ile 

temsil edilir. 

𝑚ℓ = 𝛽1𝑚ℓ−1 + (1 − 𝛽1)∇𝐸(𝜃ℓ)                                                                                                             (14) 
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𝜈ℓ = 𝛽2𝜈ℓ−1 + (1 − 𝛽2)[∇E(𝜃ℓ)]2 (15) 

burada bozunma oranları 𝛽1 ve 𝛽2, 'GradientDecayFactor' ve 

'SquaredGradientDecayFactor' argümanları kullanılarak ayarlanabilir. Adam, ağ 

ayarlarını yapmak için denklem 16 tarafından sağlanan hareketli ortalamaları kullanır 

(Adige vd., 2023). 

𝜃ℓ+1 = 𝜃ℓ −
𝛼𝑚𝑙

√𝜈ℓ + 𝜖
 (16) 

2.3 Ortalama Karekök Hatası (RMSE) 

RMSE, tahminlerini gerçek değerlerle karşılaştırarak bir tahmin modelinin doğruluğunu 

değerlendirmek için kullanılan istatistiksel bir ölçüdür. RMSE, özellikle regresyon analizi 

gibi görevlerde yaygın olarak kullanılır. Hesaplama, beklenen ve gerçek değerler 

arasındaki farkların karesinin alınmasını, bu karesel farkların ortalamasının alınmasını ve 

ardından sonucun karekökünün hesaplanmasını içerir. Daha düşük bir RMSE, modelin 

gerçek değerlerle yakın bir şekilde hizalanarak daha doğru tahminler sağladığını gösterir. 

Bir tahmin modelinin hassasiyetini ve etkinliğini değerlendirmek için kullanılan çok 

önemli bir ölçüdür. 

𝑅𝑀𝑆𝐸 = √∑
(𝑦̂𝑖 − 𝑦𝑖)2

𝑛

𝑛

𝑖=1

 (17) 

 

  



 

 

ÜÇÜNCÜ BÖLÜM 

DENEYLER 

3.1 Simülasyon Çalışma Düzeneği 

Simülasyon çalışmaları Intel Core i7 işlemci ile güçlendirilmiş, 16GB RAM'e sahip bir 

bilgisayarda ve MATLAB 2022b versiyonunda gerçekleştirilmiştir. 

Deneylerde NAR-NN eğitiminde trainlm ve trainbr yapay sinir ağları eğitim algoritmaları 

kullanılmıştır. LSTM modelinin eğitiminde ise adam ve rmsprop algoritmaları 

kullanılmıştur. Her iki makine öğrenmesi yöntemi için gizli katmanın boyutları (nöron 

sayıları) (gkb) (2, 10, 30 ve 40) ve epok sayıları (50, 100, 150, 200) kullanılarak deneyler 

gerçekleştirilmiştir. Girdi verileri için t=1 ve t=2 adım olmak üzere zaman gecikmesi 

kullanılmıştır. Deneyde kullanılan veri setlerindeki özellikleri Tablo 2.1’de verilmiştir. 

Bu verinin %70'i yapay sinir ağlarının eğitimde ve kalan %30'u ise test verisi olarak 

kullanılmıştır. Deneyler 30 kez tekrarlanmış ve bu tekrarlarının ortalaması ile standart 

sapmaları hesaplanmıştır. Tablolarda ortalama hata sonuçları verilmiş olup, standart 

sapmalar ise parantez içlerinde verilmiştir. 

3.2  Sayısal Sonuçlar  

Bu bölümde deneylere ilişkin RMSE sonuçları sunulmuştur. 

Tablo 3.1. LT2 Kuyusu NAR-NN trainlm algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0747 (2,16E-01) 0,0347 (1,34E-04) 0,0350 (4,92E-04) 0,0350 (1,60E-04) 

epok = 100 0,0348 (9,98E-04) 0,0347 (3,61E-04) 0,0351 (6,37E-04) 0,0350 (4,58E-04) 

epok = 150 0,0346 (1,12E-04) 0,0347 (9,00E-04) 0,0351 (6,14E-04) 0,0350 (4,30E-04) 

epok = 200 0,1135 (3,00E-01) 0,0347 (6,25E-04) 0,0351 (5,23E-04) 0,0350 (5,75E-04) 

Tablo 3.1.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve epok 

sayısı 150 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.2. LT2 Kuyusu NAR-NN trainlm algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0346 (1,18E-03) 0,0345 (9,87E-04) 0,0352 (3,53E-04) 0,0352 (3,56E-04) 

epok= 100 0,0343 (4,09E-04) 0,0346 (1,62E-04) 0,0353 (2,88E-04) 0,0355 (3,14E-04) 

epok= 150 0,0343 (4,25E-04) 0,0347 (2,36E-04) 0,0354 (3,17E-04) 0,0358 (7,94E-04) 

epok= 200 0,0343 (4,54E-04) 0,0348 (2,71E-04) 0,0354 (3,82E-04) 0,0359 (8,40E-04) 

Tablo 3.2.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve epok 

sayısı 100, 150 ve 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.3. LT2 Kuyusu NAR-NN trainbr algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0349 (7,18E-04) 0,0347 (2,47E-04) 0,0349 (3,28E-04) 0,0349 (2,93E-04) 

epok= 100 0,0346 (2,86E-04) 0,0347 (2,18E-04) 0,0349 (1,78E-04) 0,0349 (2,69E-04) 

epok= 150 0,0346 (2,54E-04) 0,0347 (1,56E-04) 0,0349 (2,04E-04) 0,0349 (3,31E-04) 

epok= 200 0,0345 (3,02E-04) 0,0347 (2,67E-04) 0,0349 (2,65E-04) 0,0349 (2,62E-04) 

Tablo 3.3.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve epok 

sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.4. LT2 Kuyusu NAR-NN trainbr algoritması ve t=2 için RMSE sonuçları 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0344 (1,19E-04) 0,0343 (9,69E-04) 0,0498 (5,92E-02) 0,0384 (2,24E-02) 

epok= 100 0,0343 (3,00E-04) 0,0343 (1,62E-04) 0,0343 (4,72E-04) 0,0344 (2,04E-04) 

epok= 150 0,0343 (3,53E-04) 0,0343 (8,68E-04) 0,0343 (3,61E-04) 0,0345 (2,21E-04) 

epok= 200 0,0342 (2,98E-04) 0,0343 (4,30E-04) 0,0343 (2,19E-04) 0,0345 (3,85E-04) 

Tablo 3.4.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve epok 

sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.5. LT2 Kuyusu LSTM adam algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0906 (9,34E-03) 0,0720 (2,98E-03) 0,0627 (2,26E-03) 0,0576 (1,08E-03) 

epok= 100 0,0697 (4,80E-03) 0,0648 (2,53E-03) 0,0599 (1,59E-03) 0,0572 (1,12E-03) 

epok= 150 0,0639 (3,41E-03) 0,0606 (2,21E-03) 0,0587 (1,33E-03) 0,0564 (1,04E-03) 

epok= 200 0,0628 (3,66E-03) 0,0597 (2,81E-03) 0,0577 (1,45E-03) 0,0561 (9,50E-04) 

Tablo 3.5.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 40 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.6. LT2 Kuyusu LSTM adam algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0965 (1,06E-02) 0,0759 (4,12E-03) 0,0678 (1,66E-03) 0,0635 (7,16E-04) 

epok= 100 0,0760 (3,98E-03) 0,0690 (2,40E-03) 0,0654 (1,35E-03) 0,0629 (6,25E-04) 

epok= 150 0,0693 (3,01E-03) 0,0659 (1,87E-03) 0,0639 (1,16E-03) 0,0624 (6,33E-04) 

epok= 200 0,0680 (3,05E-03) 0,0650 (1,87E-03) 0,0634 (1,02E-03) 0,0623 (7,52E-04) 

Tablo 3.6.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 40 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.7. LT2 Kuyusu LSTM rsmprop algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0775 (6,58E-03) 0,0740 (3,98E-03) 0,0695 (3,38E-03) 0,0722 (3,21E-03) 

epok= 100 0,0665 (5,60E-03) 0,0646 (2,82E-03) 0,0625 (1,85E-03) 0,0646 (2,96E-03) 

epok= 150 0,0610 (3,39E-03) 0,0590 (2,56E-03) 0,0573 (1,70E-03) 0,0592 (3,65E-03) 

epok= 200 0,0573 (2,49E-03) 0,0559 (1,61E-03) 0,0535 (1,49E-03) 0,0554 (3,30E-03) 

Tablo 3.7.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.8. LT2 Kuyusu LSTM rmsprop algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0834 (8,58E-03) 0,0770 (4,08E-03) 0,0745 (2,48E-03) 0,0772 (3,40E-03) 

epok= 100 0,0709 (3,09E-03) 0,0689 (2,39E-03) 0,0674 (1,85E-03) 0,0703 (2,96E-03) 

epok= 150 0,0660 (1,85E-03) 0,0646 (1,64E-03) 0,0631 (9,25E-04) 0,0654 (3,20E-03) 

epok= 200 0,0638 (2,36E-03) 0,0620 (1,39E-03) 0,0605 (9,51E-04) 0,0624 (1,93E-03) 

Tablo 3.8.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.9. LT2 Kuyusu NAR-NN ve LSTM RMSE sonuçları. 

 

  trainlm trainbr adam rmsprop 

t=1 0,0346 (1,12E-04) 0,0345 (3,02E-04) 0,0561 (9,50E-04) 0,0535 (1,49E-03) 

t=2 0,0343 (4,09E-04) 0,0342 (2,98E-04) 0,0623 (7,52E-04) 0,0605 (9,51E-04) 

Tablo 3.9.’deki sonuçlar incelendiğinde ortalama hata için, NAR-NN eğitiminde trainbr 

eğitim algoritması ve t=2 zaman gecikmesi uygulandığında iyi sonuçlar elde edildiği 

gözlemlenmiştir. Zaman gecikmesi artarken NAR-NN eğitiminde iyileşme görülürken 

LSTM eğitiminde ise kötüleşme görülmektedir. NAR-NN eğitiminde trainbr eğitim 

algoritması trainlm eğitim algoritmasında göre daha başarılı sonuçlar elde edilmiştir. 

LSTM eğitiminde ise rmsprop eğitim algoritması adam eğitim algoritmasına göre daha 

başarılı olduğu görülmektedir. 

 

Tablo 3.10. SAL Kuyusu NAR-NN trainlm algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0805 (5,11E-04) 0,0802 (5,94E-04) 0,1063 (1,11E-02) 0,1137 (7,09E-03) 

epok = 100 0,0804 (2,87E-04) 0,0804 (4,70E-04) 0,1282 (1,35E-03) 0,1278 (3,19E-04) 

epok = 150 0,0801 (2,57E-04) 0,0805 (7,82E-04) 0,1325 (1,29E-02) 0,1271 (8,23E-04) 

epok = 200 0,0802 (2,24E-04) 0,0805 (4,10E-04) 0,1313 (9,68E-03) 0,1270 (1,94E-04) 

Tablo 3.10.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 150 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.11. SAL Kuyusu NAR-NN trainlm algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0797 (6,63E-04) 0,0780 (5,47E-03) 0,0911 (1,09E-02) 0,0918 (9,84E-03) 

epok= 100 0,0798 (9,14E-04) 0,0794 (7,91E-03) 0,0957 (1,35E-02) 0,1087 (2,38E-02) 

epok= 150 0,0799 (8,16E-04) 0,0791 (7,49E-03) 0,1027 (1,36E-02) 0,1200 (2,23E-02) 

epok= 200 0,0800 (3,87E-04) 0,0824 (9,39E-03) 0,1167 (4,64E-02) 0,1377 (4,21E-02) 

Tablo 3.11.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 50 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.12. SAL Kuyusu NAR-NN trainbr algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0804 (3,86E-04) 0,0803 (9,48E-04) 0,1108 (8,04E-03) 0,1071 (1,95E-02) 

epok= 100 0,0802 (1,85E-04) 0,0803 (1,29E-04) 0,1255 (1,11E-02) 0,1064 (2,26E-02) 

epok= 150 0,0802 (1,88E-04) 0,0803 (1,27E-04) 0,1231 (1,19E-02) 0,1235 (1,35E-02) 

epok= 200 0,0801 (8,10E-04) 0,0803 (9,55E-04) 0,1274 (8,66E-03) 0,1208 (1,74E-02) 

Tablo 3.12.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.13. SAL Kuyusu NAR-NN trainbr algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0794 (8,07E-04) 0,0779 (1,74E-03) 0,0789 (4,10E-03) 0,0833 (7,45E-03) 

epok= 100 0,0800 (4,80E-04) 0,0747 (9,33E-04) 0,0795 (8,67E-03) 0,0876 (1,06E-02) 

epok= 150 0,0798 (3,19E-04) 0,0757 (5,20E-03) 0,0796 (9,60E-03) 0,0898 (1,19E-02) 

epok= 200 0,0800 (4,96E-04) 0,0773 (6,34E-03) 0,0831 (1,07E-02) 0,0890 (1,37E-02) 

Tablo 3.13.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 100 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.14. SAL Kuyusu LSTM adam algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1564 (1,60E-02) 0,1331 (5,56E-03) 0,1201 (2,99E-03) 0,1124 (2,11E-03) 

epok= 100 0,1259 (6,26E-03) 0,1165 (4,07E-03) 0,1080 (3,22E-03) 0,1021 (1,80E-03) 

epok= 150 0,1147 (8,06E-03) 0,1058 (4,01E-03) 0,0987 (3,60E-03) 0,0969 (2,30E-03) 

epok= 200 0,1035 (5,17E-03) 0,0911 (4,49E-03) 0,0882 (2,92E-03) 0,0926 (2,68E-03) 

Tablo 3.14.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.15. SAL Kuyusu LSTM adam algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1669 (1,29E-02) 0,1480 (5,98E-03) 0,1372 (2,94E-03) 0,1294 (1,48E-03) 

epok= 100 0,1383 (8,19E-03) 0,1313 (4,07E-03) 0,1272 (2,40E-03) 0,1210 (1,08E-03) 

epok= 150 0,1295 (5,83E-03) 0,1229 (3,50E-03) 0,1176 (3,57E-03) 0,1164 (1,36E-03) 

epok= 200 0,1228 (4,18E-03) 0,1119 (3,73E-03) 0,1080 (1,45E-03) 0,1112 (1,48E-03) 

Tablo 3.15.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.16. SAL Kuyusu LSTM rsmprop algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1391 (1,13E-02) 0,1198 (4,42E-03) 0,1162 (3,70E-03) 0,1175 (4,09E-03) 

epok= 100 0,1023 (5,49E-03) 0,0978 (5,20E-03) 0,0962 (3,95E-03) 0,0998 (3,95E-03) 

epok= 150 0,0892 (1,88E-03) 0,0887 (2,99E-03) 0,0879 (2,06E-03) 0,0912 (3,41E-03) 

epok= 200 0,0846 (1,27E-03) 0,0842 (2,78E-03) 0,0846 (3,88E-03) 0,0852 (2,85E-03) 

Tablo 3.16.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.17. SAL Kuyusu LSTM rmsprop algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1516 (1,44E-02) 0,1367 (4,25E-03) 0,1324 (2,70E-03) 0,1358 (9,59E-03) 

epok= 100 0,1208 (3,94E-03) 0,1175 (2,63E-03) 0,1153 (2,15E-03) 0,1185 (3,40E-03) 

epok= 150 0,1106 (2,47E-03) 0,1092 (1,31E-03) 0,1102 (2,45E-03) 0,1106 (2,26E-03) 

epok= 200 0,1067 (1,13E-03) 0,1068 (1,26E-03) 0,1065 (1,53E-03) 0,1071 (1,89E-03) 

Tablo 3.17.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.18. SAL Kuyusu NAR-NN ve LSTM RMSE en iyi sonuçları. 

 

  trainlm trainbr adam rmsprop 

t=1 0,0801 (2,57E-04) 0,0801 (2,57E-04) 0,0882 (2,92E-03) 0,0842 (2,78E-03) 

t=2 0,0780 (5,47E-03) 0,0747 (9,33E-04) 0,1080 (1,45E-03) 0,1065 (1,53E-03) 

Tablo 3.18.’deki sonuçlar incelendiğinde ortalama hata için, NAR-NN eğitiminde trainbr 

eğitim algoritması ve t=2 zaman gecikmesi uygulandığında iyi sonuçlar elde edildiği 

gözlemlenmiştir. Zaman gecikmesi artarken NAR-NN eğitiminde iyileşme görülürken 

LSTM eğitiminde ise kötüleşme görülmektedir. NAR-NN eğitiminde trainbr eğitim 

algoritması trainlm eğitim algoritmasında göre daha başarılı sonuçlar elde edilmiştir. 

LSTM eğitiminde ise rmsprop eğitim algoritması adam eğitim algoritmasına göre daha 

başarılı olduğu görülmektedir. 

 

Tablo 3.19. PAG Kuyusu NAR-NN trainlm algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1211 (9,55E-02) 0,1036 (1,03E-04) 0,1044 (2,22E-04) 0,1052 (1,91E-04) 

epok = 100 0,1209 (9,55E-02) 0,1043 (4,15E-04) 0,1047 (4,30E-04) 0,1060 (4,65E-04) 

epok = 150 0,1210 (9,55E-02) 0,1048 (4,77E-04) 0,1051 (3,75E-04) 0,1061 (2,11E-04) 

epok = 200 0,1035 (1,67E-04) 0,1050 (2,50E-04) 0,1051 (3,89E-04) 0,1059 (2,92E-04) 

Tablo 3.19.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.20. PAG Kuyusu NAR-NN trainlm algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1183 (9,61E-02) 0,1019 (6,12E-04) 0,1053 (3,23E-03) 0,1054 (2,52E-03) 

epok= 100 0,1008 (3,42E-04) 0,1020 (5,47E-04) 0,1055 (2,63E-03) 0,1103 (8,43E-03) 

epok= 150 0,1008 (2,74E-04) 0,1022 (1,01E-03) 0,1095 (9,29E-03) 0,1133 (1,05E-02) 

epok= 200 0,1007 (2,79E-04) 0,1024 (1,09E-03) 0,1120 (1,57E-02) 0,1229 (2,78E-02) 

Tablo 3.20.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.21. PAG Kuyusu NAR-NN trainbr algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1042 (1,75E-03) 0,1034 (2,89E-04) 0,1042 (1,68E-04) 0,1047 (3,58E-04) 

epok= 100 0,1036 (2,81E-04) 0,1034 (3,68E-04) 0,1042 (2,09E-04) 0,1050 (4,53E-04) 

epok= 150 0,1035 (1,93E-04) 0,1034 (2,78E-04) 0,1043 (1,94E-04) 0,1055 (5,42E-04) 

epok= 200 0,1209 (9,56E-02) 0,1034 (3,13E-04) 0,1043 (2,11E-04) 0,1057 (6,47E-04) 

Tablo 3.21.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 50, 100, 150 ve 200 olduğunda daha iyi sonuçlar elde edildiği 

gözlemlenmiştir. 

 

Tablo 3.22. PAG Kuyusu NAR-NN trainbr algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0794 (8,07E-04) 0,0779 (1,74E-03) 0,0789 (4,10E-03) 0,0833 (7,45E-03) 

epok= 100 0,0800 (4,80E-04) 0,0747 (9,33E-04) 0,0795 (8,67E-03) 0,0876 (1,06E-02) 

epok= 150 0,0798 (3,19E-04) 0,0757 (5,20E-03) 0,0796 (9,60E-03) 0,0898 (1,19E-02) 

epok= 200 0,0800 (4,96E-04) 0,0773 (6,34E-03) 0,0831 (1,07E-02) 0,0890 (1,37E-02) 

Tablo 3.22.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 100 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.23. PAG Kuyusu LSTM adam algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2221 (2,28E-02) 0,2045 (9,12E-03) 0,1872 (5,43E-03) 0,1799 (3,62E-03) 

epok= 100 0,1897 (1,03E-02) 0,1784 (7,80E-03) 0,1672 (5,37E-03) 0,1606 (1,17E-02) 

epok= 150 0,1688 (9,76E-03) 0,1405 (9,98E-03) 0,1284 (3,59E-03) 0,1463 (1,52E-02) 

epok= 200 0,1445 (1,11E-02) 0,1205 (4,17E-03) 0,1158 (2,71E-03) 0,1299 (8,18E-03) 

Tablo 3.23.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.24. PAG Kuyusu LSTM adam algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2391 (1,14E-02) 0,2243 (6,07E-03) 0,2144 (4,66E-03) 0,2076 (2,21E-03) 

epok= 100 0,2102 (7,51E-03) 0,2058 (6,23E-03) 0,2008 (4,13E-03) 0,1993 (2,14E-02) 

epok= 150 0,1995 (5,89E-03) 0,1850 (8,27E-03) 0,1789 (5,82E-03) 0,1814 (5,75E-03) 

epok= 200 0,1852 (7,88E-03) 0,1700 (4,46E-03) 0,1663 (1,66E-03) 0,1766 (5,17E-03) 

Tablo 3.24.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.25. PAG Kuyusu LSTM rsmprop algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1912 (1,79E-02) 0,1807 (6,72E-03) 0,1767 (6,53E-03) 0,1874 (4,95E-03) 

epok= 100 0,1499 (7,30E-03) 0,1418 (8,29E-03) 0,1500 (3,28E-02) 0,1497 (7,71E-03) 

epok= 150 0,1305 (5,00E-03) 0,1265 (1,15E-02) 0,1274 (2,31E-02) 0,1282 (4,38E-03) 

epok= 200 0,1189 (3,50E-03) 0,1165 (8,43E-03) 0,1231 (2,89E-02) 0,1156 (7,03E-03) 

Tablo 3.25.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 40 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.26. PAG Kuyusu LSTM rmsprop algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2192 (1,01E-02) 0,2069 (6,03E-03) 0,2079 (4,99E-03) 0,2140 (4,52E-03) 

epok= 100 0,1889 (5,59E-03) 0,1839 (9,62E-03) 0,1855 (4,92E-03) 0,1890 (5,15E-03) 

epok= 150 0,1738 (3,07E-03) 0,1772 (1,31E-02) 0,1740 (1,34E-02) 0,1757 (4,95E-03) 

epok= 200 0,1674 (2,29E-03) 0,1657 (3,69E-03) 0,1687 (1,10E-02) 0,1663 (3,27E-03) 

Tablo 3.26.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.27. PAG Kuyusu NAR-NN ve LSTM RMSE en iyi sonuçları. 

 

  trainlm trainbr adam rmsprop 

t=1 0,1035 (1,67E-04) 0,1034 (2,78E-04) 0,1158 (2,71E-03) 0,1156 (7,03E-03) 

t=2 0,1007 (2,79E-04) 0,0747 (9,33E-04) 0,1663 (1,66E-03) 0,1657 (3,69E-03) 

Tablo 3.27.’deki sonuçlar incelendiğinde ortalama hata için, NAR-NN eğitiminde trainbr 

eğitim algoritması ve t=2 zaman gecikmesi uygulandığında iyi sonuçlar elde edildiği 

gözlemlenmiştir. Zaman gecikmesi artarken NAR-NN eğitiminde iyileşme görülürken 

LSTM eğitiminde ise kötüleşme görülmektedir. NAR-NN eğitiminde trainbr eğitim 

algoritması trainlm eğitim algoritmasında göre daha başarılı sonuçlar elde edilmiştir. 

LSTM eğitiminde ise rmsprop eğitim algoritması adam eğitim algoritmasına göre daha 

başarılı olduğu görülmektedir. 

 

Tablo 3.28. CoS Kuyusu NAR-NN trainlm algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0610 (4,47E-04) 0,0613 (3,49E-04) 0,0757 (6,33E-03) 0,1898 (7,00E-02) 

epok = 100 0,0611 (1,40E-04) 0,0614 (2,68E-04) 0,1109 (1,43E-02) 0,9282 (3,35E-01) 

epok = 150 0,1057 (2,45E-01) 0,0614 (1,04E-04) 0,1373 (5,09E-02) 1,0662 (3,97E-01) 

epok = 200 0,1057 (2,45E-01) 0,0613 (2,13E-04) 0,2878 (4,06E-01) 1,2890 (3,14E-01) 

Tablo 3.28.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 50 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.29. CoS Kuyusu NAR-NN trainlm algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0566 (6,05E-04) 0,0547 (3,91E-04) 0,0554 (5,10E-04) 0,0557 (3,47E-04) 

epok= 100 0,0562 (4,22E-04) 0,0547 (3,31E-04) 0,0557 (6,45E-04) 0,0560 (6,23E-04) 

epok= 150 0,0559 (6,39E-04) 0,0547 (4,99E-04) 0,0558 (7,38E-04) 0,0574 (2,40E-03) 

epok= 200 0,0558 (4,86E-04) 0,0546 (3,12E-04) 0,0560 (6,79E-04) 0,0570 (1,71E-03) 

Tablo 3.29.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.30. CoS Kuyusu NAR-NN trainbr algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1042 (1,75E-03) 0,0600 (2,89E-04) 0,1042 (1,68E-04) 0,1047 (3,58E-04) 

epok= 100 0,1036 (2,81E-04) 0,0600 (3,68E-04) 0,1042 (2,09E-04) 0,1050 (4,53E-04) 

epok= 150 0,1035 (1,93E-04) 0,0598 (2,78E-04) 0,1043 (1,94E-04) 0,1055 (5,42E-04) 

epok= 200 0,1209 (9,56E-02) 0,1034 (3,13E-04) 0,1043 (2,11E-04) 0,1057 (6,47E-04) 

Tablo 3.30.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 150 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.31. CoS Kuyusu NAR-NN trainbr algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,0642 (7,86E-03) 0,0611 (1,06E-04) 0,0623 (5,40E-04) 0,0674 (1,38E-02) 

epok= 100 0,0610 (6,03E-04) 0,0611 (8,28E-04) 0,0624 (5,60E-04) 0,0647 (3,41E-03) 

epok= 150 0,0586 (2,41E-04) 0,0611 (1,18E-04) 0,0626 (1,10E-03) 0,0685 (9,46E-03) 

epok= 200 0,0542 (2,29E-04) 0,0611 (1,20E-04) 0,0631 (2,30E-03) 0,0663 (6,00E-03) 

Tablo 3.31.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.32. CoS Kuyusu LSTM adam algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1164 (4,89E-04) 0,1156 (1,60E-03) 0,1152 (4,21E-04) 0,1132 (1,96E-04) 

epok= 100 0,1160 (2,75E-04) 0,1152 (5,74E-04) 0,1150 (2,46E-04) 0,1130 (5,36E-04) 

epok= 150 0,1160 (3,63E-04) 0,1152 (1,96E-04) 0,1151 (1,94E-04) 0,1128 (2,80E-04) 

epok= 200 0,1159 (2,80E-04) 0,1152 (3,75E-04) 0,1150 (2,04E-04) 0,1148 (2,93E-04) 

Tablo 3.32.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 40 ve 

epok sayısı 150 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.33. CoS Kuyusu LSTM adam algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2800 (3,35E-02) 0,2338 (1,43E-02) 0,1971 (6,71E-03) 0,1765 (3,32E-03) 

epok= 100 0,2010 (1,83E-02) 0,1833 (9,42E-03) 0,1757 (5,46E-03) 0,1620 (3,75E-03) 

epok= 150 0,1807 (1,23E-02) 0,1688 (8,65E-03) 0,1603 (5,76E-03) 0,1496 (2,80E-03) 

epok= 200 0,1696 (1,18E-02) 0,1591 (7,64E-03) 0,1522 (9,74E-03) 0,1597 (3,48E-02) 

Tablo 3.33.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 40 ve 

epok sayısı 150 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.34. CoS Kuyusu LSTM rsmprop algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2015 (2,43E-02) 0,1803 (1,51E-02) 0,1817 (7,92E-03) 0,1928 (2,07E-02) 

epok= 100 0,1454 (1,28E-02) 0,1457 (1,17E-02) 0,1407 (7,06E-03) 0,1596 (8,86E-03) 

epok= 150 0,1237 (7,43E-03) 0,1238 (9,18E-03) 0,1208 (1,25E-02) 0,1370 (1,72E-02) 

epok= 200 0,1099 (7,06E-03) 0,1108 (1,28E-02) 0,1109 (1,01E-02) 0,1206 (1,63E-02) 

Tablo 3.34.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.35. CoS Kuyusu LSTM rmsprop algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2205 (2,67E-02) 0,1997 (9,73E-03) 0,2008 (6,82E-03) 0,2191 (3,82E-02) 

epok= 100 0,1686 (1,00E-02) 0,1679 (1,04E-02) 0,1647 (7,08E-03) 0,1788 (8,45E-03) 

epok= 150 0,1498 (6,72E-03) 0,1475 (1,20E-02) 0,1464 (9,38E-03) 0,1507 (9,67E-03) 

epok= 200 0,1344 (3,96E-03) 0,1378 (1,78E-02) 0,1360 (7,46E-03) 0,1405 (1,38E-02) 

Tablo 3.35.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.36. CoS Kuyusu NAR-NN ve LSTM RMSE en iyi sonuçları. 

 

  trainlm trainbr adam rmsprop 

t=1 0,0610 (4,47E-04) 0,0598 (2,78E-04) 0,1128 (2,80E-04) 0,1099 (7,06E-03) 

t=2 0,0546 (3,12E-04) 0,0542 (2,29E-04) 0,1496 (2,80E-03) 0,1344 (3,96E-03) 

Tablo 3.36.’deki sonuçlar incelendiğinde ortalama hata için, NAR-NN eğitiminde trainlm 

eğitim algoritması ve t=2 zaman gecikmesi uygulandığında iyi sonuçlar elde edildiği 

gözlemlenmiştir. Zaman gecikmesi artarken NAR-NN eğitiminde iyileşme görülürken 

LSTM eğitiminde ise kötüleşme görülmektedir. NAR-NN eğitiminde trainbr eğitim 

algoritması trainlm eğitim algoritmasında göre daha başarılı sonuçlar elde edilmiştir. 

LSTM eğitiminde ise rmsprop eğitim algoritması adam eğitim algoritmasına göre daha 

başarılı olduğu görülmektedir. 

 

Tablo 3.37. DIEC Kuyusu NAR-NN trainlm algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1290 (6,98E-04) 0,1287 (9,19E-04) 0,1292 (1,29E-03) 0,1454 (7,22E-03) 

epok = 100 0,1290 (1,87E-04) 0,1288 (3,17E-04) 0,1403 (1,99E-02) 0,1683 (9,60E-03) 

epok = 150 0,1290 (7,46E-04) 0,1284 (1,45E-04) 0,1513 (2,69E-02) 0,1874 (1,45E-02) 

epok = 200 0,1290 (8,80E-04) 0,1283 (9,79E-04) 0,1413 (2,43E-02) 0,2122 (1,91E-02) 

Tablo 3.37.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.38. DIEC Kuyusu NAR-NN trainlm algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1233 (9,25E-04) 0,1245 (7,36E-03) 0,1463 (2,90E-02) 0,1540 (2,47E-02) 

epok= 100 0,1225 (9,10E-04) 0,1267 (1,56E-02) 0,1727 (4,75E-02) 0,1790 (4,20E-02) 

epok= 150 0,1221 (1,05E-03) 0,1242 (7,52E-03) 0,1927 (5,58E-02) 0,1954 (4,79E-02) 

epok= 200 0,1218 (9,59E-04) 0,1228 (2,86E-03) 0,2187 (8,29E-02) 0,2652 (1,22E-01) 

Tablo 3.38.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 2 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.39. DIEC Kuyusu NAR-NN trainbr algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1281 (7,03E-04) 0,1278 (1,45E-04) 0,1409 (1,57E-02) 0,1481 (1,08E-02) 

epok= 100 0,1280 (5,68E-04) 0,1277 (1,17E-04) 0,1416 (1,36E-02) 0,1594 (5,23E-03) 

epok= 150 0,1462 (9,98E-02) 0,1277 (7,69E-04) 0,1517 (2,21E-02) 0,1604 (6,13E-03) 

epok= 200 0,1279 (2,19E-04) 0,1277 (1,33E-04) 0,1549 (2,07E-02) 0,1691 (1,10E-02) 

Tablo 3.39.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 100, 150 ve 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.40. DIEC Kuyusu NAR-NN trainbr algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,1227 (9,35E-04) 0,1215 (5,33E-04) 0,1221 (1,66E-03) 0,1233 (2,97E-03) 

epok= 100 0,1217 (9,30E-04) 0,1214 (1,41E-03) 0,1240 (5,43E-03) 0,1247 (5,37E-03) 

epok= 150 0,1213 (6,57E-04) 0,1211 (1,39E-03) 0,1217 (2,53E-03) 0,1347 (3,38E-02) 

epok= 200 0,1215 (1,16E-03) 0,1210 (2,90E-03) 0,1233 (4,65E-03) 0,1273 (1,24E-02) 

Tablo 3.40.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 10 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.41. DIEC Kuyusu LSTM adam algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2772 (1,91E-02) 0,2566 (1,11E-02) 0,2404 (8,21E-03) 0,2209 (4,21E-03) 

epok= 100 0,2403 (1,31E-02) 0,2186 (1,19E-02) 0,1952 (9,77E-03) 0,1956 (8,58E-03) 

epok= 150 0,2025 (1,85E-02) 0,1731 (1,56E-02) 0,1506 (5,75E-03) 0,1747 (5,08E-03) 

epok= 200 0,1799 (1,58E-02) 0,1460 (5,58E-03) 0,1384 (2,33E-03) 0,1618 (7,82E-03) 

Tablo 3.41.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.42. DIEC Kuyusu LSTM adam algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,3118 (1,93E-02) 0,2929 (9,35E-03) 0,2811 (5,81E-03) 0,2683 (3,12E-03) 

epok= 100 0,2796 (9,75E-03) 0,2659 (7,12E-03) 0,2514 (6,22E-03) 0,2536 (4,46E-02) 

epok= 150 0,2579 (1,17E-02) 0,2371 (1,06E-02) 0,2183 (4,21E-03) 0,2330 (3,29E-03) 

epok= 200 0,2391 (1,01E-02) 0,2147 (6,10E-03) 0,2084 (3,41E-03) 0,2259 (6,26E-03) 

Tablo 3.42.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.43. DIEC Kuyusu LSTM rsmprop algoritması ve t=1 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2610 (2,36E-02) 0,2246 (1,36E-02) 0,2174 (1,09E-02) 0,2301 (2,36E-02) 

epok= 100 0,1839 (9,25E-03) 0,1749 (2,95E-02) 0,1747 (4,22E-02) 0,1788 (3,35E-02) 

epok= 150 0,1541 (6,52E-03) 0,1505 (1,94E-02) 0,1379 (3,18E-03) 0,1627 (5,84E-02) 

epok= 200 0,1409 (5,07E-03) 0,1409 (1,39E-02) 0,1421 (4,01E-02) 0,1434 (4,39E-02) 

Tablo 3.43.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 30 ve 

epok sayısı 150 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 
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Tablo 3.44. DIEC Kuyusu LSTM rmsprop algoritması ve t=2 için RMSE sonuçları. 

 

  gkb=2 gkb=10 gkb=30 gkb=40 

epok= 50 0,2877 (1,31E-02) 0,2701 (6,57E-03) 0,2632 (5,53E-03) 0,2740 (1,75E-02) 

epok= 100 0,2439 (8,56E-03) 0,2331 (1,31E-02) 0,2320 (2,53E-02) 0,2366 (2,59E-02) 

epok= 150 0,2187 (5,53E-03) 0,2138 (5,94E-03) 0,2198 (2,51E-02) 0,2148 (5,42E-03) 

epok= 200 0,2098 (4,50E-03) 0,2094 (7,25E-03) 0,2165 (2,07E-02) 0,2073 (3,76E-03) 

Tablo 3.44.’deki sonuçlar incelendiğinde ortalama hata için, gizli katman boyutu 40 ve 

epok sayısı 200 olduğunda daha iyi sonuçlar elde edildiği gözlemlenmiştir. 

 

Tablo 3.45. DIEC Kuyusu NAR-NN ve LSTM RMSE en iyi sonuçları. 

 

  trainlm trainbr adam rmsprop 

t=1 0,1283 (9,79E-04) 0,1277 (1,17E-04) 0,1384 (2,33E-03) 0,1379 (3,18E-03) 

t=2 0,1218 (9,59E-04) 0,1210 (2,90E-03) 0,2084 (3,41E-03) 0,2073 (3,76E-03) 

Tablo 3.45.’deki sonuçlar incelendiğinde ortalama hata için, NAR-NN eğitiminde trainbr 

eğitim algoritması ve t=2 zaman gecikmesi uygulandığında iyi sonuçlar elde edildiği 

gözlemlenmiştir. Zaman gecikmesi artarken NAR-NN eğitiminde iyileşme görülürken 

LSTM eğitiminde ise kötüleşme görülmektedir. NAR-NN eğitiminde trainbr eğitim 

algoritması trainlm eğitim algoritmasında göre daha başarılı sonuçlar elde edilmiştir. 

LSTM eğitiminde ise rmsprop eğitim algoritması adam eğitim algoritmasına göre daha 

başarılı olduğu görülmektedir. 

 

3.3 Grafiksel Sonuçlar  

Bu bölümde tahmin sonuçları görselleri Şekil 3.1 - 3.40’da verilmiştir. Mavi çizgi orijinal 

veriyi, kırmızı çizgi ise tahmin sonucunu ifade etmektedir. 
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Şekil 3.1. LT2 Kuyusu NAR-NN trainlm algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.2. LT2 Kuyusu NAR-NN trainlm algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.3. LT2 Kuyusu NAR-NN trainbr algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.4. LT2 Kuyusu NAR-NN trainbr algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.5. LT2 Kuyusu LSTM adam algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.6. LT2 Kuyusu LSTM adam algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.7. LT2 Kuyusu LSTM rmsprop algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.8. LT2Kuyusu LSTM rmsprop algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.9.SAL Kuyusu NAR-NN trainlm algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.10. SAL Kuyusu NAR-NN trainlm algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.11. SAL Kuyusu NAR-NN trainbr algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.12. SAL Kuyusu NAR-NN trainbr algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.13. SAL Kuyusu LSTM adam algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.14. SAL Kuyusu LSTM adam algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.15. SAL Kuyusu LSTM rmsprop algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.16. SAL Kuyusu LSTM rmsprop algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.17. PAG Kuyusu NAR-NN trainlm algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.18. PAG Kuyusu NAR-NN trainlm algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.19. PAG Kuyusu NAR-NN trainbr algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.20. PAG Kuyusu NAR-NN trainbr algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.21. PAG Kuyusu LSTM adam algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.22. PAG Kuyusu LSTM adam algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.23. PAG Kuyusu LSTM rmsprop algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.24. PAG LSTM rmsprop algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.25.COS Kuyusu NAR-NN trainlm algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.26. COS Kuyusu NAR-NN trainlm algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.27. COS Kuyusu NAR-NN trainbr algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.28. COS Kuyusu NAR-NN trainbr algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.29. COS Kuyusu LSTM adam algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.30. COS Kuyusu LSTM adam algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.31. COS Kuyusu LSTM rmsprop algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları 

. 

 

Şekil 3.32. COS LSTM rmsprop algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.33. DIEC Kuyusu NAR-NN trainlm algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.34. DIEC Kuyusu NAR-NN trainlm algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.35. DIEC Kuyusu NAR-NN trainbr algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.36. DIEC Kuyusu NAR-NN trainbr algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.37. DIEC Kuyusu LSTM adam algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.38. DIEC Kuyusu LSTM adam algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

 

Şekil 3.39. DIEC Kuyusu LSTM rmsprop algoritması ve t=1 için test verisi ve eğitim çıktısı sonuçları. 
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Şekil 3.40. DIEC LSTM rmsprop algoritması ve t=2 için test verisi ve eğitim çıktısı sonuçları. 

 

  



 

 

 

 

DÖRDÜNCÜ BÖLÜM 

SONUÇ VE TARTIŞMA 

 

Bu tez çalışmasında, su temin ve dağıtım sistemlerinde yeraltı suyu seviyelerinin tahmini 

için Yapay Zekâ (YZ) tekniklerinin kullanımı incelenmiştir. Özellikle, Doğrusal 

Olmayan Otoregresif Sinir Ağı (NAR-NN) ve Uzun Kısa Süreli Bellek (LSTM) 

modelleri, AquiferAuser veri setinden alınan beş farklı kuyu verisi kullanılarak test 

edilmiştir. 

Çalışma sonuçları, hem NAR-NN hem de LSTM modellerinin yeraltı suyu seviyelerinin 

tahmininde başarılı olabileceğini göstermiştir. NAR-NN modeli için, trainbr eğitim 

algoritması genellikle trainlm algoritmasından daha iyi sonuçlar vermiştir. LSTM modeli 

için ise, rmsprop eğitim algoritması adam algoritmasından daha başarılı bulunmuştur. 

Genel olarak, NAR-NN modeli, LSTM modeline kıyasla daha düşük RMSE değerleri 

elde ederek daha doğru tahminler sağlamıştır. Bunun nedeni, NAR-NN modelinin zaman 

serilerindeki doğrusal olmayan ilişkileri modellemede daha etkili olabilmesidir. Ayrıca, 

zaman gecikmesinin artması NAR-NN modelinin performansını olumlu yönde 

etkilerken, LSTM modelinin performansını olumsuz yönde etkilemiştir. Bu durum, NAR-

NN modelinin uzun vadeli bağımlılıkları yakalamada LSTM modelinden daha iyi 

olduğunu gösterebilir. 

Bu tez çalışması, sınırlı sayıda veri seti ve YZ modeli kullanılarak gerçekleştirilmiştir. 

Bu nedenle, elde edilen sonuçların genelleştirilebilirliği sınırlı olabilir. Ayrıca, çalışma 

sadece yeraltı suyu seviyelerinin tahminine odaklanmıştır. Su temin ve dağıtım 

sistemlerindeki diğer değişkenlerin (örneğin, yağış, sıcaklık, pompaj oranları) tahmini 

için YZ tekniklerinin kullanımı gelecekteki çalışmalar için bir konu olabilir. 
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Bu tez çalışması, su temin ve dağıtım sistemlerinde YZ tekniklerinin kullanımı için birçok 

gelecek çalışma fırsatı sunmaktadır. Bunlardan bazıları şunlardır: 

 Farklı coğrafi bölgelerden ve daha uzun zaman dilimlerini kapsayan veri setleri 

kullanılarak YZ modellerinin performansı daha kapsamlı bir şekilde 

değerlendirilebilir. 

 Destek Vektör Makineleri (SVM), Rastgele Ormanlar (RF) ve Derin Öğrenme 

(DL) gibi diğer YZ modelleri, yeraltı suyu seviyelerinin tahmini için test edilebilir 

ve performansları NAR-NN ve LSTM modelleriyle karşılaştırılabilir. 

 Farklı YZ modellerinin güçlü yönlerini birleştiren hibrit modeller, tahmin 

doğruluğunu artırmak için geliştirilebilir. 

 Yağış, sıcaklık, pompaj oranları gibi diğer değişkenlerin tahmini için YZ 

teknikleri kullanılabilir ve bu tahminler, su kaynaklarının daha etkin yönetimi için 

kullanılabilir. 

 YZ modellerinin karar verme süreçlerinin daha şeffaf hale getirilmesi, bu 

modellerin su kaynakları yönetiminde daha yaygın bir şekilde kullanılmasını 

sağlayabilir. 

 Su temin ve dağıtım sistemlerinde YZ tekniklerinin kullanımı henüz emekleme 

aşamasındadır. Bu alanda yapılacak gelecek çalışmalar, su kaynaklarının daha 

sürdürülebilir bir şekilde yönetilmesine önemli katkılar sağlayabilir. 
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