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OZET

ICERIK TABANLI WEB SAYFASI KATEGORIZASYONU

Ebubekir BUBER

Bilgisayar Muhendisligi Anabilim Dali

Yiksek Lisans Tezi
Tez Danismani: Prof.Dr. Banu DIRi

Web Sayfalarinin Siniflandirilmasi, her gecen giin daha da 6nem kazanan bir makine
dgrenmesi problemidir. Web sayfalarinin kategorize edilmesi, verimli Internet
kullanimi, spam filtreleme ve daha birgok uygulama alani igin faydali bilgiler
saglamaktadir. Milyonlarca web sitesi arasindan kullanicinin aradigi konuyla ilgili
sonuglarin hizh bir sekilde bulunmasi, arama motorlari igin ¢ozllmesi gereken bir
problemdir. Web sayfasi siniflandirma, zararl igerige sahip web sayfalarinin kullanici
tarafindan goérintilenmeden oOnce engellenmesi ile siber glvenlik uygulamalari
tarafindan da kullanilabilmektedir.

Web sayfasi siniflandirmasi, bir¢ok farkh uygulama alani igin temel olusturabilecek
faydali bilgiler saglayan bir Bilgi Cikarimi (Information Extraction) uygulamasidir. Bir
diger uygulama alanina ise agda anomali tespiti icin kullanicinin internet kullanim
profilinin olusturulmasi 6rnek olarak verilebilir.

Bu c¢alismada, web sayfalarinin siniflandirilmasina yonelik bir sistem gelistirilmistir.
Geligtirilen sistemde derin 6grenme tabanl yaklagimlar test edilmis ve kullaniimistir.
Web sayfalarinin siniflandirilabilmesi igin bir web sayfasinin igeriginde yer alan meta
etiketler adi verilen bashk (title), aciklama (description) ve anahtar kelimeler
(keywords) gibi metinsel bilgiler kullaniimistir.

Xi



Yapilan c¢alismanin testleri sirasinda Yinelemeli Sinir Ag1 (YiSA, Recurrent Neural
Networks) tabanli derin 6grenme mimarisi kullaniimigtir. Bu derin 6grenme mimarisi
Uzerinde bazi hiperparametre ayarlamalari gerceklestirilerek performans analizi de
yapilmistir. Ayrica, gelistirilen sistemde Ogrenme Transferi denenmistir. Ogrenme
Transferi, bir problemi ¢dzmek igin dnceden egitilmis parametreler kullanilarak bir
makine 6grenmesi modeli olusturma yaklasimina verilen isimdir.

Elde edilen sonuglara gore, Web sayfasi siniflandirma sisteminin basari orani yaklasik
%85 olarak elde edilmistir. Gergeklestirilen testler, CPU ve GPU lizerinde galigtiriimis
olup, bu iki farkli donanim lzerinde elde edilen galisma siirelerine iliskin performans
karsilastirmasi da ayrica yapilmistir.

Anahtar Kelimeler: web sayfasi siniflandirma, siniflandirma, derin 6grenme, Yinelemeli
Sinir Aglari, 6grenme transferi.

YILDIZ TEKNiK UNIVERSITESI FEN BiLIMLERI ENSTITUSU
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ABSTRACT

CONTENT BASED WEB PAGE CATEGORIZATION

Ebubekir BUBER

Department ComputerEngineering

MSc. Thesis

Adviser: Prof. Dr. BanuDIRIi

Classification of Web Pages is a machine learning problem which gets more and more
important every day. Categorizing web pages provides useful information for efficient
internet use, spam filtering and many other application areas. Finding results quickly
from the millions of websites users are looking for is a problem that must be solved for
search engines. Web page classification can also be used by cyber security applications
by blocking web pages with malicious content before they are displayed by the user.

Web page classification is an Information Retrieval application that provides useful
information that can be a basis for many different application domains. Another
example of application is the creation of an internet usage profile of a user for network
anomaly detection.

In this study, a system for classifying web pages was developed. Deep learning-based
approaches have been tested and used in the developed system. Textual information
in the content of the web page is used to classify web pages. For the classification
mechanism, the meta tags contained in the web page are used. The meta tags used for
classification are title, description, keywords.

During the tests, a deep learning architecture based on Recursive Neural Networks
(RNN) was used. Performance analysis has been performed by performing some
hyperparameter tuning on this deep learning architecture. In addition, Transfer
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Learning has been tested in the developed system. Transfer Learning is the name given
to the approach of building a machine learning model using pre-trained parameters to
solve a problem.

According to the results obtained, the success rate of the web page classification
system is about 85%. The tests were run on the CPU and GPU, and the performance
comparison of the run times obtained on this two different hardware was made.

Keywords: web page classification, classification, categorization, deep learning, RNN,
transfer learning.
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BOLUM 1

GIRIS

Web Sayfalarin Siniflandirilmasi, her gecen giin daha da 6nem kazanan bir makine
dgrenmesi problemidir. internetin kullaniimaya basladigi 90’ yillardan bu yana
internet kullanici sayisi ve kullanicilara hizmet veren web sayfasi sayisi giinimiize kadar
blyuk bir hizla artmis ve artmaya devam etmektedir. Web sayfalarinin kategorize
edilmesi, verimli internet kullanimi, spam filtreleme ve daha bircok uygulama alani igin
faydal bilgiler saglamaktadir. Milyonlarca web sitesi arasindan kullanicinin aradigi
konuyla ilgili sonuglarin hizli bir sekilde bulunmasi, arama motorlari igin ¢ozilmesi
gereken ciddi bir problemdir. Bu nedenle kullanici sorgularina daha saglikh sonuglar
dondirulebilmesi igin bazi arama motorlari web sayfalari Uzerinde konu bazh
siniflandirma yapmaya ihtiyag duymustur. Bunlarin yani sira kurumlar ya da bireysel
kullanimlar igin internet kullanim politikalari belirlenebilmesi icin web sayfalarin
siniflandiriimasi gerekmektedir. Web sayfasi siniflandirma, zararh icerige sahip web
sayfalarinin kullanici tarafindan goriintiilenmeden énce engellenmesi ile siber glivenlik
uygulamalari tarafindan da kullanilabilmektedir. Web sayfalarinin otomatize bir sekilde
siniflandiriimasi, cok blytk miktardaki verinin anlamlandiriimasi ve yonetilebilmesini
gerekli kilmaktadir. Web sayfalarinininsan eli ile kategorize edilmesi olduk¢a maliyetli
bir islemdir. Bu nedenle elle siniflandirilmis olan web sayfalari giinimiizdeki web

sayfalarinin ¢ok ktictik bir kismini olusturmaktadir.

Web sayfasi siniflandiriimasi, birgok farkli uygulama alani igin temel olusturabilecek
faydal bilgiler saglayan bir Bilgi Cikarimi (Information Retrieval) uygulamasidir. Ornek
bir diger uygulama alani ise, agda anomali tespiti icin bir kullanicinin internet kullanim

profilinin olusturulmasi 6rnek olarak verilebilir.



1.1 Literatiir Ozeti

Bilgisayar ve ag teknolojilerindeki hizli gelisim, Web’in popdlerliginin ¢ok kisa siirelerde
artmasini saglamistir. Web’in ¢ok bilylk hizlarla bliylimesi ve her gecen glin ¢cok sayida
Web sitesinin yayina alinmasiyla arama motorlarinin isini zorlastirmaktadir. Bu nedenle
bazi arama motorlari arama yaparken sadece konu ile iliskili web sayfalari arasinda
arama yaparak sorgu sonugclarinin basarisini optimize etmeye c¢alismistir. Literatirde
bu amaca yonelik gelistirilen calismalar [1-3] bulunmaktadir. Otomatik Web Sayfasi
Siniflandirma, bir Egitimli Ogrenme (Supervised Learning) ile ¢6zilebilen bir
problemdir. Literatiirde web sayfasi siniflandirmaya yonelik makine 6grenmesi
algoritmalan kullanilarak gelistirilen ¢alismalar bulunmaktadir [4-7]. Literatirde yer
alan galismalarda siklikla kullanilan algoritmalardan bazilari sunlardir; Karar Agaglari,
Yapay Sinir Agi [6], Destek Vektor Makineleri [5], [8], K En Yakin Komsu [9], Bayesian
Algoritmasi [10].

Bu algoritmalarin yani sira Genetik Algoritma Tabanli [11-15], Karinca Koloni
algoritmasi tabanli [16] web sayfasi siniflandirmaya yonelik yapilan calismalar da

litaretlirde mevcuttur.

Web sayfalarininin Egitimsiz Yontemler ile gruplandirarak kategorize edildigi ¢alismalar
da mevcuttur [17]. Bu yaklasimlarda web sayfalari benzerliklerine gére gruplara ayrihr.
Benzerliklerin belirlenebilmesi icin mesafe hesabi yapilir. [17], arama motoru

sonuglarinin kiimelenmesi ile arama sorgularina iliskin bir optimizasyon yapmistir.

Web sayfasi siniflandirma probleminin geleneksel metin siniflandirma problemlerinden
yapisal bazi farkhliklari bulunsa da siniflandirma islemi kullanilan algoritmalar ve
yaklagimlar birbirlerine benzemektedir. Bu ¢alisma kapsaminda web sayfalarinin
siniflandiriimasina yonelik bir sistem gelistiriimeden 6nce literatiirde bulunan metin

siniflandirmaya yonelik gcalismalar da incelenmistir.

Metin Siniflandirma problemlerinden en 6nemli sorunlardan bir tanesi 6zellik
gosterimidir (feature representation). Geleneksel yontemlerin kullanildigi metin
siniflandirma yaklasimlarinda genel 6zellik gosterimi yaklasim Kelime Cantasi (Bag of
Word)'dir. Kelime gantasi yaklasimlarinda kelimelere iliskin 6zellikler; unigram, bigram,

n-gram gibi gosterimlerkullaniimaktadir.



Geleneksel yaklasimlarda ozellik gosterimlerde ortaya c¢ikan en 6nemli sorunlardan
birisi ortaya cikan dzellik sayisinin ¢ok fazla olmasidir. Ozellik sayisinin ¢ok fazla olmasi,
sistemlerin egitilmesi ve test edilmesi asamalarinda ¢ok fazla islem yikine neden
olmaktadir. Bu nedenle 0Ozelliklerin tamaminin kullanilmasinin yerine belirleyici bazi
Ozelliklerin ayiklanmasi ve bu o6zelliklerin kullanilmasi oldukg¢a sik kullanilan bir
yaklagimdir. Ayirt edici Ozelliklerin segilmesi igin gelistiriimis bircok ydntem
bulunmaktadir. Bu ydntemlerden bazilari MI (Mutual Information) [18], pLSA
(Probabilistic Latent Semantic Analysis) [19], LDA (Latent Dirichlet Allocation) [20]'dir.

Ozellik Azaltimi ile ilgili detayli bilgiler Bélim 1.5’te verilmistir.

Metin  siniflandirma  problemlerinin  ¢6zilmesi igin  geleneksel yaklasimlar
kullanlanilarak gelistirilen yaklasimlarin bir diger 6nemli dezavantaji kelimelere iliskin
iceriksel/anlamsal bilgilerin genellikle kullanilamamasidir. Geleneksel 6zellik gosterimi
yaklasimlarinda (6rn. n-gram gosterimi) kelimelere iliskin anlamsal bilgiler
tutulamamaktadir. Bunlarin yanisira deyimler gibi kelimelerin bir araya gelerek
olusturdugu anlamsal kelime gruplarinin da temsil edilemesi geleneksel 06zellik
gosterimi yaklasimlarda olduk¢a zordur. Bazi kelimeler biraraya gelerek gergek
anlamlarindan ¢ok daha farkli anlama gelen kelime gruplari olusturabilmektedirler. Bu
kelime gruplarinin islenmesi esnasinda kelimelerin ayri ayri degerlendirilmesi sistemi
yaniltici etki olusturabilmektedir. Bu sorun n-gram vyaklagimlarinda n sayisinin
artinlmasi ile kismen ¢ozilebilse de ortaya c¢ikan yeni anlamin temsil edilmesi
geleneksel yaklasimlarda blyik bir sorun teskil etmektedir. Bunlarin yani sira n

sayisinin artirilmasi veri seyrekligi (data sparsity) sorununa da neden olmaktadir.

Bircok makine 6grenmesi probleminde oldugu gibi derin 6grenme yaklasimlari metin
siniflandirma alaninda da son vyillarda olduk¢a yaygin bir sekilde kullaniimaya
baslanmistir. Derin 6grenme yaklasimlari kullanilarak gelistirilen metin siniflandirma

yaklasimlari literatiirde oldukg¢a 6nemli yer tutmaktadir.

1.1.1 Literatiuirde Yer Alan Veri Setleri

Web sayfasi siniflandirmasi sisteminin basarisinin test edilebilmesi i¢in dogrulugundan
emin olunan etkiketli bir veri setine ihtiya¢ duyulmaktadir. Literatiirde bu amac igin
Web Dizinleri (Web Directory) kullanilmaktadir. Web dizinleri, web sitelerinin belirli
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kategorilere gore bolindugl ve genellikle elle siniflandirma yapilan sistemlerdir. Web
dizinleri sayesinde kullanici, sadece ilgilendigi konuya ait web sayfalari icerisinde web

sorgulamalari yapabilir. Ornek bir web dizini Sekil 1.1’de verilmistir.
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Sekil 1.1. Ornek Web Dizini
Konu ile ilgili yapilan ¢alismalarda en ¢ok kullanilan web dizinlerinden bazilari sunlardir;
e  Yahoo Directory
e DMON (from directory.mozilla.org)
e Best of the web
e  World Wide Web Virtual Library
e Martindale’s Reference Desk
e Jasmine Directory
e Hotfrog
e Incrawler
e  Family Friendly Sides

e Enquira



Bunlarin yani sira piyasada gesitli amaclar igin gelistirilmis olan bazi Girtinler de gligli bir

web sayfasi siniflandirma veri tabanina sahiptir.

HTML'de yazilan bir web sayfasi icerisinde bulunan elementler HTML etiketleri ile
organize edilir. HTML etiketleri ile web sayfasina metin, resim, ses dosyasi, video
konulabilir. Ayrica, bu etiketler aracilig ile baska web sayfalarina kdpri baglantilari
(hyperlinkler) tanimlanabilir. Képri baglanti kurulan komsu web sayfalari, analiz edilen
web sayfasi hakkinda oldukga faydal bilgiler vermektedir. Bu web sayfalarina iliskin
bilgi, analiz edilen web sayfasi icerisinde yer almamasina ragmen, komsu web sayfasi
analizi web sayfa siniflandirma islemi igin 6nemli bir islemdir. Bu nedenle web sayfasi

siniflandirmasi igin kullanilan 6zellikler ikiye ayrilmaktadir. Bunlar;
e Analiz edilen sayfadan elde edilen bilgiler

e Komsu web sayfalarindan elde edilen bilgiler.

1.1.2 Analiz Edilen Web Sayfasindan Elde Edilen Bilgiler

Analiz edilen web sayfasindan elde edilen bilgiler iki cesittir. Bunlar; metinsel icerik ve

gorsel iceriktir.

Metinsel icerik, bir web sayfasinin siniflandiriimak iizere analiz edilmesi sirasinda
kullanilan ilk bilgilerdir. Web sayfalarinin yapisi geregi barindirdigi kontrol edilemez
glrllti ve vyapisal degiskenlik gibi etkenler Kelime Torbasi modeliyle yiiksek
performanslar elde edilmesini engellemektedir. Bu nedenle arastirmacilar metinsel
iceriklerin kullanilmasinda kelime tabanli n-gram yodntemini tercih etmektedir. Bu
yaklasimda, her dokiiman bir 6zellik vektori ile ifade edilir. Kullanilan 6zellikler tek bir
kelime degil, birbiri ardina gelmis n sayida kelime grubundan olusur. Bu sayede
deyimler ve tamlamalar gibi kelimelerin bir arada kullanilarak anlam kazandigi ifadeler
temsil edilebilmekte ve siniflandirma mekanizmasinda kullanilabilmektedir. Ornegin,
bir dokiimanin “New York” kelime grubunu igerdigini duglnilirse, Kelime Torbasi
yonteminde oldugu gibi bu kelimeler birbirinden bagimsiz 0Ozellikler olarak
degerlendirilirse “New” ve “York” olmak Uzere iki adet farkli 6zelligimiz bulunurdu.
Ancak, bu kelime bir arada bulundugunda daha farkl bir anlam tasimaktadir. N-gram

yaklasiminda n=2 oldugu durumda “New York” seklinde iki kelimenin bir arada yer



aldigi bir 6zellik kullanilir. Bu yéntemin bir dezavantaji, bir dokiiman grubu igin Kelime
Torbasi yaklasimina gore toplamda daha fazla sayida 6zellik ¢ikarilmasidir. Bu nedenle
n-gram yaklagimini kullanan g¢alismalar 6zellik se¢imi kullanarak dokimanlari iyi sekilde

ifade edecek daha az sayida 6zelligi secerek bu 6zellikler ile calismaktadir.

Metinsel igerigin yani sira bir web sayfasinin siniflandirilmasi igin kullanilabilecek en
belirgin ikinci veri kaynagl HTML etiketleridir. Yapilan akademik ¢alismalarda, metinsel
icerikle birlikte HTML etiketlerininkullanilmasinin basariyi artirdigi gésterilmistir. HTML
etiketleri, web sayfasinin gorsel olarak tarayici ekraninda goriinmesini saglayan
yapilardir. Farkh HTML etiketlerikullanilarak ayni gorsel ¢ikti elde edilebilmektedir. Bu
nedenle bazi ¢alismalarda HTML etiketlerigruplara ayrilmis ve bu sekilde o6zellik

¢ikarilmis ve siniflandirmada kullanilmistir.

Literatiirde vyapilan bazi calismalar, web sayfasindan tim metini isleyerek
siniflandirmak yerine web sayfasinda bulunan metinsel bilgilerin 6zetleri (izerinde
siniflandirma yapmislardir [21], [22]. Bu yaklasimla saf metin tabanli siniflandiricilara

kiyasla %8,8 performans artisi saglanabilmistir.

Siniflandiriimak istenilen bir web sayfasi igerigi tasarlanan siniflandiricilar tarafindan
islenebilir formatta olmayabilir, web sayfasindaki icerik cok az olabilir ya da web sayfasi
analiz edilen anda ulasilamaz durumda olabilir. Bu durumlarda web sayfasinin basarih
bir sekilde igerik tabanl siniflandiriimasi mimkiin degildir. Bu gibi durumlara karsilik,
Kan ve Thi [23] web sayfasini sadece URL’e gbre analiz ederek siniflandirmaya
calismistir. Sadece URL analizi ile yapilan siniflandirma yliksek basarilara sahip
olmayabilir ancak, web sayfasinda birtakim bilgiler elde edilmesi agisindan faydah

gorilmektedir.

Analiz edilen web sayfasindan elde edilen bilgilerden bir digeri gorsel iceriktir.
Internette yer alan web sayfalari genelde iki sekilde temsil edilir. Birincisi HTML ile
yazilmis olan metinsel temsil, ikincisi ise HTML igerigin tarayici tarafindan kullanicilar
icin gorsellestirildigi temsildir. Web sayfalarinin siniflandiriimasina yoénelik literatirde
yer alan c¢alismalarin O6nemli bir kismi sadece metinsel icerik ve HTML

etiketlerininislenmesi sonucu g¢ikarilan 0Ozelliklerle ¢alismaktadir [24]. Ancak, gorsel



icerigin analiz edilmesi ile de web sayfalarinin siniflandirilasinda faydali bilgiler elde

edilebilmektedir [24].

Kovacevic [25]’in calismasinda web sayfalari, yapilarinda bulunan HTML etiketlere gore
“Visual Adjacency MultiGraph” olarak temsil edilmistir. Graf igerisindeki her digim bir
HTML nesnesini ifade etmektedir. Graf icerisinde yer alan kenarlar ise HTML nesneleri
arasindaki uzamsal iliskileri temsil etmektedir. Olusturulan grafa uygulanan sezgisel
kurallar ile graf icerisinde bazi mantiksal bolgeler ayirt edilebilmistir. Yapilan bu

calismada Kelime Torbasi yaklasimina gore ciddi bir performans artisi elde edilmistir.

Yapilan bir diger ¢alismada [26] ise web sayfasinda bulunan resimler, histogramlarina
gore analiz edilerek yapay resimler ile dogal fotograflar birbirinden ayirt edilmistir.
Web sayfasinda bulunan resimlerin analiz edilmesi histogramlardan faydalanilarak
cikarilan ozellikler, web sayfasi siniflandirmada performansi artirici etki olusturdugu

gorusmaustur.

Web sayfasinda yer alan 6zellikler web sayfalarinin siniflandirilmasi igin faydali bilgiler
sunmaktadir. Ancak, web sayfasi igerigi sayfa yoOneticisinin bakis agisi ile ilgili bir
konudur. Bazi durumlarda web sayfalarinin siniflandiriimasi igin web sayfasi igerisinde
dogrudan yer almayan o6zelliklerin kullaniimasi da siniflandirma mekanizmalarina katki

saglamaktadir.

1.1.3 Komgu Web Sayfalarindan Elde Edilen Bilgiler

Bazi durumlarda web sayfalarinda bulunan icerikler eksik, iyi yapilandirilmamis ya da
blyik boyutlu flash nesneleri kullaniimis olabilir. Bu gibi durumlarda sadece sayfa
icerisinde bulunan verilerin analiz edilmesi ile dogru siniflandirma yapilmasi zordur. Bu
nedenle komsu sayfalardan elde edilen 6zelliklerin kullanilmasi dogru siniflandirmada
yardimci olmaktadir. Yapilan bazi calismalar da [10], [27], komsu sayfalarin analiz

edilmesi ile web sayfalarinin siniflandirilmasi Gizerine odaklaniimistir.

Sayfalar arasinda cok cesitli sekillerde baglantilar kurulabilir. En sik kullanilan
yontemlerin basinda kopri baglantilari gelmektedir. Komsu web sayfalarindan elde

edilen 6zelliklerin kullanildigi calismalarin gogu kdpri baglantilarina odaklanmistir.



Komsu web sayfalarindan elde edilen 6zellikler bazi varsayimlardan yola g¢ikilarak
olusturulmaktadir. Ornegin, Pa ve Pb ayni kategoriye sahip iki web sayfasi ise bu web
sayfalarinin komsularindan olusturulan web graflar birbirlerine benzer karakteristik
ozellikler gostermektedirler. Bu varsayim, komsu web sayfalarinin ayni kategoride
olmasini gerektirmez. Bu varsayim zayif varsayimlar sinifina girmektedir. Bu tarz
varsayimlar Ana Konu Siniflandirmasi ve Fonksiyonel Siniflandirmada iyi sonuglar

vermektedir [24].

Ana Konu Siniflandirmasinda daha gui¢li bazi varsayimlar da kullanilmaktadir. “Bir web
sayfasi komsu web sayfalarinin agirlikli oldugu kategoridendir” varsayimi buna 6rnektir.
Ornegin, komsu web sayfalarinin “Spor” agirlikli olarak kategorisinde yer almalari analiz
edilen web sayfanin kategorisinin “Spor” olma olasiligini artirir. Gigli varsayimlar Ust

diizey Ana Konu Siniflandirmada basarili sonuclar vermektedir [28-30].

Komsulardan elde edilecek ozelliklerin kullaniimasinda &nemli bir husus hangi
komsularin analiz edilecegine karar vermektir. Literatiideki ¢alismalar analiz edilen
sayfaya mesafesi en cok 2 olan komsu sayfalarin analiz edilmesine odaklanmistir.
Mesafesi ikiden az olan komsular alti farkh sinifta degerlendirilebilirler. Bunlar;
ebeveyn, cocuk, kardes, es, dede ve torun olarak adlandirilabilir. Komsu web

sayfalarinin ayrimina iligskin bilgiler Sekil 1.2’de verilmistir.
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Genellikle, ebeveyn ve cocuk sayfalarda bulunan metinsel icerikler, hedef sayfadan
farkli kategoriye sahip olabilecekleri icin komsu sayfalardan olusturulan alt 6rneklemler
Uzerinde islem yapilan c¢alismalar mevcuttur [31-33]. Ayrica, analiz edilen komsu
sayfalarin tim iceriklerinin analiz edilmesi yerine belirli kisimlarinin analiz edilmesine

Uzerine yogunlagiimistir.

Bazi g¢alismalar, komsu web sayfalarini analiz ederken bir uzman tarafindan elle
etiketlenmis web sayfalarini kullanmislardir [31], [34], [35]. insan tarafindan
etiketlenen verilerin kullanilmasi siniflandirma mekanizmalarindan daha basarih
sonuglar Uretir. Ancak, web sayfasi siniflandiriimasina yoénelik gelistirilecek bir
calismada kullanilabilecek etiketli web sayfasi sayisi internette yayin yapmakta olan

web sayfalarina kiyasla oldukga azdir.

Komsu web sayfalarinin tiim igeriklerinin analiz edilmesi oldukga maliyetli bir islemdir.
Bu nedenle komsu web sayfalari analiz edilirken sayfada yer alan bilgilerin bir kismi
kullanilarak o6zellikler ¢ikarilmaya calisilir. Baglanti metinleri (anchor text) genelde
kisadir ve siniflandirma yapilabilmesi igin yeterince bilgi icermezler. Yapilan baz
¢alismalar Baglanti Metinlerini igeren bir grup metinin islenmesine yonelik olmustur
[36]. icerigin 6zenle olusturuldugu web sayfalarinda Baglanti Metinlerinin yani sira
Baslik Bilgilerinin kullaniimasi da web sayfalarinin siniflandirilmasi igin faydali bilgiler

sunmaktadir.

1.2 Tezin Amaci

Web Sitesi, birbirlerine ¢esitli yollarla baglantili olan bir grup web sayfasinin
olusturdugu yapiya verilen isimdir. Bir web sitesi altinda c¢ok sayida web sayfasi

bulunabilir. Web sayfalari da birbirlerine linkler araciligi ile baglanirlar.

Web sayfasi siniflandirma (kategorizasyonu), bir web sayfasini daha Onceden
belirlenmis olan kategorilerden birisine atama islemine verilen isimdir. Sinifllandirma
problemi, egitimli 6grenme (supervised learning) ile ¢dzilebilen bir makine 6grenmesi
problemidir. Egitimli 6grenme problemleri 2 temel asamadan olusur. Bu asamalar;

egitim ve testtir. Belirli sayida etiketli 6rnekle egitilen sistem ile problemi ¢6zecek bir



model olusturulabilir. Bu model, kategorisi hakkinda bilgi sahibi olmadigimiz web

sayfalarini kategorize edebilmemizi saglayan yapidir.

Bir web sayfanin ilgili oldugu kategorinin tespit edilebilmesi igin sadece ilgili web
sayfasi icerisinde yer alan bilgilerin analiz edilmesi yeterli olurken, bir web sitesinin
kategorize edilebilmesi icin, o web sitesi icerisinde bulunan tim web sayfalarinin da
analiz edilmesine ihtiya¢c duyulabilir. Literatlirde yer alan her iki amaca yonelik
gelistirilmis ¢alismalar mevcuttur. Bir web sitesinin ana sayfasinin, o web sitesi
hakkinda 6zet bir bilgi sundugu varsayimindan yola c¢ikarak, bazi calismalar sadece web
sitenin ana sayfasini analiz ederek web site kategorizasyonu yapmislardir. Bu sayede
cok sayida web sayfanin analiz edilmesine gerek duyulmadan web siteleri kategorize

edilebilmektedir.

Web sayfasi kategorizasyonu kendi igerisinde birgok alt bashga ayrilmaktadir. Bu
basliklar web sayfalari Gzerinde yaptiklari analiz ¢iktilarina gore birbirlerinden ayrilirlar.

Bu bagliklardan bazilari sunlardir;

e Ana Konu Siniflandirmasi: Web sayfasini, ilgili oldugu konuya gére siniflandirma

(sanat, is, spor)

e Fonksiyonel siniflandirma: Web sayfasini, fonksiyonel mekanizmasina gére

siniflandirma (ana sayfa, giris sayfasi, yonetici sayfasi)

e  Duygu siniflandirma: Yazarin belirli bir konudaki gortistinii anlamaya yonelik

yapilan siniflandirma.

Bunlarin yani sira literatlirde web sayfalarinin; (sluba gore ya da spam olup
olmamalarina goére de siniflandirma yapan calismalarda mevcuttur. Bu calismada

sadece Ana Konu Siniflandirmasi ve Fonksiyonel Siniflandirma Gzerine odaklaniimistir.

Siniflandirma mekanizmasi, sinif sayisina goére ikili siniflandirma (binary classification)
ve c¢oklu siniflandirma (multi-class classification) olarak ikiye ayrilir. ikili
siniflandirmada, veri érneginin iki siniftan hangisine ait oldugu tespit edilmeye ¢alisilir.

Cok siniflandirmada ise bir veri 6rnegi icin olasi sinif sayisi ikiden fazladir.

Bir veri 6rnegine atanacak sinif bilgisinin sayisina gore siniflandirma mekanizmalari, tek

etiketli veyacok etiketli olmak Uizere ikiye ayrilir. Tek etiketli siniflandirmada her bir veri

10



ornegine sadece bir sinif bilgisi atanir. Cok etiketli siniflandirmada ise bir veri 6érnegine

birden fazla sinif etiketi atanabilmektedir.

Bir veri 6rneginin sinifinin  belirlenmesi islemi, siniflandirma yodntemlerini ikiye
ayirmaktadir. Bunlar Kati Siniflandirma (Hard Classification) ve Yumusak Siniflandirma
(Soft Classification). Kati Siniflandirmada veri 6rneginin belirli bir sinifa ait olup
olmadigi kesin cgizgilerle belirlenir. Yumusak Siniflandirmada ise siniflandirmada

olasikliksal giktilar kullanilir.

Kategorilerin organizasyonuna gore bir siniflandirma problemi Diz Siniflandirma ve
Hiyerarsik Siniflandirma olarak ikiye ayrilir. Diiz siniflandirmada her sinif birbirinden
ayri degerlendirilir ve bir sinifin diger sinifin segilmesinde herhangi bir etkisi yoktur.
Hiyerarsik siniflandirmada ise 6nce Ust seviye bir siniflandirma yapilir, ardindan ikinci
diizey siniflandirma yapilir. ikinci diizey siniflandirmada kullanilan kategoriler iist diizey

siniflandirmanin sonucuna baghdir.

Siniflandirma turleri Sekil 1.3 “te gorsel olarak sunulmustur.

il
) |

I Siniflandirici l Siniflandirici

' '
a) Ikili Siniflandirma b) Cok Sinif-Tek Etiketli

Siniflandirma (Kati Siniflandirma)

|

H
£+

1]
1

I Siniflandirici I I Siniflandirici |

A B C D

0.4 03 0201

0.2 0.1 02 05

> L >
o o ™

0.1 0206 0.1

Hell g

c) Gok Sinifli - Cok Etiketli d) Cok Sinifll Cok Etiketli Siniflandirma
Siniflandirma (Kati Siniflandirma) (Yumusak Siniflandirma)

Sekil 1.3. Siniflandirma Tdrleri
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Bu ¢alismada web sayfalarinin kategorize edilmesine yonelik bir proje gelistirilmistir.

Geligtirilen sistem ¢ok sinif tek etiketli siniflandirma yaklagimina gore gelistirilmistir.

1.3 Hipotez

Web sayfasi, World Wide Web icin hazirlanan ve web tarayicisi kullanilarak
gorintilenebilen dokiimanlardir. Web sayfalari cogunlukla HTML formatinda kodlanir,
CSS, betik, gorsel ve diger yardimci kaynaklardan yararlanilarak son goriiniimiine sahip

olur ve islevsellik kazanir.

1.3.1 Web Sayfasi Nedir?

HTML belgelerinin birbirlerine nasil baglanacaklarini ve belge igindeki metin ve
resimlerin nasil yerleseceklerini belirleyen ve etiket (tag) denilen kod pargalarindan
olusan bir sistemdir. Internet Gzerinde yasayan World Wide Web (WWW ya da Web),
HTML sisteminin arkasinda ki etkilesimli, ¢ok platformlu, multimedya ve

istemci/sunucu uygulamalari yaratmak igin kullanilir.

Bir Web Sayfasi, formath metinler, ses ve resimlerden olusan belgelerden olusur. HTML
veriler igerisinde yer alan "tag" pargalari; metnin, resmin ya da baska herhangi bir veri
kaynaginin tarayici tarafindan nasil islenecegini belirler. Tarayici tarafindan islenen

HTML veri, kullanici igin gorsel bir hale dontsturalir.

Bir html etiketi“<” ile agihr ve “/>” ile kapatir. HTML kullanacagimiz bir sayfaya

“<html>" etiketibaslanir ve “</html>" etiketi ile bitirilir.
<html> taglari icerisinde sayfamiz iki boliimden olusur;
e Head - Ust bilgiler kismi

e Body - Govde, igerik kismi

Head (Ust bilgiler kismi): Sitemize ait anahtar kelimeler, aciklama, site baslig gibi
bilgileri kapsayan kisimdir. Bu kisimda sayfamizin 6zellikleri kodlanir, kullaniciya hitap

eden lye giris forumlari, yazilar vb. bu kisimda kodlanmazlar.

12



Body (igerik kismu): Adindan da anlasilacag tizere kullaniciya hitap eden, formlar,
yazilar, gorseller, linkler vb. bu kisimda kodlanir ve sitemizin kullaniciya yonelik tim

islemlerin yapilacagi kisimdir (Sekil 1.4).

<html>

<head>

<title>Site Bagligi</title>
</head>

<body>

Site i¢erik kismi.
</body>

</html>

Sekil 1.4. Site HTML icerigi

Bu tarz bir sayfanin giktisi Sekil 1.5’teki gibi olacaktir.

e ]

Site icerigi

Sekil 1.5. Sitenin Tarayicidaki Gorlintusl

Bir web sayfasi programlanirken ilk basta bu HTML yapi kurulur ve igerikle ilgili

kodlamalar body etiketleri arasinda yapilir.

1.3.2 URL Nedir?

URL (Uniform Resource Locator), en basit sekilde internet sitelerine ulasmamizi
saglayan adreslerdir. Bir URL, sayfaya erismek igin kullanilan bir Protokol ile baglar.
Alan Adi, web sayfasini barindiran sunucuyu tanimlar. Alan adi, kayit altina alinan ve
kullanilmasi icin ticret ddenen alandir. Bir alan adi, ikinci Diizey Alan Adi (iDAA) ve Ust

Diizey Alan Adi (UDAA) bilesenlerinden olusur. IDAA, genellikle marka ismini belirtir,
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UDAA ise alan adi uzantisini belirtir. Ana Makine Ad, alt alan adi ve alan adini kapsayan

kismi belirtir.

FQDN (Fully Qualified Domain Name), alan adi sisteminde bir alan adinin tamamini
nitelemek icin kullanilir. Ornegin; “secure.serverxfirma.com” tanimlarken “secure” alt
alan adi, “serverxfirma.com” alan adi ve “secure.serverxfirma.com” FQDN olarak

belirtilir. Sekil 1.6, bir URL de bulunan bilesenleri gostermektedir.

ookl UnCDzey DY Al str dosya
A A
A A , N\ —A— —A Y
https Iwww. exampleurl. com/lnfo/aboutus html
—— L J
Y Y
Alt Alan Adi Alan Adi sayfa
N\ J
- ' - Y
Ana Makine Adi Dosya Yolu

Sekil 1.6. URL Bilesenleri

1.3.3 Metin Siniflandirma ile Web Sayfasi Siniflandirma Arasindaki Farklar

Metin Siniflandirma ile Web sayfasi siniflandirma problemleri birbirlerine benzerlikler

gosterseler de yapisal olarak birbirlerinden cok farkli olduklari bazi noktalar vardir.

ilk olarak klasik metin siniflandirma problemlerinde siniflandirilan dokiimanlar, ok iyi
organize edilmis, ciimleler ve paragraflar arasinda anlamsal ve yapisal iliskilerin oldugu
oldukca iyi yapilandirilmis veri kaynaklaridir. Bu tip dokiimanlarda yazinin dizayni
tamamiyle yazarin kontroliindedir. Bu nedenle yazi igerisinde yazara 06zel bazi
karakteristik 6zellikler de bulunabilir. Bu sayede metinin yazarinin tespit edilmesi gibi
uygulamalar gelistirilebilir. Web sayfalarinda ise yapi daha farkhdir. Web sayfalari,
HTML icerikleri, etiketler, resimler, ses dosyalari ve videolardan olusabilir. Metinsel
icerikler birbirleri ile anlamsal ya da yapisal iliski icerisinde bulunmayabilir, tamamen
farkli konulara iliskin yazilar ayni web sayfasi icerisinde bulunabilir. Web Sayfasinda yer
alan boliim bashklar gibi metinsel bilgiler tam bir ciimle olamayabilirler. iceriginde

agirhkh olarak metinsel igerik barindiran web sayfalari bulunabilecegi gibi tamamiyla
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gorsel elementlerden olusan web sayfalari da olabilir. Klasik metinsel dokiimanlarin
siniflandiriimasina gére web sayfasi siniflandirma probleminde sinirli metinsel bilgiye

ve daha cesitli veri tiplerinin analiz edilmesi gerekebilir.

ikinci olarak, web sayfalar tag bilesenlerinden olusan HTML igeriklere sahiplerdir. Bu
HTML igerikler gorsel olarak kullaniciya sunulur. Klasik metinsel dokiimanlardan farkli

olarak bir web sayfasinin ham verinin (source code) yani sira bir de gorsel ciktisi vardir.

Son olarak Web sayfalari ile diger web sayfalari ya da dokimanlar arasinda
hypertext’ler ile kurulmus olan baglantilar vardir. Bir web sayfasinin
siniflandiriimasinda analiz edilen web sayfasi icerisinde bulunan koprilerin (hypertext)
analiz edilmesi oldukga 6nemlidir. Web sayfasindan baska kaynaklara kurulmus olan
baglantilar analiz edilen web sayfasi hakkinda bazi bilgiler vermektedir. Bu bilgiler web

sayfasinin siniflandiriimasinda faydah olabilmektedir.

Web sayfasi siniflandirma islemi yakin zamanlara kadar uzman insanlar tarafindan
bilgisayardan yardim almadan yapilmaktaydi. Ancak, son yillarda yapilan calismalar ile

bu islem yari-otomatik ya da tam otomatik mekanizmalar ile yapilabilir hale gelmistir.

Web sayfasi siniflandirma problemi, klasik metin siniflandirmadan daha zor
problemdir. Geleneksel makine 6grenmesi algoritmalari ile yapilmis bir¢cok ¢alisma
literatirde mevcuttur. Web sayfalari kategorize edilmek Uzere islenmeden bazi 6n
islemlerden gecirilmelidir. Bu islemler, analiz edilecek veriyi makine 06grenmesi
algoritmalar ile islenebilmek lizere hazir hale getirmeye yarar. Ayrica, yapilacak bazi
veri O6n isleme yontemleri ile analiz edilecek web sayfa icerigi uygun formatta

indekslenir ve bu sayede veri bellekte daha az yer tutacak hale getirilir.

Web sayfalarinin diger metinsel dokimanlardan en belirgin farklarindan birisi
sayfalarin HTML taglari ile olusturulmus yapilara sahip olmasidir. Literatiirde yer alan
bazi web sayfasi siniflandirma g¢alismalari HTML taglarini temizleyerek gelistirilen
siniflandirma mekanizmalarinda bu bilgileri kullanmamislardir. Ancak, yapilan
calismalar gostermektedir ki HTML etiketlerin kullanilmasi siniflandirma basarisini

artirici etki olusturmaktadir.
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1.3.4 DDi igin Derin Ogrenme Tabanh Yaklagimlar

Ozelliklerin tanimlanmasi ve gdsterimi makine &grenmesi problemleri icin oldukca
onemli bir adimdir. Son zamanlarda, 6nceden egitilmis Kelime Gdsterimlerinin
kullaniimasi ve derin sinir aglarinin hizl gelisimi, cesitli DDi problemlerinin ¢dziilmesine
yeni bir ilham kaynagi olmustur. Kelime Gosterimleri (ya da Kelime Vektorleri), veri
kisitlamasi sorununu buiylk o6lclide azaltan bir 6zellik gosterimi cesitidir [37]. Mikolov
ve arkadaglarinin yaptigi c¢alhisma [38], Kelime Vektorlerinin anlamsal dizenleri
yakalayabildigini gostermektedir. Kelime Gosterimleri hakkinda detayl bilgiler Bolim

2.4.3'te verilmigstir.

Metin siniflandirma igin kullanilan birgok derin 6grenme mimarisi bulunmaktadir.
Socher ve arkadaslari [39], [40] bir ciimlenin temsil edilmesi icin Rekdirsif Sinir Aglar
(RSA - Recursive Neural Network) mimarilerini énermistir. RSA yapisinda bir cimle
anlamsal icerigine gore bir agac yapisi olusturularak analiz edilebilmektedir. Bu yapida
modelin performansi, olusturulacak aga¢ yapisina baglhdir. Bu tarz bir agacin
olusturulmasi O(n?) zaman karmasikligina sahip bir problemdir (n metin uzunlugunu
temsil eder). Bu nedenle bu yapi uzun ciimle ve dokiimanlarda kullaniimasi verimli

olmamaktadir.

Metinlerin anlamsal igeriklerine gore analiz edilmesine olanak taniyan bir diger derin
O0grenme mimarisi ise Yinelemeli Sinir Agl (YiSA - Recurrent Neural Network)
mimarileridir [40], [42]. Bu yapida bir metin kelime kelime islenmektedir. Bir kelime
analiz edilirken o kelimeden 6nce kullanilmis olan kelimelere iliskin bilgiler de gizli
katmanlarda yer alir. Bu yapinin zaman karmasikhgi ise O(n)’dir. Bu nedenle YiSA, uzun
metin ve dokimanlar igin RSA yapisindan daha efektif ¢alisabilmektedir. Bu yapinin bir
dezavantaji ise YiSA mimarisinin bias’a elverisli olmasidir. Bu yapida son gelen kelime
diger kelimelere oranla sistemde daha baskin rol oynamaktadir. Halbuki agirhg fazla

olan kelimeler cimle ya da dokiiman igerisinde herhangi bir yerde bulunabilir.

Evrisimsel Sinir Aglari (ESA - Convolutional Neural Networks) yapilari DDi problemleri
icin kullanilan unbiased yapiya sahip bir derin 6grenme yaklagimidir [40]. Bu yapida
ayirt edici kelime gruplari max-pooling katmanlari ile gikarilabilmektedir. Bu sayede

anlamsal iliskileri yakalamada YiSA yapilarindan daha basarili oldugu soylenebilir.
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Ayrica ESA yapisinin zaman karmasikligi da O(n)’dir. Bu yapi, veri tzerinden belirli bir
saylda uzunluga sahip bir cerceve gezdiriimesi ile calisir. Cerceve uzunlugunun
belirlenmesi 6nemli bir problemdir. Kiiclik cerceveler bazi kritik anlamsal bilgilerin
kaybolmasina neden olabilirken, blylik cerceveler kullanildiginda ise ¢cok fazla sayida

parametrenin 6grenilmesini gerekecegi icin egitim islemi zorlagsmaktadir.

YiSA ve ESA mimarilerinin eksiklerinin giderilmesi ve daha girblz bir sistemlerin
gelistirilmesi igin Evrisimli Yinelemeli Sinir Aglari (EYiSA) mimarileri ve Cift Yonlu
Yinelemeli Sinir AgI (CYYiSA) mimarileri onerilmistir. Lai ve arkadaslari EYiSA
mimarilerini metin siniflandirma probleminin ¢6ziilmesi igin 6nermiglerdir [41]. Bu
calismada, max-pooling katmani ile metin siniflandirmada 6nemli rol oynayan ozellikler
belirlenmekte ve ardindan BRNN mimarisi ile islenmeye devam edilmektedir. Lai ve
arkadaslarinin metin siniflandirmasi igin gelistirmis oldugu EYiSA yaklasiminin zaman

karmasikhgi da O(n)’dir.

Bu amaca yonelik gelistirilen bircok calisma [8], [10], [11] mevcuttur. Derin Ogrenme
yaklagimlari sayesinde basarili metin siniflandirma g¢alismalari yapilabilmektedir. Bu
¢alismada metin siniflandirmaya yonelik derin 6grenme yaklasimlari kullanilarak web

sayfalarinin siniflandirilmasi amaglanmistir.

1.4 VeriOn isleme

Bir web sayfasinin siniflandirilmasinda sayfanin metinsel iceriginin 6nemi buylktdr.
Web sayfasi icerisinde yer alan metinsel bilgilerin Dogal Dil isleme teknikleri ile
islenmeden 6nce bazi 6n islemlere tabi tutulmasi gerekmektedir. Bu 6n islemler

sunlardir;

e Noktalama isaretlerinin temizlenmesi

e Durak Kelimelerinin (Stop Words) temizlenmesi
e Kelime koklerinin bulunmasi

Noktalama isaretleri, durak kelimeleri ve kelimelere gelen ekler siniflandirma

mekanizmasi igin degeri olmayan bilgilerdir. Bu bilgilerin temizlenmesi ile yapilan
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islemler ile daha saglikh sonuglar elde edilebilmektedir. Kelime kdklerinin bulunmasina

yonelik ingilizce dili icin kullanilan en yaygin yéntem Porter Algoritmasidir [43], [44].

Literatlirde yer alan bircok calisma Kelime Torbasi (Bag of Words) mantigina goére
¢alismaktadir. Bu ¢alisma mantigina gore her kelime koki bir 6zellik olarak alinarak her
bir web sayfasi bir vektor olarak ifade edilir. Tim web sayfalari icin bu sekilde
vektorizasyon yapilarak olusturan veri setinde ¢ok fazla sayida Ozellik ortaya
¢ikmaktadir. Cok sayida veri Ornegi icin ¢ok fazla sayida oOzelligin islenmesi uzun
sirmekte, bazi algoritmalar tarafindan bu tip bir veri setinin islenmesi olduk¢a zordur.
Bu nedenle metinsel icerik islenirken Kelime Torbasi mantiginin yani sira n-gram veri
setleri Gzerinde ¢alisan akademik ¢alismalar da yapilmistir. Kelime tabanli n-gram veri
setleri kelimeleri tamamiyla birbirlerinden ayrik bilesenler olarak degerlendirmek
yerine kelimeleri belirli gruplar olarak islemeye de olanak taniyan veri setleridir. Bu veri
setlerinde, her kelime kendisinden sonra n adet kelime ile birlikte degerlendirilerek bir
Ozellik olarak kullanilmaktadir. Bu sayede deyimler, tamlamalar gibi birden fazla
kelimenin bir araya gelerek anlamlandigl vyapilar bu veri setinde rahatlkla

islenebilmektedir.

N sayisi istenilen bir rakam segilebilir. (Bag of words yaklasimi n=1 olan n-gram
verisetine denk gelmektedir.) N sayisi arttikca daha fazla sayida anlamsal bag iceren
kelime gruplari bir arada analiz edilebilmektedir. Ancak, n sayisi cok fazla oldugu
takdirde bir web sayfasini birbirine gercekten cok benzer dokimanlar olsa bile
tamamen farkli dokiimanlar olarak algilanabilmektedir. Literatiirde yer alan n-gram

veri setlerinin bircogu kelime tabanli 2, 3, 4 gram veri setlerinden olusur.

Bazi web sayfalari metinsel bilgiden cok gorsel elementlerden olusabilir. Gorsel
elementler ayni zamanda metinsel bilgi de igerebilir. Ancak, gorsel elementlerdeki
metinsel bilginin makine 6grenmesi algoritmalari tarafindan islenebilmesi icin 6ncelikle
metin olarak elde edilmesi gerekir. Resimlerdeki yazilarin taninmasi problemine Optik
Karakter Tanima (Optical Character Recognition) problemi denir. Bu islemi yapan hazir
kGtliphaneler kullanilarak resimlerdeki metinler ¢ikarilabilir ve siniflandirma

mekanizmasinda kullanilabilir.
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1.5 Ozellik Azaltimi

Hangi tip 6zelliklerin kullanilmasinin énemli olmasinin yani sira kullanilacak 6zelliklerin
agirliklandiriimasi da web sayfalarininsiniflandiriilmasinda énemli bir adimdir. Dogal Dil
isleme tabanli ydntemlerde kelime veya kelime gruplari vektér seklinde ifade edilir,
ardindan makine 6grenmesi algoritmalar ile islenir. Kelime / kelime gruplarinin
vektorizasyonu sonucunda c¢ok fazla sayida oOzellik elde edilir. Cok sayida ozellik
bilgisinin makine 6grenmesi algoritmalari tarafindan islenmesi maliyetli olmaktadir. Bu
nedenle siniflandirma icin pozitif yonde katki saglamayan o6zelliklerin 6zellik listesinden
¢ikarilmasi performans iyilestirilmesi igin olduk¢a O6nemlidir. Bunlarin yani sira
siniflandirmaya katkisinin en fazla oldugu bazi alt 6zellik setleri ile calismak performans
icin olumlu etki olusturmaktadir. Bu nedenle, 6zellikle metin tabanli veriler lzerinde
siniflandirma problemleri igin 06zellik azaltilmasi adimi olduk¢a 6nemlidir. Web
sayfalarinin siniflandirilmasi igin yapilan bazi akademik ¢alismalar, 0zelliklerin

azaltilmasi igin bazi yéntemler deneyerek karsilastiriimistir.

Ozellik azaltilmasi tiim verinin islenmesi sonucunda elde edilen 6zellikler tzerinde
yapilan analizlerle azaltilabilecegi gibi, islenen verinin azaltilmasi yoluyla daha az 6zellik
cikarilmasi seklinde de yapilabilmektedir [45]. Ozellik secimi icin Bilgi Kazanci
(Information Gain) ydntemini kullanan c¢alismalar mevcuttur [35]. Dogal Dil isleme
alaninda bilinen bir diger yaklasim olan Gizli Anlam indeksleme (Latent Semantic
Indexing-LSI) da metin tabanli veri setleri igin Ozellik azaltilmasi igin kullanilabilir.
Ancak, bu yontemin hesaplamasal karmasikligi fazla oldugu icin yiiksek boyutta veriler
icin uygulanmasi efektif olmamaktadir. LSI kullanan ve bu yéntemin gelistiriimesine
yonelik gelistirilmis ¢alismalar literatirde bulunmaktadir [46], [47]. Blyulk veri setleri
uzerinde bu yontemin kullanilmasi igin verimlilik optimizasyonu igin daha fazla ¢alisma

yapilmasina ihtiya¢ duyulmaktadir [24].

Mangai ve Kumar [48], web sayfasi siniflandirilmasi igin gelistirilen sistemde 6zellik
azaltimi icin CfsSubsetEval algoritmasini kullanmis ve ardindan elde edilen 6zellikleri
C4.5 karar agaci siniflandircisi ile test etmistir. Gergeklestirilen testler ile 6zellik azaltimi

isleminin siniflandirma basarisini artirdig1 gézlenmistir.
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[41] tarafindan yapilan bagka bir galismada, 6zellik azaltimi igin Genetik Algoritma
kullanilmistir. Yapilan ¢alismada 6zellik segimi igin genetik algoritmanin kullanilmasi ile
siniflandirma  basarisinin artirilmasinin  yaninda ¢alisma slresinin de azaltilmasi
saglanmistir. Ozellik azaltilmasi adimi sonrasinda elde edilen 6zellikler ile yapilan

testler ile kNN algoritmasi ile %96 basari elde edilmistir.
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BOLUM 2

MATERYAL VE YONTEM

Gelistirilen icerik tabanli siniflandirma sistemi sadece ingilizce dilinde hazirlanmis web
sayfalarinin  siniflandirilmasi  Gzerine tasarlanmis olup, ilerleyen asamalarda

siniflandirilabilen dil sayisinin artiriimasi hedeflenmektedir.

icerik tabanlh web sayfalarinin siniflandiriimasi igin gelistirilen projelerde kullaniimak
Uzere yayinlanan bir¢ok veri seti bulunmaktadir. Bu ¢alisma kapsaminda kullanilan
verisetine iliskin detaylar Bolim 2.1’de verilmistir. Gelistirilen projede web sayfalarinin
siniflandiriimasi igin derin 6grenme tabanli bir YiSA yaklasimi kullanilmigtir. Kullanilan
bu yaklasima iliskin teknik detaylar Bolim 2.2°de verilmistir. Son yillarda derin
dgrenme calismalarindan siklikla kullanilan Ogrenme Transferine iliskin bilgiler Bélim
2.3’te, derin 6grenme yaklasimlarinda kullanilan Kelime Goésterimleri Bolim 2.4’te ve
web sayfalarinin siniflandiriimasi igin tasarlanan derin 6grenme mimarisine iliskin

detaylar da Bolim 2.5’te verilmistir.

Veri saklama platformu olarak ElasticSearch, raporlama ara birimi olarak Kibana

kullanilmistir.

2.1 Veri Seti

icerik tabanli web sayfalarinin siniflandiriimasi icin literatiirde birgcok veri seti
bulunmaktadir. Bu verisetleri Bolum 1.5.3’te aciklanmistir. Web sayfalarin

siniflandiriimasi igin kullanilan veri setleri iki asamali olarak distnilmelidir. Bunlar;

e Birinci Asama: Sadece web sayfasi ve kategoriler yer alir.
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e ikinci Asama: Web sayfalarinin siniflandirilabilmeleri igin kullanilan verilerdir.

Siniflandirma i¢in kullanilan veriler web sayfasinin metinsel icerigi olabilecegi gibi
komsu sayfalardan elde edilecek bilgiler de olabilir. Web sayfalarinin siniflandirilmasi

icin kullanilabilecek 6zellikler Bolim 1.5.3’te agiklanmustir.

Web sayfalarinin siniflandirilmasinda kullanabilecek veri setlerinden birisi Roksit
firmasinin web siniflandirma veri tabanidir [49]. Bu veri tabaninda milyonlarlarca web
sitesi siniflandirilmigtir. Siniflandirma islemi esnasinda web sayfasi icerigi kullanildig
gibi bazi ag (network) bazindaki 6zelliklerden de faydalaniimistir. Kullanilan 6zellik

setinin genis olmasi basarili bir web siniflandirici olusturulmasina olanak tanimistir.

Roksit firmasinin web sayfasi siniflandirma mekanizmasi hiyerarsik bir siniflandirma
yapmaktadir. Bu sistemde, 37 ana kategori, 121 alt kategori bulunmaktadir. Ayrica,
kategoriler 5 farkh glvenlik seviyesine gore gruplandiriimistir [49]. Siniflandirma
mekanizmasi bir miktar Yanhs Pozitif (False Positive) degerine sahiptir. Birinci asama
verisi i¢in Roksit firmasindan saglanan web sayfasi siniflandirma verileri kullanilmistir.
Ardindan ikinci asama veriler icin bir web crawler modli gelistirilmis ve veriler bu
sekilde toplanmistir. Birinci ve ikinci agamada kullanilan veriler Bolim 2.1.1 ve 2.1.2'de

actklanmugtir.

2.1.1 Birinci Asama Veri Seti

Roksit veri tabaninda 37 ana kategori ve 121 alt kategori bulunmaktadir. Mevcut
siniflar igerisinde birbirlerine oldukga yakin siniflar bulunmaktadir. Siniflandirma
mekanizmasinin performansinin yiiksek olmasi amaciyla birbirine yakin bazi siniflar
birlestirilmis ve bazi kategoriler de igerik tabanl siniflandirma mekanizmasi ile
islenmemek Uzere c¢ikarilmistir. Bu islemlerin uygulanmasi ile siniflandirma

mekanizmasi igin islenecek sinif sayisi azalmistir.

Web sayfalarinin siniflandiriimasi amaciyla kullanilacak verisetinin ilk agsamasinda
Roksit firmasindan 23 farkh kategoriye ait 887,184 adet FQDN (Fully Qualified Domain
Name) (bkz. Bolim 1.3) alinmistir. Alinan veriler, diinya genelinde ziyaret edilen
ingilizce icerige sahip FQDN’lerden olusmaktadir. Kategorizasyon sisteminde

kullanilacak 18 kategori Cizelge 2.1’de verilmistir.
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Cizelge 2.1. Kategoriler
adult alkol animal dating education | business
finans food gambling game govern reference
health news politic porn reales abort
sport techno travel hate drug

Verilerin kategorilere gore dagilimi Sekil 2.1’de verilmistir.
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Sekil 2.1. Birinci Asama Veri Setinin Kategorilere Gére Dagilimi

Her kategori icerigsinde bulunan veri miktari Cizelge 2.2’de verilmistir.

23




Cizelge 2.2. Birinci Asama Verilerinin Kategorilere Gore Dagilim Verileri

Kategori Veri Ornegi Sayisi Kategori Veri Ornegi Sayisi
business 187,664 referans 22,057
travel 116,434 news 21,543
health 83,502 gambling 7,953
techno 76,115 govern 4,686
education 73,608 alkol 3,931
porn 62,586 adult 3,429
food 53,410 dating 3,223
reales 42,481 politic 2,800
sport 41,565 abort 555
animal 29,242 drug 33
finans 28,207 hate 24
game 22,136

2.1.2 ikinci Asama Veri Seti

icerik tabanli web sayfasi siniflandirmasi yapabilmek icin dncelikle hangi tiirde verilerin
kullanilacaginin belirlenmesi gerekmektedir. Kullanilacak veriler, analiz edilen sayfa
iceriginden elde edilebilecegi gibi komsu sayfalardan da elde edilebilmektedir (bkz.
Bolim 1.5.3). Bu c¢alismada, web sayfalarinin siniflandiriimasi igin analiz edilen

sayfalardan elde edilen bilgiler kullanilmistir.

Bir web sayfasinin hedef kullanici kitlesine basari ile ulasabilmesi web sayfasi igeriginin
iyi yapilandirilmis olmasi gerekmektedir. Arama motorlari tarafindan indexlenip arama
sorgularindan hedef kullanicilara Ust siralarda gorinebilmek igin web sayfalari igin
olduk¢a 6nemlidir. Web sayfasi igeriginin guzel bir sekilde indekslenmesi ve web
sayfasinin arama motorlarinda yuksek siralarda gorinmesi igin  kullanilan
yontemlerden birisi Meta Etiketlerdir. iyi yapilandirilmis bir web sayfasi icerisinde meta
etiketler bulunur. Bu etiketler, web sayfasi yoneticisi tarafindan girilen ve web
sayfasinin amacini/islevini gosteren 6zet bilgiler icerir. Meta Etiketlerin en 6nemlileri

basinda su etiketler gelmektedir;
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e  Baslik (Title)
e Aciklama (Description)
e Anahtar Kelimeler (Keywords)

Meta etiketler web sayfasinin kaynak kodunda yer alir ve kullanici tarafindan
goriintiilenmek (izere tarayici tarafindan ekrana basilmayabilir. Ornegin, Hiirriyet
Emlak sitesi [e50] icin meta etiketlerin bulundugu kaynak kodlar Sekil 2.2’de verilmistir.

(Kaynak kodlar chrome tarayicidan [51]’deki adresten gorintilenebilir.)

<title>Hiirriyet Emlak — Tiirkiye'nin En Biiyiik Emlak Sitesi</title>
<meta http-equiv="X-UA-Compatible" content="IE=edge" />
<script src="//cdn.optimizely.com/js/9418201852.7js"></script>
<meta name="viewport" content="width=device-width, initial-scale=1.0">

<meta name="description" content="Hiirriyet Emlak ylizbinlerce satilik ve
kiralik daire, konut, sahibinden arsa, isyeri, diikkan, magaza ve konut projelerini
bulabilecediniz tek emlak sitesi!" />
<meta name="keywords" content="sahibinden, emlak, satilik daire, kiralik
daire, sahibinden satilik daire, konut projeleri, emlak ilanlari" />

Sekil 2.2. Meta Etiket Ornegi

Sekil 2.2’de goriilecegi Hiirriyet Emlak sitesinde yer alan meta etiketler su sekildedir;
e Baslik: Hirriyet Emlak — Turkiye'nin En Blylk Emlak Sitesi

e Agiklama: Hirriyet Emlak ylzbinlerce satilik ve kiralik daire, konut, sahibinden
arsa, isyeri, diikkan, magaza ve konut projelerini bulabileceginiz tek emlak

sitesil

e Anahtar Kelimeler: sahibinden, emlak, satilik daire, kiralik daire, sahibinden satilik

daire, konut projeleri, emlak ilanlari

lyi yapilandiriimis bir web sayfasinda bu bilgilerin girilmis olmasi beklenir. Ancak, bu

bilgiler giriimeden olusturulan web sayfalari da bulunmaktadir.

ikinci asama verilerinin elde edilmesi icin birinci asamada elde edilen ingilizce icerige
sahip 887,184 adet FQDN igin bir crawler modulu yazilmistir. Bu moddl, ilgili sayfanin -
varsa- meta etiketlerini toplamaktadir. Birinci asamada yer alan web sayfalarinin
icerisinde bircok dilde hazirlanmis web sayfalari bulunmaktadir. Bu proje kapsaminda
ingilizce dilinde hazirlanmis web sayfalari siniflandirilmaya calisiimistir. Bu nedenle

ikinci asama veriler elde edilirken, web sayfalarinin dillerinin de tespit edilmesine
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ihtiyag duyulmustur. Web sayfalari crawl edilirken web sayfalarinin metinsel
iceriklerine gore dil tespiti yapiimasina ihtiyag duyulmustur. Bu islem i¢cin Google’un dil

tespit moddill kullaniimistir [52].

Crawl islemi esnasinda bir web sayfasina iliskin asagidaki bilgiler toplanmustir.

Web sayfasi iceriginin dili
e Baslk

e Agiklama

e Anahtar Kelimeler

e Metinsel igerik

Bu proje kapsaminda sadece en yaygin kullanilan ingilizce dili icin siniflandirma
mekanizmasi tasarlanmigtir. Roksit firmasindan elde edilen birinci asama veriler

ingilizce icerige sahip web sayfalaridir.

lyi yapilandirilmis bir web sayfasinda meta etiketlerin girilmis olmasi beklenir. Ancak,
bazi web sayfasi yoneticileri bu adimi énemsememektedir. Dolayisiyla bazi web
sayfalarinda meta etiketler bulunamayabilmektedir. Bu durumdaki sayfalarin da
siniflandirilabilmesi icin web sayfasinda kullanici tarafindan gorintilenen metinsel
icerik bilgisi kullanilabilir. Metinsel igerigin sistem egitim asamasinda kullaniimasinin
basari oranina etkisi incelenirken meta etiketlerin toplanmasi icin crawler moduili
¢ahistirilmis ve her FQDN igin veriler toplanmistir. Crawl edilen web sayfasi igin bir veri

ornegi Sekil 2.3’te verilmistir.
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Sekil 2.3. Veri Ornegi

2.2 Geleneksel Derin Ogrenme Yaklagimlari

Temeli Yapay Sinir Aglarina dayanan Derin Ogrenme Yaklasimlari, cok sayida katman ve

ndérondan olusur. Gelistirilen ilk mimarilere, ileri Beslemeli Yapay Sinir A& (IBYSA)

isminde literatlirde sik¢a rastlanmaktadir. Bu ag yapisinda néronlar birbirlerine

baglidir. Bir nérona bircok girdi olabilir ancak her néronun bir adet ciktisi bulunabilir.

Ornek bir ag yapisi Sekil 2.4’te verilmistir. Sekil 2.4’te tasarlanan ag yapisi ev fiyati

tahmini probleminin ¢o6zilmesi icin modellenmistir. Bu nedenle girdi bilgileri bu

problem ile iliskilidir.

Yatak Odas1 Sayis1 x;

Biiyiiklik (m?)  x

Posta Kodu x5

Banyo Sayis1 x4

Sekil 2.4. Ornek bir Yapay Sinir Ag
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IBYSA’da 6grenme islemi diigiimler arasindaki agirliklarin 6grenilmesi ile saglanir. Her
veri ornegi digimler arasi agirliklarla bir miktar giincellestirmeye neden olur. Cok
sayida verinin yeterli sayida kullanilmasi ile problem tanimina iliskin dogru
parametreler 6grenilebilinir. Derin Ogrenme vyaklasimlar ile yiiksek basari elde
edilebilmesi igin ¢ok miktarda veriye ihtiya¢ duyulur. Katman sayisinin artmasi derin
ogrenme vyaklasimlarina daha karmasik problemleri modelleyebilme yetenegi
kazandirir. Karmasik problemler icin artan katman sayisi ile dogru orantili artan veri
performansinin da artmasinda etkilidir. Karmasik problemlerde kullanilabilecek sinir agi

boyutlarinin artan veri ile iliskisi Sekil 2.5’te verilmistir.

A

Biyiik Sinir Ag

rta Sinir Ag

Kiiglik
Sinir A8

Performans

Geleneksel
Sinir A8

>

Verinin Buyuklugu

Sekil 2.5. Veri Buyukliigi ile Sinir Ag1 boyutu Arasindaki ilisiki

Karmasik problemler icin sinir agini derinlestirmek basarili sonuclarin alinmasini
saglayabilmektedir. Ancak, ¢oziilen problemin yapisina gére az katmandan olusan sig

mimariler de basarili sonuglar verebilmektedir.

Bazi problem tirleninin daha basarili ¢ozilebilmeleri igin geleneksel derin 6grenme
yaklasimlarinin yanisira farkli derin 6grenme mimarileri de gelistirilmistir. Ornegin, baz
goruntl isleme problemleri igin Evrisimli Sinir Aglari (Convolutional Neural Network)
yapilari oldukca basarili sonuglar iiretmektedir. Bazi DDi problemleri icin ise YiSA
(Yinelemeli Sinir Aglari, RNN), CYYSA (Cift Yonll Yinelemeli Sinir Agi, BRNN), EYSA
(Evrisimli Yinelemeli Sinir Ag1, RCNN) gibi yaklasimlar onerilmistir. Gelistirilen farkh

derin 6grenme yaklagimlarina iliskin 6rnek Sekil 2.6’da verilmistir.
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Sekil 2.6. Ozellestirilmis Bazi Derin Ogrenme Yaklasimlari

Derin Ogrenme yaklasiminin teknik anlatiminda kullanilan notasyon su sekildedir;

e Ustindis (superscript) de yer alan [ [ ]izerinde bulundugu objenin hangi katmanda

yer aldigini gosterir.
e Ustindis [ i ] objenin sirasini belirtir.

Derin 6grenme yaklasimlarinda, 6grenme isleminin tamamlanmasi tic temel adimin

birbiri ardinca uygulanmasi ile saglanir. Bu adimlar;
e leri Yayilim (Forward Propagation)

e  Geri Yayilhm (Backward Propagation)

e Parametre Glncelleme (Update Parameter)

ileri yayihm adiminda her bir digiimde, verilen girdilere iliskin aktivasyon degeri
hesaplanir. Girdiler ile girdilere iliskin agirlik degerlerinin garpilmasinin ardindan bias
degeri ile toplanir. Ardindan elde edilen deger, aktivasyon fonksiyonuna verilir.
Aktivasyon fonksiyonu, elde edilen degeri [0, 1] arasina indirgeyen matematiksel bir

fonksiyondur. Aktivasyon degerinin hesaplanmasi Denklem 2.1 ile yapilr.
y=0WTx +b) (2.1)

Literatlirde aktivasyon fonksiyonu olarak kullanilan bircok fonksiyon bulunmaktadir.
Bunlardan bazilari; sigmoid, RELU, tanh ‘dir. Aktivasyon fonksiyonlari Sekil 2.7’de

verilmigtir.
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Sigmoid

o(x) = =

1+e—=

Sekil 2.7. Aktivasyon Fonksiyonlari

Agda bulunan bir diigiim tzerinde hesaplanan islemler Sekil 2.8’de gosterilmistir.

I:Gizli Katman

- ) Cikti Katmani
I:Glrdl Katmani |: (Sigmoid)

[Olasmk

- 0.24

Ofe
O

Sekil 2.8. Bir digiimde yapilan Hesaplamalar

ileri yayilim adimina baslanmadan énce tiim agirhk w ve b degerlerinin ilklendirilmesi
gerekmektedir. Ogrenme islemi bu degerlerin adim adim giincellenmesi seklinde
gerceklesecektir. ilklendirme isleminde tiim degerlere 0 degeri atanabilecegi gibi

rastgele degerler ile de ilklendirme yapilabilmektedir.

W, b degerlerinin ne yonde ve miktarda giincelleneceginin belirlenebilmesi icin bir hata
fonksiyonuna (loss function, L) ihtiya¢ duyulur. Hata fonksiyonu olmasi gereken deger
y ile hesaplanan deger y arasindaki hatayi hesaplar. Literatlirde kullanilan bircok farkli
hata fonksiyonu bulunmaktadir. Kullanilan hata fonksiyonlarindan birisi olan Cross

Entropy Cost Function Denklem 2.2 hesaplanir.

L&, y) = —(ylog(® + (1 — y)(og(1 — 9))) (2.2)
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Hata fonksiyonu, algoritmamizin veri 6rnegi bazinda ne kadar iyi gcalistigini 6lgtiguimiz

metriktir.

Hata fonksiyonu her bir veri 6rnegi icin ayri ayri hesaplanir. Bu nedenle sistemimizin
genel hata durumunu gosteren bir fonksiyona ihtiya¢ duyulur. Bu fonksiyona Maliyet
Fonksiyonu denir. Maliyet fonksiyonu her veri 06rnegi icin hesaplanan hata

fonksiyonunun ortalamasidir. Maliyet fonksiyonu ( J ) Denklem 2.3 ile hesaplanir;

Jw,b) = —¥%, L(y,5) (2.3)

1
m
Geri Yayihm adiminda, hesaplanan maliyet fonksiyonuna gére bu maliyeti minimize
edecek (w,b) giuncellenme miktarlari belirlenir. Her parametre igin giincelleme
miktarinin bulunmasi icin gradyan degerleri hesaplanir. Bir parametre icin gradyan
degeri maliyet fonksiyonundan baslayarak geriye zincir kurali kullanarak tlrev alinmasi
ile hesaplanir. Kullanilan bu yénteme Gradyan izdiisim Algoritmasi (Gradyan Decent

Algorithm - GIA) denir. GiA, her adimda maliyeti minimize edecek sekilde hareket

edilmesini saglar.

Maliyet fonksiyonunun alabilecegi degerlere iliskin 6rnek Sekil 2.9’da verilmistir.

Sekil 2.9. Maliyet Fonksiyonu Ornegi

Baslangic durumunda Sekil 2.9’daki grafikte kirmizi noktada baslayan bir 6grenme
islemi icin hareket yoni asagi dogru yani maliyet fonksiyonunu minimize edecek yéne
dogru gerceklesmelidir. GIA, her adimda maliyet fonksiyonunun minimizasyonu
hareket yoniini belirler. Bir maliyet fonksiyonu igin birden fazla yerelminimum noktasi
bulunabilir. GIA hata degerini bu yerel minimumlardan birisine gétiirebilir. Birden fazla

minimumu bulunan maliyet fonksiyonu 6rnegi Sekil 2.10’da verilmistir.
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Sekil 2.10. Maliyet Fonksiyonu Ornegi

GIA dgrenme islemi sirasinda Sekil 2.10’da belirtilen 2 farkh yolu takip ederek yerel
minimumlardan birisine erisebilir. Parametrelerin baslangic degerlerinin rastgele olarak
secildigi durumda 6grenme islemi sonucunda ulasilan minimum hata degeri de
degisebilir.

Tirev degerlerinin hesaplanmasi igin maliyet fonksiyonunun ilgili parametreye goére
tlrevi alinir. Tirev islemi igin zincir kuralindan faydalanilir. Bir derin 6grenme agi
Uzerinden tlrevlerin hesaplanmasi karmasik oldugu igin bu islem daha basit bir 6rnek

uzerinden agiklanmistir.

Maliyet fonksiyonumuz (J), (a, b, c) degiskenlerine baghdir. Bu degiskenlerin agdan

. . - . . e ., 9] 8] @
glincellenebilmesi icin maliyet fonksiyonuna gore tlirevleri (é,é,a—i) alinmalidir.

GIA ile adim yéni belirlendikten sonra ilgili paremetrelerin giincellenmesi adima
gegilir.

a degeri O0grenme katsayidir. Bu parametre belirlenen yonde ilerlenecek adim
boyutunun belirlenmesini saglar. Adim boyutu yliksek iken minimum noktaya daha
hizlli ulasilabilir, ancak bazi durumlarda adim miktari cok blyik secilirse minimum
nokta atlanarak gecilebilecegi icin minimum noktaya ulasilamayabilir. Adim miktarinin
cok kiiciik secildigi durumlarda ise 6grenme islemi yavas gerceklesir. Ogrenme katsayisi
test asamasinda farkh degerleri kullanilarak bircok kez denenerek belirlenmesi gereken

bir hiperparametredir.
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GIA giincelleme fonksiyonun bazi dezavantajlarinin giderilmesi icin bircok farkl
glncelleme fonksiyonu gelistirilmistir. Bu fonksiyonlarin en ¢ok kullanilanlarindan

bazilari sunlardir; ADAM, Momentum, AdaDelta, RmsProp, NADAM.

Ogrenme islemi icin herbir parametre icin ayri ayr tiirev degerleri hesaplanmasi
gerekmektedir. Bu durum derin ag yapisina sahip mimariler icin cok fazla islem giicii
harcanmasi anlamina gelmektedir. Derin 6grenme kullanilarak gelistirilen sistemlerde
blytuk miktarlarda veriler islenmektedir. Veriler biitlin olarak islenirken bitin
parametrelerin hesaplanmasi sistemde ¢ok fazla islemci giicii tiiketmektedir. GIA
lizerine gelistirilen Stokastik GiA bu soruna ¢éziim amaciyla gelistirilmis bir yaklasimdir.
Bu yaklasim ile derin 6grenme yaklasimlarinda veriler biitlin halinde islenmek yerine
parcalara ayrilarak islenmesi tercih edilmektedir. Veri setinin parcalara ayrildiktan
sonra islenmesi daha az islemci yiki olusturmaktadir. Stokastik GIA yaklasiminda
minimum degere ulasmak, standart GiA’'ya kiyasla daha fazla adimda
gerceklesebilmektedir. Ayrica, Stokastik GIA da elde edilen basari degeri standart

GiA’dan daha az da olabilmektedir. Ancak, islemci giiciinden tasarruf edilmis olur.

Veri setinin parcalara ayrilmasi sonrasinda olusan parcalara veri pargasi denir. Kag adet
veri pargasi ile galisacaginin belirlenmesi igin Veri Pargasi Boyutu belirlenmesi gerekir.
Veri Parcasi Boyutu (Batch Boyutu ya da Mini-Batch) verinin ka¢ pargaya ayrilip
islenecegini gosteren bir hiperparametredir. N adet parcaya ayrilan veride ki tim

parcalar tek tek islenir. Bir veri pargasi islenmesi bir iterasyonda tamamlanir

Derin 0grenme vyaklasimlarinda verisetindeki veri oOrneklerinin birden fazla kez
kullanilmasi mimkindur. Bu durum performans artisi saglayabilmektedir. Tim veriseti
Uzerinden bir kez gegilmesi islemine Epoch denir. Epoch parametresi egitim asamasina

baslanmadan 6nce belirlenmesi gereken bir hiperparametredir.

Giniimizde kullanilan Derin Ogrenme araclarinda, kullanicinin sadece ileri yayilim
adimini implemente etmesi gerekmektedir. Diger adimlar gelistirilmis araclar sayesinde
otomatik bir sekilde ilerletilir. Bu sayede derin 6grenme arastirmacilari agir

matematiksel islemler iceren geri yayllim adimi ile ugrasmak durumunda kalmazlar.
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2.3 Yinelemeli Sinir Aglari (Recurrent Neural Network - YiSA)

insanlar bir konu hakkindaki diisiiniirken disiincelerine her an sifirdan baslamazlar. Bir
yaziyl okurken ya da filmi seyrederken simdiki durum ge¢misteki gdzlemler ile iliskilidir.
Bir metin okurken kelimeleri ayri ayri degerlendirmek yerine her kelimeyi o kelimeden
once okudugumuz kelimelere gore anlamlandiririz. Ancak, bu sayede kelimelere dogru
anlamlarn yukleyip okudugumuz metni anlayabiliriz. Bu tarz problemlere sekans

problemleri denir. Literatlrde yer alan bazi sekans problemleri sunlardir;
e Konusma Tanima (Speech Recognition)

e Konusmadan Metne Cevirme (Speech to Text)

e Mizik Uretimi (Music Generation)

e Metinler tizerinde duygu siniflandirmasi (Sentiment Classification)

e DNA analizi (DNA sequence analysis)

e  Makine Cevirileri (Machine Translation)

e Video AktiviteTanima (Video Activity Recognition)

isimlendirilmis Varliklarin Taninmasi (Named Entitiy Recognition)

Bu problemlere iliskin 6rnekler Sekil 2.11’de verilmistir.

... “The quick brown fox jumped
Speech recognition W‘“ > over the lazy dog”
Music generation — —— 3t

. . o . “There is nothing to like )
Sentiment classification 0 this movie.” — **i\(*

DNA sequence analysis  AGCCCCTGTGAGGAACTAG —  AGCCCCTGTGAGGAACTAG

Machine translation Voulez-vous chanter avec =~ ——» Do you want to sing with
moi? me?
Video activity recognition —_— Running
Name entity recognition Yesterday, Harry Potter — 5 Yesterday, Harry Potter
met Hermione Granger. met Hermione Granger.
Andrew Ng

Sekil 2.11. Sekans Problemi Ornekleri [53]
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Sekans problemleri kendi igerisinde doérde ayrilir;
e Birden bire (one to one)

e Birden coga (one to many)

e Coktan Bire (many to one)

e Coktan coga (many to many)

Farkl sekans problemlerinin temsili Sekil 2.12’de verilmistir.

one to one one to many many to one many to many many to many

| 000 00 oo

] 00 000 OO0 O
] 0 OO0 D00 OO

Sekil 2.12. Sekans Problemi Turleri [54]

ki

GCoktan ¢oga problemleri girdi saysinin gikti sayisina esit ya da farkli olmasi seklinde

farkli sekilde tanimlanabilir.

Geleneksel yapay sinir agi modelleri simdiki durumu gecmis gozlemlerle birlikte analiz

etmekte yetersiz kalmaktadir.

Sekans problemlerinde geleneksel derin 6grenme yaklasimlari yerine 6nerilen

yaklasimlardan birisi Yinelemeli Sinir AgI mimarileridir.

Geleneksel derin 6grenme yaklasimlarinin sekans problemlerinde yetersiz kalmasinin

baslica nedenleri sunlardir;

e Sekans modellerde girdi ve ¢ikti boyutlari farkh veri o6rnekleri igin farkl

olabilmektedir.

e Metnin farkhh  konumlarinda  Ogrenilen  Ozellikler  kelimeler  arasinda

paylasilamamaktadir.

YiSA’lar, bize gegmis durumlarda elde edilen bilgilerin t aninda kullaniimasi yetenegine

sahip modeller lGretmemize olanak tanimaktadir. Bu derin 6grenme yaklasiminda,
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tdurumunun degerlendirilmesi icin t anindan 6nceki durumlar t anindaki durum igin

girdi olarak verilir. YiSA mimarilerine iliskin yapi Sekil 2.13’te verilmistir.

s
LA

Sekil 2.13. Yinelemeli Sinir Ag1 Yapisi [55]

Sekil 2.13’te verilen diyagramda, sinir aginin bir hiicresi (A), x; ve x;_,girdilerinin
sonucunda bir h; degeri Uretir. Bu dongl, bilginin agin bir adimindan digerine
gecmesine olanak tanir. Sekil 2.13’te verilen dongu gosterimi ag yapisinin anlasiimasini
zorlastirabilmektedir. Bu nedenle literatlirde bu dongl yapisinin agik haline de

rastlanmaktadir. Sekil 2.13’teki dongi yapisinin acilmis hali Sekil 2.14’te verilmistir.

® ® ® ® ®

L—ljoTT I\

S Sl S G

Sekil 2.14. Yinelemeli Sinir Aglari igin D6ngl Yapisinin Agilmis Gosterimi [55]

\4

v

Bu mimari sekans ve liste seklindeki veri yapilarinin islenmesi igin siklikla tercih

edilmektedir.

Bu mimarinin aciklanmasinda kullanilan notasyon su sekildedir;
e a: Aktivasyon degeri

o w:Agirhk

e b:Bias

e x:VeriOrnegi

e y:Gergek Etiket
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y: Analiz edilen x girdisine karsilik tahmin edilen y degeri

Ustindis (superscript) de yer alan [ [ ]izerinde bulundugu objenin hangi katmanda

yer aldigini gosterir.
al*l: Dordiinci Katmandaki aktivasyon degerlerini,
w5l Besinci Katmandaki agirlik degerlerini
b31: Uctincti Katmandaki bias degerlerini gdstermektedir.
Ustindis (i)objenin sirasini belirtir.
x®: Uglincii egitim 6rnegini temsil etmektedir.
Ustindis (t) objenin hangi zaman adiminda oldugunu gosterir.
x O inci egitim orneginin t zaman adimindaki durumunu temsil etmektedir.
Altindis i bir vektoriin belirtilen siradaki girdisini temsil eder.
al[l]: l katmandaki aktivasyon degerlerinin i siradaki girdisini belirtir.
T,: veri 6rnegi boyutu (veri 6rnegi sayisi)
T, : ¢ikti boyutu

a,:Baslangic aktivasyon degeri (rastgele degerler ile ilklendirilebilir)

2.3.1 Temel YiSA Hiicresi

T,= T, olan bir problem icin notasyon gésterimlerinin YiSAmimarisinde kullanimi Sekil

2.15’de verilmistir.

yl y‘z‘ y'g, yT“
ao‘ al az a}) a'r, 1 a‘T‘,
—| RNN-cell |—| RNN-cell |— | RNN-cell——> .... ——| RNN-cell |—
xl x2 x3 x]'

Sekil 2.15. YiSA Mimarisi Notasyon ile Gosterim [53]
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YiSA'lar, tek bir hiicrenin tekrari olarak gériilebilir. ilk adimda tek bir zaman adimi icin
YiSA hicresinde bulunan hesaplamalar uygulanir. Ardindan artan t adimlari ile bu
islemler tekrarlarnir. Sekil 2.16, bir YiSA hiicresinin tek bir zaman adimi i¢in uygulanan

islemleri gostermektedir.

) W, aD ol g®

a"” = tanh(W_x" +W_a"" +b,)
3 = soft max(Wyaa('> +b,)

4 RNN cell

Sekil 2.16. Temel YiSA Hiicresi [53]

2.3.1.1 Temel YiSA Hiicresi ile ileri Yayilim

Temel YiSA hiicresi, x¢t: gecerli giris ve alt-1. gecmisten gelen bilgileri iceren dnceki
gizli durumu girdi olarak alir. Hesaplanana(t> degeri bir sonraki YiSA hiicresine verilir.
Ayrica a‘®, 37“): tahmin degeri hesaplanmasi igin de kullanilmaktadir. Birbirini
tekrarlayan YiSA hicreleri ile olusturulan YiSA mimarisine iliskin 6rnek Sekil 2.17’de

verilmigtir.

T,

Al A2 S\x
1y y ¥
softmax softmax softmax

Sekil 2.17. YiSA Hiicre Yapisi Detayli Gosterimi [56]

Girdi sekansi boyutu 10 ise 10 adet YiSA hicresinin kopyalanarak yan yana

yerlestirilmesi ile YiSA mimarisi tasarlanir. Her hiicre, bir dnceki hiicrede hesaplanan
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a‘t=1 ve gecerli durum icin sekans objesini x‘* girdi olarak alir. Bu bilgiler kullanilarak
Sekil 2.18’de verilen formiiller kullanilarak a‘* ve )7“) degerleri hesaplanir. T,=T,, olan
bir problem igin, girdix = (x‘V,x? . xT) ve y= (y1,y@ ..y sayilar

birbirine esittir. Bu hesaplamalar 6grenme isleminin ileri yayilim kismini olustururlar.

2.3.1.2 Temel YiSA Hiicresi ile Geri Yayilim

Derin 6grenme yaklagimlarinda 6grenme isleminin tamamlanmasi igin parametrelerin
glncellenmesinin tamamlanmasi gerekmektedir. Parametrelerin glincellenebilmesi igin
ileri yayilim adimi ardindan da Geri Yayilim adiminin uygulanmasi gerekir. Geri yayilim
adiminin  uygulanmasinin  ardindan hesaplanan gradyanlar kullanilarak ilgili
parametreler glincellenir. Geri yayilim adimina iliskin detayh bilgiler B6lim 2.2.2°de
verilmistir. Temel YiSA hicresi ile tasarlanan mimaride geri yayilima iliskin gorsel ve

formiller Sekil 2.18’de verilmistir.

D e a" =tanh(W x"' +W_a"" +b)
cache=(a",a"" ,x", parameters)

M =1- tanh(x)2
ox
da’ g -1 2y (T
d9J _ dJ da' parameters gradients: aJ W =(1-tanh(W,x"" +W,a"" +b)")x
9a"" " 9a" 94" . . N da‘ ax
e da aL da < - da‘
oW, oW, b W =(1—tanh(W_x" +W_a""V + b)*) a7
da"

FINN cel ——=Y (1-tanh(W,x" + W,a"" +b)*)
l b

aJ  dJ da ga‘,‘ =W, " .(1-tanh(W,x" + W,a"" +b)")
—_— X
ox* 9a" dax" 3a"
3 ¢ =W, .(1-tanh(W,x"" + W, a"" +b)*)
a

Sekil 2.18. Temel YiSA Hiicresi ile Geri Yayihm [53]

YiSA hiicresinde geriye yayilim adimi geleneksel derin 6grenme yaklasimlarinda oldugu

gibi maliyet fonksiyonun (J) ilgili parametreye gore zincir kurali uygulanarak tirevi

] ] d]
MWy’ IWye 0wy

alinmasi seklinde gergeklesir. Zincir kural, ( )’nin hesaplanmasi ve

(Wey Waa, b))’ min glincellenmesi igin kullanilir. YiSA mimarisinde ileri yayilimda bir
hiicre ciktisi olarak a‘t’ ve }7(” olmak uzere iki farkli deger hesaplanir. Bu nedenle iki

farkh agirhk matrisine(W,,, W,,, ) ihtiya¢ vardir.

o W,,: Aktivatsyon degerleri (a) ile ¢arpilan agirlik matrisi
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o W,,: Veriornekleri (x) ile ¢arpilan agirlik matrisi

e b,: Bias degeri

2.3.2 Yok Olan Gradyan Problemi (Vanishing Gradient Problem)

Sekil 2.19’da verildigi gibi YiSA mimarileri ard arda bir¢ok kez tekrarlanan hicrelerden
olusur. Bir kelime anlamlandirilmaya galisirken ilgili kelimeden 6nce gegen kelimelerin

bilgilerinden de faydalanilir.

A 5<2> N
p<1> ¥y §<3> §<Ty>
a<0> — > a<1> — a<2> — a<3> — > coe — a<Ty>
x<1> y<2> x<3> x<Tx>

Sekil 2.19. YiSA Mimarisi

Ancak bazi durumlarda aktarilan bilgiler 6nemli olmasina ragmen ag mimarisi
icerisinden etkisi azalarak ilerledigi icin gereken etkiyi olusturamamaktadir. Her
kelimeye iliskin bilgi bir sonraki hiicreye bir miktar azalarak etki eder. Birinci kelimeden
elde edilen bilginin ikinci kelimeye etkisi ylksek iken onuncu kelimeye olan etkisi ¢ok
daha azdir. Ancak, aralarinda uzun mesafe bulunan iki kelime anlamsal olarak birbirleri

ile iligkili olabilmektedir. Ornegin, 2 adet sekansimiz olsun;
e The cat, which already ate ...... , was full.
e The cats, which ................ , were full.

Cat ve Cats kelimeler kendilerinden ¢ok sonra gecen was ve were kelimeleri ile
iliskilidir. Ancak, bu kelimeler arasinda mesafe uzun oldugu icin Temel YiSA Hiicresi
yapisi ile tasarlanmis YiSA mimarisinde bu kelimeler arasinda iliskilerin ¢ikarilmasi ve
kullanilmasi oldukca zordur. Bu nedenle uzun sekanslara sahip problemler icin temel
YiSA hiicrelerinin kullanilmasi ¢ok efektif degildir. Kelimelerin bu sekilde gittikce
azalarak yok olan etkisine Yok Olan Gradyan Problemi denir. Bu durum bircok sekans

problemi igin ¢6zllmesi gereken ciddi bir problemdir. Bu problemin ¢ézllebilmesi igin
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bazi yaklagimlar dnerilmistir. Bunlardan en ¢ok bilinenlerinden birisi Long Short Term

Memory (LSTM) Hiicre yapilaridir.

2.3.3 LSTM Hiicreleri ile YiSA

LSTM yapilari temel YiSA hiicrelerin bazi iyilestirmeler ile gliclendirilmis versiyonudur.
Bu yaklasim [57] 1997 yilinda Hochreiter ve Schmidhuber tarafindan 6nerilmistir. LSTM
hiicreleri ile tasarlanan ag yapilari temel YiSA yapisi ile gelistirilmis ag mimarisi ile ayni
tekrarlayan yapiya sahiptir. LSTM yapisi, temel YiSA hiicrelerine eklenen bazi kapilar ile
YiSA hicrelerine Uzun Donem Hafiza (Long-term memory) oOzelligi kazandirmistir.
Temel YiSA yapisina iliskin 6rnek Sekil 2.20’de ve LSTM hiicresi ile tasarlanan yapiya

iliskin 6rnek ise Sekil 2.21’de verilmistir.

I
&) ® &
Sekil 2.20. Temel YiSA ile Tasarlanan Mimari [55]

® ® ®
I} | t

e I\ 'd
2 : >
G@n>
A | bemstl] A
J /=\

I I
& ©) &)

Sekil 2.21. LSTM Hiicreleri ile Tasarlanan Mimari [55]

LSTM hiicresi her adiminda hiicre durumunu / hafiza degiskenini (c{?)) takip eder ve
glnceller. Bu islem temel YiSA hicresinde oldugu gibi T, adet tekrarlanir. LSTM

hiicresine eklenen (g kapi sunlardir;

e Forget Kapisi -WW;: Forget kapisi, gegmis bilginin (¢t~ simdiki duruma (c®) ne

kadar etki edecegini kontrol eden kapidir. Bu kapida I‘f(t) degeri hesaplanir.
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e Update Kapisi -IW,: Yeni bilgiye ne kadar ekleme yapilacagini kontrol eden kapidir.

Bu kapida Fﬁt), &8 ¢t degerleri hesaplanir.

e Output Kapisi -W,: Su anki bilginin (c{?") ne kadarinin ¢iktiya (a‘?)) aktarilacagini

kontrol eder. Bu kapida I\, a{® degerleri hesaplanir.

LSTM hiicresine iliskin detayh gosterim ve kapilarda hesaplanan formiiller Sekil 2.22°de

verilmistir.
l y<t)
, \/” _ ‘::Fl;r ﬂlrf,
11‘ Ff —G(Wf[a X ]+bf)
(=1) 0) () 1) (e)
i —~Q—0- 5 = 1a""x"1+8)
w T m a® El = tanh(WC[ailt—lﬁs’x{r;]+bc)
a. / > ( n (4—1) /A \
ry r: c\t) — F;" oc,z—l,‘ +r:‘1, OE(I/
[ forget gate |[ u .m gate |[ n" output gate 0 oy
i f f Y=o [a"" x"1+b)
LSTM cell ) _ ) ()
a’' =T otanh(c")
{t}
X

LSTM hiicresinde her kapidan akan parametler farkhdir. Bu nedenle bu kapilar igin

Sekil 2.22. LSTM Hiicresi Detayli igerik [53]

farklh agirlik matrislerine ihtiyag vardir.

e  W;: Forget kapisinda 6grenilen agirlik matrisi
e W,: Update kapisinda 6grenilen agirlik matrisidir.

e W,: Output kapisindan 6grenilen agirlik matrisidir.

e W.: Sonraki hiicreye aktarilan hafiza bilgisinin 6grenildigi agirlik matrisidir.

e !9 sonraki hiicreye aktarilan hafiza bilgisi

: forget kapisinda kullanilan bias degerleri
: Update kapisinda kullanilan bias degerleri

: Output kapisinda kullanilan bias degerleri
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2.3.3.1 LSTM Hiicresi ile ileri Yayihm

LSTM hcreleri zaman adimi sayisinda ard arda eklenerek YiSA mimarisini olusturur.
Her zaman adiminda hesaplanan hafiza bilgisi c{t ve aktivasyon verisi a‘®bir sonraki
zaman adimina aktarilir. Bu islem T, adimi kadar tekrarlanir. isleyis mekanizmasi Sekil

2.23'de verilmistir.

Tyl Tyz Tyr.—l Tyrl

c° O T ' 0 ™ ¢ - ® ™ ~ ® &

T . = . T [ = ;

a’ r 0, a r 0 | 2, ... © 0 a™ © 0 a’
Xl xz xr‘»l xl,

Sekil 2.23. Bircok Zaman Adimina Uygulanan LSTM Yapisi [53]

2.3.3.2 LSTM Hiicresi ile Geri Yayillim

LSTM hiiceresi ile tasarlanmig mimarinin geri yayilimi igin kapi degiskenlerinin tirevleri

hesaplanir.
dbg,db,,db.,db, degerleri ise sirasiyla de(t), dFﬁ”, dFC(t>, dl"(ft) degerlerinin yatay
eksende toplanmasi ile hesaplanir.

Son olarak énceki aktivasyon durumuna (dapy.,,), 6nceki memory durumu (dcprey) Ve

girdi (dx{) tiirevleri hesaplanir.

2.4 Kelime Gosterimleri (Word Representation — Word Embeddings)

Bircok dilde bir kelime, climlede kullanimina gore farkli anlamlar kazanabilir. Bu
nedenle DDi uygulamalarinda anlamsal bilginin ¢ikarilmasi metinlerin islenmesinde

oldukga 6nemlidir.

Kelimelerin DDI yéntemleri ile islenebilmesi icin algoritmalar tarafindan islenebilir bir
formata cevrilmeleri gerekmektedir. Kelimelerin islenebilir formattaki hallerine Kelime

Gosterimi denir.

Kelime Gosterimleri literatlirde iki farkli baslik altinda degerlendirilmektedir. Bunlar;

e Frekans Tabanli Kelime Gdsterimi (FTKG)
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e Tahminleme Tabanli Kelime Gosterimi (TTKG)

Frekans tabanh kelime gosterim yontemlerine (Count Vector), Tf-Idf yontemleri 6rnek
verilebilir. Bu kelime gosterim yontemleri geleneksel makine 6grenmesi yontemlerinde

siklikla kullaniimaktadir.

Yapay Sinir Aglari ile kelime gosterimi islemi olduk¢a sinirli  bir sekilde
gercgeklestirilirken, derin 6grenme yaklasimlarinda kullanilmak Uzere sinir agi tabanli
yontemler gelistirilmistir. Bu yontemlerden en bilinenleri Word2Vec [58] ve GloVe [59]

yontemleridir.

TTKG yaklasimlari ile kelimelerin anlamsal iliskileri ¢ikarilabilmektedir. Ornegin; kral ve
kralice kelimeleri arasindaki anlamsal iliski erkek ile kadin arasinda da vardir.
Dolayisiyle, kral, kralice kelime vektorleri arasindaki mesafe erkek, kadin kelime
vektorleri arasindaki mesafeye benzemektedir. Kelime vektérleri arasindaki mesafeler

Kosinis Benzerligi (Cosine Similarity) ile hesaplanir.

TTKG yaklasimlari ile kelime vektorlerinin 6grenilmesi egitimsiz bir makine 6grenmesi
problemidir (unsupervised problem). Bu sayede c¢ok biyilk miktarlarda metinsel veri

islenerek basarili kelime vektorleri gikarilabilir.

TTKG yaklasimlari ile her kelime icin belirli sayida ézellik 6grenilir. Ogrenilen her dzellik
bir miktar anlamsal bilgi tasimaktadir. TTKG yaklasimlari ile 06grenilen kelime

vektorlerine iliskin 6rnek Cizelge 2.3’te verilmistir.

Cizelge 2.3. Kelime Gésterimi Ornekleri

Erkek Kadin Kral Kralige Elma Portakal
Cinsiyet -1.0 1.0 -0.95 0.97 0.0 0.01
Kraliyet 0.01 0.02 0.93 0.95 -0.01 0.0
Cag 0.03 0.02 0.7 0.69 0.03 -0.02
Yemek 0.04 0.01 0.02 0.01 0.95 0.97
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Cizelge 2.3’'te verilen Ornekte 4 farkh oOzellige iliskin 6grenilmis kelime vektorleri
gosterilmistir. Bliyik metinler Uzerinden yapilan 6grenme islemi sonrasinda verilen
kelimelere iliskin 6zellik degerleri hesaplanir. Verilen 6rnekteki 6zellikler cinsiyet,
kraliyet, ¢ag ve yemektir. Her kelime igin bu o&zellikler 6grenildiginde “erkek”
kelimesinin cinsiyeti -1, “kadin” kelimesinin cinsiyeti ise 1 olarak hesaplanmistir.
Cinsiyet 6zelligi bu iki kelimenin anlamlandiriimasinda oldukga ayirt edici oldugu igin bu
degerler birbirlerinden gok farkh ¢ikmistir. Ancak, erkek ve kadin kelimesi igin “yemek”
Ozelligi ayirt edici olmadigi icin bu degerleri birbirlerine yakin olarak hesaplanmistir.
Benzer sekilde “kral” ve “kralice” kelimeleri icin hesaplanan cinsiyet 6zelligi degerleri
birbirinden ¢ok farkli ¢ikmigtir. “Kral” kelimesi icin hesaplanan cinsiyet degeri -0.95 ve
“kralice” kelimesi igin hesaplanan cinsiyet 6zelligi ise 0.97’dir. Bu degerleri erkek ve
“kadin” kelimelerinden 06grenilen degerler ile paralellik gostermektedir. “Erkek”
kelimesinin cinsiyet 6zelligi -1 iken, “kral” kelimesinin cinsiyet 6zelligi -0.95 olarak
hesaplanmistir. Bunlarin yani sira “kral” ve “kralice” kelimeleri igcin “cag” 6zelligi ve
“kraliyet” Ozelligi degerleri birbirlerine yakin olarak hesaplanmistir. Bu degerler bu iki
kelimenin “cag” ve “kraliyet” 6zellikleri distinuldiginde birbirlerine benzer olduklarini

gostermektedir.

“Elma” ve “portakal” kelimelerinin ise “yemek” 6zelligi degerleri birbirlerine yakin
olarak hesaplanmistir. Bu iki kelime igin “yemek” 0Ozelligi ayirt edici bir ozellik iken,
diger 6zellikler bu kelimelerin anlamlandiriimasinda ¢ok deger tasimadiklarindan diger

Ozelliklerin degerleri 0 a yakin olarak hesaplanmistir.

Derin 6grenme yaklasimlarinda her kelime, hesaplanan vektoér gosterimi kullanilarak
islenir. TTKG yaklagimlari ile hesaplanan vektérlerin boyutu, vektor ¢ikarimi éncesinde
belirlenmesi gereken bir hiperparametredir. TTKG tabanh kelime gosterimi 6grenimi
algoritmalari, hiperparametre olarak belirlenen n sayida 6zellik icin 6grenme islemi

gerceklestirir.

Sistemde 6grenilen 6zellikler, sistem tarafindan belirlenen anlamsal iliskileri temsil
eder. Bu oOzellikler tek baslarina insanlar tarafindan anlamli degildir. Cizelge 2.3'te

verilen 6zellikler 6érnek olarak anlatiimistir. TTKG ile hesaplanan kelime vektorlerinde
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Ozelliklere Cizelge 2.3’'te verildigi gibi insanlar tarafindan belirli anlamlar

yiklenememektedir.

Ogrenilen kelime vektorleri t-SNE yodntemi [60] kullanilarak gorsellestirildiginde
kelimelerin anlamsal iliskilerine gore gruplar olusturdugu goézlenmektedir. t-SNE bir
boyut azaltma yaklasimidir. Bu yaklasim ¢ok boyutlu verilerin gorsellestiriimesinde
yaygin olarak kullanilmaktadir. Bir kelime uzayinda yer alan kelime vektoérlerinin
tamaminin t-SNE ile gorsellestirilmis hali Sekil 2.24’te verilmistir. Kelime vektorlerine t-
SNE yontemi ile boyut azaltma uygulandiginda kelimelerin anlamsal birlikteliklerine
gore gruplandigi gozlenmektedir. Ornegin, yemek ile ilgili kelimeler bir araya

toplanmakta, hayvan isimleri bir araya toplanmaktadir.
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Sekil 2.24. Ornek Bir Kelime Uzayinin t-SNE ile Gésterimi [61]
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t-SNE ile gorsellestirme islemi sonrasi orataya gikan kelime gruplarina iliskin 6rnek Sekil

2.25'de verilmistir.
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Sekil 2.25. t-SNE ile Kelime Vektorlerinin Gorsellestirilmesi [62]

Kelimeler arasinda anlamsal iliskiler kelime vektorleri kullanilarak g¢ikarilabilmektedir
[60]. TTKGile gikarilan kelime vektorlerine iliskin 6rnek Cizelge 2.4’te verilmistir.

Cizelgede her kelime igin vektorler yer almaktadir. Kelime vektorleri Vi, zime Notasyonu

ile gosterilecektir.

Gizelge 2.4. Kelime Vektorleri

Erkek Kadin Kral Kralige Elma Portakal

Verkek Vkadm Vkral Vkrali(;e Velma Vportakal
Cinsiyet -1.0 1.0 -0.95 0.97 0.0 0.01
Kraliyet 0.01 0.02 0.93 0.95 -0.01 0.0
Cag 0.03 0.02 0.7 0.69 0.03 -0.02
Yemek 0.04 0.01 0.02 0.01 0.95 0.97

Ornegin; “Erkek ile Kadin arasindaki iliskiye karsilik Kral kelimesine karsilik gelen kelime

hangisidir?”

e Erkek 2>Kadin | Kral 2> ?
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Bu soru kelime vektérleri kullanilarak c¢oziilebilir. Oncelikle erkek kelimesi ile kadin
kelimesi arasindaki vektorel uzaklik hesaplanir. (Kelimeleri temsil eden kelime

vektorleri Cizelge 2.5'te verilmistir.)

Erkek ve Kadin kelime vektorlerinin arasinda ki fark degeri ile Kral ve aranan kelime
arasindaki vektorel farkin benzer olmasi gerekir. Bu hesaplamaya iliskin formil Denlem

2.4°de verilmistir.
Verkek - Vkadm = Vkral - V? (2-4)

Bu durumun vektorel gosterimi Sekil 2.26’da verilmistir.

Kadin

Erkek

Kral

Sekil 2.26. Kelime Benzerliklerinin t-SNE ile Gosterimi

Aranan kelimenin bulunabilmesi igin kelime benzerlikleri denkleminde aranan kelime

yalniz birakilir. Denklem 2.5 (izerinde bu islem uygulandiginda Denklem 2.9 elde edilir.
V? = Vkral - Verkek + Vkadm (2-5)

Bu tarz vektorel hesaplamalarda aranan kelime vektérinin hesaplama sonucunun
birebir elde edilmesi zordur. Bu nedenle karsilastirma islemi igin benzerlik
fonksiyonlarindan faydalanilir. Vektorel benzerligin bulunmasi igin yapilacak islem

Denklem 2.6’da tanimlanmistir.
kelime = argmaXgetime (k) (benzerlik(V? ’ Vkral - Verkek + Vkadln)) (2-6)

Kelime uzayindaki her kelime vektori igin benzerlik fonksiyonu galistiriliginda benzerlik
degeri Viyar — Verkex + Viaan Vvektorine en yakin kelime aranir. Aranan kelime

(Kralige) icin yapilan islemlerin t-SNE ile gosterimi Sekil 2.27’de verilmistir.
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Sekil 2.27. Benzerlik Hesabi Sonucu Bulunan Kelime

iki vektérel degisken arasinda benzerligin hesaplanmasi icin farkli benzerlik

fonksiyonlari kullanilabilir. Bunlardan birisi Kosinis Benzerligi fonksiyonudur.

Kosinlis Benzerligi fonksiyonu ile anlamsal bilginin ¢ikarilmasina iliskin gorsel Sekil

2.28'de verilmistir.

A } [

Sekil 2.28. Cosine Similarity ile Anlamsal Bilginin Cikariimasi

Bu yaklasim kullanilarak elde edilebilecek anlamsal kelime birlikteliklerine iliskin
ornekler Cizelge 2.5'te verilmistir. Cizelge 2.5’te verilen érneklerde, verilen bir kaynak
kelime ikilisine karsihk hedef kelime ikilisinden sadece birisi verildiginde diger

kelimenin tahmin edilmesi islemi yapilmaktadir.
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Cizelge 2.5. Kelime Vektorleri ile Anlamsal Birlikteliklerin Cikarilmasi Ornekleri

Kaynak Kelime ikilisi Hedef Kelime ikilisi
Erkek: Kadin Abi: Abla
Ankara: Turkiye Tokyo: Japonya
Turk Lirasi: Turkiye Yen: Japonya

TTKG yaklasimlari ile kelimeler arasinda anlamsal iliskilerin cikariimasina iligkin ingilizce

dili icin 6rnekler Sekil 2.29’da verilmistir.

Spain ~
Italy — T Madrid
——
Germany —— Rome
walked —— Berlin
[ ] Turkey -~ ——
—— Ankara
Russia
—————  Moscow
Canada Ottawa
Japan - Tokyo
Visthmm o Hanoi
swimming China Beijing
Male-Female Verb tense Country-Capital

Sekil 2.29. 3 Boyutlu Uzayda Kelime Vektorleri Ornegi [63]

Anlamsal iliskilerin kelime vektérlerinden basarilh bir sekilde ¢ikarilabilmeleri igin

kelime vektorlerinin basarili bir sekilde elde edilmesi gerekmektedir.

DDIi problemlerinde belirli kelime uzayinda islem yapilir. Kelime uzayinda bulunan
butin kelimelerin yer aldigi yapiya sozliik (dictionary) denir. Sozliik icerisinde kelimeler
liste seklinde yer alir. S6zlik igerisinde bulunmayan kelimelerin temsil edilebilmesi igin
sozlige ozel bir token (UNK) eklenir. Bir sozliik 6rnegi su sekildedir. Kelimeler sozliik

icerisinde bulunma siralari ile temsil edilir.

[a(ky) adam(k,) elma(k,) ... portakal(kezs;) ... zebra(kggeg) UNK]
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Problem ¢6zimiinde yalnizca bu sozlik icerisinde bulunan kelimeler analiz edilebilir.

Sozliik sisteme disardan elle tanitilabilecegi gibi egitim asamasinda kullanilan metinler

icerisinde bulunan farkli kelimelerin gikarilmasi yoluyla da elde edilebilir.

Algoritma igerisinde gergeklestirilecek islemlerde her kelime igin kelime vektorleri

kullanilir. Ornek bir kelime vektori Cizelge 2.6’da verilmistir.

Cizelge 2.6. Kelime Vektori Ornegi

Erkek
Verkek

-1.0

0.01

0.03

0.04

Kelimeler, ihtiya¢ duyuldugunda sozliikteki

ve Vektor

matrisindeki karsihiginin

bulunabilmesi icin one-hat gdsterimi ile saklanirlar. Ornegin icerisinde 10000 adet

kelime bulunan bir s6zltGglimiz bulunsun. Her kelime icin 10000 boyutunda bir vektor

acilir. Bu vektor icerisinde sadece kelimenin sozliikte ki sirasini gosteren deger 1, diger

degerler 0 olarak atanir. Ornek one-hat gésterimleri Sekil 2.30’da verilmistir.

a adam
1 0
0 1
0 0
0 0]
0 0

zebra

0

0

Zil

0

Sekil 2.30. Ornek One-hat Gosterimleri
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Sozlikte bulunan her kelimenin vektorlerinin saklandigl yapiya Vektor Matrisi

(Embedding Matrix) denir. Vektor Matrisi yapisi Sekil 2.31’de verilmistir.

ko k1 k3 """"" Ke2s7 *00ve0 e k9997 k9998 k9999

d: Vektor Boyutu

Sekil 2.31. Vektor Matrisi Yapisi

Vektor Matrislerinde butiin kelimelerin vektorleri bulunur. Her kelime vektori bir
situnda yer alir. Kelime Vektorl boyutu d olan ve sozllikte kulunan kelime sayisi m

olan bir 6rnek icin Vektor Matrisi boyutu (d x m)’dir.

Vektor Matrislerinin 6grenilmesi igin kullanilan yontemlerden en bilinenleri Word2Vec
[58] ve GloVe [59]'dir. GloVe, Word2Vec yonteminin {zerine bazi performans
gelistirmeleri yapilmis halidir. Bu iki yontem de kelime vektorlerinin 6grenilmesinde

kullanilabilir.

2.4.1 Kelime Vektérlerin Ogrenilmesi

Word2Vec [58], kelimelerin vektorel ifade edilmesi icin gelistirilen bir TTKG
yaklasimlardan birisidir. iki adet alt yéntemden olusur. Bunlar; CBOW (Continious of

Words) ve Skip-Gram’dir.

Cerceve Boyutu (Window Size), Word2Vec icin  belirlenmesi gereken
hiperparametrelerden birisidir. Bu parametre analiz edilen kelimenin saginda ve
solunda bulunan n kelimeyi belirlemek igin kullanilir. Cergeve merkezindeki kelimeye
Merkez Kelime, bu kelimeye n yakinliktaki kelimelere Cevreleyen Kelimeler denir.

Ornek bir durum Sekil 2.32’de verilmistir.
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Merkez Kelime

A

Korkma, s6zmez bu safak'larda ylzen al sancak.

-~
S -
S -
~ -
~ -
-
~ -

A &
Cevreleyen Kelimeler
n=3

Sekil 2.32. Kelime Cergevesi Ornegi

CBOW ve Skip-Gram modelleri girdi ve ¢ikti yapisi ile birbirlerinden ayrilirlar. CBOW
modelinde gevreleyen kelimeler girdi olarak, merkez kelime ise gikti olarak iglenir. Skip-
Gram modelinde ise merkez kelime girdi olarak, ¢evreleyen kelimeler ise ¢ikti olarak
tahmin edilmeye ¢alisilir. CBOW ve Skip-Gram modelleri igin ag mimarileri Sekil 2.33’te

verilmigtir.

~
5| Output layer

M)

W
\ -~
\ Output | Input layer
\Hiddﬂ\ layer. st e putia _
o,

Hidden layer A

o How ;] Wi, H o

Fedim

W,k

/ g

CxV-dim CxJ-dim

a) CBOW Ag Yapisi b) Skip-Gram AgJ Yapisi

Sekil 2.33. CBOW ve Skip-Gram Ag Mimarileri [64]

Cerceve climle boyunca kelime kelime gezdirilir. Her adimda girdiler ve ciktilari belirten
bir veri seti olusturulur. Ornegin Sekil 2.32’de verilen durum icin CBOW ve Skip-

Gram’da elde edilen veri Cizelge 2.7’de verilmistir.
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Cizelge 2.7. CBOW ve Skip-Gram igin Olusturulan Veri Seti Ornegi

CBOwW Skip-Gram
Girdi Cikti Girdi Cikti
Korkma, s6zmez, Safaklarda Safaklarda Korkma, s6zmez,
bu, ylzen, al, bu, ylzen, al,
sancak sancak

Bu islem metindeki tiim ciimleler tim gergeve durumlari igin tekrarlanir. Her cimlede,

gezdirilen farkli cerceve durumlariicin birer etiketli veri olusturulur.

CBOW modelleri kiiglik veri setlerinde daha iyi sonuclar verirken, biylik verisetlerinde
Skip-gram modeli daha iyi galismaktadir. CBOW modeli igin daha az islem glci
gerekirken, Skip-gram modeli daha fazla islem glict tiiketir. CBOW modeli iki veya daha
¢ok anlaml kelimeleri anlamakta iyi degil iken, Skip-gram iki veya daha ¢ok anlamh

kelimeleri daha iyi bir sekilde 6grenebilmektedir.

Girdi katmani ile gizli katman arasinda lineer aktivasyon fonksiyonu kullanilir. Yani
degerler 0-1 arasina indirgenmeden bir sonraki katmana aktarilir. Gizli katman ile Cikti
Katmani arasinda softmax aktivasyon fonksiyonu kullanilir. Bu sayede bitlin
kelimelerin olasilik degerlerini iceren ve tekil sézllik boyutunda bir vektor elde edilir.

Bu yapinin isleyisi Sekil 2.34’te verilmistir.

Output Layer
Softmax Classifier

Hidden Layer Probability that the word at a
Linear Neurons randomly chosen, nearby
Input Vector position is “abandon”
8 Az
n . “ability”
A ‘1" in the positi n ... “able”
orresponding to the — |8
ord “ants” n
A
10,000
positions
300 neurons ... "zone”

10,000

Sekil 2.34. Word2Vec isleyis Mekanizmasi [65]
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Sekil 2.34’teki 6rnekte sozlik icerisinde 10.000 farkli kelime bulunmaktadir. Her bir
kelime, gizli katmanda 300 boyutunda bir vektoér ile temsil edilmektedir. Cikti olarak

her kelime igin sozlikte bulunan kelimelerle yakin bulunma olasiliklari hesaplanir.

iki kelimenin birbirlerine n (cerceve boyutu) yakinlikta olmasi olasiligi kelimelerin 300
boyutundaki vektorlerinin carpilmasi ile hesaplanir. Ornek bir hesaplama Sekil 2.35’te

verilmigtir.

Output weights for “car”

softmax
Word vector for “ants” g - )
§ Probability that if you
R X8 ) = randomly pick a word
300 features § nearby “ants”, that it is “car”

Sekil 2.35. iki Kelimenin Birbirlerine Yakin Bulunma Olasiliklari [65]

Word2Vec'iin ¢alisma mantigi Yapay Sinir Ag1 yaklasimina dayanur. ilk olarak agirliklar
ilklendirilir, ardindan ileri yayilm, geri yayiim ve parametre gincelleme adimlari
uygulanir. Bu islem belirlenen apoch adimi kadar tekrarlanir. Word2Vec modeli igin
varsayllan epoch sayisi 5 olarak belirlenmistir. Ancak, bu deger artirilarak performans

artisi saglanabilir.

Word2Vec modelinin birgok matris carpimi islemi yapmasi gerekmektedir. Bu nedenle
bu modelin calisabilmesi icin cok fazla islem gliciine ihtiya¢ duyulur. Word2Vec
modelinin ¢alisma performansini artirmak icin bazi yontemler kullanilmaktadir. Bu
yontemler sayesinde model daha hizli galisabilmektedir. Performans artisi igin

kullanilan yéntemler sunlardir;
e Anlamsal kelime gruplarini tek bir kelime olarak islemek
e Durak kelimelerin isleme tabi tutulmamasi (ve, ama, sey, belki)

e Negatif Ornekleme [66]: Cikti katmaninda elde edilen vektérlerde bulunan

verilerin sadece bazilarinin agirlik glincellestirmesinde kullaniimasi

CBOW ve Skip-Gram vyaklasimlari g¢ergeve tabanh isleyis mekanizmalarina sahip
olduklari igin ¢ergeve boyutunun dogru belirlenmesi sistemin performansinda

dogrudan etkilidir. Cevceve boyutunun sabit olmasi kelime ya da kelime gruplarinin
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birlikte kullanimlarinin 6grenilmesinde sorun teskil edebilmektedir. Cergcevenin adim
adim ilerletilmesi seklinde korpus lzerinde gezildigi igin korpus verimli bir sekilde
kullanilamamaktadir. GloVe, kelime vektorlerinin daha verimli ve basarili 6grenebilmesi
icin cevreleyen kelimelerin belirlenmesinde istatistiksel tabanh bir yaklasim kullanan
kelime vektori 6grenme yontemidir. GloVe ile corpus daha verimli bir sekilde islenerek

daha basarili kelime vektorleri 6grenilebilmektedir.

P, iki kelimenin birlikte kullanimini (co-occuring) ifade eden olasilik degeridir. Birlikte
kullanim matrisi (Co-occurance matrix) kelimelerin birlikte bulunmalarinin frekansini
tutan matrise verilen isimdir. V, cerceve merkezindeki kelimeyi temsil etmektedir. U ise
cerveve icerisinde merkez kelime haricindeki kelimeleri temsil etmektedir. Ornegin
asagidaki clmlelerin kullanildigi bir corpus igin olusturulan Birlikte Kullanim Matrisi

Cizelge 2.8'de verilmistir.

e |like deep learning

e |like NLP

e | enjoy flying

Birlikte Kullanim Matrisinde (X);

e X;;:j. Kelimenin i. Kelime ile tim corpus icerisinde birlikte bulunmasi sayisi
e X;:i. Kelimenin tiim corpus icerisinde gegme sayisi

. X
iki kelimenin birlikte bulunma olasihgi P; y = = ile hesaplanur.
@@n X;

GloVe modeli temel olarak hata fonksiyonunun ( J) modellenmesi sirasinda kelimelerin
olasilik oranlarini da kullanir. Kelimelerin birlikte kullanim oranlari ile glincellenen hata
fonksiyonu ile CBOW ve Skip-Gram daki gibi cerceve gezdirerek cevreleyen kelimelerin
belirlenmesi islemi ortadan kalmaktadir. Clinki P; ; ile birlikte bulunma olasiligr ylksek
kelimeler birbirlerine yakin gectilerse bu kelimeler 06grenme isleminde diger

kelimelerden daha énemli rol oynamasi saglanmistir.
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Cizelge 2.8. Birlikte Kullanim Matrisi

Sayi | Like Enjoy | Deep | Learning | NLP Flying
I 0 2 1 0 0 0 0 0
Like 2 0 0 1 0 1 0 0
Enjoy 1 0 0 0 0 0 1 0
Deep 0 1 0 0 1 0 0 0
Learning 0 0 0 1 0 0 0 1
NLP 0 1 0 0 0 0 0 1
Flying 0 0 1 0 0 0 0 1
0 0 0 0 1 1 1 0

2.5 Ogrenme Transferi (Transfer Learning)

Bazi problem tirlerinde derin 6grenme mimarilerinin egitilmesi icin ¢ok fazla islem
glicli cok fazla sistem kaynagina ihtiyac duyulur. Problem karmasikhgi ile orantili olarak
ihtiyac duyulan islem glcl ve egitim asamasi icin gereken stlireler artmaktadir. Bu
nedenle vyiksek islem glici ve slire gerektiren problemler (zerinde c¢alisan
arastirmacilar Ogrenme Transferinden faydalanirlar. Bu sayede daha az ugras ile biyiik

derin 6grenme mimarileri insa edebilirler.

Ogrenme transferi, bir problemin ¢6zimii icin énceden 6grenilmis parametrelerin
kullanilmasina denir. Ornegin, nesne tanimaya yonelik bir gériintii isleme problemi
Uzerinde calisiyorsaniz, tespit etmek istediginiz nesne sayisinin fazla olmasi sistem igin
¢ok dnemli bir kriterdir. Ancak, binlerce nesneyi taniyacak sistemlerin egitilmesi igin
oldukca gliclii bilgisayarlardan olusan laboratuvarlara ihtiyac duyulabilir. Béyle bir
durumda, oldukga iyi sistem kaynaklarina sahip bilgisayarlar tarafindan uzun sirelerce
egitilip kaydedilmis model ve parametrelerin sadece okunmasi ile binlerce nesneyi
tanima yetegine sahip bir sisteme sahip olabiliriz. Ogrenme transferi ile arastirmacilar
edindikleri tecriibeleri birbirlerine aktabilirler. Binlerce nesneyi taniyabilen bir modelin
sadece 6grenilmis parametrelerini okuyarak o sistemi kullanmaya baslayabiliriz. Ayni

zamanda bu sistem Uzerine gelistirmelere de devam edebiliriz. Taninan nesneler
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arasina kendi belirledigimiz bir nesneyi dahil etmek igin egitilmis modele bir miktar

hedef nesneyi egitmek yeterli olacaktir.

Ogrenme transferi, bircok uygulama alaninda bir¢ok arastirmacinin zaman ve sistem
kaynagindan tasarruf etmesine olanak tanimaktadir. Bu sayede arastirmalar kiimdilatif

olarak ilerleyecek ve adim adim daha basarili sistemler gelistirilebilecektir.

Ogrenme transferi, DDi problemlerinde de oldukga yaygin olarak kullanilmaktadir.
Ornegin, kelime vektorlerinin 6grenilmesi oldukca maliyetli bir islemdir. Kelime
vektoérlerinin basaril bir sekilde 6grenilebilmesi igin ¢ok blyulk corpuslar Uzerinde
ogrenme isleminin yapilmasi gerekmektedir. Cok blylik capta verinin toplanmasi bash
basina oldukg¢a zor bir problem iken, bu verilerin islenmesi ve anlamlandiriimasi da
oldukga zor ve zaman alan bir problemdir. Alaninda 6nde gelen bazi teknoloji firmalari,
bazi Universiteler ve arastirmacilar kaliteli kelime vektorlerinin 6grenilebilmesi igin gok
zaman ve islem glicii gerektiren bu islemleri yapararak elde ettikleri parametreleri
diger arastirmacilarin da kullanabilmesi icin paylasabilmektedirler. Bu sayede
donanimsal kaynaklari yeterli olmayan arastirmacilar da iyi 6grenilmis modeller

Uzerinde calisabilmektedirler.

DDi problemlerinde &grenme transferinin uygulanabilecegi alanlarin basinda kelime

vektoérlerinin 6grenilmesi gelmektedir.

Stanford Universitesinde Pennington ve arkadaslari [59] kelime vektérlerinin
ogrenilmesi icin ortaya attiklari GloVe yontemi ile cok blylik corpuslar tizerinde kelime
vektorlerini 6grenmisler ve elde ettikleri parametleri diger arastirmacilarin kullanimi
icin paylasmislardir [67]. Yapilan calismada doért farkh biyiik corpus lzerinde kelime

vektorleri 6grenilmistir. Bu corpuslara iliskin detaylar su sekildedir;

e Wikipedia 2014 + Gigaword 5: 6 Milyar token (jeton) in islendigi bu corpusdan elde
edilen tekil kelime sayisi 400,000’dir. Bu corpus Uzerinde 6grenilen kelime

vektorleri 50, 100, 200 ve 300 boyutlu olarak 6grenilip paylasiimistir.

e Common Crawl 1: Dinya genelinde web sayfalarin crawl edilmesi yoluyla elde

edilmistir. 42 milyar tokenin islendigi bu corpusdan elde edilen tekil kelime
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sayisi 1,9 milyondur. Bu corpus Uzerinde 300 boyutlu kelime vektorleri
ogrenilmistir.

e Common Crawl 2: Dinya genelinde web sayfalarinin crawl edilmesi yoluyla el
edilmistir. 840 milyar tokenin islendigi bu corpusdan elde edilen tekil kelime
sayisi 2,2 milyondur. Bu corpus Uzerinde 300 boyutlu kelime vektorleri
ogrenilmistir.

e Twitter: Bu corpus, 2 milyar tweet'ten elde edilen 27 milyar tokendan

olusmaktadir. Bu corpusda islenen tekil kelime sayisi 1,2 milyondur. Bu corpus

Uzerinde 25, 50, 100 ve 200 boyutlarinda kelime vektoérleri 6grenilmistir.

Stanford Universitesinin gerceklestirdigi calismanin yani sira Google firmasi Google
News Uzerinde yer alan kelimeleri kullanarak olusturdugu kelime vektérlerini
arastirmacilarin kullanimina sunmustur [68]. islenen corpus iizerinde 100 milyar token
bulunmaktadir. Corpusda yer alan tekil kelime sayisi ise 3 milyondur. Ogrenilen vektér

boyutu ise 300’dur.

Facebook firmasi tarafindan gelistirilen calismada [69] 294 dil icin ayri ayri kelime
vektorleri dgrenilmis ve arastirmacilara sunulmustur. Ogrenilen kelime vektérleri 300

boyutludur. Bu kelime vektoérleri [56]'den indirilebilir.

Ogrenilmis kelime vektorlerinin paylasildigi bircok kaynak literatiirde yer almaktadir
[70-72]. Tirkce diline 6zel olarak egitilmis kelime vektorlerine iliskin calismalar [73] da

literatlrde yer almaktadir.

2.6 Basari Degerlendirme Metrikleri

Gergeklegstirilen testler, dort farkl basari metrigi ile degerlendirilmistir. Bu metrikler

sunlardir;

Tutturma (Precision): Getirilen bilgideki dogru sonuglarin, getirilen bilginin tamamina
orani olarak hesaplanir. Tutturma metriginin formili Denklem 2.7’de verilmistir.

DP
DP+YP

Tutturma = (2.7)

Hassaslik (Recall, Sensitivity): Getirilen dogru sonuclarin, getirilmesi gereken dogru

sonuglara orani ile hesaplanir. Hassaslik metriginin formuli Denklem 2.8’de verilmistir.
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DP
DP+YN

Hassaslik = (2.8)

F-Skor (F-Measure): F-skoru, Tutturma ve Hassashk degerlerinin harmonik

ortalamasidir. F-Skor metrigine iliskin formil Denklem 2.9’da verilmistir.

Tutturma xHassaslik

FSkor = 2 X (2.9)

Tutturma+Hassaslik

Basari Orani (Accuracy): Veri 6rneklerinin dogru siniflandiriima oranidir. Basari Orani

formlt Denklem 2.10’da verilmistir.

DP+DN
DP++DN+YN+YP

Basarit Orant = (2.10)
Duyarlihk (True Negative Rate, Specificity): Negatif Ornekler igerisinde dogru
siniflandirma orani. Duyarhlik metriginin formuli Denklem 2.11’de verilmistir.

DN
DN+YP

Duyarlilik = (2.11)
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BOLUM 3

DENEYSEL SONUCLAR

Sistemin basarili calismasinin 6nemli olmasi kadar sistemin hizli calismasi da 6nemlidir.
Derin 6grenme mimarileri ile hizl egitim ve testlerin yapilabilmesi icin GPU (Graphical
Proceeeing Unit)’ler glinimizde yaygin bir sekilde kullaniimaktadir. Derin 6grenmede
hesaplanan matematiksel islemler paralellestirilebilir islemlerdir. GPU lar izerinde yer
alan c¢ok fazla sayida cekirdek ile hesaplamasal islemler cok sayida cekirdege dagitilarak
islemler hizlandirilabilmektedir. Bu proje kapsaminda fazla epoch sayisi ile uzun egitim
islemlerine baslanmadan dnce CPU ve GPU arasinda performans farki analiz edilmistir.
Analiz sonucunda elde edilen sonuclara goére sistemin egitim ve test asamasinda
kullanilmak tzere bir GPU temin edilmesinin gerekli olup olmadigi, GPU temin
edilmeden yapilan egitim sireleri makul seviyelerde ise CPU lizerinde testlere devam
edilmesi disinllmustiir. Bu nedenle dogruluk oraninin artirilmasina yonelik testlere
baslanmadan 6nce performans analizi yapilmasina ihtiya¢ duyulmustur. CPU ve GPU
arasinda performans karsilastirmasi verilerine Bolim 3.1'de, sistem basarisina iliskin

test sonuglari ise Bolum 3.2’de agiklanmistir.

3.1 CPU ve GPU Arasinda Performans ve Hiperparametre Analizi

Derin 6grenmedeki hesaplamasal islemler paralellestirmeye uygun islemlerdir.
Birbirinden bagimsiz bir sekilde islem yiritebilen islem birimlerinin (¢ekirdek) sayisinin
coklugu, bir islemin paralellestirilebilme miktarini belirler. Kisisel kullanim amach
bilgisayarlarda bulunan dort veya sekiz cekirdek Uzerinde yapilacak paralellestirme
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islemi ile Uzerinde binlerce c¢ekirdek barindiran GPU lar (Uzerinde yapilan

paralellestirme islemleri ayni seviyede olmayacaktir.

Bu proje kapsaminda gerceklestirilen testlerde blylik miktarda veriler kullanilmaktadir.
Bu nedenle testler kisisel bilgisayarlarda yiritiilememektedir. CPU testleri Roksit
Firmasinin [74] sagladigl sunucular Gzerinde gerceklestirilmistir. GPU testler icin ise

Floydhub [75]’dan bulut tabanli GPU sunucusu kiralanmistir.

CPU testleri esnasinda kullanilan islemci modeli Intel® Xeon® Gold 6126 [76]. Testlerin
gerceklestirildigi veri merkezinde bu islemcilerden c¢ok sayida bulunmaktadir.
Sunucularda kullanilmak Uzere tasarlanmis bu islemcilerin her birisinde 12 ¢ekirdek
bulunmaktadir. Cekirdeklerin her biri 2.6 Ghz (Turbo ile 3.70 Ghz) ¢alisma frekansina
sahiptir. Testlerde kullanilmak (izere tahsis edilen kaynaklar diizenlenebilmektedir.
Ornegin, 12 cekirdek iizerinde testler yapilabilecegi gibi 50 cekirdek tizerinde de testler
yapitimasi mumkindir. Ayrica cekirdeklerin calisma frekanslari da ayarlanabilir
parametreler arasindadir. Cekirdeklerin 1300 Mhz calisma frekansina sahip oldugu
durumda da testler yapilabilecegi gibi cekirdek calisma frekansinin 2600 Mhz oldugu
durumlar da testler yapilabilmektedir. Sirket sunucusunda g¢alstirilacak testlerin galisan
sistemleri etkilememesi igin testlere tahsis edilen maximum g¢alisma frekansina bir limit

de konulabilmektedir.

GPU testlerinin yapilabilmesi icin Floydhub [75]'dan bir sunucu kiralanmstir. Kiralanan
sunucuda Nvidia Tesla K80 [77] modelinde GPU bulunmaktadir. Tesla K80, icerisinde 2
farkh islem birimi barindirmaktadir. Her islem birimi ayri GPU lar olarak distndlebilir.
Tesla K80'de 2x2496 adet ¢ekirdek bulunmaktadir. Her bir ¢ekirdegin ¢alisma frekansi
562 Mhz, boost modunda ise 875 Mhz'dir. Nvidia Tesla K80'nin diger Tesla

mimarisindeki GPU’lar ile karsilagtirmasi Sekil 3.1’te verilmistir.
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Stream 2 x 2496 2880 2688 2496
Processors
Core Clock 562MHz 745MHz 732MHz 706MHz
Boost Clock(s) 875MHz 810MHz, N/A N/A
875MHz
Memory Clock 5GHz GDDR5 6GHz GDDR5 5.2GHz GDDR5  5.2GHz GDDR5
Memory Bus 2 x 384-bit 384-bit 384-bit 320-bit
Width
VRAM 2 x 12GB 12GB 6GB 5GB
Single Precision 8.74 TFLOPS 4.29 TFLOPS 3.95 TFLOPS 3.52 TFLOPS
Double Precision 2.91 TFLOPS 1.43 TFLOPS 1.31 TFLOPS 1.17 TFLOPS
(1/3) (1/3) (1/3) (1/3)
Transistor Count 2x7.1B(?) 7.1B 7.1B 7.1B
TDP 300W 235W 235W 225W
Cooling Passive Active/Passive Passive Active/Passive
Manufacturing TSMC 28nm TSMC 28nm TSMC 28nm TSMC 28nm
Process
Architecture Kepler Kepler Kepler Kepler
Launch Price $5000 $5499 ~$3799 ~$3299

Sekil 3.1. Tesla Mimarisi GPU'larin Karsilagtirmasi [78]

Floydhub’da kiralanan sunucularda Tesla K80’in sadece 1 islem birimi kullanicilara
tahsis edilebilmektedir. Bu nedenle testler esnasinda 2496 cekirdek ve 12 GB vMemory

kullanilmistir.

Kelime Vektorlerinin 6grenilmesi, yiksek islem glici gerektiren bir islemdir. Bu nedenle
testlerin hizli sonuglandirilabilmesi icin performans testlerinde Stanford Universitesinin
GloVe yontemi kullanarak hesaplamis oldugu kelime vektorleri [67] kullanilarak
ogrenme transferi uygulanmistir. Testler esnasinda kullanilan kelime vektorleri 6 milyar
kelimenin islenmesi ile olusturulan kelime vektorleridir. Kelime vektorlerinin
cikarilmasinda 400,000 tekil kelime yer almaktadir. Testler esnasinda kullanilan kelime

vektorleri 300 boyutludur.

Gergeklegstirilen testler maliyetli olduklari igin ancak 2 epoch boyunca calistiriimis ve
elde edilen surelerin ortalamasi alinmigtir. Tum testler igin kullanilan ortak

hiperparametreler su sekildedir;
e Epoch Sayisi: 2

e Hata Fonksiyonu: Categorical Crossentropy
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e  Maximum Sekans Boyutu: 100

e Parametre Giincelleme Fonksiyonu: ADAM, Ogrenme Katsayisi: 0.01, Beta_1: 0.9,

Beta_2:0.999.
e Test Split Orani: 0.2
e  Sozlikte bulunan tekil kelime sayisi: 1,515,634
e Toplam Veri Ornegi Sayisi: 1,210,954
e  Egitim Ornegi Sayisi: 968,755
e Test Ornegi Sayisi: 242,199
e Ogrenme Transferi kullanilan testlerde kelime vektori boyutu: 300 [59]

Testler esnasinda iki farkli derin 6grenme mimarisi test edilmistir. Test edilen
mimarilerden birisi tek katmanli bir yapiya sahipken test edilen diger mimari 5 katmanli
yapida olusturulmustur. Ogrenme transferi kullanilarak gerklestirilen testlerde
kullanilan tek katmanli derin 6grenme mimarisi Sekil 3.2’de, 5 katmanli derin 6grenme

mimarisi ise Sekil 3.3’de verilmisgtir.

Layer (type) Output Shape Param #
embedding_1 (Embedding) (None, 100, 300) 454690500
1stm_1 (LSTM) (None, 128) 219648
dense_1 (Dense) (None, 23) 2967

Total params: 454,913,115
Trainable params: 222,615
Non-trainable params: 454,690,500

Sekil 3.2. Ogrenme Transferi Kullanilan Tek Katmanli Mimari
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Layer (type) Output Shape Param #
embedding_1 (Embedding) (None, 100, 300) 454690500
1stm_1 (LSTM) (None, 100, 128) 219648
1stm_2 (LST™M) (None, 100, 128) 131584
1stm_3 (LST™M) (None, 100, 128) 131584
lstm_4 (LSTM) (None, 100, 128) 131584
1stm_5 (LSTM) (None, 128) 131584
dense_1 (Dense) (None, 23) 2967
Total params: 455,439,451

Trainable params: 748,951

Non-trainable params: 454,690,500

Sekil 3.3. Ogrenme Transferi Kullanilan 5 Katmanli Mimari

Sekil 3.2 ve Sekil 3.3’te 6grenme transferi kullanilarak gergeklestirilen testlerde
kullanilan derin 6grenme mimarileri verilmistir. Sekillerde goriilecegi lizere 6grenme
transferi kullanildig i¢in hazir kullanilan (6grenilmeyen) parametre sayisi fazla iken
Ogrenilen parametre sayisi daha azdir. Gergeklestirilen performans analizi testlerinde
islem gici igin kullanilan donanimin ve bazi hiperparametrelerin performansa etkisi

incelenmigstir.

Calisma kapsaminda 4 farkli donanim senaryosu test edilmistir. Test edilen
senaryolarda CPU’lUzerindeki ¢ekirdek sayisi, bir g¢ekirdegin sahip oldugu calisma

frekansinin degisimi gibi durumlar test edilmistir.
CPU’lar igin test edilen 3 farkli donanim senaryosu su sekildedir.

e 16 gekirdekli CPU testleri igcin maksimum galisma frekansi limiti: 25000 Mhz. Her

bir cekirdek icin galisma frekansi: 1300 Mhz

e 16 gekirdekli CPU testleri igcin maksimum galisma frekansi limiti: 25000 Mhz. Her
bir cekirdek icin galisma frekansi: 2600 Mhz

e 24 cgekirdekli CPU testleri igcin maksimum galisma frekansi limiti: 37500 Mhz. Her
bir cekirdek icin galisma frekansi: 2600 Mhz

e 2496 c¢ekirdekli GPU. Her gekirdegin ¢alisma frekansi 562 Mhz.
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3.1.1 Performans Analizi Deney 1

Gergeklegstirilen ilk deneyde 1300 Mhz CPU, 2600 Mhz CPU ve GPU karsilastiriimistir.
Test esnasinda Ogrenme transferi uygulanmistir. Bu test kapsaminda kullanilan

hiperparametreler sunlardir;

Ogrenme Transferi kullaniimistir.

CPU testlerinde 16 gekirdek kullaniimistir.

128 Norona sahip 1 gizli katman kullanilmigtir.

Batch Boyutu 64 olarak belirlenmisgtir.

Tek katmanli derin 6grenme mimarisi (Sekil 3.2) test edilmistir.

Test sonrasinda elde edilen galisma sireleri karsilastirmalari Cizelge 3.1’de verilmistir.
Cizelgede donanim kisminda verilen frekans degerleri tek bir cekirdegin sahip oldugu

frekans degeridir.

Cizelge 3.1. Deneyl Sonucu Galisma Siireleri Kargilastirmalari

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 1300 Mhz 64 71,3 dk 5,5 dk
CPU / 2600 Mhz 64 36 dk 2,7 dk

GPU 64 37,3 dk 2,1dk

Testler igin kaynak tuketimleri Cizelge 3.2’de verilmistir. Cizelge 3.1’deki verilere gére
cekirdek g¢alisma frekansinin iki katina ¢gikmasinin sistemin galisma hizini yaklasik olarak
iki katina cikardigi, calisma siresini yariya disiurdigi gorilmustir. Calisma frekansi
2600 Mhz olan gekirdekli CPU’da yapilan test ile GPU {zerinde gergeklestirilen

testlerde calisma siireleri birbirlerine yakin degerler cikmistir.

Sekil 3.4’te verilen sistem kaynaklari kullanimi incelendiginde GPU’nun kullanim
veriminin disiik olmasi nedeniyle galisma siresi kiyaslamasinda GPU’nun CPU (2600
Mhz)’ya kiyasla bir hizlandirma saglamadigi gorilmistir. Bu nedenle GPU kullanim

verimini artirmaya yonelik testlerin yapilmaya devam edilmesi gerektigi gérilmdistdr.
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Testler esnasinda tiiketilen sistem kaynaklari anlik olarak degiskenlik gostermektedir.

Cizelge 3.2'de verilen kaynak tuketimleri yaklasik degerlerdir.

Gizelge 3.2. Deney 1 Kaynak Tiketimleri

Donanim CPU Kullanim GPU Kullanim Bellek Kullanim
Yiizdesi Yuzdesi Miktari
CPU / 1300 Mhz %40 - % 50 -- 10-12 GB Ram
CPU / 2600 Mhz %40 — % 50 -- 10-12 GB Ram
GPU %35 — %40 %40 — % 40 9 GB Ram
0,5-1 GB vMemory

GPU Uzerinde yapilan testler esnasinda sistem kaynaklarinin kullanimina iliskin detaylar
Sekil 3.4’te verilmistir. Sekil 3.4’te verilen sistem kaynaklari egitim islemi igin tiketilen

kaynaklari ve ardindan test islemi icin tiiketilen kaynaklari géstermektedir.

v System Metrics 4 minutes ago (Metrics collected every min)

CPU Utilization 25% Memory Utilization (60 GB) 14.4% Disk Utilization (202 GB) 1%

GPU Utilization 64% GPU Memory Utilization (11 GB) 7%

Sekil 3.4. Deney 1 GPU Uzerinde Sistem Kaynaklari Kullanimi

3.1.2 Performans Analizi Deney 2

GPU {zerinde sistem kaynaklarinin daha verimli kullanilmasi ¢alisma siirelerinin
kisalmasina olanak tanimistir. GPU kullaniminin artirilmasi igin Batch Boyutunun
artinlmasi  durumu denenmistir. Batch boyutunun artirilmasi gergeklestirilecek
hesaplamalarda biylk matrislerin ¢arpiminin kullanilmasina neden olmaktadir. Blylk
matris carpimlari yuiksek islem gilcl gerektiren islemlerdir. Bu matris carpimlari
paralellestirilebilir islemler oldugu icin GPU Ulizerinde daha hizli gerceklestirilecektir.
Batch boyutunun arttirlmasinin GPU kullanimini artmasina ve islem sirelerinin

kisalmasina olanak tanimasi beklenmektedir.
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Bu test icin belirlenen hiperparametreler sunlardir;

e  Ogrenme Transferi kullaniimistir.

e CPU testlerinde 16 gekirdek kullanilmistir.

e 128 Norona sahip 1 gizli katman kullanilmistir (Sekil 3.2).

e Batch Boyutu 500 olarak belirlenmistir.

Testler sonucunda elde galisma siirelerine iliskin bilgiler Cizelge 3.3’te verilmistir.

Cizelge 3.3. Deney 2 Sonucu Galisma Sureleri Karsilagtirmasi

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 1300 Mhz 500 44,4 dk 4,2 dk
CPU / 2600 Mhz 500 21,3 dk 2,0 dk

GPU 500 6,4 dk 0,49 dk

Deney igin kaynak tiiketimleri Cizelge 3.4’de verilmistir. Cizelge 3.4’deki verilere gére
Test 1’dekigibi cekirdek calisma frekansinin iki katina cikarilmasi sistemin calisma hizini
da vyaklasik olarak iki katina cikardig, calisma siiresini de vyariya distrdigi
gorulmustir. Calisma frekansi 2600 Mhz olan cekirdekli CPU’da yapilan test ile GPU
Uzerinde gerceklestirilen testlerde calisma sireleri karsilastirildiginda GPU (izerinde

gercgeklestirilen testlerin 3,37 kat daha hizh ¢aligtigi tespit edilmisgtir.

Gizelge 3.4. Deney 2 Kaynak Tiketimleri

Donanim CPU Kullanim GPU Kullanimi Bellek Kullanim
Yiizdesi Yuzdesi Miktari
CPU / 1300 Mhz %40 - % 50 -- 10-12 GB Ram
CPU / 2600 Mhz %40 — % 50 -- 10-12 GB Ram
GPU %35 — %45 %75 — %80 9 GB Ram
3,5—4 GB vMemory

GPU uzerinde gergeklestirilen teste iliskin sistem kaynaklarinin kullanimina ait detayh

bilgiler Sekil 3.5’de verilmistir. Sekil 3.5’te verilen sistem kaynaklari kullanimi
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incelendiginde GPU’nun kullanim veriminin Test 1’e kiyasla artmasi nedeniyle calisma

surelerinin azaldigi Cizelge 3.3’te gortlmektedir.

v System Metrics 3 days ago (Metrics collected every min)

CPU Utilization 27.5% Memory Utilization (60 GB) 14.4% Disk Utilization (202 GB) 0.7%

GPU Utilization 71% GPU Memory Utilization (11 GB) 28%

Sekil 3.5. Deney 2 GPU Uzerinde Sistem Kaynaklari Tiiketimi

3.1.3 Performans Analizi Deney 3

Bu deney adiminda batch boyutu artirilarak GPU kullaniminin artirilmasi durumu

denenmistir. Bu test icin kullanilan hiperparametreler su sekildedir;
e  Ogrenme Transferi kullaniimistir.

e CPU testlerinde 16 gekirdek kullaniimistir.

e 128 Norona sahip 1 gizli katman kullanilmistir (Sekil 3.2).

e Batch Boyutu 1000 olarak belirlenmistir.

Test sonucu elde edilen ¢alisma surelerine iliskin bilgiler Cizelge 3.5’de verilmistir.

Cizelge 3.5. Deney 3 Sonucu Calisma Siireleri Karsilastirmasi

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 2600 Mhz 1000 20,61 dk 1,98 dk
GPU 1000 4,6 dk 0,33 dk

Cizelge 3.5’te verilen bilgilere gore GPU (zerinde gerceklestirilen testler CPU lizerinde
gercgeklestirilen testlere kiyasla 4,48 kat daha hizli g¢alismistir. Batch boyutunun
artirilmasinin GPU (zerinde Test 2 sonuglarina (6,4 dk — 0,49 dk) kiyasla hizi artirici etki
olusturdugu gozlenmistir. Batch boyutunun artiriilmasinin CPU (izerinde Test 2

sonuglarina (21,3 dk — 2,0 dk.) kiyasla bir hiz artisi gergeklestirmedigi gozlenmistir.
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Testler esnasinda kullanilan sistem kaynaklarina iligskin bilgiler Cizelge 3.6’da verilmistir.

Gizelge 3.6. Deney 3 Kaynak Kullanim Degerleri

Donanim CPU Kullanim GPU Kullanimi Bellek Kullanim
Yiizdesi Yuzdesi Miktar
CPU / 2600 Mhz % 50-%55 -- 10-12 GB Ram
GPU %35 — %45 %85 — %90 9 GB Ram
4,5-5,5 GB vMemory

GPU Uzerinde gercgeklestirilen teste iliskin sistem kaynaklarinin kullanimina iligkin

detayl bilgiler Sekil 3.6’da verilmistir.

v System Metrics 3 days ago (Metrics collected every min)

CPU Utilization 30% Memory Utilization (60 GB) 14.6% Disk Utilization (202 GB) 0.7%

GPU Utilization 83% GPU Memory Utilization (11 GB) 46%

Sekil 3.6. Deney 3 GPU Uzerinde Sistem Kaynaklari Tiiketimi

3.1.4 Performans Analizi Deney 4

Bu deney adiminda da batch boyutu artirilarak GPU kullaniminin artirilmasi durumu

denenmistir. Bu test igin kullanilan hiperparametreler su sekildedir;
e  Ogrenme Transferi kullaniimistir.

e CPU testlerinde 16 gekirdek kullanilmistir.

e 128 Norona sahip 1 gizli katman kullanilmistir (Sekil 3.2).

e  Batch Boyutu 5000 olarak belirlenmistir.

Test sonucu elde edilen ¢alisma surelerine iliskin bilgiler Cizelge 3.7’de verilmistir.
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Cizelge 3.7. Deney 4 Sonucu Galisma Sureleri Karsilagtirmasi

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 2600 Mhz 5000 20,86 dk 2,05 dk
GPU 5000 3,8 dk 0,25 dk

Cizelge 3.7’te verilen bilgilere gore GPU (zerinde gerceklestirilen testler CPU lizerinde
gerceklestirilen testlere kiyasla 5,48 kat daha hizli calismistir. Batch boyutunun
artirilmasinin GPU (zerinde Test 3 sonuglarina (4,6 dk — 0,33 dk) kiyasla hizi artirici etki
olusturdugu gozlenmistir. Batch boyutunun artirilmasinin CPU {izerinde Test 3

sonuglarina (21,3 dk — 2,0 dk.) kiyasla bir hiz artisi gergceklestirmedigi gozlenmistir.

Testler esnasinda kullanilan sistem kaynaklarina iligskin bilgiler Cizelge 3.8’de verilmistir.

Cizelge 3.8. Deney 4 Kaynak Kullanim Degerleri

Donanim CPU Kullanim GPU Kullanimi Bellek Kullanim
Yiizdesi Yiuizdesi Miktar
CPU / 2600 Mhz %60—-% 70 -- 12 -13 GB Ram
GPU %30 — %35 %95 — %99 9 GB Ram
~7 GB vMemory

GPU Uzerinde gergeklestirilen teste iliskin sistem kaynaklarinin kullanimina iligkin

detayh bilgiler Sekil 3.7’de verilmistir.

v System Metrics 3 days ago (Metrics collected every min)

CPU Utilization 26.3% Memory Utilization (60 GB) 14.4% Disk Utilization (202 GB) 0.7%

GPU Utilization 96% GPU Memory Utilization (11 GB) 64%

Sekil 3.7. Deney 4 GPU Uzerinde Sistem Kaynaklari Tiiketimi
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3.1.5 Performans Analizi Deney 5

Bu deney adiminda da katman sayisinin artirilmasinin ¢alisma stirelerine etkisi ve CPU

uzerindeki gcekirdek sayisinin hiza etkisi incelenmistir.

Bu test icin kullanilan hiperparametreler su sekildedir;

e  Ogrenme Transferi kullaniimistir.

e CPU testlerinde 16 ve 24 gekirdek kullaniimistir.

e 128 Norona sahip 5 gizli katman kullanilmistir (Sekil 3.3).
e Batch Boyutu 1000 olarak belirlenmistir.

Test sonucu elde edilen calisma sirelerine iliskin bilgiler Cizelge 3.9’de verilmistir.

Cizelge 3.9. Deney 5 Sonucu Calisma Sureleri Karsilastirmasi

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 2600 Mhz 1000 83,8 dk 6,83 dk
16 ¢ekirdek
CPU / 2600 Mhz 1000 85,05 dk 4,7 dk
24 Cekirdek
GPU 1000 26,7 dk 1,77 dk

Cizelge 3.9’da verilen bilgilere gére, CPU Uzerinde gergeklestirilen testlerde g¢ekirdek
sayisinin artmasinin egitim suresinde bir iyilesmeye neden olmadigini géstermektedir.

Ancak, ¢ekirdek sayisinin artmasinin test siresinin azalmasini sagladigi gorilmustur.

GPU uzerinde gerceklestirilen testler, CPU (izerinde gerceklestirilen testlere kiyasla
yaklasik 3,20 kat daha hizli galismistir. Ayni batch boyutu ile tek katmanh mimaride
yapilan GPU sonuglan (4,6 dk — 0,33 dk) ile 5 katmanh mimari kullanilan bu test
arasinda 5,8 kat hiz farki oldugu tespit edilmistir. Katman sayisinin artmasinin galisma

slrelerinde dogrusala yakin bir artis etkisi oldugunu gostermistir.

Testler esnasinda kullanilan sistem kaynaklarina iliskin bilgiler Cizelge 3.10°de

verilmigtir.
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Gizelge 3.10. Deney 5 Kaynak Kullanim Degerleri

Donanim CPU Kullanim GPU Kullanimi Bellek Kullanim
Yiizdesi Yiizdesi Miktar

CPU / 2600 Mhz %60—-% 70 -- 12 -13 GB Ram

16 ¢ekirdek
CPU / 2600 Mhz %60—-% 70 -- ~13 GB Ram
24 Cekirdek
GPU %30 — %35 %70 — %80 9 GB Ram
~ 4 GB vMemory

GPU Uzerinde gercgeklestirilen teste iliskin sistem kaynaklarinin kullanimina iligkin

detayli bilgiler Sekil 3.8’de verilmistir.

v System Metrics 4 days ago (Metrics collected every min)

CPU Utilization 29.3% Memory Utilization (60 GB) 14.6% Disk Utilization (202 GB) 0.6%

GPU Utilization 68% GPU Memory Utilization (11 GB) 4%

Sekil 3.8. Deney 5 GPU Uzerinde Sistem Kaynaklari Tiiketimi

3.1.6 Performans Analizi Deney 6

Bu deneyde kelime vektorlerinin 6grenildigi sistem Uzerinde analiz yapiimistir. Kelime
vektoérlerinin 6grenilmesi yiksek islem gicu ve bellek tiketen bir islemdir. Bu deney

icin kullanilan hiperparametreler su sekildedir;

e Kelime Vektorleri 6grenilmesi gerceklestirilmistir.

e Ogrenilen kelime vektdrii boyutu 100’diir.

e CPU testlerinde 16 ve 24 gekirdek kullaniimistir.

e 128 Norona sahip 5 gizli katman kullanilmistir (Sekil 3.3).
e Batch Boyutu 500 olarak belirlenmistir.

Test edilen derin 6grenme mimarisi Sekil 3.9’da verilmistir.
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Layer (type) Output Shape Param #
embedding_1 (Embedding) (None, None, 100) 151563500
1stm_1 (LSTM) (None, None, 128) 117248
1stm_2 (LSTM) (None, None, 128) 131584
1stm_3 (LSTM) (None, None, 128) 131584
1stm_4 (LSTM) (None, None, 128) 131584
1stm_5 (LSTM) (None, 128) 131584
dense_1 (Dense) (None, 23) 2967
Total params: 152,210,051

Trainable params: 152,210,051

Non-trainable params: 0

Sekil 3.9. Deney 6 Derin Ogrenme Mimarisi

Sekil 3.9’da goriilecegi Ulzere Ogrenilecek parametre sayisi 152,210,051 adettir.

Ogrenme transferi kullanilmadigi icin hazir kullanilan (egitilmeyecek) parametre yoktur.

Test sonucu elde edilen ¢alisma surelerine iliskin bilgiler Cizelge 3.11’de verilmistir.

Cizelge 3.11. Deney 6 Sonucu Calisma Siireleri Karsilastirmasi

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 2600 Mhz 1000 104 dk 6,03 dk
16 ¢ekirdek
CPU / 2600 Mhz 1000 85 dk 4,7 dk
24 Cekirdek
GPU 1000 25,1 dk 1,55 dk

Cizelge 3.11’de verilen bilgilere gore CPU Uzerinde gergeklestirilen testlerde islem
glicliniin 1,5 katina ¢tkmasi, CPU Uzerinde yapilan testlerde egitim siiresinde 1,22 kat,

test suresinde ise 1,28 kat hizlanma saglamistir.

GPU {izerinde gerceklestirilen testler, 16 cekirdekli CPU Uzerinde gerceklestirilen
testlere kiyasla yaklasik 4,14 kat, 24 cekirdekli CPU lizerinde gerceklestirilen testlere
kiyasla 3,38 kat daha hizli galigmistir.

Deney 6, ayni batch boyutu ile gergeklestirilen Deney 5 ile kiyaslandiginda kelime

vektor boyutu Ucte birine dlismUstilir. Deney 5'te 6grenme transferi ile hazir kullanilan
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kelime vektori boyutu 300 iken, bu deneyde kendi 6grendigimiz kelime vektorleri 100
boyutlu olarak 6grenilmistir. Kelime vektorl sayisinin l¢te birine diismesine ragmen
calisma siireleri Deney 5’e yakin ¢ikmistir. Ancak, 300 boyutunda kelime vektorlerinin
Ogrenilmesi icin calistirilan testlerde GPU bellek miktari (12 GB) yetersiz kalmis bu
nedenle Bellek Hatasi alinmistir. Hata almadan kelime vektorlerinin 6grenilebilmesi igin
vektor boyutunun duslrilmesi gerekmistir. Bu deneyde 6grenme transferi ile okunan
kelime vektorleri boyutunca (300) 6grenme islemi gerceklestirilse calisma sirelerinin

daha yiksek olacagi diisinliimektedir.

Testler esnasinda kullanilan sistem kaynaklarina iliskin bilgiler Cizelge 3.12’de

verilmigtir.
Cizelge 3.12. Deney 6 Kaynak Kullanim Degerleri
Donanim CPU Kullanim GPU Kullanimi Bellek Kullanim
Yizdesi Yizdesi Miktari
CPU / 2600 Mhz %60 —% 70 -- 13-15 GB Ram
16 ¢ekirdek
CPU / 2600 Mhz %60 —% 70 -- 13-15 GB Ram
24 Cekirdek
GPU %30 — %35 %85 — %95 6 GB Ram
3-11 GB vMemory

GPU Uzerinde gercgeklestirilen teste iliskin sistem kaynaklarinin kullanimina iligkin

detayli bilgiler Sekil 3.10’de verilmistir.

v System Metrics 4 days ago (Metrics collected every min)

CPU Utilization 23.1% Memory Utilization (60 GB) 6.9% Disk Utilization (202 GB) 0.6%

GPU Utilization 85% GPU Memory Utilization (11 GB) 49%

Sekil 3.10. Deney 6 GPU Uzerinde Sistem Kaynaklari Tiiketimi
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3.1.7 Performans Analizi Deney 7

Bu deney icin kullanilan hiperparametreler sunlardir.

e Kelime Vektorleri 6grenilmesi gerceklestirilmistir.

e Ogrenilen kelime vektdri boyutu 100.

e CPU testlerinde 16 ve 24 gekirdek kullaniimistir.

e 128 Norona sahip 5 gizli katman kullanilmistir (Sekil 3.3).
e Batch Boyutu 500 olarak belirlenmistir.

Test edilen derin 6grenme mimarisi Sekil 3.11’de verilmistir.

Layer (type) Output Shape Param #
embedding_1 (Embedding) (None, None, 100) 151563500
1stm_1 (LSTM) (None, None, 128) 117248
1stm_2 (LSTM) (None, None, 128) 131584
1stm_3 (LSTM) (None, None, 128) 131584
1stm_4 (LSTM) (None, None, 128) 131584
1stm_5 (LSTM) (None, 128) 131584
dense_1 (Dense) (None, 23) 2967
Total params: 152,210,051

Trainable params: 152,210,051

Non-trainable params: @

Sekil 3.11. Deney 7 Derin Ogrenme Mimarisi

Sekil 3.11’de goriilecegi Uzere Ogrenilecek parametre sayisi 152,210,051 adettir.

Ogrenme transferi kullanilmadigi icin hazir kullanilan (egitilmeyecek) parametre yoktur.

Test sonucu elde edilen galisma surelerine iliskin bilgiler Cizelge 3.13’de verilmistir.

Cizelge 3.13. Deney 7 Sonucu Calisma Siireleri Karsilastirmasi

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 2600 Mhz 500 129,35 dk 6,08 dk
16 ¢ekirdek
CPU / 2600 Mhz 500 106 dk 5,06 dk
24 Cekirdek
GPU 500 34,1 dk 2,11 dk
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Cizelge 3.13'de verilen bilgilere gore CPU lzerinde gerceklestirilen testlerde islem
glicliniin 1,5 katina ¢tkmasi, CPU Uzerinde yapilan testlerde egitim sliresinde 1,22 kat,

test suresinde ise 1,20 kat hizlanma saglamistir.

GPU Uzerinde gergeklestirilen testler, 16 cekirdekli CPU uzerinde gergeklestirilen
testlere kiyasla yaklasik 3,79 kat, 24 cekirdekli CPU lizerinde gerceklestirilen testlere
kiyasla 3,10 kat daha hizli galigmistir.

Testler esnasinda kullanilan sistem kaynaklarina iliskin bilgiler Cizelge 3.14’de

verilmigtir.
Cizelge 3.14. Deney 7 Kaynak Kullanim Degerleri
Donanim CPU Kullanim GPU Kullanimi Bellek Kullanim
Yizdesi Yizdesi Miktari
CPU / 2600 Mhz %60 —% 70 -- 13-15 GB Ram
16 ¢ekirdek
CPU / 2600 Mhz %60 —% 70 -- 13-15 GB Ram
24 Cekirdek
GPU %30 — %35 %85 — %95 6GB Ram
3-11 GB vMemory

GPU Uzerinde gergeklestirilen teste iliskin sistem kaynaklarinin kullanimina iligkin

detayl bilgiler Sekil 3.12’de verilmistir.

v System Metrics 1 hour ago (Metrics collected every min)

CPU Utilization 25.6% Memory Utilization (60 GB) 6.9% Disk Utilization (202 GB) 1%

GPU Utilization 77% GPU Memory Utilization (11 GB) 31%

Sekil 3.12. Deney 7 GPU Uzerinde Sistem Kaynaklari Tiiketimi
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3.1.8 Performans Analizi Deney 8

Bu deneyde, Deney 7’de oldugu gibi kelime vektorlerinin 6grenildigi sistem Uzerinde
analiz yapilacaktir. Bu deneyde 6grenilen kelime vektori boyutu Deney 7’ye kiyasla

artirilmistir. Bu deney icin kullanilan hiperparametreler su sekildedir;
e Kelime Vektorleri 6grenilmesi gerceklestirilmistir.

o Ogrenilen kelime vektdrii boyutu 200’d(ir.

e CPU testlerinde 16 ve 24 gekirdek kullaniimistir.

e 128 Norona sahip 5 gizli katman kullanilmistir (Sekil 3.3).

e Batch Boyutu 500 olarak belirlenmistir.

Test edilen derin 6grenme mimarisi Sekil 3.13’te verilmistir.

Layer (type) Output Shape Param #
embedding_1 (Embedding) (None, None, 200) 303127000
1stm_1 (LSTM) (None, None, 128) 168448
1stm_2 (LSTM) (None, None, 128) 131584
1stm_3 (LSTM) (None, None, 128) 131584
1stm_4 (LSTM) (None, None, 128) 131584
1stm_5 (LSTM) (None, 128) 131584
dense_1 (Dense) (None, 23) 2967
Total params: 303,824,751

Trainable params: 303,824,751

Non-trainable params: @

Sekil 3.13. Deney 7 Derin Ogrenme Mimarisi

Sekil 3.10’da gortlecegi lizere 6grenilecek parametre sayisi 303,824,751 adettir. Bu
rakam Deney 6’da ogrenilen parametrelerin yaklasik 2 katidir. Ogrenme transferi

kullanilmadigi igin hazir kullanilan (egitilmeyecek) parametre yoktur.

Test sonucu elde edilen galisma surelerine iliskin bilgiler Cizelge 3.15’de verilmistir.
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Cizelge 3.15. Deney 7 Sonucu Calisma Siireleri Karsilastirmasi

Donanim Batch Boyutu Egitim Siiresi Test Siiresi
CPU / 2600 Mhz 500 160 dk 6,5 dk
16 ¢ekirdek
CPU / 2600 Mhz 500 141 dk 5,53 dk
24 Cekirdek
GPU 500 54,25 dk 2,16 dk

Cizelge 3.15'de verilen bilgilere gore CPU lzerinde gerceklestirilen testlerde islem
glicliniin 1,5 katina ¢tkmasi, CPU Uzerinde yapilan testlerde egitim siiresinde 1,13 kat,

test suresinde ise 1,17 kat hizlanma saglamistir.

GPU l(izerinde gerceklestirilen testler, 16 cekirdekli CPU Uzerinde gerceklestirilen
testlere kiyasla yaklasik 2,94 kat, 24 cekirdekli CPU lizerinde gerceklestirilen testlere
kiyasla 2,59 kat daha hizli galigmistir.

Bu deney, ayni batch boyutu ile gerceklestirilen Deney 7 ile kiyaslandiginda 6grenilen
kelime vektdérii 100 iken 200’e cikarilmistir. Ogrenilmesi gereken kelime vektorii
boyutunun iki katina ¢ikmasi calisma siresini de artirmistir. 100 boyutlu kelime
vektorlerinin 6grenildigi Deney 7’de GPU (zerinde egitim ve test slireleri 34,1 dk ve
2,11 dk iken 200 boyutlu kelime vektorlerinin 6grenildgi bu deneyde calisma sireleri
54,25 dk ve 2,16 dk sirmustlir. Bu degerlerden anlasildigi lizere 6grenilen kelime
vektoérlerin boyutunun iki katina gikmasi egitim suresinin 1,59 katina ¢cikmasina neden

olmustur. Test siirelerinde kayda deger bir artis g6zlenmemistir.

Deney 7'de 24 cekirdekli CPU Uzerinde gerceklestirilen testlerde egitim ve test siireleri

106 dk — 5,06 dk iken, 6grenilen kelime vektor boyutu iki katina cikarilan bu deneyde

egitim ve test siireleri 141 dk — 5,53 dk olmustur. Ogrenilen kelime vektérlerinin iki

katina ¢itkmasi CPU (zerinde gerceklestirilen testlerde de 1,33 kat yavaslamaya neden

olmustur.

Testler esnasinda kullanilan sistem kaynaklarina iliskin bilgiler Cizelge 3.16’da

verilmigtir.
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Cizelge 3.16. Deney 7 Kaynak Kullanim Degerleri

Donanim CPU Kullanim GPU Kullanimi Bellek Kullanim
Yiizdesi Yiizdesi Miktar
CPU / 2600 Mhz %60—-% 70 -- 13-15 GB Ram
16 ¢ekirdek
CPU / 2600 Mhz %60—-% 70 -- 13-15 GB Ram
24 Cekirdek
GPU %30 — %35 %85 — %95 6GB Ram
3-11 GB vMemory

GPU Uuzerinde gergeklestirilen teste ait sistem kaynaklarinin kullanimina iliskin detayh

bilgiler Sekil 3.14'te verilmistir.

v System Metrics 4 days ago (Metrics collected every min)

CPU Utilization 23.1% Memory Utilization (60 GB) 6.9% Disk Utilization (202 GB) 0.6%

GPU Utilization 85% GPU Memory Utilization (11 GB) 49%

Sekil 3.14. Deney 7 GPU Uzerinde Sistem Kaynaklari Tiiketimi

3.1.9 Performans Analizi Test Siireleri Karsilagtirmalari

Deney 1-7 arasi gergeklestirilen testlerde sistem egitim asamasini takiben test asamasi
calistirlmistir. Test asamasinda veri ornekleri vektorize edilmis halleri (izerinden
yapiimaktadir. Ancak, web sayfalari kategorize edilirken 6nce bazi 6n islemlerin
uygulanmasi, vektorize edilmesi ve ardindan kategorize edilmesi gerekmektedir. Bu
nedenle egitilmis sistem Uzerinde gerceklestirilen test stireleri Deney 1-7'de elde edilen
sonuglara kiyasla farkh olabilmektedir. Bu nedenle egitilmis sistem Uzerinden sadece

test islemlerinin gahstirildigr durumlar ayrica incelenmistir.

Cizelge 3.17'de GPU ve CPU uzerinde 887,195 adet web sayfasi, baslik, aciklama ve
anahtar kelime bilgilerine gore kategorize edilmesine iliskin ¢alisma streleri verilmistir.

Testler, tek katmanli 6grenilmis mimari ve 5 katmanl 6grenilmis mimari Uzerinde
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uygulanmistir. Ayrica, farkli batch boyutunun calisma siiresine etkisi de incelenmistir.
Test edilen tek katmanh mimari Sekil 3.2’de, 5 katmanli mimari ise Sekil 3.3’te

verilmigtir.

Cizelge 3.17. Test Sureleri Kargilagtirmasi

CPU (24 Gekirdek) GPU
Test Durumu
Vektorizasyon | Kategorizasyon | Vektérizasyon | Kategorizasyon

1 Katman, 0,87 dk 7 dk 1,0 dk 1,25dk

batch: 5000

5 Katman, 0,92 dk 28 dk 1,0 dk 5,41 dk

batch: 5000

5 Katman, 1,03 dk 27 dk 1,0 dk 7,8 dk

batch: 1000

Cizelge 3.15’teki verilere gore katman sayisinin birden bese gikarilmasi CPU {izerinde
gerceklestirilen testlerde 4 kat, GPU (zerinde gerceklestirilen testlerde ise 4,32 kat
yavaslamaya neden olmaktadir. Batch boyutunun 5000 yerine 1000 olarak ayarlandigi
testte ise CPU Uzerinde gergeklestirilen testlerde kayda deger bir yavaslama olmadigi,
GPU lzerinde gerceklestirilen testlerde ise 1,44 kat yavaslamaya neden olmustur.
Vektorizasyon islemi derin 6grenme mimarisinden bagimsiz bir islem adimi oldugu igin

tim testlerde vektorizasyon sireleri birbirlerine yakin siirelerde gerceklesmistir.

Karsilastirilan 3 farkli test icin CPU (izerinde gergeklestirilen testlerde yaklasik 10-12 GB
Ram kullanimi oldugu, kullanilan GPU bellegi kullaniminin ise %50-%60 civarlarinda
oldugu gorilmustir. CPU kullaniminin daha fazla artmamasinin nedeni testler
esnasinda kullanilabilecek galisma frekansina 37500 Mhz limiti konmasidir. GPU

uzerinde kaynak tuketimleri Sekil 3.15, Sekil 3.16, Sekil 3.17’de verilmistir.

v System Metrics 3 days ago (Metrics collected every min)

CPU Utilization 27.5% Memory Utilization (60 GB) 14.3% Disk Utilization (202 GB) 2.6%

GPU Utilization 88% GPU Memory Utilization (11 GB) 63%

Sekil 3.15. Katman Sayisi 1, Batch Boyutu 5000 Olan Testte GPU Kaynaklari
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v System Metrics 3 days ago (Metrics collected every min)

CPU Utilization 25.6% Memory Utilization (60 GB) 14.5% Disk Utilization (202 GB) 2.6%

GPU Utilization 92% GPU Memory Utilization (11 GB) 65%

Sekil 3.16. Katman Sayisi 5, Batch Boyutu 5000 olan Testte GPU Kaynaklari

v System Metrics 3 days ago (Metrics collected every min)

CPU Utilization 29.7% Memory Utilization (60 GB) 14.2% Disk Utilization (202 GB) 2.6%

GPU Utilization 82% GPU Memory Utilization (11 GB) 39%

Sekil 3.17. Katman Sayisi 5, Batch Boyutu 1000 olan Testte GPU Kaynaklari

3.1.10 Performans Analizi Degerlendirmesi

Bu calismada derin 6grenme uygulamalarinda GPU ve CPU arasinda karsilastirma
yapilmigtir. Karsilagtirma islemi igin bircok farkh durum test edilmis ve ¢alisma
kapsaminda 4 farkli donanim senaryosu test edilmistir. Test edilen senaryolarda
CPU’lzerindeki gekirdek sayisi, bir gekirdegin sahip oldugu ¢alisma frekansinin degisimi
gibi durumlar test edilmistir. Detayl deney sonuglari B6lim 3.1.1 —3.1.9’da verilmistir.

Bu baglik altinda yer alan bilgiler 6zet bilgilerdir.
CPU’lar igin test edilen 3 farkli donanim senaryosu su sekildedir.

e 16 gekirdekli CPU testleri igcin maksimum galisma frekansi limiti: 25000 Mhz. Her
bir cekirdek icin galisma frekansi: 1300 Mhz

e 16 gekirdekli CPU testleri igcin maksimum galisma frekansi limiti: 25000 Mhz. Her
bir cekirdek icin galisma frekansi: 2600 Mhz

e 24 cgekirdekli CPU testleri igcin maksimum galisma frekansi limiti: 37500 Mhz. Her
bir cekirdek icin galisma frekansi: 2600 Mhz
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e 2496 gekirdekli GPU. Her gekirdegin ¢alisma frekansi 562 Mhz.

3.1.10.1 CPU Karsilastirmasi Degerlendirmesi

Test edilen ilk durumda cekirdek ¢alisma frekansinin ¢alisma siiresine etkisi
incelenmistir. Performans degerlendirmesi igin ¢alisma siirelerine iliskin bilgilerle
birlikte hizlanma/yavaslama miktarlari da verilmistir. Cekirdek c¢alisma frekansi igin
gerceklestirilen testler 16 cekirdekli CPU lzerinde 2 farkli batch boyutu Uzerinde
gerceklestirilmistir. Gerceklestirilen bu test tek katmanli mimari Uzerinde test
edilmistir. Elde edilen sonuclar Cizelge 3.18'de verilmistir. Cizelgedeki veriler sistemin

egitim asamasi icin hesaplanan siirelerdir.

Cizelge 3.18. Cekirdek Calisma Frekansi ve Batch Boyutu Degerlendirmesi

16 Cekirdekli CPU 1300 Mhz 2600 Mhz Hizlanma Orani
Batch: 64 71,3 dk 36 dk ~2 kat
Batch: 500 44,4 dk 21,3 dk ~2 kat

Elde edilen sonuglara gore gekirdek galisma frakansinin iki katina g¢ikmasi sistem
calisma siresini yariya dlsirmektedir. Batch boyunun artirilmasi da c¢alisma siresini

azaltmaktadir.

Gerceklestirilen ikinci testte cekirdek calisma frekansi 2600 Mhz olan 16 ve 24
cekirdekli CPU durumlarn test edilmistir. iki durum arasinda cekirdek sayisi ve
maksimum ¢alisma frekansi degerleri 1,5 katina ¢ikariimistir. Testler esnasinda 5
katmanli derin 6grenme mimarisi denenmistir. Testler esnasinda 6grenme transferi
kullanilmamis kelime vektorleri sistem tarafindan 6grenilmistir. Batch boyutu 500

olarak belirlenmistir.

Gizelge 3.19. Farkh Cekirdek Sayilarina Sahip CPU'larin Degerlendirilmesi

Kelime Vektor 16 Cekirdekli 24 Cekirdekli Hizlanma Orani
Boyutu
100 129, 35 dk 106 dk ~1,22 kat
200 160 dk 141 dk ~1,13 kat
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Cekirdek sayisinin artirilmasinin ¢alisma sirelerini azalttigi géralmuastir.

3.1.10.2 CPU vs GPU Karsilastirmalari

CPU ve GPU Kkarsilastirmalari igin gerceklestirilen ilk testte kelime vektorlerinin hazir
kullanilmadigi, sistem tarafindan 6grenildigi durum incelenmistir. Bu testte kullanilan
hiperparametreler ile Bolim 3.1.20.1’deki CPU karsilastirmalarindaki ¢ekirdek sayisinin
test edildigi durumdaki hiperparametreler aynidir. 100 ve 200 uzunlugundaki kelime
vektorleri test edilmistir. Kullanilan batch boyutu da 500'dir. Elde edilen galisma
sureleri Cizelge 3.20’de verilmistir. Testler 5 katmanh derin 6grenme mimarisinde

cahstirilmistir.

Cizelge 3.20. CPU ve GPU Karsilastirmasi 1

Kelime Vektor CPU GPU Hizlanma Orani
Boyutu 24 gekirdek — 2600 Mhz
100 106 dk 34,1 dk ~3,10 Kat
200 141 dk 54,25 dk ~2,60 Kat

Cizelge 3.20’de elde edilen verilere gore kelime vektori boyutunun artmasi calisma

surelerinin artmasina neden olurken, testlerin GPU Uzerinde gergeklestiriimesi galisma

surelerinde azalmaya neden olmustur.

Test edilen bir diger durumda batch boyutunun calisma sireleri (zerinde etkisi

incelenmistir. Bu testler tek katmanli mimaride 6grenme transferi kullanilarak

cahstirilmistir.

Cizelge 3.21. Farkh Batch Boyutlarinin Degerlendirilmesi

Batch Boyutu CPU GPU Hizlanma Orani
16 gekirdek — 2600 Mhz
64 36 dk 37,3 dk yok
500 21,3 dk 6,4 dk ~3,32 Kat
1000 20,61 dk 4,6 dk ~4,48 Kat
5000 20,86 dk 3,8 dk ~5,49 Kat
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Batch boyutunun artmasi matematiksel islemlerin daha yliksek verim ile
paralellestiriimesine olanak tanimaktadir. Bu nedenle Cizelge 3.21’de elde edilen
sonuclara gore batch saysinin artmasi CPU (zerinde ciddi hizlanmalara neden
olmazken, GPU lzerindeki testlerin hizlanmasina neden olmaktadir. Batch sayisinin
daha fazla artirilmasi GPU Uzerinde sistemin daha hizli ¢galismasini saglayacaktir. Ancak,
batch boyutunun artmasi kullanilan bellek miktarini da artirmaktadir. Kiralanan GPU
sunucumuzun bellek kapasitesi 12 GB’tir. Batch boyutu 10000 olan durum denenmek

istendiginde memory hatasi alinmistir.

Batch boyutu 64 iken GPU testlerinde tliketilen sistem kaynaklari Sekil 3.18’de, batch
boyutu 5000 iken, GPU testlerinde tiketilen sistem kaynaklari ise Sekil 3.19'da

verilmigtir.
v System Metrics 4 minutes ago (Metrics collected every min)
CPU Utilization 25% Memory Utilization (60 GB) 14.4% Disk Utilization (202 GB) 1%
GPU Utilization 64% GPU Memory Utilization (11 GB) 7%

Sekil 3.18. Batch boyutu 64 iken GPU Testindeki Kaynak Tiiketimleri

v System Metrics 3 days ago (Metrics collected every min)

CPU Utilization 26.3% Memory Utilization (60 GB) 14.4% Disk Utilization (202 GB) 0.7%

GPU Utilization 96% GPU Memory Utilization (11 GB) 64%

Sekil 3.19. Batch Boyutu 5000 iken GPU testinde Tiketilen Sistem Kaynaklari

Katman sayisini arttigl durumlarda 6grenilecek parametre sayilari da artmaktadir.
Ogrenilecek parametre sayilarinin artmasi calisma siirelerininde artmasina neden
olmaktadir. Gergeklestirilen bir diger testte artan katman sayisi ve parametrelerin
calisma sliresine etkisi incelenmistir. Testler esnasinda 6grenme transferi kullaniimistir.

Karsilastirma islemi Sekil 3.2’de verilen tek katmanh mimari ile Sekil 3.3’te verilen 5
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katmanli mimari arasinda yapilmigtir. Katman sayisi artirilacagi zaman her katmanda
yer alacak noéron sayisi ayri ayri belirlenir. Test edilen 5 katmanli mimaride her
katmandaki néron sayisi tek katmanli mimarideki néron sayisi ile ayni olarak
belirlenmistir. Bu sayede artan katman sayisi ile parametre sayisi da artmistir. Test
sonucunda hesaplanan calisma siireleri Cizelge 3.22’de verilmistir. Testte kullanilan

batch boyutu 1000’dir.

Gizelge 3.22. Artan Katman Sayisinin Calisma Sirelerine Etkisi

CPU GPU Hizlanma Orani
Katman SayISI 16 gekirdek — 2600 Mhz (GPU ile)
1 20,61 dk 4,6 dk ~4,48 Kat
5 83,8 dk 26,7 dk ~3,13 Kat
Tgslama ~4,06 Kat ~5,8 Kat .
(Katman saysi sonucu)

Sistem gelistirilmesi agsamasinda egitim sireleri cok 6nemli iken gergcek zamanh galisan
bir sistem icin test slireleri de oldukca 6nemlidir. Cizelge 3.23’te 1,210,967 adet web

sayfasinin siniflandirilmasi igin gegen test sureleri verilmistir.

Cizelge 3.23. Test Siireleri Karsilastirmasi

CPU GPU
24 gekirdek — 2600 Mhz

Katman/batch boyutu Hizlanma Orani

1 katman / batch: 5000 7 dk 1,25 dk ~5,6 Kat
5 katman / batch: 5000 28 dk 5,41 dk ~5,17 Kat
5 katman / batch: 1000 27 dk 7,8 dk ~3,46 Kat

Batch sayisinin artmasi test siirelerinin kisalmasina neden olmaktadir. GPU kapasitemiz

artirildiginda tim egitim ve test stireleri kisaltilabilecektir.

3.1.10.3 Ogrenme Transferi Karsilastirmasi

Bu ¢alismada 6grenme Transferinin kullanildigi ve kullanilmadigi durumar igin ¢alisma

sureleri ve basari degerleri karsilagtiriimistir.

Ogrenme transferinin  kullanilmasi  6grenilen parametre sayisi azaltmaktadir.

Karsilastirma yapilabilmesi icin gerceklestirilen testler tek katmanli YiSA mimarisi ile
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denenmistir. Ogrenme transferi kullanilan teste iliskin model yapisi Sekil 3.20’de
o0grenme transferi kullanilmadan gergeklestirilen teste iliskin model yapisi Sekil 3.21’de

verilmigstir. Her iki test icin kullanilan sozlik boyutu ve soézlik igerisindeki kelimeler

aynidir.

Layer (type) Output Shape Param #
embedding_1 (Embedding) (None, 120, 100) 3476000
Lstm_1 (LSTM) (None, 128) 117248
dense_1 (Dense) (None, 23) 2967

Total params: 3,596,215
Trainable params: 120,215
Non-trainable params: 3,476,000

Sekil 3.20. Ogrenme Transferi Kullanilan Test icin Model Yapisi

Layer (type) Output Shape Param #
enbedding 1 (Embedding)  (None, 120, 100) 3476000
lstm_1 (LSTM) (None, 128) 117248
dense_1 (Dense) (None, 23) 2967

Total params: 3,596,215
Trainable params: 3,596,215
Non-trainable params: 0

Sekil 3.21. Ogrenme Transferi Kullanilmayan Test icin Model Yapisi

Gergeklestirilen testlere iliskin validasyon basari orani (val_acc) ve egitim basari orani

(train_acc) degerleri Sekil 3.22 ve Sekil 3.23’de verilmistir.
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Sekil 3.22. Ogrenme Transferi Kullanilan Teste iliskin Basari Degerleri
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Sekil 3.23. Ogrenme Transferi Kullanilmayan Teste iliskin Basari Degerleri

Elde edilen sonuglara gore transferi kullanilan test ile kullanilmayan testler arasinda
basari oranlarinda ciddi bir farkhlik gézlenmemistir. Gergeklestirilen testler 3 epoch

boyunca calistirilmis olup her epoch icin calisma siireleri ortalamalari su sekildedir;
e  Ogrenme transferi kullanilan test: 597,9 sn

e Ogrenme Transferi kullaniimayan test: 712 sn
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Sonug olarak 6grenme transferi kullanmak basari oraninda ciddi bir etki olusturmazken

calisma siiresinin kisalmasi yonlinde bir etki olusturmustur.

3.2 Web Sayfalarinin Siniflandirilmasi icin Model Denemeleri Sonuglari
Bir web sayfasina iliskin islenecek veri 3 tlrdir. Bunlar;

e Bashk

e Agiklama

e Anahtar Kelimeler

Metinsel igerik bilgisi diger 3 veri tlrline kiyasla oldukga fazla kelime igermektedir.
Sistem egitim asamasinda Oncelikle baslik, anahtar kelime ve agiklama bilgilerini

kullanacaktir.

Bir web sayfasi islenirken veriler birlestirilerek derin 6grenme mimarisine girdi olarak

verilmigtir. Verilerin eklenme sirasi baslik, agiklama, anahtar kelime seklindedir.

Gerceklestirilen testler, lizerinde CPU donanimi bulunan bir sunucu (zerinde

gerceklestirilmistir. Sunucu tizerinde bulunan donanimsal 6zellikler sunlardir;
e 36 Cekirdek Intel(R) Xeon(R) Gold 6126 CPU @ 2.60GHz

e 128 GBRam

e 1TBSSD Disk

Gerceklestirilen testlerde iki farkli derin 6grenme mimarisi test edilmistir. Test edilen
mimarilerden birisi YiSA, digeri ise ileri Beslemeli Yapay Sinir Agidir (iBYSA).
Gergeklegstirilen testler her iki mimaride ayri ayri gergeklestirilmistir. Her mimari igin
farkli katman sayilari olusturulmus modeller test edilmistir. Bunlarin yani sira tim
testler Ogrenme Transferi kullanilarak ve kullanilmadan gergeklestirilmistir. Analiz

edilen durumlar 4 farkh bashkta degerlendirilebilir.
e Farkh katman sayilarina sahip mimarilerin denenmesi: 1, 3, 5 katmanh
e Farkl derin 6grenme mimarilerinin denenmesi: YiSA, iBYSA

e Ogrenme Transferinin denenmesi
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e Geleneksel yontemlerin derin 6grenme yontemleri ile karsilastiriimasi

Performans analizi igin basari degerlerinin yani sira ¢alisma siirelerinin karsilagtiriimasi
da oldukga 6nemlidir. Gergeklestirilen testlerde basari degerleri ve ¢alisma sureleri

kiyaslanmis ve degerlendirmelerde bulunulmustur.

Metinsel verilerin islenebilmesi igin algoritmalar tarafindan anlamli bir sekilde
vektorize edilmesi gerekmektedir. Bu ¢alismada her metin alaninin birbirinden farkli
agirhiklara sahip olabilecegi gozetilerek algoritmanin bu agirliklandirmayi yapabilecegi

bir vektorizasyon yontemi uygulanmaya galisiimistir.

Vektorizasyon islemi metnin belli bir standarta uydurulmasini saglayan bir islemdir.
Metinler, veri 6rneginden veri 6rnegine boyutun degisebildigi bir veri tiridir. Bu
nedenle metinsel verilerde boyutun standartlastirilmasi gerekmektedir. Metin
alanlarinin vektorize edilip kullanilabilmeleri igin bir limit (n kelime) belirlenir. Metin bu
limitten daha uzunsa ilk n adet kelime alinir gerisi atilir. Metin n kelimeden daha az
kelime iceriyorsa n adet kelimeye tamamlanacak sekilde metne ekleme yapilir. Bu

¢alismada her metin alaniigin farkli bir limit belirlenmigtir. Bu limitler su sekildedir;
e  Baglk: 20 kelime

e Agiklama: 50 kelime

e Anahtar kelimeler: 50 kelime

Bu degerler, veri kimesinin incelenmesi sonucu belirlenmistir. Metin alanlari bu
sekilde sinirlandirildiktan sonra u¢ uca eklenerek girdi vektord olusturulur. Girdi
metnine iligkin 6rnek Sekil 3.24’te, olusturulan girdi vektorine iliskin temsili gorsel ise
Sekil 3.25’te verilmistir. Sekilde yer alan ornekte bos kalan kisimlarin n kelimeye
tamamlanmasi igin 0 numaral kelime ekleme ile yapilmistir. Kelime numaralari

temsilidir.
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Baslik 13 kelime

List, Coursera | Online Courses & Credentials by Top Educators. Join for Free, Loupe Copy

Aciklama 28 kelime

Learn online and earn valuable credentials from top universities like Yale, Michigan, Stanford,
and leading companies like Google and IBM. Join Coursera for free and transform your career

Anahtar Kelimeler 10 kelime

degrees, certificates, Specializations, MOOCs in data science, computer science, business

Sekil 3.24. Veri Ornegi

'// 120 Kelime \‘

1 12 13 0 . 0 1 27 28 0 0 1 2 10 0 0
K AN AN J
Y Y
20 Kelime 50 Kelime 50 Kelime

Sekil 3.25. Vektor Ornegi

Olusturulan bu vektor derin 6grenme mimarilerine girdi olarak verilmektedir. Vektor
olusturulmasi asamasindan 6nce durak kelimeleri (stopwords) metinden
temizlenmistir. 3 farkh durumun analiz edilmesi icin toplamda 12 adet test
gerceklestirilmistir. Gerceklestirilen testlere iliskin 6zet ve testlerin kisaltmalari su

sekildedir. ilerleyen agiklamalarda ve grafiklerde bu kisaltmalar kullaniimistir.
e ibysa_1_ot: Tek katmanli IBYSA, 6grenme transferi kullanildi.

e ibysa_3_ot: 3 katmanli iBYSA, 6grenme transferi kullanildi.

e ibysa_5 ot: 5 katmanli iBYSA, 6grenme transferi kullanildi.

e vyisa_1 ot: Tek katmanli YiSA, 6grenme transferi kullanildi.

e yisa_3_ot: 3 katmanli YiSA, 6grenme transferi kullanildi.

e vyisa_5_ot: 5 katmanli YiSA, 6grenme transferi kullanildi.

e ibysa_1_n-ot: Tek katmanl iBYSA, 6grenme transferi kullanilmadi.
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e ibysa_3_n-ot: 3 katmanli IBYSA, 6grenme transferi kullaniimadi.
e ibysa_5 n-ot: 5 katmanli IBYSA, 6grenme transferi kullaniimadi.
e yisa_1_n-ot: Tek katmanh YiSA, 6grenme transferi kullanilmadi.
e yisa_3 n-ot: 3 katmanl YiSA, 6grenme transferi kullaniimadi.

e vyisa_5_n-ot: 5 katmanli YiSA, 6grenme transferi kullaniimadi.
TUm testlerde ortak kullanilan hiperparametreler sunlardir;

e Kelime Vektor Boyutu: 100

e Batch Boyutu: 10,000

e Epoch Sayisi: 10

e Test Seti Bolme Orani: 0.2, Toplam Ornek Sayisi: 887,184 Egitim Ornegi Sayisi:
709,738, Test Ornegi Sayisi: 177,446

e Kullanilan Ogrenme Transferi Kaynagi: Glove6B100d [59]
e  Girdi Vektori Boyutu: 120

e  Sozlikte bulunan kelime sayisi: 34,759

e Kayip (Loss) Fonksiyonu: Categorical_Crossentropy

e  Optimizer: RMSProp, Ir:0.01, rho:0.9, decay: 0

e Agirlik ilklendirme yontemi: Rastgele

Bu calisma kapsaminda derin 6grenme tabanli iBYSA ve YiSA mimarileri test edilmis ve
kiyaslanmistir. Bu mimariler, yapilari geregi farkli sayida parametrenin 6grenilmesi ile
calisirlar.  Kullanilan diger hiperparametreler icin Keras kitiphanesindeki [79]

varsayllan parametreler kullanilmistir.

Katman sayilarinin basari degerlerine etkisi incelenirken gergeklestirilen testlerde
dgrenme transferi kullanilmistir. Ogrenme transferinin kullanilmasi, egitim asamasinda
O0grenilmesi gereken parametre sayisini azaltmistir. Cizelge 3.24 her iki mimari igin
toplam ve egitim esnasinda 6grenilmesi gereken parameter sayilarini gostermektedir.

YiSA ve IBYSA mimarilerinde bir parametrenin 6grenilmesi icin yapilmasi gereken
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hesaplama miktarlari ayni degildir. YiSA’da bir parametrenin 6grenilmesi icin daha fazla

islem yapilmasi gerekirken IBYSA’da daha az hesaplama ile parametreler &grenilir. Bu

nedenle parametre sayilari ile calisma silireleri arasinda dogrusal bir iliski
bulunmamaktadir.
Cizelge 3.24. Parametre Sayilari
Katman . .
IBYSA YiSA
Sayisi
Toplam Ogrenilen Toplam Ogrenilen
Parametre Sayisi | Parametre Sayisi | Parametre Sayisi | Parametre Sayisi
1 3,842,231 366,231 3,596,215 120,215
3 3,875,255 399,255 3,859,383 383,383
5 3,908,279 432,279 4,122,551 646,551

Katman sayisinin fazla olmasi 6grenilecek parametre sayisini artirmaktadir. IBYSA igin
farkli katman sayilarina yonelik gergeklestirilen validasyon basari oranlari (Validation
Accuracy) degerleri Sekil 3.26’da verilmistir. YiSA igin farkli katman sayilarina iliskin

yapilan testlerde elde edilen validasyon basari oranlari Sekil 3.27’de verilmistir.

0.850

— ibysa_1_ot
ibysa_3 ot __/P‘—‘/'—\'/"
—— ibysa_5_ot

0.825 A

0.800 A

o o
~ ~
(9] ~
o w

1 1

validasyon basari orani
©
~
N
w
1

0.700 A

0.675

0.650 T T T T
0 1 2 3 4 5 6 7 8 9

epoch numarasi

Sekil 3.26. Farkh Katman Sayilari icin IBYSA Sonuglari
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Sekil 3.27. Farkl Katman Sayilari igin YiSA Sonuglari

Sekil 3.26 ve Sekil 3.27'de gorildigl Uzere katman sayisinin artmasi basari
degerlerinde ciddi artislara neden olmamistir. Elde edilen degerlere gore katman
sayisinin artirilmasinin basari degerlerine olumlu yonde ciddi bir artisa neden olmadigi
gorilmektedir. Bu nedenle problemin ¢6zimi icin az katmanli mimarilerin tercih
edilmesinin web sayfasi siniflandirma probleminin ¢6zimi igin yeterli oldugu
distnidlmektedir. Az katmanh mimarilerin kullanilmasinin performansa da olumlu

etkileri olmasi beklenmektedir.

YiSA mimarisinde basari degerinin yakinsamasi icin iBYSA’na kiyasla daha fazla sayida
epocha ihtiya¢c duyulmustur. Elde edilen sonuglara gore YiSA mimarisinde web sayfasi
siniflandirmasi probleminin dgrenilmesi iBYSA’ya kiyasla daha yavas gerceklesmistir.
Sekil 3.26 ve Sekil 3.27'de gorildigl lizere validasyon basari orani her iki mimari de
%85 basari degerlerine yakinsamistir. Bu sonucglara gore basari degerleri
kiyaslandiginda web sayfasi siniflandirma problemi igin test edilen bir mimarinin

digerinden daha basarili oldugunun séylenmesi miimkiin degildir.

Validasyon basari degerleri test edilen modellerin analiz edilmesi icin 6nemli

degerlerdir. Ancak, model hakkinda daha fazla degerlendirmede bulunabilmesi igin
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baska metriklerin de degerlendirilmesi gerekmektedir. Validasyon basari degerleri
(validation accuracy) ile birlikte egitim basari degerlerinin (train accuracy) birlikte
analiz edilmesi sistemin Ezberleme (Overfitting) yapip yapmadiginin anlasilmasini
saglar. Gergeklestirilen testler icin validasyon basari orani ile birlikte egitim basari
oraninin birlikte verildigi ¢iktilar Sekil 3.28’de verilmistir. Validasyon basari orani ile
egitim basari orani arasinda bir miktar fark olmasi normal karsilanabilir. Ancak, farkin
yliksek olmasi sistemin ezberleme yaptiginin gostergesi olabilir. Sekil 3.28te YiSA

mimarisinin ezberlemeye karsi iBYSA’ya kiyasla daha dayanikli oldugu gériilmektedir.

Gerceklestirilen testlerin son epochlarinda elde edilen validasyon basari oranlari ve

egitim basari oranlari Cizelge 3.25’de verilmistir.

Cizelge 3.25. Testler i¢in Basari Oranlari

Test ismi Validasyon Basari Orani Egitim Basari Orani
ibysa_1_ ot 0.8240 0.8470
ibysa_3_ot 0.8332 0.8516
ibysa_5_ot 0.8396 0.8516

yisa_1 ot 0.8415 0.8422

yisa_3_ot 0.8343 0.8459
yisa_5_ot 0.8441 0.8444

Gelistirilen sistemde 23 farkli kategori yer almaktadir. Kategorilerde yer alan veri
ornegi sayilari ¢cok degiskendir. Veri kiimesi dengesiz bir sinif dagilimina sahiptir. Bu
nedenle sonuclarin sadece basari oranlarina (accuracy) dayanarak yapilmasi yeterli
olmamaktadir. Her sinif icin ayri ayri degerlendirmelerde bulunulmasi daha dogru
olacaktir. Siniflarin basari durumlarinin degerlendirilebilmesi igin tutturma (Precision),
hassaslik (Recal) ve f-skor (f-measure) degerleri kullaniimistir (bkz. B6lim 2.6). Cizelge
3.25’te yer alan testler icerisinde validasyon basari oranina gére en basarili test

“yisa_5 ot”’dir. Bu teste iliskin her sinif icin tutturma, hassaslik ve f-skor degerleri
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Cizelge 3.26’da verilmistir. Testlere iliskin egitim ve validasyon sonuglarina

grafikler Sekil 3.28'de verilmistir.
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Sekil 3.28. Testlere iliskin Validasyon ve Egitim Basari Oranlari
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Gizelge 3.26. yisa_5_ot Sinif Bazli Basari Degerleri

Sinif ismi Tutturma Hassashk F-Skor Test Ornegi
Sayisi
abort 0.85 0.42 0.57 111
adult 0.58 0.07 0.13 686
alkol 0.87 0.80 0.83 787
animal 0.79 0.79 0.79 5849
business 0.84 0.84 0.84 37533
dating 0.89 0.82 0.85 645
drug 0.00 0.00 0.00 7
education 0.86 0.85 0.86 14722
finans 0.83 0.86 0.84 5642
food 0.81 0.87 0.84 10682
gambling 0.89 0.88 0.89 1591
game 0.86 0.88 0.87 4428
govern 0.66 0.36 0.47 938
hate 0.00 0.00 0.00 5
health 0.90 0.90 0.90 16701
news 0.83 0.76 0.79 4309
politic 0.68 0.49 0.57 560
porn 0.83 0.94 0.89 12518
reales 0.91 0.90 0.91 8497
referans 0.61 0.40 0.49 4412
sport 0.84 0.81 0.82 8313
techno 0.73 0.82 0.77 15223
travel 0.92 0.91 0.91 23287
Ortalama / 0.84 0.84 0.84 177446
Toplam

Cizelge 3.26’daki verilere gore bazi siniflar basaril bir sekilde taninmisken bazi siniflar
iyi taninamamistir. Ornegin, “drug” ve “hate” siniflari igin veri érnegi miktari ¢ok az
oldugu icin bu siniflar icin basari sonuclari cok koti cikmistir. Veri 6rnegi sayisi yeterli
olan bazi kategoriler oldukga iyi taninabilmektedir. Ornegin; “travel”, “reales”, “health”
gibi. Bazi kategorlerin ise tutturma orani ylksek iken, hassaslik oranlarn dugik

”n

olabilmektedir. Ornegin “abort”, “referens” gibi.

Tutturma, hassaslik ve f-skor ortalamalari 0.84 olsa da gelistirilen sistem bazi siniflari
ayirt etmekte basarili olamamaktadir. Tutturma ve hassaslik oranlarindaki distklGgin
analiz edilebilmesi igin birbirleri ile karisan siniflarin tespit edilmesi gerekmektedir. Bu
tespit islemi igin Karigikhk Matrisi kullanilir. yisa_5_ot testi igin ¢ikarilmis olan karigikhk

matrisi Sekil 3.29’de verilmistir.
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Sekil 3.29’da verilen karisikhk matrisi sicaklik haritasi olarak gizdirilmistir. Bu matrisde
yer alan bir hicredeki 6rnek sayisi yiksek ise o hiicrenin rengi daha acgik olarak
boyanmistir. En acik renk beyaza yakin olan renktir. En koyu renk ise mora yakin olan
renktir. Renk sikalasi matrisin yaninda gorilmektedir. Test edilen siniflar igin farkli test
sayida test ornekleri oldugu icin matrisde karisikliklarin belirgin gérebilmesi icin acik
renk boyanmasi icin maximum deger 7000 olarak girilmistir. ideal sistemde
diyagoneldeki hiicrelerin acik renk, diger hiicrelerin koyu renk olmalari beklenir. Ancak,
Sekil 3.25’e gore, elde edilen sonuclarda siniflar arasi kariliksiklar oldugu
gorilmektedir. Ornegin, adult kategorisi porn kategorisi ile karisabilmektedir. Veri
kiimemizde dengesiz sinif dagilimi oldugu igin veri 6rnegi sayilari ile karisikhk matrisi
bize yaniltici bilgiler verebilir. Ornegin, adult kategorisinin ¢ok biyik kismi porn
kategorisi ile karismistir. “adult” olmasina ragmen “adult” olarak taninan 6rnek sayisi
51 iken “adult” olmasina ragmen “porn” taninan ornek sayisi 499’dur. Ancak, iki
hiicrede birbirine yakin renkte boyanmistir. Sekil 3.25 de verilen grafik bize sinif
karisikhklari hakkinda birtakim bilgiler verse de daha dogru analizler yapilabilmesi igin
karisikhk matrisinin normalize edilmis hali kullanilir. Yisa_5_ot igin normalize edilmis
karisikhk matrisi Sekil 3.30’da verilmistir (Cizelgedeki degerlere sadece virgllden

sonraki ilk iki basamak yazdiriimistir).
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Normalize edilmis karisiklik matrisi, veri drnekleri yerine ylzdesel ifadelerden olusur.
Ornegin, “alkol” sinifinin %80’i “alkol” olarak siniflandiriimistir. “adult” kategorisi ile
“porn” kategorisi arasindaki karisiklik miktarini analiz etmek istedigimizde ilgili
hiicrenin renginin ¢ok acik oldugunu gorilmektedir. Bu sayede “adult” kategorisi ile
“porn” kategorisinin karistigini daha net gorebiliyoruz. Baska bir dikkat gekici érnek ise
“abort” kategorisi ile “health” kategorisi arasindaki karisikhiktir. “abort” kategorisi
klrtaj ile alakall bir kategoridir, “health” kategorisi ise saglik ile ilgili bir kategoridir. Bu
kategoriler yapilari geregi birbirine benzer veri 6rnekleri icerebilir. Nitekim, Sekil
3.26’daki normalize edilmis karisiklik matrisi incelendiginde “abort” kategorisinin %41
oraninda “health” kategorisi ile karistirildigi gorilmektedir. Normalize edilmis karisiklik
matrisinin incelenmesi birbirine yakin olan siniflarin tespit edilebilmesine olanak tanir.
Bu sayede birbiri ile ¢ok karisan siniflarin birbirlerinden ayirt edilebilmesi igin ek

onlemler alinabilir ya da bazi kategoriler birlestirilerek tek kategori haline getirebilir.

Test edilen her iki mimari igin hesaplamasal yuk farklidir. YiSA’da bir parametrenin
dgrenilmesi icin daha fazla matematiksel islem gerekirken, IBYSA’da islemler daha basit
gercgeklestirilmektedir. Gergeklestirilen tim testler 10 epoch boyunca gahlstirilmistir.
TUm testler icin egitim asamasinda bir epochun ortalama calisma sirelerine iliskin

degerler Sekil 3.31’de verilmistir.

A Ortalama Epoch Siireler
ibysa_1_ot 54.95

ibysa_3_ot 115.3

ibysa_5_ot 177.8

yisa_1_ot 459.8

yisa_3_ot 1189.5

yisa_5_ot 1913

Sekil 3.31. Egitim Asamasinda Bir Epcoh i¢in Calisma Stireleri (Saniye Cinsinden)

Sekil 3.31'de gorildiglu UGzere katman sayilarinin artmasi calisma sirelerini de
artirmaktadir. YiSA icin egitim sirelerinin IBYSA ya kiyasla ¢cok daha siirdiigi tespit
edilmistir. Bu durumun nedeni YiSA yaklasiminda bir paremetrenin 6grenilmesi igin

iIBYSA’ya kiyasla daha kompleks hesaplamalar yapilmasidir. iki mimari arasinda basari
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kiyaslamasinda ciddi farklar gézlenmezken iBYSA, YiSA’dan ¢ok daha hizli calismaktadir.

Bu nedenle iBYSA’nin daha performansh calistigi séylenebilir.

Ogrenme transferinin kullanilmasi 6grenilecek parametrelerin azalmasina neden
olmaktadir. Gergeklestirilen testler icin toplam parametre sayilari ve 6grenme transferi
sonrasi dgrenilmesi gereken parametre sayilari Cizelge 3.24’te verilmistir. Ogrenilen
parametre sayilarinin toplam parametre sayilarina kiyasla ¢ok az oldugu gorilecektir.
Toplam parametre sayisi icerisinde kelime vektorleri icin kullanilan parametreler ¢ok
yer tutmaktadir. Kelime vektoéri parametreleri ile model igerisinde yer alan diger
parametrelerin 6grenilmesi de ayri hesaplamasal karmasikliga sahiptir. Bu nedenle
ogrenilen parametre sayilarindaki ciddi diislis calisma sirelerinde dogrusal bir distse

neden olmaz.

Cizelge 3.25’te basari oranlari verilen teslerin tamami 6grenme transferi kullaniimadan
da gergeklestirilmistir. Tim testler igin galisma sirelerinin kiyaslanmasina iliskin gorsel

Sekil 3.32’de verilmistir.

Test Ismi A Ogrenme Transfer Ortalama Epoch Stireler
ibysa_1_ot Var 54.95
ibysa_1_n-ot Yok 81.11
ibysa_3_ot Var 115.3
ibysa_3_n-ot Yok 180.1
ibysa_5_ot Var 177.8
ibysa_5_n-ot Yok 283.1
yisa_1_ot Var 459.8
yisa_1_n-ot Yok 532.6
yisa_3_ot Var 1189.5
yisa_3_n-ot Yok 1557.1
yisa_5_ot Var 1913
yisa_5_n-ot Yok 2035

Sekil 3.32. Ogrenme Transferi icin Calisma Siireleri Karsilastirmasi

Sekil 3.32’de ayni testin 6grenme transferi kullanilarak gergeklestirilen hali ve

kullanilmadan gergeklestirilen hali arka arkaya verilmistir. Sonuclardan gorilecegi
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Uzere tiim testlerde 6grenme transferi kullanilan testler, kullanilmayan testlerden daha

hizli galismistir. Ancak, ¢alisma siireleri arasinda fark yiksek oranlarda degildir.

Ogrenme transferinin basari durumlarina etkisi Sekil 3.33'de ve Sekil 3.34’de
verilmistir. Sekil 3.33, IBYSA icin elde edilen sonuglari icermektedir. Sekil 3.34 ise YiSA
icin elde edilen sonugclari icermektedir. Grafikteki degerler validasyon basari oranlarini

gostermektedir.
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Sekil 3.33. IBYSA icin Basari Degerleri
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Sekil 3.34. YiSA icin Basari Degerleri

Sekil 3.33’deki degerlere gore IBYSA icin 6grenme transferinin basari oranlarinda ciddi
iyilestirmelere neden olmadig goérilmektedir. Basari oranlarinda iyilesme olmamasina
ragmen Ogrenme transferi kullanilarak gergeklestirilen testlerin daha hizli ¢alismasi

onemli bir durumdur.

Sekil 3.34’deki degerlere gore 6grenme transferi kullaniimayan durumlarda 6grenme
islemi daha vyavas gerceklesmektedir. Ancak, yeterli epoch sayisinda egitim
gerceklestirilirse tim testler icin basari degerlerinin birbirine yakin degerlere
yakinsayacagl goridlmektedir. Sekil 3.34’de en basarisiz test yisa_5 n-ot olarak
gorilmektedir. Bu testte 06grenme transferi kullanilmamistir. Onuncu epoch
tamamlandiginda bu test icin basari degeri icin henliz yakinsamadigl anlasiilmaktadir.
Basari degerleri artmaya meyilli olarak test sonlanmistir. Epoch sayisi artirilirsa bu

testin de diger testlere yakin bir basari degerine yakinsacagi distinilmektedir.

3.2.1 Derin Ogrenme Yaklagimlari ile Geleneksel Yontemlerin Karsilastiriimasi

Bu ¢alisma kapsaminda web sayfasi siniflandirmasina yonelik bir sistem gelistirilmistir.

Geligtirilen sistem ilk agamada derin 6grenme yaklasimlari ile test edilmistir. Ardindan
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web sayfasi sinifladirmasi islemi ayni veri seti (zerinde geleneksel algoritmalar
uzerinde de galistirilmistir. Ardindan elde edilen sonuglar karsilastiriimigtir. Test edilen

geleneksel algoritmalar su sekildedir;

e Agac Tabanli Rastsal Orman (Random Forest - RO) Algoritmasi
e statistik Tabanli Naive Bayes (NB) Algoritmasi

e Kernel Tabanli Squential Minimal Optimization (SMO)

Testler esnasinda derin 6grenme testlerinde oldugu gibi 0.8 oraninda egitim ve 0.2

oraninda test bélimlemesi uygulanmistir.

Geleneksel algoritmalarin temsil edilmesinde Word2Vec yaklasimi kullaniimistir. Bir
web sayfasi icin vektor olusturulurken, o web sayfasi icin toplanmis kelimelerin kelime
vektorlerinin ortalamasi alinmistir. Kelime vektorleri Glove6B100d [67] den alinmistir.
Ortalama alma islemi tim vektorker igin belirli indekste yer alan degerlerin
ortalamasinin alinmasi sekliyle hesaplanmistir. Bu sayede her veri 6rnegi 100 boyutlu

bir vektor ile temsil edilmistir.

Derin 6grenme testlerinde kullanilan test verisi ile geleneksel algoritmalarda kullanilan
test verileri birebir ayni olarak ayarlanmistir. Test edilen 3 geleneksel algoritma igin
test verisi Gzerinde elde edilen basari orani (accuracy), hassaslik, tutturma ve f-skor
degerleri degerleri Cizelge 3.27’de verilmistir. Derin 6grenme yaklasimlari kullanilarak
gerceklestirilen testlerden en vyiksek basari orani oranina sahip teste iliskin

degerlendirme metrikleri de karsilastirma yapilabilmesi igin ayni gizelgeye girilmistir.

Cizelge 3.27. Geleneksel Algoritmalar igin Degerlendirme Metrikleri

Algoritma Basari Orani Tutturma Hassaslhk F-Skor
NB 0.720 0.780 0.720 0.741

RO 0.819 0.824 0.819 0.814
SMO 0.821 0.819 0.821 0.818
yisa_5_ot 0.844 0.840 0.840 0.840
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Basari Orani, hassaslik ve F-Skor degerlerinde SMO algoritmasinin diger iki
algoritmadan daha basarili oldugu gorilmustiir. SMO algoritmasi kullanilarak
gerceklestirilen teste iliskin sinif tabanli hassaslik, tutturma ve F-skor degerleri Cizelge
3.28’de verilmistir. YiSA yaklasimi ile gerceklestirilen testin test edilen tim geleneksel

algoritmalari tim degerlendirme metriklerinde gectigi gérilmustir.

Gizelge 3.28. SMO Algoritmasi Metrikleri

Sinif ismi Tutturma Hassashk F-Skor
abort 0.817 0.570 0.671
adult 0.554 0.051 0.093
alkol 0.856 0.754 0.802

animal 0.785 0.713 0.747

business 0.767 0.858 0.810
dating 0.877 0.828 0.852
drug 0.000 0.000 0.000

education 0.872 0.818 0.844
finans 0.837 0.777 0.806
food 0.863 0.826 0.844

gambling 0.904 0.839 0.870
game 0.908 0.858 0.883

govern 0.593 0.419 0.491
hate 0.000 0.000 0.000
health 0.894 0.882 0.888
news 0.806 0.727 0.765
politic 0.720 0.575 0.639
porn 0.810 0.927 0.865
reales 0.898 0.859 0.878
referans 0.537 0.338 0.415
sport 0.818 0.769 0.793
techno 0.732 0.761 0.746
travel 0.888 0.893 0.890
Ortalama / Toplam 0.819 0.821 0.818
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BOLUM 4

SONUC VE ONERILER

Bu calismada web sayfalarinin siniflandirilmasina yonelik derin 6grenme tabanli bir
sistem gelistirilmistir. Veri kiimesi Roksit [74] firmasindan elde edilmistir. Kullanilan
veri kimesinde 23 farkli kategori igin toplamda 887,195 web sayfasina iligskin bilgi
bulunmaktadir. Web sayfalarinin siniflandiriimasinda sayfalarda yer alan meta etiketler
kullanilmistir. Kullanilan meta etiketler baslik, agiklama ve anahtar kelimelerdir. Web
sayfalarindan toplanan bu bilgiler word2vec yontemi ile vektorize edilmistir. Vektorize

edilen veri algoritmalara girdi olarak verilmistir.

Sistem tek sinifli siniflandirici olacak sekilde tasarlanmistir. iki farklih mimari test
edilmistir. Test edilen mimariler iBYSA ve YiSA’dir. Gergeklestirilen testler hem CPU
uzerinde hem GPU Uzerinde gergeklestirilmistir. Her iki donanim ile galistirilan testler
icin performans karsilastirmasi yapiimistir. Gergeklestirilen testlerde birden fazla CPU
konfiglirasyonu ve bir adet GPU denenmistir. Performans karsilastirmalarinda batch
boyutunun calisma sirelerine ve kaynak tiketimlerine etkisi incelenmistir. Benzer
sekilde 6grenme transferi kullanmanin ve kelime vektor boyutunun calisma siirelerine
etkisi farkli donanimlar Ulizerinde test edilmistir. Farkh donanimlar (zerinde
gercgeklestirilen testlerde YiSA mimarisi kullaniimistir. Elde edilen sonuglara gére GPU

Uzerinde calistirilan testler CPU’ya kiyasla ortalama 5 kat daha hizli calismaktadir.

Farkli donanimlarda galistirilan test sonuglarinin performansa etkisinin incelenmesinin

ardindan test edilen durumlarin basari degerleri analiz edilmistir. Sonuglar
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degerlendirilirken performans analizi degerlendirmesinin daha saglikli yapilabilmesi igin

basari oranlarinin yani sira gcalisma sireleri de kiyaslanmistir.

Test edilen mimariler igin farkli katman sayilarinin basari oranlarina ve galisma sureleri
etkisi incelenmistir. Elde edilen sonuglara gore web sayfalarinin siniflandirilmasi igin
katman sayinin artirilmasi basari oranlarinda ciddi iyilesmelere neden olmamakla

beraber calisma siirelerinin artmasina neden olmaktadir.

Geligtirilen sistemin ezberleme yapip yapmadigi da incelenmistir. Elde edilen sonuglara
ylksek oranda ezberleme gerceklesmedigi goriilmustiir. YiSA mimarisinin ezberlemeye

iIBYSA’dan daha dayanikh oldugu gézlenmistir.

Son olarak 6grenme transferi kullaniminin performansa etkisi analiz edilmistir.
Ogrenme transferi kullanilmasi  &grenilecek parametrelerin  azalmasina neden
olmaktadir. Bu nedenle 6grenme transferi kullanilarak gergeklestirilen testlerin diger
testlere kiyasla daha hizh calstigi gozlenmistir. Ogrenme transferi kullanilarak
gerceklestirilen testler ile diger testler arasinda basari oranlarinda da iyilesmeye neden
oldugu gozlenmemistir. Ancak, 6grenme transferinin, egitim siirelerini kisaltmasi

nedeniyle performansa olumlu etki olusturdugu gézlenmistir.

Gerceklestirilen tim testlerde elde edilen validasyon basari oranlari %85

civarlarindadir.

Kullanilan veri kiimesi dengesiz bir sinif dagilimina sahip oldugu igin sinif bazli
tutturma, hassaslik ve f-skor degerleri incelenmistir. inceleme sonucunda bazi siniflarin
oldukga dusuk basari oranlar ile tanindigi gozlenmistir. Duslik basari oranlari ile
taninan siniflarin analiz edilmesi igin karisiklik matirisi kullaniimistir. Karigiklik matrisi ile

birbirleri ile yiksek oranda karigsan siniflar tespit edilmistir.
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