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ABSTRACT

Stereoscopic displays have a fixed focus plane and they suffer from visual discom-
fort due to the mismatch between the focus and vergence of the eyes, known as the
vergence-accommodation conflict (VAC). VAC is unavoidable in conventional stereo-
scopic head-mounted displays (HMDs). In this thesis research, I proposed a biocular
(i.e, common optics for two eyes), two focal-plane based augmented reality (AR) sys-
tem with real-time gaze tracker, which provides a novel interactive experience. Two
separate liquid crystal displays (LCDs) are placed at slightly different distances to a
Fresnel relay lens such that virtual images of LCDs appear at 25 cm and 50 cm to the
user. Both LCDs are totally viewed by both eyes. While the system is limited to two
depths and discontinuity occurs in the virtual scene, it provides correct focus cues
and natural blur effect at the corresponding depths. This allows the user to distin-
guish virtual information through the accommodative response of the eye, even when
the virtual objects overlap and partially occlude in the axial direction. Displays are
driven by a single computer and the objects in the virtual scene are distributed over
the LCDs according to their depths. Furthermore, a road scene simulation is realized
as a convenient use-case of the proposed display so that a large monitor is used to
create a background scene and the rendered content in the LCDs is augmented into
the background. Field-of-view (FOV) is 60 x 36 degrees and the eye-box is larger
than 100 mm, which is comfortable enough for two-eye viewing. The system includes
a pupil and gaze tracker, which is implemented with a single camera and using com-
puter vision algorithms. The gaze tracker, which is experimented on different users, is
able to select the correct depth plane based on the shift in the interpupillary distance
when the convergence angle of the users eyes changes. The rendered content can be

distributed to both depth planes and the background scene simultaneously. Thus, the

il



user can select and interact with the content at the correct depth in a natural and
comfortable way. The prototype system can be used in tasks that demand wide FOV

and multiple focal planes and as an AR and vision research tool.



OZETCE

Stereoskopik ekranlar sabit bir odak diizlemine sahiptir ve uyum-yakinsama ¢atigmasi
(UYC) olarak da bilinen goziin odak ve hareketlerinden kaynaklanan uyumsuzluk-
tan dolay1 gorsel rahatsizliklardan mustariptir. UYC olgusu, geleneksel yontemlerle
hazirlanmig kafaya-takilabilen ekranlarda (KTE) kagimilmazdir. Bu tezde; gergek za-
manh bakig izleyicisi ile donatilmig ve yeni bir deneyim sunan bi-okiiler (iki goz
icin ortak optik elemanlar), iki odak-diizlemli bir artirilmig gergeklik (AG) ekram
sunulmaktadir. Iki ayr1 sivi kristal ekran (SKE) Fresnel lens ile farkli mesafelere
yerlestirilerek sanal gortintiilerin kullaniciya gore 25 santimetre ve 50 santimetrede
olugsmasi saglanmigtir. Iki SKE de iki goz ile tamamen goriilebilmektedir. Sistem iki
derinlik ile siirlandirilmig olmasina ve bu durum sanal sahnede bir siireksizlige yol
acmasina ragmen, bahsi gegen derinliklerde dogru odak kanitlarini1 ve dogal bulaniklik
etkilerini sunmaktadir. Bu durum, farkli derinliklerde gosterilen sanal bilgilerin ayni
gorsel eksende olsalar bile kullanici tarafindan ayirt edilebilmesini saglamaktadir.
SKEler sadece bir bilgisayar ile stiriilebilmektedir ve sanal sahnedeki objeler derinlik-
lerine gore bu ekranlar tizerine dagitilmaktadir. Ayrica, bir yol ve siiriig simiilasyonu
da uygun bir kullanim alam olarak sunulmaktadir. Oyleki; biiyiik bir monitér, arka
plan sahnesini yaratmak i¢in kullanilmig ve SKElerdeki igerikler bu arka plan tizerine
diigiiriilmiigtiir.  Gortig alam (GA), 60 x 36 derecedir ve kullanici pozisyonunun
degisimine ragmen sanal sahnenin goriintiillenebilmesini saglayan alan 100 milime-
treden fazladir. Boylece, iki goz icin konforlu bir sistem elde edilmistir. Sistem,
iki gozii de goriintiileyebilen tek bir kamera ve goriintii igleme teknikleri ile uygu-
lanmig bir bakig izleyicisi igerir. Farkli kullanicilar ile test edilmis bu bakig

izleyicisi, goz bebegi merkezleri arasindaki mesafeyi hesaplayarak kullanicinin baktig

derinlik diizlemini herhangi bir kizil-6tesi aydinlatmaya ihtiyag¢ duymadan hesaplaya-



bilmektedir. Olusturulan icerik, iki farkli derinlik diizlemine ve arka plana es za-
manl olarak dagitilmaktadir. Boylece, kullanici gozlerini kullanarak farkli derinlik
diizlemlerindeki icerik ile etkilesime konforlu bir sekilde girebilmektedir. Sunulan sis-
tem prototipi, genis gortis alan1 ve ¢oklu odak diizlemi gerektiren uygulamalarda

veya bir AG arastirma araci olarak kullanilabilir.
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Chapter 1

INTRODUCTION

This dissertation explores existing augmented reality display technologies and presents

a novel dual-focal-plane gaze-contingent interactive augmented reality display system

The following chapter firstly introduces the fundamental principles of the human vi-
sual system and some frequently used terms related to the human visual system for
better understanding of the proposed research project. After the brief introduction
to the human eye, brain and depth perception phenomenon; an overview of different
methods for mitigating visual discomfort in conventional head-mounted display sys-
tems are presented. The basic concepts and major types of augmented reality display
systems are discussed with their advantages and drawbacks. Finally, the contribution
of the thesis to the literature is stated.

Chapters 2 and 3 present design and optical simulations of proposed display together

with gaze tracking system principles, interaction details, and experimental results.

1.1 Human Visual System

The human visual system is a complex mechanism consisting of two main parts: the
eye and the brain. While the eye functions as a complicated sensory system that
provides sight of surroundings, the corresponding part of the brain is responsible for
processing this visual input.

What the eye and the brain perceive as a scene is the combination of light rays emitted
from light sources and light reflected by real objects. When a light ray hits the eye, it

passes through the cornea and the other parts of the eye before reaching the retina.
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If the light rays are within the range of the visible electromagnetic spectrum (300-700
nm), a healthy eye conveys the signals to the responsible part of the brain via optical
nerves as shown in Figure 1.1 and the brain manages the perception of the scene. A
typical pair of eyes are separated from each other with inter-pupillary distance (IPD)

that varies between 50 - 75 mm with a mean of 63 mm [1].

Fovea B
Vitreows Optic
humor nerve

Retina

Cornea

Figure 1.1: Basic anatomy of the human eye

1.1.1  Terminology

To understand the working principles of the distinct display systems and three-
dimensional (3D) perception, some frequently used terms in the human visual system

must be understood for the proposed thesis.

e Accommodation: Accommodation is the focus response of the eye that de-
termines the focal distance of the eye by changing the shape of the eye’s lens.
When the eyes focused in a far distance or near distance, the muscles of the
eye’s lens relaxes or contracts respectively. The amount of the blur in the retina

drives this accommodation action of the eye to create a blur-free image.

e Vergence: Vergence is the rotation of the eyeballs that creates an angular
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difference between the visual axis of the eyes. Vergence action of the eye is
driven by the distance to the object of interest so that the visual axis of the

eyes intersect at the fixation distance.

e Iris and pupil: The iris is a thin, colorful circular area in the eye that controls
the amount of the light reaching the retina by changing the diameter of the
pupil which is the opening in the center of the iris. The average size of the
human iris is 11.8 mm and the pupil aperture of the human eye varies between

2-8 mm under different circumstances.

e Visual acuity and resolution: Visual acuity is a measure of the spatial
resolution of the eye and it can be considered as the clarity of vision. Rayleigh
resolution criterion states that the resolution limit of a system depends on the
system’s aperture stop diameter. Thus, the angular resolution of a system can

be calculated as:

sinf = 1.22(\/D) , (1.1)

where A\ is the wavelength of the light and D is the aperture stop size.

Thus; the angular resolution of a human eye is 6 = 0.295 mrad = 0.0169° when
the diameter of the pupil is assumed as 2.2 mm and the wavelength is equal to
532 nm. Therefore, a human eye can resolve approximately 60 pixels/degree =

30 cycles/degree where a cycle consists of 2 pixels.

e Point spread function: Point spread function (PSF) can be described as the
response of an imaging system to a point object. From a mathematical point of
view, it is the impulse response of the imaging system. PSF is a good indicator
of the degree of blurring of a point object and quality of an imaging system. In
addition, it provides information about other types of aberrations such as higher-

order aberrations, astigmatism, and chromatic aberration. When PSF at one
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wavelength is considered, it is proportional to the square of the modulus of the
Fourier transform of the complex aperture function [2] as shown in Equation 1.2.
Once PSF of a system is known, the image of the scene in the retina can be
calculated via convolution and appears as an Airy disc for a point source in the

retina of an aberration-free eye as shown in Figure 1.2.

Figure 1.2: The image of a point source is an airy disc on the retina of a human with
an aberration-free eye

2

PSE\(0,¢) o |F(Ae s ZatZroatZica))|” (1.2)
where ) is wavelength, A refers to the transmittance of the pupil and Z defines
the wavefront aberration which is separated with subscripts as defocus (d),

higher-order aberrations (HOA) and longitudinal chromatic aberration (LC'A)

[3].

e Field-of-view: Field-of-view (FOV) is the area that a person can see through

his/her eyes or through an optical device. A healthy person has approximately



Chapter 1: Introduction 5}

190° horizontal monocular, 120° horizontal binocular and 135° vertical FOV as

illustrated in Figure 1.3 [4].

Binocular
Monocular .

O

Figure 1.3: The field-of-view of human visual system [4]

1.1.2  Depth perception

The human visual system involves an extended range of depth cues. These depth
cues can be classified into two main categories: psychological and physiological cues.
Psychological cues include perspective occlusion, correct 3D perspective, shadow and
shading, apparent size and texture gradient; whereas the physiological cues include
binocular disparity, motion parallax, retinal blur effect, accommodation as well as
vergence [5]. Alternatively, it is also common to classify depth cues as monocular and
binocular cues [6]. In this subsection, some important depth cues for the proposed

thesis are explained in detail for better understanding in the following sections.
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e Binocular disparity: Binocular disparity is the positional difference between
the two retinal projection of a given point in space [7]. The reason behind this
positional difference is that the world seen by each eye is slightly different due to
the IPD. This positional (horizontal) difference is the primary source of depth

extraction and 3D perception of the human brain.

e Motion parallax: Motion parallax is one of the most significant monocular
cues for the depth perception in the human visual system. Closer objects in the
scene appear to move faster than further objects due to the visual perspective.
Thus, the user can perceive the depth of the objects according to their movement

speed even with a single eye and that is why it is identified as a monocular cue.

e Retinal blur effect: When an object of interest at a particular distance is
observed, it is imaged onto the retina sharply via accommodation action of the
eye’s lens. Nonetheless, parts of the scene that lie at different distances than
accommodation distance cannot be focused on and as a result, a blur pattern
in the retina occurs. Points which are further away from the fixation distance
creates a greater degree of blurring effect. The point-spread function (PSF)
diameter is a good indicator of the amount of defocus and it can be calculated

as:

1 1

20 21

B=A — A|AD] , (1.3)

where (§ in radians, A is pupil diameter, 2, is the distance to which the eye
is focused, z; is the distance to the object that appears blurry and AD is the

difference in those distances in diopters [8].

1.2 Stereoscopy and Vergence-Accommodation conflict

It is possible to fool the human eyes and the brain artificially in terms of 3D perception

through a method called stereoscopy. In this method, a pair of parallax images for
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two eyes are rendered in flat displays so that the virtual image is created at different
depths according to the amount of binocular disparity. While stereoscopy was firstly
proposed by C. Wheatstone in 1852 [9], it continues to be the main idea behind the
conventional stereoscopic head-mounted displays (HMD) which are commonly used

in today’s consumer applications.

Figure 1.4: Wheatstone’s mirror stereoscope (1838)

In a real-life scenario, eye-ball movements and the focus action of the eyes work to-
gether. The visual axes of the eyes intersect on the fixation distance and ciliary mus-
cles of the eyes adjust the focus distance of the eye’s crystalline lens to minimize the
retinal blur simultaneously. Thus, accommodation and vergence are neurally coupled
in natural vision [10]. This natural coupling is broken in conventional stereoscopic
displays due to the mismatch between accommodation and convergence distance. The
decoupling is called Vergence - Accommodation Conflict (VAC) as illustrated in Fig-
ure 1.5. Although accommodation depth is the distance between the observer and
the display screen, the intersection of the visual axes of the eyes that stems from the
eye-ball movement is at the appearing depth of the virtual object. Many recent stud-

ies show that VAC is one of the most significant causes of discomfort, visual fatigue
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and induced binocular stress in stereoscopic virtual and augmented reality displays
[11, 12, 13, 14] and it might even lead to error in the perception of the scene geometry
[15].

Real world 3d display

>
=
-

Display screen

Vergence distance
Focal distance
Vergence distance

-
-€
-€
Focal distance

Figure 1.5: VAC in stereoscopic displays. While vergence and accomodation distance
are matched in real life scenarios, decoupling occurs in stereoscopic 3D displays. [13]

1.3 Alleviating VAC in HMDs

As mentioned in the previous sections, VAC is a crucial problem in near-eye dis-
plays. Several solutions are provided in the literature to mitigate VAC problem in
conventional HMDs. Mimicking natural vision requires rendering correct focus cues
together with the natural blurring of images [16]. Hong Hua categorizes the methods
attempting to minimize the visual discomfort associated with VAC through enabling
correct focus cues as Maxwellian view displays, vari-focal plane displays, multi-focal
plane displays, integral imaging-based displays as well as computational multi-layer
displays [17]. In this mentioned study, distinct methods are reviewed in detail; but,
I think adding computational holographic displays into this categorization would be

useful since there are promising recent studies about this topic.
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1.3.1 Maxwellian view displays

The basic idea of Maxwellian view displays is that rays emitted by a point source
are collimated by a condenser lens and focused by an eyepiece lens onto the eye’s
pupil instead of retina [18]. Thus, the depth of field (DOF) is effectively extended
without the need of an accommodation due to the pinhole effect since the diameter
of the source’s image on the pupil is much smaller than the pupil diameter itself. So,
it is one of the well-known ways to mitigate the VAC problem in HMDs and many
studies propose holographic displays utilizing Maxwellian approach [19, 20]. In these
studies, a laser source is collimated and parallel rays pass through a spatial light
modulator (SLM) and then focused by a holographic optical element (HOE) onto the
pupil so that the pattern on the SLM is imaged sharply on the retina as illustrated

in Figure 1.6.

SLM Spatial filter HOE
(LCD orDMD) f

—— @
CParallel rays] |i
I |
Laser point source }
7 Center of crystalline lens
lens Aperture (1 pixel) (Nodal point)

Figure 1.6: Holographic Maxwellian view display [20)]

Main limitations of Maxwellian view displays are reduced spatial resolution and small
entrance pupil diameter (EPD) which limits the eye-box of the system to the diameter
of the eye’s pupil.

1.8.2  Vari-focal plane displays

Vari-focal plane displays reduce VAC problem by dynamically altering the focal depth
of the virtual plane through hardware adjustment. Thus, distance to the virtual plane

matches with the convergence of the eyes if a focal change in the system is faster than



10 Chapter 1: Introduction

the human depth perception. This can be achieved by mechanical adjustment in the
display system i.e. changing the eye-relief distance of the eyepiece lens [21] or tuning
the distance between microdisplay and eye-piece lens [22] to change the focal depth
of the system. Alternatively, active optical elements such as focus-tunable lenses [23]
and deformable mirrors [24] can be used.

Figure 1.7 illustrates the optical design of a near-eye display system that utilizes focus-
tunable lenses to weaken the VAC effect. A magnifier lens is placed in front of the
microdisplay for imaging. The focal length of the lens can be electrically controlled

to adjust perceived retinal blur so that the system called accommodation-invariant

display.
Backlight Microdisplay Focus-tunable Lens
~—

L(t)
Retinal Blur
T‘\

-_-’.}_
HMD

Figure 1.7: Optical layout of a vari-focal near-eye display with a focus-tunable lens
23]

In Figure 1.8 optical layout of another vari-focal display system adopting deformable
membrane mirror is shown. An electronic-driven mechanism causing a uniform de-
flection of the membrane is deployed into the system. As a result of the deflection, a
virtual image appears at distinct focal depth according to mirror curvature.

Note that, these systems require real-time eye-tracking to determine the user’s 3D
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Figure 1.8: Optical layout of a vari-focal display system with a deformable membrane
mirror [24]

gaze point in the scene. Although vari-focal display systems are capable to render
correct focus cues through adjusting the focal depth of the system, objects at other

depths than fixation distance still have incorrect focus cues.

1.3.3  Multi-focal plane displays

Producing multiple image planes in an HMD could be a remedy for matching con-
vergence and accommodation. This approach can be implemented by either spatially
multiplexing 2D displays [25, 26] or time-multiplexing method that involves very fast
switching of the focal distance. [27, 28]. Projections of a 3D virtual scene into differ-
ent discrete focal depths are rendered in multiplexed displays. Thus, the addition of
these projections at the visual sight creates the virtual scene itself.

The principle of the spatially-multiplexed multi-focal approach is shown in Figure 1.9.
This method utilizes a thick display system. Stacked transparent displays are able
to adjust the depth of the displayed objects plane-by-plane and the virtual objects
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in the scene are distributed over focal depth planes. This method does not require
any moving elements; however, it suffers from a lack of display technologies with high

transmittance.

Virtual
Visual —tm==—=======[ {1 ] || f=mmmmed e mmeea <:|
Space

Observator

Thick Display Optics

Figure 1.9: Schematic of spatially-multiplexed multi-focal planes HMDs [25]

The main idea behind the time-multiplexing approach is changing the focal depth of
the virtual plane via moving elements rapidly i.e 120Hz. Thus, this approach requires
stable and active optical elements and high computational power for a flicker-free

experience.

1.3.4 Integral-imaging based displays

Integral-imaging based displays involve 3D sensing stage together with visualization
stage. 2D projections of a 3D scene viewed from different eye positions can be recorded
through a microlens array (MLA) and these images can be used to reconstruct the
light fields of recorded 3D scene [29]. Image capturing stage is illustrated in Fig-
ure 1.10. MLA allows users to capture 2D images of the scene from different perspec-
tives through a sensor. Each captured 2D image is called an elemental image (EI).
To avoid overlapping between adjacent Els, it is needed to place a barrier between
MLAs. When the same MLA is used and Els are rendered in the 2D display, the 3D
scene can be obtained with correct focus cues as shown in Figure 1.11.

The main limitation of displays adopting this technique is its reduced spatial resolu-

tion which is proportional to the ratio of the micro-lens’ focal length to the distance
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of the display from the eye [31]. Thus, they suffer from a large pixel pitch size of

available micro-displays.

FOV of the central Barriers

JOSUBS X1IRW

Microlens
array

Figure 1.10: Image capture stage in integral imaging [30]
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Figure 1.11: Display stage in integral imaging [30]

1.3.5 Computational multi-layer light-field displays

The computational multi-layer display method is a relatively new approach for mit-
igating VAC problem compared to other methods explained in previous subsections.
In this method, multiple layers of transparent displays are illuminated through a uni-
form backlight to create light-fields of the 3D scene; thus, it utilizes a multiplicative
fashion for imaging instead of addition method [32]. Recently, a study proposed a
stack of two LCDs usage in a virtual reality application adopting computational light-
field stereoscopy approach [33] as illustrated in Figure 1.12. In this study, a combined
4D light field to each eye of the viewer is presented instead of the magnified 2D image.
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driver electronics

liquid crystal display
liguid crystal display

Figure 1.12: Schematic layout of a near-eye computational multi-layer light field
display [33]

Whereas this method provides focus cues in addition to binocular disparity, it still
suffers from reduced spatial resolution due to the diffraction stems from small pixel

size of layers and the proposed method is computationally very expensive as well.

1.3.6  Computational holographic displays

Holographic displays can reproduce a 3D scene with all natural depth cues. SLMs
combined with computer-generated holograms (CGHs) synthesize wavefronts that
are indistinguishable from those emanated by physical objects [34]. The possibil-
ity of achieving the holographic near-eye-display (HNED) is justified by the basic
operational principles illustrated in Figure 1.13.

The point light source generates a narrowband, spatially coherent diverging wave that
illuminates a reflective and semi-transparent SLM. The SLM, by virtue of the properly
computed CGH loaded on it, acts as an optical mask that transforms the illumination
wave directly to the true light wave that would emanate from the virtual objects if

they actually existed at their apparent locations. This latter wave, along with the
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Figure 1.13: Schematic top view of a user wearing the HNED (left eye only). The
CGH on the SLM converts the diverging wave from the point light source directly to
the true light wave (with correct ray angles) from virtual objects. That wave goes
through the eye pupil along with the light from real objects and forms a retinal image.
The eye is focused on the nearby objects

wave emerging from the real objects, goes through the eye pupil and forms an image
on the retina. Since the wave generated by the SLM is already shaped to possess the
correct ray angles, the eye can readily form a focused image, without requiring the aid
of relay lenses. The correct ray angles also lead to correct accommodation cues and
remove the visual fatigue intrinsic to all stereoscopic displays. Virtual objects whose
waves are delivered within the entire eye box are viewed at the retinal resolution.
Always-in-focus objects can be displayed by utilizing a smaller portion (around 1
mm) of the eye pupil. The main drawbacks of computational holographic displays

is high computational power requirement and large pixel pitch size of available SLM
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technologies.

1.4 Contributions of the Thesis

Multi-focus displays method is an important research area as they can reduce the
vergence and accommodation conflict that is present in all stereoscopic 3D displays.
This thesis demonstrates a novel biocular dual-focal plane see-through display system
using a simple architecture. Our system has an advantage over fixed focus AR systems
since two focal planes are simultaneously present. Our system does not have motion
parallax or binocular disparity. Despite, it still gives very good immersive 3D feeling
as both eyes simultaneously see the entire content at two different depths. The virtual
depth planes appear at 25 cm (4 diopters) and 50 cm (2 diopters) in order to allow
interaction at arms-length.

A gaze tracker was developed using a single camera. The camera captures both
eyes and detects pupil centers accurately by fitting an ellipse to the radial edges
of the iris through a coordinate transformation technique on the captured frames.
The gaze tracker provides a binary gaze depth information based on instantaneous
inter-pupillary distance by using the constructed gaze geometry.

The proposed system provides a unique and novel user experience as the translucent
virtual objects are allowed to overlap in the line of sight but are still distinguishable
by changing the accommodation of the eye. Important distinguishing features of our
system are wide field-of-view (60x36degrees), large eye-box (100mm), and integrated
gaze tracking system using single camera, which provides gaze-contingent information

display without any infra-red illumination.
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WIDE FOV DUAL-FOCAL-PLANE SEE-THROUGH
DISPLAY

To eliminate the error in the perception of the scene geometry in displays, correct
focus cues must be enabled in different depth levels. The depth resolution of a human
is 1/7 diopters due to the limited depth of field of the eye [35]. Thus, adjacent depth
planes must be separated 1/7 D for a continuous depth of field and the range of
human accommodation is at most 4 diopters for a typical near point. In this case,
a display with full accommodative range requires 28 image planes [36]. However,
such an implementation is not feasible due to lack of available transparent display
technologies and high computational power requirement. Furthermore, stacking a
high number of displays might suffer from bad form factor. Therefore, I decided
to create a dual-focal-plane see-through display since it allows users to distinguish
virtual objects in different depths through accommodation action of the eye. Whereas
it causes a discontinuity in the virtual scene, it is a feasible application in terms of
form factor and it presents a novel experience for users. In today’s consumer HMD
applications, interaction in the arms-length without VAC is a challenging task. Thus,

distances to the focal depth planes are determined as 25 cm (2D) and 50 cm (4D).

2.1 Design

In this section, I discuss the design process of a spatially-multiplexed dual-focal plane
biocular (both eyes see the same content) see-through near-eye display system pro-
totype. The system provides correct focus cues in two focal planes with natural blur
effect. Although the proposed display does not require focus tunable lenses and dy-

namic components, depth perception for the dual-focal plane is easily observable as
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it is shown in the dual-focal-plane interactive AR display chapter.

The dual-focal plane is acquired by using two separate planar LCDs placed at different
optical distances with respect to the single magnifier Fresnel lens. Optical distances
are optimized in ZEMAX to minimize the spot radius of different field points of the
image. Virtual content is separated into two sections based on their depth informa-
tion. The closer section to the viewer’s eye appears at 25 cm (4D). The rear section
is displayed at 50 cm (2D). Images are superimposed into real word through a planar
beam splitter.

Far Display Near Display Far Display
Image Plane Image Plane

Combiner

|

Figure 2.1: 3D Optical Layout in ZEMAX

2.2 Optical simulations

In this section, I evaluate several attributes of our display by simulations. All simu-
lations are performed in ZEMAX optical design software. In all simulations, I used
a ZEMAX model of the used Fresnel lens from Edmunds Optics official website [37].
The 3D optical layout of the setup is shown in Figure 2.1. In Figure 2.1, the blue
solid lines represent the rays emanating from the near display. The rays emanating

from the far display is illustrated by solid red colors, as evident in Figure 2.1.
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2.2.1 Field-of-view

The proposed see-through display achieves an overlapping biocular 60.0 degrees hori-
zontal and 35.5 degrees vertical FOV for both near and far displays, where the inter-
pupillary distance (IPD) is set to 65 mm in the ZEMAX.

2.2.2  FEye-box

Eye-box size is defined as a space in which the user’s head is decentered in this space
and still, a horizontal and a vertical FOV of at least 10 degrees is available for both
eyes [38]. Based on this definition, the designed see-through display has an eye-box

of 105 mm in the horizontal axis and 66 mm in the vertical axis.

2.2.3 Optical distortion

For analyzing the optical distortion of the system, I assume that one of the users
eyes is in the center of the eye-box. Distortion value of a single field point in percent

determined as

Distortion(%) = 100 x Ychies — Yref : (2.1)
Yref

where Ycpier is chief ray height and y,.; is reference ray height for the undistorted
ray as provided by ZEMAX. Distortion values are recorded for distinct points in the
available instantaneous FOV. Then, I assume eyes are in the natural position which
means each eye is shifted by IPD/2 or -IPD/2 in the horizontal axis. The simulation
results of the optical distortion are shown in Figure 2.2. Figure 2.2(a) illustrates the
distortion values of different field points, while the eye is located in the center of
eye-box. In Figure 2.2(b), the eyes are shifted by 32.5 mm and the distortion values
of the different field points along the FOV is reported for each eye. It is evident that
the image distortion does not exceed 11% in the entire FOV when eyes are in their
natural position. The distortion value increases at the edges of the eye-box due to

the limited clear aperture of the Fresnel lens.
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Figure 2.2: a) The distortion values of different field points, while the eye is in the
center of eye-box. b) The distortion values of different field points, while eyes are in
the natural position (i.e. off-centered by IPD/2=32.5mm)

The spot diagram of the system in Figure 2.3 shows the spot size variation for red,

green, and blue wavelengths at 9 different field points at the center, edges, and corner

points to cover the entire FOV. The RMS spot radius varies from 367um to 667um

while the diffraction limited airy spot diameter is 164um for the 25 cm virtual image

distance. This corresponds to 1.5-3.0 cycles/degrees angular resolution. Image quality
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can be improved by using multiple lenses and glass optics.
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Figure 2.3: The spot radius sizes for 9 sample points, which are selected as the
center, edge and corner points of the display to cover the entire FOV. In this ZEMAX
simulation, the eye is shifted by IPD/2 and the wavelengths are chosen to support
the visible light spectrum (red color with 656.3 nm, green color with 587.6 nm and
blue color with 486.1 nm). Positions of the field points in the FOV are shown in
bottom-right.

As observed in Figure 2.2 and Figure 2.3, the proposed system suffers from optical
distortion and chromatic aberration. Since the full images on both LCDs are seen by
both eyes, distortion or chromatic aberration compensation is not performed, i.e any
correction that improves the right eye image quality will result in an equal degree of
degradation in the left eye image quality in the horizontal axis. While the angular
resolution is 10x below the retinal resolution limit and maximum optical distortion

is 11%, the experimental setup has good image quality and effectively demonstrates
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the natural blurring effect as discussed below.
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SINGLE CAMERA GAZE TRACKER WITHOUT
INFRA-RED ILLUMINATION

A gaze tracker is also added to the system to interact with the virtual objects. The
system uses a single camera (Goldmaster V-52 webcam) with the resolution of 640x480
pixels and it does not require any infra-red illumination. Furthermore, I aimed an
easy calibration process. The calibration process assumes a fixed head position. The
output of the algorithm is a single digit output, indicating the display at which the

user converges for the central region in the virtual scene.

3.1 Gaze Geometry

To clarify the assumptions in the gaze tracking algorithm, two schematic drawings are
provided in Figure 3.1. A geometrical model is developed to estimate the convergence
depth of a user, as shown in Figure 3.1(a). Assuming the IPD of the user is 65 mm
and using the geometry shown in Figure 3.1(a), the rotation angle difference of each

eye is computed as:

IPD/2
Near depth

IPD/2

A9=9N—9F:tan*1( m

) —tan!( ) = 3.7° = 0.065 rad, (3.1)

where 0y and 0 are the angles of rotation when the user gazes at the near and far
display, respectively.

Figure 3.1(b) shows the IPD shift between the near and far focus planes. Ellipses
represent the left and the right eyes. The eye pupil positions are color coded. The

blue dots indicate the position of pupils when the user converges at the near display.
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(a)

(b) o0 ) (@ ®

Figure 3.1: a) A geometrical model is developed to estimate the convergence depth of
a user. b) Pupil centers illustrated on the left and right eyes. The blue and red dots
respectively indicate the positions of pupils when user converges at the near display
and far display

Locations of eye centers while gazing at far display are illustrated by red dots. Based

on the model in Figure 3.1(a), IPD difference will be:

AIPD =2Ax = 2 X reye X Af = 1.56mm, (3.2)

where the radius of the eye is assumed 12 mm. Horizontal 640 pixels across the
camera correspond to 128 mm for the fixed head and camera position in our setup,
therefore the amount of shift AIPD corresponds to approximately 8 pixels. Since 2
diopters shift from 50 cm to 25 cm correspond to 8 pixels, camera limits the minimum
measurable gaze to 0.25 diopters. The real limit comes from the noise and the
algorithms. The accuracy can be improved by using a camera with a smaller FOV,

larger pixel count, and frame averaging.
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3.2 Calibration Process and Gaze Tracking Algorithm

The main steps of the calibration, gaze tracking, and the interaction process are shown
in Figure 3.2(a). The user looks at the near display for a while. The tracking algorithm
finds the locations of the eye center. The average of the eye-center locations is recorded
and I PDy is extracted in terms of pixels. Afterward, the same process is repeated for
the far display and I PDy is recorded for the user. After acquiring near and far IPDs,
a threshold is determined for robust decision making in the gaze tracking system.
Determining convergence depth requires robust pupil center estimation for each eye
and accurate IPD calculation in each frame. The details of iris tracking and estimating

the accurate location of the eye center algorithm are shown in Figure 3.2(b).

IPD Measurement Algorithm

CCapture image of the eyes) Detect the eyes and crop the region-of-interest
(ROI)
hrati Take the red channel of the ROI image
Cashtt;raetrl)on Ask user to look at the near display ‘ | £ |
ge: v | Apply a thresholding |
| Find IPDy |
¥ | Morphogolical operations(closing, hole-filling) |
Ask user to look at the far displa
Measure IPD | | 1 P | | Find the inital value of the iris-center position |
Detorm l & | Find \LI PDy | Transform to polar coordinate system around the
etermine the gaze s P
depth using tﬁe Set the threshold value as (IPDy + initial value of the iris-center
threshold value IP[?LF)/ 2 | Detect iris edge points |
| Transform to Cartesian coordinate |
Communication . - - - — -
between Python and ‘I/?;te;:fggg; 5311?1 | Find the best fitting ellipse to the iris edge points |
Unity 3D using MQTT Unity 3D | Extract the center of the ellipse |
broker and NodeJS
| Find the IPD |
(@) (b)

Figure 3.2: a) Calibration and tracking process. b) Details of the eye center and IPD
estimation algorithm

Detailed steps of the finding accurate location of the eye center are shown in Fig-
ure 3.3. For each frame, I extract a region of interest (ROI) for each eye by using the

cascade classifiers as illustrated in Figure 3.3(a). Only the red channel of the RGB
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image of ROI is used instead of the gray-scale image. The red-channel image, which
is presented in Figure 3.3(b), is segmented into two classes - iris, and background
- through thresholding via the optimized threshold value. After morphological op-
erations on the segmented image such as hole-filling and closing, rough eye center
position is determined and presented in Figure 3.3(c). The resulting image is trans-
formed into polar coordinates around the initial value of the eye center which as shown
in Figure 3.3(d). In this case, the iris fills the left-side of the polar transformed image.
Strong vertical edge points, indicated in the region between dashed red lines in Fig.
10(d), correspond the accurate radial edges of the iris. Figure 3.3(e) demonstrates
the transformed image in the cartesian coordinates. In this figure, white points cor-
respond the accurate radial edges [39] of the iris found in the previous step. The
best-fitting ellipse and its center are acquired through a direct least-squares method
[40] which is shown in Figure 3.3(e). Ellipse’s center corresponds to the accurate eye
center position in 2D and they are projected into the original frame as illustrated in

Figure 3.3(f).

(b) (c) () (e

Figure 3.3: a) Region of interest for one eye b) Red-channel image ¢) Thresholded and
segmented image d) Polar transformed image e) Radial edge points, the best-fitting
ellipse, and its center (illustrated as blue dot) f) Final result on both eyes (computed
pupil center illustrated as a green dot)
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3.3 Experimental Results for Different Users

The gaze tracking system is tried by 4 different users. IPD distribution for convergence
in the near and far display for the users is presented in Figure 3.4(a). Distribution in
each interval is represented by a box by taking the data extracted from 180 frames
into consideration. On each box, the central red line indicates the median, and the
bottom and top edges of the box indicate the 25th and 75th percentiles, respectively.
The whiskers extend to the most extreme data points and the outliers are plotted
individually using the red + symbol [41]. Thresholds are determined in a way that
system can decide which display user is looking at. The threshold value changes
between users automatically since the users have different nominal IPDs. Then, I
repeated the gaze tracking and decision-making experiment 10 times by asking the
User-4 to look at the near and the far display consequently. I recorded the IPD value
at each frame while the user is converged in the near or far display and each interval
consists of 60 frames. Results are shown in Figure 3.4(b). A pre-determined IPD
threshold value, found in the calibration process, is illustrated by the dashed red
line. It can be clearly observed that I acquired a robust gaze tracker system with
only a few outliers. Our implemented gaze tracker is optimized for a few people in a
certain illumination condition. Thus, the results might differ in different illumination
conditions and for the people with extreme IPDs or different eye shapes. Furthermore,

robustness of the system might suffer from the head movement.
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Figure 3.4: a) Measured IPD distribution of 4 users while looking at the near display
and far display subsequently during the calibration process. Data extracted from
180 frames in each interval. Red dashed line shows the selected threshold value for
each user. b) Repeated gaze tracking results with User-4 when the user repeatedly
focuses on near and then far display. User-4. Each box consists of IPD measurement
extracted from 60 frames. The threshold value found in the calibration process is
illustrated by the dashed line.
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DUAL-FOCAL-PLANE INTERACTIVE AR DISPLAY

4.1 Display Prototype

Figure 4.1 illustrates the schematic drawing of the dual-focal-plane interactive AR
display system. In Figure 4.1, the far display (sketched with a solid red color) is placed
at 125 mm from the lens. The image of the far display (shown with a transparent red
color) is formed 50 cm away from the viewer’s eye. The physical distance between
the near display (solid blue colored display in Figure 4.1) and the lens is 86 mm. The
distance of the image of the near display to the user’s eye is 25 cm. The distance
between the eyes and the combiner is 40 mm. The combiner is placed 33 mm below
the lens. Furthermore, a camera is placed towards to eye to track depth of user’s

convergence depth for interaction with the 3D content.

Near Dispia_y __________
Image at 25 cm b

Combiner
Far Display
Image at 50 cm

Figure 4.1: Schematic illustration of the optical layout

I use two Topfoison TF60010A 1440x2560 6.0” TFT LCD panel with a refresh rate of
60Hz to display rendered images. These displays can be driven by a single portable

computer simultaneously. As a magnifier, a 6” (152.4 mm) focal length acrylic Fresnel
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lens with 1.5 mm thickness from Edmund Optics is used. I used a 50/50 flat combiner
in front of the user’s eyes with a thickness of 2 mm. I intentionally chose a very thin
beam-splitter to eliminate the ghost artifacts and augment the contents displayed
on the LCDs. Furthermore, a chin-rest is placed to fix the head position for the
gaze tracking process. A photo of the implemented bench-top prototype hardware is

illustrated in Figure 4.2.

Figure 4.2: The prototype hardware including 2 LCDs for two focal planes and camera
for simultaneously tracking two eyes and computing the gaze distance

4.2 Content Generation and Experimental Results

In this section, I present the content generation process and experimental results of
the proposed system. I use Unity 3D game engine and C'# programming language

to render the virtual scene. Two virtual cameras are placed in the same virtual 3D
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position inside Unity 3D with different culling masks. Each virtual camera renders
the scene with the associated culling mask and displays the rendered content on the
corresponding LCD. Virtual objects that are supposed to be closer than 3 diopters
rendered in the near display and virtual objects with a depth of more than 3 diopters
are rendered in the far display. In this way, the rendered objects are distributed
over one of the available fixed virtual depth planes. Then, we designed a road scene
as a convenient use-case of the proposed see-through display. A large LCD monitor
(Dell 21.5” 1920x1080 pixels at a distance of 50cm (2D) is used as a background
scene display. The virtual scene which is rendered in Unity 3D is augmented on the
background scene which is displayed in the monitor. As a result, I get three video
outputs simultaneously from Unity 3D and display them in two LCDs together with
the monitor synchronously.

While Figure 4.3 illustrates the contents shown in both LCDs that correspond to
two frames, Figure 4.4 shows the experimental results captured with a camera. The
frames shown in Figure 4.3 are displayed by the proposed system and a background
scene is displayed using a monitor. Scenes, provided by the display, are captured with
Nikon D5300 DSLR camera. The camera aperture was set to f/10 with an exposure
time of 1/800 seconds.

In Figure 4.4(a), when the camera is focused in the near-focal-plane; speedometer
(bottom-left), warning signs (upper-left), navigation map (upper-right) and an anima-
tion showing car’s technical situation (bottom-right) are sharp, and they are displayed
in the near display as shown in Figure 4.3(a). In this case; blue arrow signs, hotel
sign, and yellow bounding box are blurred, and they are displayed in the far display
as illustrated in Figure 4.3(b). The experimental results show that the implemented
display provides correct depth cues. The user can distinguish the super-imposed vir-
tual objects, even when they are in the same line of sight due to the clear depth

perception.
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Frame-1

Frame-2

(a) ? (b)

Figure 4.3: a) Content appearing in the near display b) Content appearing in the far
display
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Frame-1

Frame-2

(a) : (b)

Figure 4.4: Experimental captures of the virtual scene. a) The camera is focused in
4 diopters (25 cm). b) The camera is focused in 2 diopters (50 cm). FOV is 60.0 by
35.5 degrees and the image can be seen with both eyes simultaneously.
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4.3 Interaction with Gaze Tracker

The gaze position of the user is estimated at each frame. I used the information of
the gaze depth plane to interact with 3D virtual objects placed on the different planes
of convergence. To demonstrate the interaction, I created a proof-of-concept game
using the Unity3D game engine [42]. The gaze tracker script is developed in Python
programming language utilizing OpenCV library [43]. To establish communication
between Unity3D game engine and the gaze tracker script, I used the NodeJS Mosca
library of the MQTT broker [44]. T send binary gaze depth information via a specific
topic to the broker. Then, the broker sets the gaze state flag in Unity3D. The gaze
state flag is used in C'# script to change the virtual content on the proper display.
The screen-shots of the game together with acquired IPD values are illustrated in
Figure 4.5. As evident in Figure 4.5, two texts are displayed at different depths (or
displays). User changes the color of the near object into the red by converging at the
near display, as shown in Figure 4.5(a). The color of the far object is turned into red

in Figure 4.5(b), when the user converges at the far display.

@

(b)

IPD,

IPD;

Figure 4.5: Interaction with gaze tracking. User’s gaze is at the a) near display and
b) far display. Based on the user’s gaze, text color changes automatically.



Chapter 5

CONCLUSION

In this dissertation, I proposed and demonstrated a simple dual-focal plane AR dis-
play prototype. I implemented a fast and accurate gaze tracker using a single camera
to find whether the user is gazing at the near or far display. The presented dis-
play reduces the VAC by letting the user perceive objects in two different depths. I
achieved overlapping biocular 60.0 degrees horizontal and 35.5 degrees vertical FOV
with the eye-box size of 105 mm in the horizontal axis and 66 mm in the vertical
axis. Optical distortion analysis realized in ZEMAX shows that maximum distortion
does not exceed 11% for the natural position of the eyes at the corners of the image.
Depth perception and natural blur effect can be clearly observed in the experiments
for two different focal planes. Furthermore, gaze tracker is integrated with the ren-
dering system to automatically change the content based on the gaze distance. The
experimental results show that the proposed AR display system is promising to study
wide FOV and gaze-tracker based interactive AR displays. While the system is not
head-worn, it can be used as a near-eye display system for AR and vision research
and for various medical and other training tasks with the guidance of experts. The
system can be miniaturized for use as head-worn display or modified to provide larger

eye-relief for use as a head-up display.
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