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MAKINE OGRENMESi AI:GORiTMALARININ HIiBRIT
YAKLASIMI ILE AG ANOMALISI TESPIiTI

OZET

Internet, insanlarm iletisim kurmasi, bilgiye erisimi saglamasi, ticaret yapmasi ve
bircok giinliik aktivitesini gerceklestirmesi i¢in hayati bir 6neme sahiptir. Ancak, bu
artis beraberinde siber saldirilar ve tehditlerin de artmasina neden olmustur. Siber
saldirganlar her gecen giin daha sofistike yontemler gelistirerek kisisel verileri
calmak, sistemlere zarar vermek veya hizmetleri engellemek gibi kotii niyetli
eylemlerde bulunmaktadir. Bu durum, siber giivenlikte tespit sistemlerinin dnemini
daha da artirmistir. Ozellikle network anomali tespiti gibi sistemler, ag trafigindeki
normal davranislart1 Ogrenerek beklenmeyen veya anormal aktiviteleri tespit
edebilmektedir. Bu sayede saldirilarin erken asamada tespit edilmesi ve dnlenmesi
saglanmaktadir. Bu teknolojiler, bireylerin ve organizasyonlarin bilgilerini koruyarak
dijital saldirilarin potansiyel hasarint minimize etmeye yardimci oluyor. Bu nedenle,
siber giivenlik algilama sistemlerine yonelik arastirmalar kritik bir degere sahiptir.

Hibrit modeller ile siber saldir1 tespitinin yiiksek basartyla yapildigi gézlemlenmistir.
Ag anamolisinde kullanilan makine 6grenmesi algoritmalarmin performanslar
genellikle KDD Cup 1999 veri kiimesi lizerinde degerlendirilmistir. Arastirmada,
genellikle yiliksek dogruluk seviyeleri gosterdikleri ve literatiirde sikca tercih
edildikleri i¢in Karar Agaci (DT), Lojistik Regresyon (LR), Naive Bayes (NB),
Rastgele Orman (RF) ve En Yakin Komsu (KNN) makine 6grenimi yontemleri test
edilmistir. Veri madenciligi ve makine 06grenimi tekniklerinin ag gilivenligi
alanindaki etkinligini degerlendirmek amaciyla iki farkli hibrit 6znitelik indirgeme
yontemi olan PCA + RFECV ve RFECV + FS yontemleri karsilagtirilmistir. PCA +
RFECYV yonteminde, temel bilesen analizi ile boyut indirgeme yapilmis ve ardindan
Recursive Feature Elimination with Cross-Validation (RFECV) yontemi ile en iyi
Oznitelikler secilmistir. Degerlendirme metrikleri olarak, Capraz Dogrulama ve ROC
egrileri tercih edilmistir; bu metriklerin se¢imi, algoritmalarin performansinin
kapsamli ve objektif bir sekilde analiz edilmesini saglamasi amaciyla yapilmistir.
Oznitelik indirgeme uygulanmadan, RF smiflandiricisi %98,15 ile en yiiksek
dogrulukta iken, KNN %96,31 dogruluk, %97,41 kesinlik, %95,24 duyarhilik ve
%96,31 F1 skoru ile dikkat ¢ekmistir. PCA + RFECV uygulamasinda, KNN'nin
metrikleri benzer kalmis fakat NB smiflandiricisinda %61,93 dogruluk ile biiyiik bir
diisiis gozlemlenmistir. RFECV + FS kullanildiginda, KNN 996,68 dogruluk,
%97,76 kesinlik, %95,64 duyarlilik ve %96,69 F1 skoru ile 6ne ¢ikmistir, bu da
Oznitelik indirgeme yoOntemlerine duyarliligini vurgulamaktadir. Sonuglar, 6znitelik
seciminin smiflandirma performansindaki Kritik roliinii vurgulamakta olup, veri
kiimesinin boyutunu azaltma, anlamli Oznitelikleri segme ve hibrit yontemler
kullanma = stratejilerinin ~ simiflandirma  performansim1  artirabilecegini  ortaya
koymaktadir.

Anahtar Kelimeler: Ag giivenligi, denetimli 06grenme, makine Ogrenmesi,
metasezgisel algoritmalar, KDD Cup 1999.
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NETWORK ANOMALY DETECTION WITH A HYBRID
APPROACH OF MACHINE LEARNING ALGORTHMS

ABSTRACT

The Internet has become an essential medium for people to communicate, access
information, conduct business, and carry out many daily activities. However, this
surge has also led to a rise in cyberattacks and threats. Cyber adversaries are
increasingly devising sophisticated methods to steal personal data, harm systems, or
disrupt services with malicious intent. This escalation underscores the critical
importance of cybersecurity detection systems. Particularly, network anomaly
detection systems, which learn normal behavior patterns in network traffic, can
identify unexpected or anomalous activities. This facilitates the early detection and
mitigation of attacks. Strengthening and developing cybersecurity detection systems
is of paramount importance in today's digital landscape. These systems safeguard
individual users and institutions by protecting their data and information, thereby
minimizing potential damages from cyberattacks. Moreover, they prevent service
interruptions, ensuring the seamless operation of the Internet. In this context,
research and studies on cybersecurity detection systems hold immense significance.

The process of anomaly detection, aimed at identifying unexpected or deviant
behaviors in datasets, is conducted through various techniques, prominently
including machine learning, statistical methods, and data analysis techniques. This
detection primarily focuses on identifying values that are either above or below the
norm and holds critical importance across various domains. Anomaly detection
techniques are primarily categorized into three main types: Point Anomaly, which
defines situations where a single data point significantly deviates from the rest, such
as an unexpected high transaction amount in a bank account. Contextual Anomaly
pertains to the identification of a data point that is abnormal in relation to other data
within a specific context; this could involve an unexpected change in network traffic.
Collective Anomaly refers to the deviation of a combination of multiple features or
attributes from the general behavior pattern; employee performance evaluations serve
as an example for this kind of analysis. Applications of these detection methods span
a wide range, from optimizing business processes to identifying potential threats.

Network Anomaly Detection is utilized to identify unexpected behaviors in computer
networks. It operates based on three main methods: Signature-Based, which detects
pre-defined patterns; Behavior-Based, which distinguishes between normal and
abnormal behaviors using statistical parameters; and Machine Learning-Based,
which classifies new and unknown anomalies through trained models. These
techniques are of critical importance for optimizing the security and performance of
networks.



Network attacks refer to threats aimed at computer networks and connected devices.
The objective of these attacks is to engage in malicious activities such as seizing
network resources, stealing data, causing service disruptions, or crashing the system.
For instance, DDoS attacks aim to disrupt the service by flooding the network with
excessive traffic. UDP Flood attacks can exhaust target system resources by
persistently sending a large amount of UDP traffic. Smurf attacks cause service
interruptions by bombarding network devices with deceptive ICMP Echo Request
messages. Teardrop attacks induce crashes in the target machine by using faulty
fragment information. Botnet attacks orchestrate infected devices to create service
disruptions. Clickjacking permits malicious actions without the user's knowledge,
while DRDoS attacks amplify the attack impact using reflection techniques. On the
other hand, malware attacks seize devices with malicious software, and Man-in-the-
Middle attacks monitor and alter communication within the network. Ransomware
attacks demand payment from users, while password cracking attacks aim to decode
passwords. Social engineering attacks target the theft of personal information;
whereas SQL injection, XSS, and phishing attacks target websites. ARP, DNS, and
IP spoofing attacks misdirect network traffic with the intention of stealing or
monitoring information. Ping of Death and SYN Flood attacks target disrupting
network services.

Popular test datasets used for network anomaly detection include NSL-KDD,
UNSW-NB15, CICIDS2017, DARPA 1998, and KDDCUP99. NSL-KDD is an
improved version of the KDD Cup 1999 dataset and contains 41 different network
attack types. UNSW-NB15 consists of real network traffic data and is a detailed
labeled set with 49 features; CICIDS2017 has 80 million event records encompassing
15 network attack types. DARPA1998 includes attacks conducted on a real network
along with normal traffic, while KDDCUP99 is based on 5 million data samples
obtained from a real computer network and has an imbalanced structure. These
datasets serve as significant tools for network security and the training of machine
learning algorithms.

In this research endeavor, we employed the Anaconda distribution and crafted the
code using Python in the Jupyter Notebook environment. Anaconda serves as both a
package handler and an environment, encompassing Python and various tools
tailored for data manipulation and machine learning. Key libraries like Sklearn,
Numpy, and Pandas played a role in our study. The machine used for this research
runs a 64-bit Microsoft Windows OS and boasts suitable technical features.

e CPU: 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 2.42 GHz
e RAM: 16 GB

In this study, an initial overview of network attacks was presented, followed by an
extensive literature review. Conducted researches were thoroughly evaluated, and
frequently used supervised machine learning algorithms and metaheuristic
algorithms for network anomaly detection were identified. Studies where machine
learning and metaheuristic algorithms were used in a hybrid manner were also
analyzed. The performance of machine learning algorithms was tested on the KDD
Cup 1999 dataset. During the data preprocessing phase, data related to attacks and



normal traffic in the dataset were distributed evenly, with attack data labeled as 1 and
normal traffic data labeled as 0. Missing values in the dataset were filled using the
calculated median value. Categorical attributes (such as protocol_type, flag, service)
were digitized using the one-hot encoding method. To scale the data and ensure they
are on the same scale, the columns src_bytes and dst_bytes underwent normalization.
Furthermore, a correlation matrix was calculated to measure the relationship between
the features in the dataset, and highly correlated values were identified. In this case,
the PCA method was employed to minimize the relationship between the features.

In the study, classification was performed using machine learning algorithms such as
Decision Tree (DT), Logistic Regression (LR), Naive Bayes (NB), Random Forest
(RF), and K-Nearest Neighbors (KNN). Cross-Validation and ROC curves were
employed as evaluation metrics. Additionally, to evaluate the role of data mining and
machine learning methods in the field of network security, two distinct hybrid feature
reduction methods, namely PCA + RFECV and RFECV + FS, were compared.

In the PCA + RFECV method, dimensionality reduction was conducted using
principal component analysis, followed by the selection of the best features through
the Recursive Feature Elimination with Cross-Validation (RFECV) method. In this
method, the Random Forest (RF) classifier was observed to achieve the highest
accuracy results, while the K-Nearest Neighbors (KNN) classifier was successful in
terms of the precision metric.On the other hand, with the RFECV + FS method,
important features were first identified with RFECV, followed by the selection of the
best features using the Forward Selection (FS) method. In this method, the KNN
classifier stood out with the highest accuracy, precision, sensitivity, and F1 metrics.

The results highlight the critical role of feature selection in classification
performance, demonstrating that strategies of reducing dataset size, selecting
meaningful features, and using hybrid methods can enhance classification
performance. This study will be a valuable resource for academics researching
network security and industrial organizations.

Keywords: Network security, supervised learning, machine learning, metaheuristic
algorithms, KDDCup 1999.
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BOLUM 1. GIRIS

Gliniimiizde web erisiminin yayginlagsmasi, dijital risklerin de paralel bir sekilde

cogalmasina yol agmaktadir. Bu durum, kurum ve kuruluslarin siber giivenlik

Onlemlerini artirmalarini zorunlu hale getirmistir. Bu baglamda, siber saldirganlarin aga

yaptig1 anomali davraniglarinin tespit edilmesi, siber giivenlik agisindan biiyiilk 6nem

tagimaktadir.

Anomali tespiti, veri kiimesindeki normal davranistan farkli olan verileri tespit etme

stirecidir ve genellikle veri analizi, makine Ogrenmesi veya istatistiksel yOntemler

kullanilarak gerceklestirilir[1].

Anomali tespiti yontemleri cesitli faktorlere gore siniflandirilabilir. Bu faktorlerden

bazilar1 sunlardir[2]:

Nokta Anomali: Bir veri setindeki belli bir veri 6gesi, digerlerine kiyasla belirgin
bir bigimde ayrisabilir. Bu ayrigma, s6z konusu veri 6gesinin digerlerinden ¢ok
daha yiiksek ya da diisiik bir degere sahip olmasi, alisilmadik bir nitelige sahip
olmasi1 veya diger verilere gore oldukca farkli bir yapiya sahip olmasi seklinde
goriilebilir. Ornegin, bir finansal veri kiimesinde, normalde 1000 TL olan bir
islem i¢in 100.000 TL 6denmesi veya normalde sadece 5 islem yapilan bir
hesapta birdenbire binlerce islem yapilmasi gibi durumlarda nokta anomalisi
olusabilir[1].

Baglamsal Anomali: Bir veri noktasinin normal davranistan sapmasi1 durumunda
ortaya ¢ikar. Bu tlir bir anomali, veri kiimesindeki diger verilerin davraniglarina
gore belirlenir ve bu nedenle veri noktasinin anormal olup olmadigi, veri
kiimesinin geri kalanina gore karsilagtirilarak belirlenir. Baglamsal anomali
tespiti i¢in, veri noktalarmin dogal dagilimlarimi ve beklenen davranislarii
belirlemek {izere istatistiksel yontemler ve makine Ogrenmesi teknikleri

kullanilir. Baglamsal anomali, 0&zellikle ag gilivenligi ve siber giivenlik



1.1.

alanlarinda kullamlir. Ornegin, bir ag iizerindeki bir cihazin normal islevlerinden
sapmasi durumunda, cihazin anomali olarak tanimlanmasi ve bir saldir1 belirtisi
olarak kabul edilmesi miimkiindiir. Benzer sekilde, bir web sitesinin ziyaretei
trafiginin normal seyrinden sapmasi da bir baglamsal anomali olarak kabul

edilebilir ve potansiyel bir siber saldirinin belirtisi olarak yorumlanabilir[1].

Toplu Anomali: birden fazla 6zellik veya Oznitelik {izerinde yapilan analizler
sonucu, normal davranis modellerinden farkli bir sekilde hareket eden kiime veya
gruplart tespit etmek icin kullanilan bir yontemdir. Toplu anomali tespiti, nokta
anomali ve baglamsal anomali tespit yontemlerinden farkli olarak, birden fazla
degiskenin bir arada ele alindig1 veri setleri igin kullamlir. Ornegin, bir sirketin
calisanlarinin performans degerlendirme verilerini ele alalim. Performans
degerlendirme verileri bir dizi 6zellikten olusur, 6rnegin, hedeflerin tamamlanma
orani, misteri geri bildirimleri, ise devam siiresi vb. Bu verileri toplu anomali
tespiti icin kullanabiliriz. Toplu anomali tespiti, bu 6zellikleri bir araya getirerek,
her bir ¢alisanin digerlerine gore nasil bir performans sergiledigini degerlendirir.
Boylece, normal davranis modellerinden farkli bir sekilde performans sergileyen

calisanlari belirleyebilir ve bu durumu arastirmak i¢in adimlar atilabilir [1].

Ag Anomali Tespiti

Ag Anomali Tespiti, bilgisayar aglarindaki anomali veya hatali davraniglarin tespit

edilmesi i¢in kullanilan bir dizi teknik ve yontemdir. Ag anomali tespiti, ag trafigi

analizi, sistem davranis modelleme, veri madenciligi, istatistiksel analiz gibi cesitli

disiplinlerin kesisiminde olusan bir alan olarak kabul edilebilir [3].

Ag anomali tespiti genellikle asagidaki gibi ii¢ ana kategoride incelenir:

- Imza Temelli (Signature-Based) Anomali Tespiti: Bu yontemde, ag trafigi icin

onceden tanimlanmig olan bilinen Oriintii veya imzalar kullanilir. Eger bir trafik

paketi, tanimlanmis bir imza ile eslesiyorsa, o zaman bu paket normal kabul edilir.

Ancak eger trafik paketi tanimlanmamis bir imza tasiyorsa, bu paket anomali olarak

kabul edilir. Imza temelli yaklasimin en biiyiikk dezavantaji, sadece Onceden

tanimlanmis imzalar1 tespit edebilmesidir. Yani, bilinmeyen veya yeni bir anomali

tespit edilemez [3, 4].



- Davraniy Temelli (Behavior-Based) Anomali Tespiti:Bu yontemde, ag trafik
verilerinin ve sistem davranislarinin normal davranis modelleri olusturulur. Normal
davraniglar, Onceden belirlenmis istatistiksel parametrelere gore Olciilir ve
hesaplanir. Bu modellerin iizerinde yapilan istatistiksel analizler sayesinde, bilinen
veya bilinmeyen anomali davraniglarinin tespit edilmesi miimkiindiir. Davranis
temelli yaklasim, bilinen ve bilinmeyen anomali davraniglarini tespit edebilmesi
nedeniyle, imza temelli yaklasima gore daha avantajlidir [3].

- Makine Ogrenmesi (Machine Learning) Tabanli Anomali Tespiti:Bu ydéntemde, bir
makine 6grenmesi modeli, normal davranislart 6grenmek i¢in egitilir ve ardindan
yeni gelen trafik verileri bu modele verilerek normal veya anomali olarak
siiflandirilir. Bu yontemde, imza temelli ve davranig temelli yaklasimlara gore daha
esnek bir yapiya sahip oldugu icin, bilinmeyen veya yeni tiirdeki anomali

davraniglar1 da tespit edebilir [3, 5].

1.2.  Ag Saldirilarn

Ag saldirilar, bilgisayar aglarina veya internete bagl cihazlari hedef alan bir tiir siber
saldiridir. Bu saldirilar, ag kaynaklarini ele gegirmek, kullanict verilerini ¢almak, hizmet
kesintisine neden olmak, aga zararli yazilim bulastirmak veya agin normal isleyisini

bozmak i¢in yapilmaktadir [6].
Ag saldirilari, birgok farkl sekilde gerceklestirilebilir. Bunlardan bazilar1 sunlardir:

- DDoS Saldirilart: Hizmet reddi saldirilar1 (DDoS), hedef aga cok sayida bilgisayar
veya cihazdan yapilan trafik yiikli saldirisidir. Bu saldin tiirii, agdaki kaynaklarin
titkenmesine neden olur ve aga erisimi engeller.

- Malware Saldirilari:K6tii amagh yazilimlar (malware), aga sizmak i¢in kullanilir ve
saldirganlarin agdaki cihazlar1 ele gegirmesine izin verir. Bu tiir saldirilar, bilgisayar
korsanlarinin aga zararli yazilim yiiklemelerine ve sistemi ele gecirmelerine izin
verir [7].

- Man-in-the-Middle (MITM) Saldirilari: Bu tiir saldirilar, saldirganlarin agdaki
iletisimi dinlemesine ve hatta degistirmesine izin verir. Bu tiir saldirilar, agdaki
giivenlik aciklarindan yararlanarak gerceklestirilir [8].

- Fidye Yazilim Saldirilari: Fidye yazilimi saldirilari, bilgisayar korsanlarmin bir

cihazi ele gecirmesine ve ardindan cihazin kullanicisindan para talep etmesine izin



verir. Bu tiir saldirilar genellikle e-posta yoluyla veya yaniltict bir web sitesi
araciligryla yayilir [9].

Sifre Kirma Saldirilari: Bu tiir saldirilar, saldirganlarin bir cihazin sifresini kirmak
i¢cin farkli teknikler kullanmasina izin verir. Bu tiir saldirilar, genellikle aga erisimi
olan bir cihazin ele gegirilmesinden sonra gergeklestirilir [10].

DoS Saldirilart: Hizmet reddi saldirilart (DoS), hedef aga ¢ok sayida talebin
gonderilmesiyle gerceklestirilir. Bu tiir saldirilar, agin kaynaklarinin tilkenmesine
neden olur ve hizmetlerin kullanilamaz hale gelmesine yol agar.

Sosyal Miihendislik Saldirilari:  Sosyal mihendislik saldirilari, saldirganlarin
insanlar1 yaniltarak bilgilerini elde etmelerine izin verir. Bu tiir saldirilar genellikle e-
posta veya telefon yoluyla gergeklestirilir ve kullanicilardan 6zel bilgilerini veya
giris bilgilerini paylasmalari istenir [7].

SQL Injection Saldirilari: Bu tiir saldirilar, koti amagh kisilerin web sitelerinde
bulunan form alanlarina veya veritabani sorgularma koti amaghi  kodlar
yerlestirmesine izin verir [11].

Cross-Site Scripting (XSS) Saldirilari:Bu tiir saldirilar, bir web sitesinde bulunan
aciklardan yararlanarak, kullanicilara kotli amagh bir kod yliklenmesine izin verir.
Bu kod, kullanicilarin tarayicilarinda calistifinda, saldirganin istedigi eylemleri
gerceklestirebilir [12].

Phishing Saldirilari: Bu tiir saldirilar, sahte web siteleri, sahte e-postalar veya sahte
mesajlar kullanarak, kullanicilar kisisel bilgilerini ifsa etmeye veya kotli amagl bir
yazilimi indirmeye ikna etmeye c¢aligir [13].

Password Attack Saldirilari: Bu tiir saldirilar, saldirganlarin bir kullanicinin sifresini
¢6zmek i¢in farkli teknikler kullanmalarini igerir. Bu teknikler arasinda brute force
saldirilari, sozliik saldirilar1 ve rainbow table saldirilari yer alir[10].

ARP Spoofing Saldirilari: Agdaki cihazlarn iletisimini engellemek veya izinsiz veri
erisimi saglamak amaciyla ARP (Address Resolution Protocol) protokoliiniin
acigindan yararlanilarak gerceklestirilen bir saldiridir. Bu saldin tiirlinde, saldirgan
agdaki diger cihazlarin IP adresleri ile kendine ait MAC adresini eslestirir ve bu
sayede veriler saldirganin kontroliindeki bir ara¢ lizerinden gegerek hedef cihaza
iletilir. Bu sayede saldirgan, hedef cihaza ait ag trafigini takip edebilir ve hatta

maniplile edebilir. ARP spoofing saldirilar1 genellikle agda bulunan diger cihazlarin



arasina sizarak gerceklestirilir ve saldirgan, agda bulunan cihazlar arasindaki trafigi
izlerken bilgileri degistirebilir veya calabilir[14].

DNS Spoofing Saldirilari: Ag trafigini yonlendirerek hedef kullanicinin dogru IP
adresine baglanmasini engelleyerek, sahte bir [P adresine baglanmasina neden olan
bir saldiridir. Saldirganlar, DNS sunucusuna sahte bir alan ad1 ve IP adresi ¢ifti
iletilerek, hedef kullanicinin istedigi web sitesine gitmek istediginde, saldirganlarin
sahte [P adresine yonlendirilmesini saglarlar. Bu sekilde saldirganlar, hedef
kullanicinin internet trafigini izleyebilir, verilerini ¢alabilir veya sahte web siteleri
olusturarak kimlik avi yapabilirler. Bu saldir1 genellikle kotii amagli yazilimlar veya
bir agda zayif giivenlik 6nlemleri oldugunda gergeklestirilir[15].

IP Spoofing Saldirilari: Saldirganin IP paketlerinde yaniltict bilgiler saglayarak bir
baska kisinin veya sistemin kimligini taklit etmesidir. Saldirgan, IP paketlerinin
kaynak adresini degistirerek, paketlerin dogru kaynaktan geldigi yanilsamasini
yaratabilir. Bu saldirn tiiri, kimlik dogrulama protokollerinin ve giivenlik
duvarlarmin atlatilmasina yardimer olabilir ve genellikle DoS (Denial of Service)
saldirilarinda kullanilir[16].

Ping of Death Saldirilar1: Bir aga ICMP ping paketleri gondererek hedef sistemdeki
ICMP protokoliiniin hatali bir sekilde islenmesine neden olmak suretiyle
gerceklestirilen bir saldir tiirtidiir. Bu saldiri, gonderilen ping paketinin normalden
cok daha biiyiik boyutta olmasi nedeniyle olusur. Normalde bir ping paketi, 64 byte
boyutundadir, ancak bir Ping of Death saldirisinda, 65.535 byte boyutundan daha
biiyiik olabilen bir paket gonderilir.Bu saldiri, hedef sistemdeki ag y1gin1 veya isletim
sistemi yazilimi tarafindan saglanan ICMP protokoliiniin hatali bir sekilde
islenmesine neden olabilir. Bu, hedef sistemde ¢6kme veya islevsizlik  gibi ciddi
sonuglara yol agabilir. Ping of Death saldirilar1 genellikle, saldirganin hedef sistemi
tamamen devre dis1 birakmak istedigi durumlarda kullanilir[16].

SYN Flood Saldirilar1: Bir sunucunun veya bilgisayarin erisimini engellemek i¢in
TCP/IP protokoliiniin zayifliklarimi kullanarak gerceklestirilen bir DoS (Denial of
Service) saldirisidir. Saldirgan, hedef sistem iizerinde TCP baglantilar1 kurmaya
caligarak yanit almak icin SYN paketleri gonderir. Ancak, SYN paketi alindiginda,
normal bir baglanti kurmak i¢in gereken ACK paketi gonderilmez. Bunun yerine,
saldirgan SYN paketlerini ¢cok sayida gonderir, fakat ACK paketleri gondermez, bu
nedenle hedef sistem, yanitlanmayan ¢ok sayida SYN paketiyle bogulur ve gercek



kullanicilarin baglanti kurmasii engeller. Bu tiir saldirilar, kaynak IP adresini
degistirerek ve sahte IP adresleri kullanarak gergeklestirilebilir. SYN Flood
saldirilar, ag kaynaklarinin tiiketilmesine, performans sorunlarina ve hizmet
kesintilerine neden olabilir[17].

UDP Flood Saldirilari: Bir hedef sistemdeki ag baglanti noktalarina siirekli olarak
biiyilk miktarda UDP trafigi gondererek, sistem kaynaklarinin tiikenmesine ve
hizmetin kesintiye ugramasina neden olan bir DDoS saldiris1 tiiriidir. UDP
protokolii, TCP protokoliine kiyasla daha az giivenlik 6zellikleri igerir ve bu nedenle
UDP Flood saldirilar1 daha kolay gerceklestirilebilir. Saldirganlar, genellikle botnet
ad1 verilen birgok bilgisayar1 kontrol ederek UDP trafigi gonderirler. Bu bilgisayarlar
genellikle, saldirganin kontrolii altinda olan kétii amagli yazilimlarla enfekte edilmis
veya hacklenmis sistemlerdir. Saldirilar, hedef sistemin ag baglanti noktalarini
tikanarak, normal trafigi engeller ve hizmetin kesintiye ugramasina neden olur [18].
Smurf Saldirilari: ICMP Echo Request mesajlarinin gonderildigi bir aga bir saldirgan
tarafindan gonderilen yaniltict ICMP Echo Request mesajlariyla gergeklestirilen bir
DoS saldin tiirtidiir. Bu saldirt tiiriinde, saldirgan bir agdaki IP adreslerini taklit
ederek, hedef agdaki tiim cihazlar1 yaniltict ICMP mesajlar ile siirekli olarak
isteklerle bombardimana tutar. Boylece hedef ag, yiiksek miktarda trafik ile asiri
yiiklenerek hizmet veremez hale gelir. Smurf saldirilar, internetin erken
donemlerinde yaygin bir sekilde kullanilmistir. Ancak bugiin, pek ¢ok ag giivenlik
onlemi bu saldiri tiirtine kars1 koruma saglamaktadir[19].

Teardrop Saldirilari: Teardrop saldirisi, hedefe gonderilen IP paketlerindeki fragment
(pargalar) bilgilerinin hatali olmasi sonucunda hedef makinenin islem yapamaz hale
gelmesi ile gerceklestirilen bir saldir tiirlidiir. Bu saldirida, saldirgan bir IP paketini
daha kii¢giik parcalara ayirarak hedefe gonderir ve bu paketlerin fragment bilgilerinde
hatalar meydana getirir. Hedef makine, bu hatali bilgileri isleyemeyerek c¢okme
durumuna gelir.Teardrop saldirilari, o6zellikle Windows isletim sistemleri icin
tasarlanmistir ve 1997 yilinda kesfedilmistir. Bu saldir tiirii, ICMP (Internet Control
Message Protocol) protokoliiniin Fragmentation Needed (Type 3, Code 4)
mesajlarmin hedefe yonlendirilmesiylegergeklestirilir. Teardrop saldirilari, agdaki
tiim sistemleri etkileyebilir ve hizmet kesintilerine neden olabilir[20].

Botnet Saldirilart: Biiyiik olgekli DDoS saldirilar1 yapmak i¢in enfekte edilmis bir

dizi cihazin (bot) kullanilmasidir. Botnet'ler genellikle kotii amach yazilim veya



fidye yazilimi aracilifiyla kurban cihazlara bulasir ve ardindan komut ve kontrol
(C&C) sunucusu araciligryla yonlendirilirler. Botnet'ler genellikle birkag yiiz bin
hatta milyonlarca cihazdan olusabilir ve bu nedenle hedef aga ¢ok biiyiik bir yiik
yaratabilirler. Bu tiir saldirilar, hedef agin caligmasini engelleyebilir ve hizmet
kesintilerine neden olabilir. Botnet'ler genellikle sifir giin agiklarmi veya zayif
sifreleme yoOntemlerini hedef alarak saldirganlarin bir aga bulagsmasina neden
olur[20].

- Clickjacking Saldirilari: Kullanicinin farkinda olmadan kotii amaclh bir isleme izin
vermek i¢in tasarlanmis bir tiir sosyal mithendislik saldirisidir. Bu tiir saldirilar, web
sayfalarindaki tiklama alanlarimin, kullanicinin  gordiigiinden farkli bir yerde
gosterilmesiyle gerceklestirilir.Ornegin, bir saldirgan hedef web sitesinde bir tiklama
alan1 (button) olusturur ve bu alani kullanicinin tiklama yapacagi bir yere yerlestirir.
Ancak bu tiklama alani, goriinen yerine farkli bir konumda yer alir ve kullanicinin
gercekte hangi islemi yapacagini anlamadan, kotii amagh bir islem gergeklestirilir.
Bu tiir saldirilar, kullanicinin kimlik avi (phishing) sayfalarina yonlendirilmesi, kotii
amagh yazilim yiikleme veya kullanicinin bilgilerinin ele gecirilmesi gibi sonuglar
dogurabilir. Clickjacking saldirilarina kars1 alinacak oOnlemler arasinda web
sayfalarimin giivenligi i¢in gerekli kontrollerin yapilmasi ve kullanici egitimlerinin
verilmesi yer alabilir[21].

- Dagitilmis Yansima Hizmet Reddi (DRDoS) Saldirilari: DDoS saldirilarina benzer,
ancak saldirganlar bu saldirida genellikle yansitma saldirilarini kullanirlar. Bu
saldirida, saldirganlar bir yansitma saldirist gergeklestirerek, bir hedef IP adresine
hizmet talepleri gonderirler. Ancak saldirganlar bu isteklerin kaynak IP adresini
degistirerek, hedef makinenin yaniti, gercekte saldirana yonlendirilir.Boylece,
yansitma saldiris1 araciligiyla, saldirganlar tek bir makineyle degil, bir¢cok farkl
makineyle saldir1 yapabilirler. Bu da saldirinin etkisini artirir ve daha zor bir sekilde

tespit edilmesine neden olabilir[7].

1.3.  Veri Kiimeleri

Ag anomali tespiti i¢in olusturulan test veri kiimeleri, biiyiilk miktarda normal ve kotii
niyetli ag trafigi igermektedir. Bu veri setleri, ag trafigindeki anomali davranislarini,
yani normal davranistan sapmalari ve aga yonelik saldirilar gibi kotii niyetli davraniglar

simiile etmektedir. Bu veri setleri, gergek ag trafigini kullanma zorlugunu agmak ve ag



anomalileri ile izinsiz giriglerin tespitinde kullanilan makine 6grenmesi algoritmalarinin
egitilmesi ve test edilmesi i¢in Onemli bir aractir. Bu veri kiimeleri, farkli ag
topolojilerinde, protokollerinde ve hedeflerindeki anomali ve saldir1 tiplerini simiile

etmektedir. Bu veri setleri arasinda asagidaki gibi popiiler veri kiimeleri yer almaktadir.

1.1. NSL- KDD

NSL-KDD, ag anomali tespiti i¢in kullanilan bir veri kiimesidir. Bu veri kiimesi, 1998
Darpa Intrusion Detection Evaluation Programi’nda kullanilan KDD Cup 1999 veri
kiimesinin yeniden islenmis bir siirlimiidiir. NSL-KDD veri kiimesi, ag tehditlerine kars1
korunma amaciyla gelistirilen siber giivenlik uygulamalarin1 degerlendirmek adina sikga

tercih edilmektedir[22].

NSL-KDD veri kiimesi, TCP/IP protokolii lizerinden gerceklestirilen 41 farkli ag
saldiris1 tlirlinii icermektedir. Bu saldir1 tiirleri, 4 ana kategoriye ayrilir: Denial of

Service (DoS), Remote to User (R2L), User to Root (U2R) ve Probe.

Veri kiimesi, normal ag trafigi 6rneklerinin yani sira, farkli sayida ve tipte saldiri
orneklerini de icermektedir. Bu Orneklerin tamami, bazi 6zelliklerine gore kategorize
edilmistir. Toplamda, 22 ayr1 6zellik tiirii vardir ve her bir 6zellik tiirli, saldirilart

belirlemek i¢in kullanilan farkl tekniklerden elde edilen verileri ifade eder.

NSL-KDD veri kiimesi, ag saldirist tespiti igin kullanilan makine Ogrenmesi
algoritmalarini egitmek ve test etmek i¢in yaygin olarak kullanilmaktadir. Veri kiimesi,
bilgisayar aglarii  savunmak i¢in kullanilan siber giivenlik sistemlerinin

gelistirilmesinde de 6nemli bir aragtir.

1.2. UNSW-NB15

UNSW-NB15 (University of New South Wales - Network-based 15) veri kiimesi, ag
giivenligi i¢cin olusturulmus bir veri kiimesidir. Bu veri kiimesi, 2015 yilinda UNSW
Canberra Cyber tarafindan olusturulmus ve ag trafigi analizi, tehdit tespiti, bilgi

giivenligi ve siber glivenlik alanlarinda kullanilmak {izere tasarlanmistir.

Veri kiimesi, gercek bir agdan toplanan ag trafigi verilerinden olusmaktadir ve ayrintili
bir sekilde etiketlenmistir. Toplamda 49 6zellik (feature) ve 5 sinif (class) igermektedir.

Siniflar sunlardir: normal, saldir1, saldiri-benzeri-aktivite, kotii amagh ve diger.



Veri kiimesi, toplamda 2.540.044 ag trafigi paketinden olusmaktadir. Bu paketler,
gercek bir agda yer alan bir dizi farkli sistem, uygulama ve hizmetler arasindaki
etkilesimleri yansitmaktadir. Paketler, 1 saniyelik araliklarla 30 giin boyunca

kaydedilmistir[23].

Veri kiimesi, saldirilarin gesitli tiplerini ve saldiri-benzeri aktiviteleri kapsamaktadir.
Ornegin, DoS (Denial of Service), R2L (Remote to Local), U2R (User to Root), probing
(kesif) gibi saldirilar ve benzeri aktiviteler yer almaktadir. Bu ¢esitlilik, veri kiimesinin

ag giivenligi alaninda kullanilabilmesini saglar.

UNSW-NB15 veri kiimesi, ag giivenligi i¢in kullanilan popiiler veri setlerinden biridir
ve bir¢ok aragtirmada kullanilmigtir. Ayrica, veri kiimesi, siber glivenlik alaninda egitim

amagch kullanilmak tizere de uygun bir kaynak olarak kabul edilir.

1.3. CICIDS2017

CICIDS2017 (Canadian Institutefor Cybersecurity Intrusion Detection System) veri
kiimesi, ag saldirilarini tespit etmek igin kullanilan bir veri kiimesidir. Bu veri kiimesi,
2017 yilinda yapilan Uluslararas1 Siber Giivenlik Konferansi'nda yayinlanmistir. Veri
kiimesi, gergek diinya ag trafigine dayanmaktadir ve genis kapsamli ag saldirilaria

kars1 test edilmistir.

CICIDS2017, 15 ayrn ag saldinst tiiri iceren 80 milyon etkinlik kaydindan
olugmaktadir. Bu saldir1 tiirleri arasinda botnet, DDoS, port tarama, tesebbiis edilmis
baglanti, kotii amagh yazilim ve kotii amagh URL gibi ¢esitli saldirn tiirleri

bulunmaktadir. Veri kiimesi, ayrica normal ag trafigi de igermektedir[24].

Veri kiimesi, toplamda 7 ayrt CSV dosyasindan meydana gelir ve 82 farkli nitelik
barindirir. Bu nitelikler igerisinde ag protokol tiirii, kaynagin IP adresi, hedefin IP
adresi, kaynak ve hedefin baglant1 noktalari, veri paketinin biiyiikliigli ve zamani gibi ag
hareketine dair detaylar mevcuttur. Veri kiimesi, egitim ve deneme olmak iizere iki

boliime ayrilmistir.

CICIDS2017 veri kiimesi, ger¢ek diinya ag trafigine dayandigi igin, ger¢ek diinya
senaryolarma yakin sonuglar elde etmek i¢in kullanilabilir. Ayrica, genis kapsamli bir
saldirt tiirli yelpazesini kapsadigi i¢in, farkli saldirt tiirleri i¢in ayr1 ayrn test edilerek

performans degerlendirmesi yapilabilir.



1.4. DARPA 1998

DARPA1998 veri kiimesi, 1998 yilinda yapilan DARPA Intrusion Detection Evaluation
Programi (IDEVAL) kapsaminda olusturulmus bir veri kiimesidir. Bu veri kiimesi, ag
giivenligi alaninda ilk kez yaygin olarak kullanilan bir veri kiimesidir ve birgok
akademik calismada referans olarak kullanilmstir.

DARPA1998 veri kiimesi, gergek bir agda gerceklestirilen ag saldirilart ve normal ag
trafigi orneklerini icerir. Toplamda 7 farkli saldir tiiri igeren 4 farkli veri kiimesi

sunulmustur[25]:

a. Training set: Bu set, normal ag trafigi ve saldirilar igerir. Toplamda 2,1 milyon
ornegi icermektedir.

b. Validation set: Bu set, normal ag trafigi ve saldirilar igerir. Toplamda 312.000
ornegi icermektedir.

c. Test set 1: Bu set, normal ag trafigi ve 7 farkli saldir1 tiirli igeren orneklerden
olusur. Toplamda 311.029 6rnegi igermektedir.

d. Test set 2: Bu set, normal ag trafigi ve 7 farkli saldiri tiirii igeren 6rneklerden

olusur. Toplamda 62.201 6rnegi icermektedir.

Saldir1 tiirleri arasinda DOS (Denial of Service), Probe, U2R (User toRoot) ve R2L
(Remote to Local) saldirilar1 yer almaktadir. Veri kiimesi, 6zellik se¢imi ve veri isleme
islemleri icin de uygun bir veri kiimesidir. Ancak, gilinlimiizdeki ag giivenligi

tehditlerini yansitmaktan uzaktir ve daha modern veri setleri tercih edilmektedir.

1.5. KDDCUP99

KDDCUP99, ag anomali tespiti i¢in kullanilan bir veri kiimesidir ve 1998 yilinda
diizenlenen KDD Cup yarigmasi i¢in olusturulmustur. Bu veri kiimesi, gercek bir

bilgisayar agindan elde edilen verileri icermektedir.

Veri kiimesi, baglamsal anomali tespiti amaciyla olusturulmustur ve farkli protokoller
tizerinden yapilan ag trafigiyle ilgilidir. Veri kiimesi, 41 ayr1 6znitelik icermektedir ve
bu oznitelikler ag trafiginin ¢esitli 6zelliklerini tanimlamaktadir. Ozellikle, bu

Oznitelikler arasinda paket sayisi, zaman damgasi, kaynak IP adresi, hedef IP adresi,
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kaynak port numarasi, hedef port numarasi, paket boyutu ve protokol tipi

bulunmaktadir.

KDDCUP99 veri kiimesi, normal trafigin yani sira saldir1 trafigi de icermektedir. Saldir1
trafigi, DoS (Hizmet Dis1 Birakma), R2L (Uzaktan Yerel Giris), U2R (Yetkisiz Igeriye
Girig) ve Probing (Tarama) gibi ¢esitli tiplerdeki saldirilari igermektedir.

Veri kiimesi, yaklasik 5 milyon veri 6rnegi igermektedir. Bu 6rneklerin yaklasik %20'i
normal trafigi, geri kalan %80'si ise saldir1 trafigini i¢cermektedir. Bu nedenle, veri
kiimesi dengesiz bir veri kiimesidir. KDDCUP99, ag giivenligi alanindaki arastirmalar
ve makine Ogrenmesi algoritmalarinin egitimi ve test edilmesi i¢in yaygin olarak

kullanilan bir veri kiimesidir [11].
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BOLUM 2. LITERATUR TARAMASI

Ag trafigi analizi, bilgi korunmasi ve ag performansinin devamliligi i¢in hayati bir rol
tasimaktadir. Giderek karmasiklasan ag yapilari ve siber tehditler, ag trafigi analizi
konusunda ¢esitli zorluklar1 beraberinde getirmekte ve bu zorluklarin iistesinden gelmek
icin yeni ve etkili yontemlerin arastirilmasini zorunlu kilmaktadir. Bu baglamda yapilan
calismalarda, ag trafigindeki anormallikleri tespit etme ve bu anormalliklerin sebep
oldugu problemleri ¢6zme konusunda birgok yaklagim sunmaktadir. Bu ¢alismalar, ag
trafigi analizinde karsilagilan spesifik problemleri tanimlayarak ve bu problemlere
yonelik Onerilen ¢oziimleri sunarak alandaki bilgi birikimine katkida bulunmaktadir.
Ornegin, ag trafigi verilerinin bilyiikliigii ve karigikligma iliskin sorun, PCA (Temel
Bilesen Analizi) gibi tekniklerle 6znitelik azaltma yaklasimiyla ele alinip etkin bir yanit
gelistirilmistir. Bu literatlir incelemesinde, ag trafigi analizi hakkinda yapilan kilit
arastirmalar, yasanan zorluklar ve sunulan ¢6ziim yollar1 kapsamli bir bicimde ele
alinarak alandaki bilgi seviyesine derinlik kazandirilmigtir. Eigen-dekompozisyon
tekniklerinin ag trafigi analizindeki kullanimi Hirose ve ark. tarafindan yararl
bulunmusken, Sheyner O. ve arkadaslari istatistiksel analiz teknikleriyle ag trafigi
verilerindeki anormalliklerin nasil tespit edilebilecegine deginmistir [26, 27]. Ozellikle,
veri madenciligi ve istatistiksel analiz kombinasyonunu ele alan Last M. ve ark., One-
Class SVM ve Autoencoder algoritmalarini bu kapsamda incelenmistir [28]. Chandola
ve ark. ise yapay sinir aglarinin, ag trafi§indeki anormallikleri tespitte geleneksel

yontemlere gore listiin oldugunu belirtmistir [29].

Mukkamala ve ark. makine 6grenimi algoritmalari, 6zellikle YSA ve SVM, {izerinden
ag saldirlarinin tespitini ele almistir [4]. Bu alandaki zaman ve frekans domain
analizlerine dair yaklasimlart M. Thottan ve C. Ji sunmustur [1]. Ozellikle, Liu ve
arkadaglari, k-means, BIRCH ve DBSCAN algoritmalarinin anormallik tespitindeki
etkiligini vurgulamisken, gercek zamanli ag veri tespitindeki NaiveBayes algoritmasinin
etkinligini Zhao ve arkadaslar1 incelemistir [30,31]. Derin 6grenme yaklasimiyla ise

Convolutional Neural Networks (CNN) ve LSTM tabanli modellerin iistiinliigline vurgu
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yapilmistir [32]. Ancak, Yazilim Tanimli Aglar (SDN) kapsaminda Deep Belief
Networks (DBN) temelli yaklagimlarin, CNN ile kiyaslandiginda daha {istiin sonuglar
verdigi ifade edilmistir[33].

Zhang ve ark. istatistiksel trafik izlerini P2P botnet aktivitesinin tespiti i¢in nasil
kullanabilecegini incelerken, Tan ve ark. TCP ve UDP protokollerindeki hizmet reddi
saldirilarmin tespiti igin ¢ok degiskenli korelasyon analizini dnermistir [34,35]. Ote
yandan, wavelet tabanli bir sinir ag1 6nerisi sunan Limthong ve ark. ve TCP/IP ag trafigi
tizerinden bir veri madenciligi yaklasimini tanitan Bloedorn ve ark. tarafindan

gerceklestirilen ¢aligmalarda bu alanda dikkat ¢ekici yontemler sunulmustur [36,37].

Lakshman, o6rnek alma ve oyun teorisi kullanarak ag saldirilarinin tespitinin
verimliligini incelerken[38], Boughaci ve ark. otonom ajanlar yaklagiminin ag
tehditlerini tespit kapasitesini incelemistir [39]. Ayrica, Jain ve Abouzakhar, Gizli
Markov Modeli ve Destek Vektor Makinesi kombinasyonunun avantajlarini ve Shyu vd.
ise PCA ve K-NN siniflandiricisini birlestiren bir anormallik tespit yontemi dnermistir
[40,41]. Garcia-Teodoro vd. dagitik bir ag anormallik tespiti yontemi sunarken [42], G.

Poojitha vd. yapay sinir aglariyla ag saldirilari i¢in veri setleri izerinde ¢alismistir [43].

Ag anomalisi ve anormallik tespiti konularinda, literatiirde bircok 6znitelik indirgeme
yontemi ve smiflandirma teknigi bulunmaktadir. Ozellikle PCA (Principal Component
Analysis), Chandola ve ekibinin [29] ger¢eklestirdigi arastirmalar, bu konuda basarili
bir yaklasimi isaret etmektedir. PCA, yiliksek boyutlu veri setlerini sikistirarak

oznitelikler arasindaki korelasyonlar: azaltir.

Ancak literatiiriin de isaret ettigi gibi, 6znitelik se¢cimi ve indirgemenin tek bir yontemle
sinirli kalmamalidir. Bu kapsamda, PCA'nin lineer doniisiim yeteneklerini RFECV
(Recursive Feature Elimination with Cross-Validation) ile birlestirerek 6zelliklerin
simiflandirma performansini daha spesifik bir sekilde degerlendirmeyi amagladik.
RFECV, Mukkamala ve ark. tarafindan da belirtildigi tlizere [4], Ozniteliklerin

siniflandirma performansini iteratif olarak degerlendirebilen gii¢lii bir ydontemdir.

Oznitelik indirgemenin etkinligi, dogru ozelliklerin secilmesiyle dogru orantilidir.
RFECV tek basina oldukca basarili bir 6zellik se¢cimi yontemi olmasina ragmen, bu
Oznitelik seciminin daha da rafine edilmesi gerekliliginden yola c¢ikarak, Feature

Selection (FS) algoritmasi ile birlestirilmistir. RFECV ile olusturulan 6znitelik
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siralamasi, FS ile daha da optimize edilerek deney sayisini artirma ve sonuglarin
dogrulugunu teyit etme amaci giidiilmiistir. Bu yaklagimin literatiirde oOzellikle
KDDCUP 99 veri kiimesi iizerinde kullanilmadigini gézlemledik ve bu eksigi
doldurmayr hedefledik. Bu hibrit yaklasim, literatiirdeki diger metodolojilerle
kiyaslandiginda, oOznitelik indirgemesi konusundaki yenilik¢i yaklagimimizi ve

avantajlarini gostermektedir.

Mukkamala ve ark. [4] gibi literatiirdeki birgok ¢alismada, farkli smiflandirma
algoritmalarinin ag trafigi analizindeki basaris1 belgelenmistir. Bu algoritmalarin
arasinda SVM, Naive Bayes, Decision Tree (DT), Logistic Regression (LR), Random
Forest (RF) ve K-Nearest Neighbors (KNN) gibi yontemler bulunmaktadir. Bu
algoritmalarin her biri, farkli matematiksel ve istatistiksel temellere dayandig: igin,

bir¢ok yaklagimi kapsamli bir sekilde degerlendirme olanagi sunmaktadir.

Secilen Oznitelik indirgeme ve smiflandirma ydntemleri, literatiirde yer alan
calismalarin sonuglarina ve bu alandaki bilimsel gelismelere dayanarak belirlenmistir.
Ozellikle KDDCUP 99 veri kiimesi iizerinde PCA+RFECV ve RFECV+FS hibrit
yontemlerinin karsilastirmali olarak kullanilmadigini gozlemleyerek, bu eksikligi

doldurmay1 ve literatiire katkida bulunulmasi hedeflemistir.
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BOLUM 3. MAKINE OGRENMESI ALGORITMALARININ VE
PERFORMANS OLCUTLERININ INCELENMESI

Ag trafigi degerlendirmesi, bilgi koruma ve ag performansinin istikrari i¢in hayati bir
rol tasimaktadir. Bu analizlerin basarili bir sekilde gergeklestirilmesi, dogru algoritma
seciminin kritik bir rol oynadig1 bir gercektir. Karmasik ag yapilar1 ve siber tehditlerle
basa ¢ikmak i¢in uygun makine Ogrenmesi algoritmalarini belirlemek, bu alandaki
arastirmalarda merkezi bir konu olmustur. Bu baglamda, KDDCUP99 veri kiimesi
tizerinde, Ozellikle ag anomali tespitinde sik¢ca kullanilan ve Oznitelik indirgeme
yontemlerine kars1 farkli tepkiler gosteren KNN, NB, LR, DT ve RF gibi makine
Ogrenmesi algoritmalar1 se¢ilmistir. Bu algoritmalarin segilmesinin arkasindaki temel
neden, bu algoritmalarin ag trafigi analizinde yaygin olarak kullanilmasi ve Oznitelik
indirgeme yontemlerine karsi duyarhiliklarmin farklihik gostermesidir. On isleme
stireglerinden gecirilen veri kiimesi, bu yontemlerle model olusturma adimlarindan
gecirildi ve sonrasinda sonuglar kiyaslandi. Bu ¢alisma, farkli makine 6grenmesi
algoritmalarinin KDDCUP99 veri kiimesi {izerindeki performansini ortaya koyarak,
ozellikle 6znitelik indirgeme yontemlerine tepkilerini ve algoritma se¢imindeki kritik

faktorleri vurgulamaktadir.

Bu ¢alisma, Windows 10 isletim sisteminde yiiriitiilmiistiir. Programlama dili olarak
Python 3.10.9 siiriimii tercih edilmistirBilimsel islemler icin Numpy, veri inceleme igin
Pandas, makine O6grenimi islerinde Scikit-learn ve gorsel sunumlar i¢in Matplotlib
kiitiiphanelerinden yararlanilmistir. Donanim olarak, bu arastirma HP ProBook 450 G8
model bir cihazda, Intel® Core™ i5-1135G7 merkezi islemci, 16 GB bellek ve Intel®

Iris® Xe Graphics serisi grafik birimiyle yiirtitiilmiigtiir.

Makine 6grenimi algoritmalarinin performansini dogru bir sekilde degerlendirmek,
modelin genel basarisim1 ve uygulanabilirligini anlamak icin kritik bir adimdir. Bu
degerlendirme, modelin ger¢cekte ne kadar iyi calistigini, hangi noktalarda basarili

oldugunu ve hangi alanlarda iyilestirmeye ihtiya¢ duydugunu gosterir. Ozellikle
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simiflandirma problemleri i¢in, bir modelin sadece dogru tahmin yapmadigi, ayni
zamanda yanlis tahminlerde de nasil performans gosterdigi 6nemlidir. Bu nedenle, bu
calismada makine 6grenimi modelinin performansini degerlendirmek i¢in ¢ok yonlii bir
yaklasim benimsenmistir. Secilen metrikler, modelin basarisini farkli agilardan olgerek,
modelin genel performansini, hassasiyetini, duyarligim1i ve tahmin olasiliklarinin
dogrulugunu degerlendirmeye yardimci olmaktadir. Asagida, bu metriklerin her birinin

detayl bir agiklamasi ve bu metriklerin bu ¢alismada neden se¢ildigi sunulmaktadir.

Smiflandirma problemlerinde, 6zellikle dengesiz veri kiimelerinde, basit dogruluk
metrigi genellikle yetersiz kalmaktadir. Modelin pratikteki durumlarda ne kadar basaril
olacagini gormek i¢in daha genis capli bir inceleme gergeklestirmek Onemlidir.
Hassasiyet, duyarlilik gibi metrikler, modelin pozitif ve negatif siniflarini nasil tahmin
ettigini ayrintili olarak gostererek, yaniltict sonuglardan kaginmamiza yardimci olur.
Ozellikle ag trafigi, finans ve tibbi teshis gibi kritik uygulama alanlarinda yanls negatif
veya yanlis pozitif sonuglarin maliyeti yiiksek olabilir. Bu ¢alismada, modelin tam bir
resmini elde etmek i¢in ¢oklu degerlendirme metrikleri kullanilmistir. F1 skoru,
hassasiyet ve duyarligin birlesik bir Ol¢limiidiir ve modelin dengeli bir performans
sergileyip sergilemedigini gosterir. ROC egrisi ve AUC, siniflandiricinin performansini
farkli esik degerlerinde degerlendirmemize olanak tanir, bu da optimal esik degerini
belirlememize yardimci olabilir. Log Kaybi ise modelin tahminlerinin ne kadar
giivenilir olduguna dair bir Ol¢im sunar. Bu kapsamli degerlendirme ydntemi,
algoritmanin tiim yonleriyle nasil performans gosterdigini anlamamizi saglar ve bu da
modelin gercek diinyada nasil tepki verecegine dair daha iyi bir anlayis kazanmamiza

yardimci olur.

Bu ¢aligmada makine 6grenmesi algoritmalarinin performanslarini degerlendirmek igin

bir¢ok farkli metrik kullanilmistir.

Dogruluk (Accuracy): Dogru tahmin edilen 6rneklerin toplam 6rnek sayisina oranidir.

Dogruluk orani, tiim siniflar i¢in esit agirlikli olarak hesaplanir.

TP+TN
TP+TN+FP+FN

Accuracy = (3.1)

TP (True Positive) dogru pozitif tahmin sayisi,
TN (True Negative) dogru negatif tahmin sayisi,

FP (FalsePositive) yanlis pozitif tahmin sayis1 ve
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FN (FalseNegative) yanlis negatif tahmin sayisidir.

Hassasiyet (Precision): Pozitif olarak tahmin edilen orneklerin gergekten pozitif olan

orneklerin oranidir.

TP
TP+FP

Precision = (3.2)

Duyarlilik (Recall/Sensitivity): Gergek pozitif 6rneklerin dogru pozitif tahmin edilen

orneklerin oranidir.

TP
TP+FN

Recall = (3.3)

F1 Skoru: Hassasiyet ve duyarlilik metriklerinin harmonik ortalamasidir.

Fl =2 x Precision x Recall (3.4)

Precision + Recall

ROC Egrisi (Receiver Operating CharacteristicCurve): Yanlis pozitif oranin (FPR)
dogru pozitif orana (TPR) karsi hesaplanan bir egridir. ROC egrisi, siniflandiricinin

farkli kesme noktalarindaki performansini gosterir.

AUC (Area Under theCurve): ROC egrisinin altindaki alanin (AUC) hesaplanmasidir.

AUC, simiflandiricinin performansini tek bir sayisal degerle olger.

Log Kayb1 (LogLoss): Siniflandiricinin olasilik tahminlerinin ger¢ek simif etiketleriyle

ne kadar uyustugunu dlger.

1
LogLoss = — () x L(y; x logp; + (1 — y;) X log(1 = p;)) (35)
Burada n 0rnek sayisi, y; gercek smif etiketi, p; tahmin edilen olasilik ve log( ) dogal

logaritmadir.

Bu ¢alismada Naive Bayes, Karar Agaci, Lojistik Regresyon, K-Nearest Neighbour,

Rastgele Orman makine 6grenmesi algoritmalari kullanilmistir.

a. Naive Bayes

NaiveBayes algoritmasi siniflandirma problemleri i¢in kullanilan bir olasilik temelli
makine Ogrenimi algoritmasidir. Ozellikle dogal dil isleme gibi sektorlerde sikca

bagvurulur.
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NaiveBayes algoritmasi, BayesTeoremi'nin bir uygulamasidir. Bayes Teoremi, kosullu

olasilik hesaplamalarinda kullanilir ve agsagidaki formiil ile ifade edilir:
P(A|B) = P(B|A) x P(A) /P(B) (3.6)

Bu formiilde, A ve B birer olaydir. P(A) ve P(B) sirastyla A ve B olaylarinin marjinal
olasiliklarini temsil eder. P(BJA), A olayr gergeklestiginde B olaymin olasiligidir.
P(A|B) ise, B olay1 gergeklestiginde A olayinin olasiligidir.

NaiveBayes algoritmasi, verilen 6zelliklerin sinif etiketini tahmin etmek i¢in kullanilir.
Ornegin, bir e-postanin spam olup olmadigimi belirlemek icin kullanilabilir. Bu

durumda, e-posta dzellikleri mesajin igerigindeki belirli kelimeleri igerebilir.
Algoritmanin ¢calisma mantig1 su sekildedir;

Oncelikle, verilen veri kiimesi iizerinde sinif etiketlerinin olasiliklar1 hesaplanir. Bu,

veri kiimesindeki her sinifin sayisinin toplam veri sayisina orani seklinde hesaplanir.

Daha sonra, verilen bir 6rnek ve sinif etiketleri arasindaki olasilik hesaplanir. Bu, Bayes
Teoremi kullanilarak hesaplanir. Verilen 6rnek i¢in smif etiketinin olasiligi, smif

etiketinin verilen 6zelliklere gore olasiliklarinin ¢arpimina esittir.

Son olarak, verilen 6rnegin sinif etiketi, olasilig1r en yiiksek olan sinif etiketi olarak

tahmin edilir.

NaiveBayes algoritmasi, "Naive" yani "saf" olarak adlandirilir, ¢linkii 6zellikler
arasinda bagimsizlik varsayimi yapar. Yani, 6zellikler arasindaki iligkileri dikkate almaz
ve her 0zniteligi diger 6zniteliklerden bagimsiz olarak ele alir. Bu varsayim sayesinde,

hesaplamalar ¢cok daha basit hale gelir ve algoritma ¢ok daha hizli ¢aligir.

b. Karar Agaci

Karar Agaci, siniflandirma veya regresyon problemlerinde kullanilan bir makine
ogrenmesi algoritmasidir. Amaci, veri kiimesindeki Ozniteliklerin dogrusal olmayan
birlesimlerini kullanarak karar verme kurallarin1 6grenmektir. Bu karar verme kurallari,

bir agac yapisi seklinde ifade edilir ve her bir diiglim bir 6zniteligi temsil eder.

Algoritmanin ¢alisma mantig1, veri kiimesindeki her bir Oznitelik i¢in bir ayristirma

kriteri belirlemeye dayanmaktadir. Bu ayristirma kriterleri, genellikle "bilgi kazanci"
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ad1 verilen Olgiitlere dayanarak belirlenmektedir. Bilgi kazanci, 06zniteliklerin

siniflandirma dogrulugundaki etkisini dlger.

Oncelikle, veri kiimesindeki 6zniteliklerin bilgi kazanglar1 hesaplanir. Bilgi kazanci,
veri kiimesindeki bir Ozniteligin smiflandirma dogrulugundaki degisimi Olgen bir
Olgiittiir. Yani, Ozniteliklerin siniflandirmada ne kadar onemli oldugunu belirlemeye

yarar.

En yiiksek bilgi kazancina sahip 6znitelik, agacin ilk diigiimii olarak secilir. Bu diigiime
gore veri kiimesi alt kiimelere ayrilir. Bu alt kiimeler, aymi islemi, yani bilgi
kazanglarina gore en 6nemli olan 6zniteligi secerek ayristirilir. Bu islem, alt kiimelerin

smiflarina ayrilana kadar devam eder.

Agac, bu sekilde alt kiimelerin siniflarina gore boliinerek ilerler. Agacin yaprak
diiglimleri, son kararlar1 veren diigiimlerdir. Her yaprak diigiimii, veri kiimesindeki bir
smifi temsil eder. Yeni bir veri noktasi, agagtaki karar kurallarini izleyerek bir yaprak
diigimiine ulasir ve bu yaprak diigimiindeki sinif etiketi, veri noktasinin sinif etiketi

olarak atilir.

Karar agacinin olusturulmasi sirasinda ayristirma kriterlerinin belirlenmesi ve alt
kiimelere ayrilacak verilerin se¢imi, ayristirma kriterlerinin nasil belirlenecegi gibi
konular, algoritmanin uygulandig: farkli versiyonlarma gore degisebilir. Ancak, temel
olarak, Karar Agaci algoritmasi veri kiimesindeki 6zniteliklerin ayristirma kriterlerine

gore agac yapisi seklinde bir karar modeli olusturur.
c. Lojistik Regresyon

Lojistik Regresyon yontemi, bir hedef degiskenin iki ya da birden fazla kategoriye
boliinmesinde tercih edilen bir smiflama teknigidir. Bu algoritma, bagimsiz

degiskenlere dayanarak hedef degiskenin olasiligini tahmin etmeye dayalidir.

Lojistik Regresyon algoritmasi, Sigmoid fonksiyonu (ya da Lojistik fonksiyon) olarak
bilinen bir matematiksel fonksiyon kullanir. Bu fonksiyon, verilen bir girdi degerinin 0
ile 1 arasinda bir ¢iktiya doniistiiriilmesini saglar. Bu ¢ikti, girdinin olasilik degerine
karsilik gelir. Lojistik fonksiyon asagidaki gibidir:

1
1+e~%

o(2) = (3.7)
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Burada o(z), bagimsiz degiskenlerin agirliklart ve sabit terimin bir fonksiyonudur.
Modelin amaci, bu agirliklart 6grenmek ve girdi degiskenlerinin bir fonksiyonu olarak

bagimli degiskenin olasilik dagilimini tahmin etmektir.

Verilen bir gozlem i¢in, modelin tahmini olasilig1 asagidaki sekilde hesaplanir:

p(y=1[x) =0 (B1x1 + -+ PnXxn) (3.8)

Burada p(y) bagimli degiskenin smifi (0 veya 1), o(x)ise bagimsiz degiskenler

veo (f)ise bu degiskenlere ait agirliklarin vektoridiir.

Modelin egitimi, verilerin log-olasilik fonksiyonuna gdére maksimize edilmesi ile

yapilir. Bu, agirliklarin maksimum olasilik tahminine gore ayarlanmasi anlamina gelir.

Lojistik Regresyon, siniflandirma yapmak icin kullanilirken, modelin ¢iktisi, bir esik
degeri (threshold) ile karsilagtirilir. Eger ¢ikt1 esik degerinden biiyiikse, gozlem pozitif
siifa (1) ait olarak simiflandirilir. Eger cikt1 esik degerinden kiiglikse, gézlem negatif

siifa (0) ait olarak siniflandirilir.
d. En Yakin Komsu (KNN)

K-En Yakin Komsu (KNN) algoritmasi, siniflandirma ve regresyon problemleri igin
kullanilan bir makine o6grenmesi algoritmasidir. Temel prensibi, yeni bir Ornegin
smiflandirilmas:  veya degerlendirilmesi i¢in komsu noktalara bakarak tahmin

yapmaktir.
Algoritmanin formiilii su sekildedir:

2. Veri kiimesindeki tiim 6rneklerin benzerlik 6l¢iileri hesaplanir.
3. Yeni 0rnek i¢in benzerlik 6l¢iileri hesaplanir.
4. En yakin K komsu segilir.
5. K se¢imine gore, siniflandirma i¢in en sik kullanilan sinif veya regresyon icin en
yaygin olan deger atanir.
Benzerlik 6l¢iisii, ornegin ©oklid mesafesi veya Manhattan mesafesi gibi bir olgii
kullanilarak hesaplanabilir. K, en yakin komsularin sayisini belirler ve genellikle tek bir

degerdir.

KNN algoritmasi, veri kiimesinin boyutu biiyilidiikce hesaplama karmasikligi artar.

Ayrica, veri kiimesindeki dengesizlikler, aykiri degerler ve giirtiltii gibi faktorler,
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algoritmanin performansini etkileyebilir. Bu nedenle, KNN algoritmasi veri kiimesinin

dogru sekilde dlgeklendirilmesi ve temizlenmesi gerektiginde daha iyi sonuglar verir.

e. Rastgele Orman :

Rastgele Orman yontemi, bir topluluk teknigi olarak bilinir ve ¢oklu karar agaglarini
birlestirerek daha etkili bir model meydana getirir. Bu karar agaglari, grenme siirecinde

veri kiimesinin rastgele alt kiimeleriyle egitilir.
Rastgele Orman algoritmasinin formiilii su sekildedir:

1. Veri kiimesinden rastgele alt kiimeler olusturulur.

2. Her alt kiime i¢in bir karar agaci olusturulur.

3. Karar agaglari, egitim verilerindeki 6zniteliklerin rastgele alt kiimesi ile egitilir.
4. Karar agaglarinin her biri, test verilerindeki girdilere dayali bir tahmin yapar.

5. Tahminler, bir oylama yontemi kullanilarak birlestirilir ve sonug olusturulur.

Rastgele Orman algoritmasi, veri kiimesindeki birgok Ozellik arasinda karsilastirma
yaparak, en Onemli oOzellikleri belirlemek icin de kullanilabilir. Bu, o6zelliklerin

siralamasina dayali bir 6znitelik 6nem siralamasi olusturarak yapilabilir.

Rastgele Orman algoritmasi, siiflandirma ve regresyon problemleri i¢in kullanilabilir

ve yiiksek dogruluk, az varyans ve diisiik 6grenme hatasi ile bilinir.
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BOLUM 4. UYGULAMA

Makine 6grenimi ve veri bilimi arastirmalarinda, kullanilan araglar ve teknolojiler,
modelin bagarisin1 ve uygulanabilirligini dogrudan etkileyebilir. Dogru programlama
dili, kitiiphaneler ve g¢alisma ortaminin segilmesi biiylik 6nem tasir. Bu c¢alisma
kapsaminda, veri islemeden model egitimine kadar olan siiregte endiistri standardi
araglar ve teknolojiler tercih edilmistir. Bu amagla Anaconda dagitimi kullanilmas,
kodlar Jupiter Notebook iizerinde Python ile yazilmistir ve Sklearn, Numpy ve Pandas
gibi kiitiphaneler kullanilmistir. Bu aragtirma, 64-bit'lik bir Microsoft Windows
platformunda bulunan bir PC iizerinde yiiriitiilmiistiir. Son yillarda makine dgrenimi
teknikleri bir¢cok alanda basariyla kullanilmis olup, bilgisayar aglarindaki saldiri
tespitinde de etkili sonuglar elde edilmistir. Bu nedenle, siirekli evrilen saldir1 tiirlerine
karsi, bu calismada KDDCUP99 veri kiimesi lzerinde anomali tespiti yaklasimi
benimsenerek saldirilarin belirlenmesi amaciyla bir model olusturulmustur. Bu model,
bilgisayar ag1 giivenligi alanindaki yenilik¢i ¢oziimler i¢in bir temel olusturabilir. Bu
model, ileriki calismalarda arastirmacilara fikir verebilecek ve bilgisayar ag1 giivenligi
alaninda  yenilik¢i ¢oziimler sunabilecektir. Temel asamalart su  sekilde

siralanabilmektedir.

Veri kiimesinin 6n isleme asamasindan gegirilmesi

Veri kiimesi analiz edilerek siniflandirma modeli belirlenmesi

Siniflandirma i¢in uygun 6zniteliklerin belirlenmesi

Sonuglarin degerlendirilmesi

Calisma stirecinde yapilan tiim deneyler “Python” yazilim dilinde “Jupiter Notebook”
gelistirme ortaminda gerceklestirilmistir. Bu ¢alismada kullanilan araclar hakkinda bilgi

Tablo 4.1. © de gosterilmektedir.
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Tablo 4.1 : Yazilim ve donanim platformu

No Aracg Aciklama
1 Windows 10 Isletim sistemi
2 Python.3.10.9 Programlama Dili
3 Numpy Bilimsel hesaplama kiitiiphanesi
4 Pandas Veri analizi kiitiiphanesi
5 Scikit-learn Makine 6grenmesi kiitiiphanesi
6 Matplotlib Gorsellestirme kiitiiphanesi
7 System HP proBook 450 G8
8 CPU IntelCore™ i5-1135G7 @ 2.40GHz 2.42 GHz
9 RAM 16 GB
10 GPU Intel® Iris® Xe Graphics Family

4.1. On isleme

Veri 6n isleme, bir veri kiimesinin analiz edilebilir hale getirilmesi i¢in yapilan islemler
biitiiniidiir. Bu boliimde, verilerin dogrulugu, eksiklikleri, tutarsizliklar1 ve giiriiltiileri
tespit edilip diizeltilmistir. Bu islemler, veri kiimesinde siniflandiricinin dogru analiz
yapabilmesi i¢in orantili hale getirildi, standart sapmanin disinda ve bos kalan kayitlar
kaldirilmig, kategorik verilerin sayisallastirilmast saglandi. Son olarak veri seti

normallestirildi ve MO yontemleri igin uygun temiz bir veri seti olusturuldu.

Veri 0n isleme siirecinde, "attack type" kolonu incelenerek veri kiimesindeki saldir1 ve
normal trafik verileri ayirt edilmistir. Saldir1 verileri i¢in 1, normal trafik i¢in 0
etiketlemesi yapilmistir. Veri kiimesi icerisindeki eksik degerlerin olup olmadigina

bakild1 ve eksik deger bulunan yerlere medyan deger ile tamamlama yapilmigtir.

Kategorik degerli 6znitelikler (6rnegin, protocol type, flag, service) one-hot encoding
yontemi kullanilarak sayisallastirilmistir.  Bunun i¢in  pandas kiitliphanesinin
get dummies fonksiyonu kullanilmistir. Veri kiimesindeki sayisal degerlerin
Olceklendirilmesi adina, 'src_bytes' ve 'dst bytes' siitunlar1 MinMaxScaler kullanilarak
normalizasyon islemine tabi tutulmustur. Bu islem, bu iki Oznitelik i¢in yeni
'src_bytes normalized' ve 'dst_bytes normalized' stitunlari olusturarak
gerceklestirilmistir. Veri kiimesinden 'duration' ve 'attack type' siitunlar ¢ikartilmustir.

Son olarak, 'success pred' siitunu etiket olarak belirlenmis ve 6zellik matrisi (X) ile
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etiket vektorii (y) olusturulmustur. Bu matris ve vektér daha sonra model egitimi i¢in

kullanilmak tizere ayrilmistir.

80 A

70 A

60

50 A

Yuzde

40

30 A

204

10 1

Normal Saldin

Sekil 4.1 : Normal ve kotii amagli ag trafik yiizdesi.

Sekil 4.1, veri kiimesinin normal ve koti amaglhi ag trafiginin oranini yansitmaktadir.
Tablo 4.1'den de anlasilacag iizere, bu veri kiimesi dengesiz bir dagilima sahiptir. Bu,
siiflandirma algoritmalarini egitilirken karsilagilabilecek 6nemli bir zorluktur. Saldiriy1
temsil eden veri sayisi, normal trafigi temsil eden veri sayisindan ¢ok daha fazladir. Bu,
250,436 saldir1 (kotli amagli) verisi ve 60,593 normal trafik verisiyle sonuglanmaistir.
Dengesiz veri setleriyle calismanin bazi zorluklar1 vardir. Ozellikle siniflandirma
problemlerinde, modelin ¢ogunluk smifin1 asirt 6grenmesi ve azinlik smifini ihmal
etmesi riskiyle kars1 karstya kalinabilmektedir. Bu tiir bir dengesizlik, modelin nadir
siifi, bu durumda normal trafigi, dogru bir sekilde 6grenmesini zorlastirabilmektedir.
Bu, potansiyel olarak zararl bir trafik 6gesinin "Normal" olarak siniflandirilmasi riskini

tasir ve bu, giivenlik ihlallerine yol agabilmektedir.

Bu nedenle, veri kiimesi dengeli bir yapiya getirmistir. Bunun igin, pandas
kiitiiphanesini kullanilarak saldirilar1 ve normal trafigi temsil eden veri noktalarini ayri
ayr1 secilmistir. Daha sonra, saldirilar1 temsil eden veri noktalarindan rastgele bir
sekilde, normal trafigi temsil eden veri sayist kadar 6rnek alinmistir. Boylece, her iki
siifta da esit sayida veri noktasi elde edilmistir. Son adimda, bu dengelenmis veri
kiimesi bir bar grafigiyle gorsellestirilmistir. Bu, her iki simifin da veri kiimesinde esit

bir yiizdede temsil edildigini net bir sekilde gostermektedir.
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Sekil 4.2° de veri kiimesinin normal ve kotii amagli dengelenmis ag trafik yiizdesini

gostermektedir.

Normal ve Kota Amach Ag Trafik Ylzdesi

30 A

Yizde

20 1

10

Normal Saldin

Sekil 4.2 : Normal ve K&tii Amaghi Ag Trafik Yiizdesi

KDD Cup 1999 veri kiimesindeki 6zniteliklerin anlamlar1 asagidaki gibidir:

- duration: saldirinin siirdiigii siire

- protocol_type: ag protokolil tiirii (6rn. TCP, UDP, ICMP)

- service: hedef hizmetin tipi flag: ag trafigi durumu

- src_bytes: kaynak bilgisayar tarafindan hedef bilgisayara iletilen bayt sayis1
- dst_bytes: hedef bilgisayar tarafindan kaynak bilgisayara iletilen bayt sayisi
- land: kaynak ve hedef IP adresleri ayn1 m1?

- wrong_fragment: bozuk veya eksik fragment sayisi

- urgent: acil durum isareti

- hot: ¢esitli servislerin sayis1

- num_failed logins: basarisiz giris denemesi say1s1

- logged in: kullanicinin oturum ag¢tig1 durum (1 = oturum acti, 0 = aksi)

- num_compromised: saldirgan tarafindan kompormize edilmis bilgisayar sayisi
- root_shell: kok kullanict erisimi

- su_attempted: root erisimi i¢in su (set user) komutu kullanildi m1?

- num_root: root hesabi1 ile gerceklestirilen islemlerin sayisi
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-num_file creations: olusturulan dosya sayisi num_shells: acgilan kabuk (shell)
sayisl

- num_access_files: degistirilen erisim dosyas1 sayisi

- num_outbound cmds: gergeklestirilen ¢ikis komutlarinin sayisi

-1s_host login: saldirganin hedef bilgisayara dogrudan giris yapmis olmasi
durumu

- is_guest login: kullanicinin misafir olarak oturum agtigi durum count: hedef
bilgisayara yapilan baglanti sayis1

- srv_count: hedef servise yapilan baglanti sayisi

- serror_rate: hedef serviste olusan hata orani

- srv_serror_rate: hedef serviste yapilan baglantilarda olusan hata orani

- rerror_rate: hedef bilgisayardan kaynaklanan hata orani

- srv_rerror_rate: hedef serviste yapilan baglantilardan kaynaklanan hata orani

- same_srv_rate: ayni servise yapilan baglanti orani

- diff _srv_rate: farkli servislere yapilan baglanti orani

- srv_diff host rate: farkli hostlara yapilan hedef servis baglanti orani
dst host count: hedef bilgisayara yapilan baglantilarin kaynak sayisi
dst host _srv_count: hedef servise yapilan baglantilarin kaynak sayisi

- dst_host same srv_rate: hedef bilgisayara yapilan baglantilarin ayni servise
yapilan orant

- dst_host same src port rate: Hedef bilgisayarin, kaynak bilgisayardan gelen
baglantilarin kac¢inin ayni kaynak portunu kullandigini gésteren bir orandir.

- dst_host srv_diff host rate: Hedef bilgisayarin, ayn1 servisi kullanan
baglantilarin kagmin farkli kaynak bilgisayarlardan geldigini gosteren bir
orandir.

- dst_host_serror_rate: Hedef bilgisayarda, istemciye hizmet verirken bir hata
olustugu durumlarda (baglant1 talebinin reddedilmesi, zaman agimina ugramasi,
vb.) bu hatalarin tiim baglantilara oranidir.

- dst_host srv_serror rate: Hedef bilgisayarda, belirli bir servis i¢in istemciye
hizmet verirken bir hata olustugu durumlarda (baglant1 talebinin reddedilmesi,

zaman agimina ugramasi, vb.) bu hatalarin tiim baglantilara oranidir.
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- dst_host _rerror rate: Hedef bilgisayarda, istemci tarafinda bir hata olustugu
durumlarda (baglant1 talebi gonderilememesi, baglanti kesilmesi, vb.) bu
hatalarin tiim baglantilara oranidir.

- dst host srv rerror rate: Hedef bilgisayarda, belirli bir servis ig¢in istemci
tarafinda bir hata olustugu durumlarda (baglant1 talebi gonderilememesi,
baglant1 kesilmesi, vb.) bu hatalarin tiim baglantilara oranidir.

- attack type: Gozlemlenen ag saldirisinin tiiriinii belirten etiketlenmis verilerdir.
Toplam 22 farkli saldir1 tiirii mevcuttur.

- success_pred: Veri kiimesinin her bir 6rnegi i¢in, 6rnekteki ag trafiginin normal
veya saldiri olup olmadigini tahmin etmek igin olusturulan bir etiketlenmis

veridir. 1, normal trafigi; 0, saldir1 trafigini ifade eder.

Veri kiimesinde bulunan saldiri1 tiplerninden bir kismu Tablo 4.2'de sunulan bilgiler, EK-

1 bolimiinde tam olarak bulunmaktadir.

Tablo 4.2 : Veri kiimesindeki saldir1 verilerinin dagilimi

No Saldir1 Adi Kayit Sayisi
1 smurf 164091
2 normal 60598
3 neptune 58001
4 snmpgetattack 7741
5 mailbomb 5000
6 guess_passwd 4367
7 satan 1633
8 warezmaster 1602
9 back 1098

10 mscan 1053

11 apache2 794

12 processtable 759

13 saint 736

14 portsweep 354

4.2. Oznitelik se¢imi

Makine 6greniminde, veri kiimesini hazirlarken 6zellik se¢iminin model performansi

tizerinde kritik bir rolii vardir. Veri kiimesindeki tiim 6zellikler, modelin amacini1 tahmin
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ederken bir giris olarak iglenir. Ancak, tiim 6zniteliklerin kullanilmas1 bazen gereksiz ve

hatta zararli olabilmektedir.

Ozellik se¢imi, modelin daha az &zellikle daha etkili calismasini saglayarak, liizumsuz
ya da olumsuz etki yaratan 6zelliklerin veri kiimesinden kaldirilmasina yardimci olur.
Bunun yam sira, 6znitelik se¢imi sayesinde veri kiimesindeki giiriiltiilii ve yetersiz
Ozniteliklerin de model tarafindan kullanilmamas1 saglanarak, modelin daha dogru ve

giivenilir sonuglar tiretmesi hedeflenmektedir.

Ayrica, Oznitelik secimi sayesinde, modelin egitilmesi ve tahminde bulunma siiresi ve
hesaplama kaynaklarmin da azaltilmasi saglanabilmektedir. Bu nedenle, uygun bir
Oznitelik se¢imi yontemi kullanarak veri kiimesindeki en dnemli 6znitelikleri se¢gmek,
modelin daha yiiksek performans gostermesini saglayabilmekte ve ayni zamanda egitim

surecini hizlandirabilmektedir.

Bu caligmanin baslangicinda kullanilan veri kiimesi 311,029 satir ve 43 siitundan
olugmaktaydi. Ancak, veri On isleme islemi sonrasinda bu veri kiimesi 121,186 satir ve
117 siitundan olusan bir yapiya doniismiistiir. Bu nedenle, 117 6znitelik, siniflandirma
islemi daha etkili ve ¢abuk kilmak amaciyla azaltilmasi gereken bir boyuttur. Bu
calismanin temel amaci, etkili bir saldir tespit sistemi gelistirmek i¢in ag trafigi analizi
yapmaktir. On isleme sonrasinda elde edilen 117 Oznitelik, siiflandirma siirecinin
etkinligini artirmak ve islem siiresini kisaltmak i¢in anlamli 6zniteliklerin korunmasi
hedeflenmistir. Veri hazirlama asamasinda ilk olarak 'success pred' siitunu {izerinden
hedef degisken olusturulmustur. Bu siitun, normal trafik durumlarimi 0, saldir
durumlarim1 ise 1 olarak temsil edecek sekilde ayarlanmistir. Bu degisiklik,
simiflandirma modelinin istenilen saldirilar1 dogru bir sekilde tanimlayabilmesini

saglamak amaciyla yapilmistir.

Sonrasinda, 'duration' siitununun sonuglar1 {izerindeki etkisinin zayif oldugu
diisiiniildiiginden bu siitun veri kiimesinden c¢ikarilmistir. Boylece, islem yapist daha

sadelestirilmis ve gereksiz bilgilerin model iizerindeki etkisi azaltilmistir.

Veri kiimesi iizerinde eksik veri kontrolii yapilmis ve eksik veri tespit edilmedigi i¢in
veri kiimesi eksiksiz bir sekilde kullanmilmistir. Kategorik degiskenler olan
'protocol_type', 'service' ve 'flag' siitunlarina One-Hot-Encoding yontemi uygulanmastir.
Bu doniisiim, kategorik verileri sayisal formata ¢evirerek makine 6grenimi modellerinin

daha iyi calismasini saglamistir. Siniflandirma islemi i¢in hedef degisken olarak
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'success_pred' kullanildigindan, bu asamada 'attack type' siitunu veri kiimesinden
cikartlmistir.  Bu  degisiklik, modelin hedefledigimiz siniflandirma problemine
odaklanmasimi saglamistir. 'src_bytes' ve 'dst bytes' siitunlarina MinMaxScaler
uygulanarak bu Oznitelikler normalize edilmis ve 'src bytes normalized' ile
'dst_bytes normalized' adinda yeni Oznitelikler olusturulmustur. Bu normalizasyon,
farkli ol¢eklerdeki verilerin model performansini etkilemesini engellemek amaciyla

yapilmistir.

Bu c¢alismada, veri kiimesimizin boyutunu azaltarak simiflandirma isleminin
verimliligini artirmay1 amaclayan bir 6znitelik se¢imi stratejisi olarak PCA + RFECV
yontemini hibrit bir yaklagim olarak benimsemeyi tercih ettik. Bu stratejinin nedenleri
ve uygulama asamalar1 asagida detayli bir sekilde agiklanmustir. Ilk olarak, boyut
indirgeme amaciyla PCA (Principal Component Analysis) yontemini uygulanmistir. Bu
adimin temel amaci, veri kiimesindeki yiliksek boyutlulugu ve Oznitelikler arasindaki
yiiksek korelasyonu ele alarak verinin 6ziinlii yakalamaktir. PCA, 6zdeger analizi
kullanarak Oznitelikleri yeni bilesenlere doniistiirerek varyansin biiyiik bir kismini
korumaktadir. Bdylece, veri kiimesinin boyutunu daha diisiik bir uzayda temsil etmek
amaglanmistir. %95 varyans seviyesini segilmesinin nedeni, veri kiimesinin

karmagiklig1 azaltilirken 6nemli bilgi kaybinin en aza indirilmesidir.

PCA'nin ardindan RFECV (Recursive Feature Elimination with Cross-Validation)
yontemi uygulanmistir. Bu yontem, veri kiimesindeki Oznitelikleri sirayla ekleyerek
veya ¢ikararak siniflandirma modelinin performansini degerlendirmektedir. Bu asamada
bir smiflandirici olarak Logistic Regression modelini tercih edilmistir. Logistic
Regression, siniflandirma islemi igin kullanilan temel bir algoritma olup, modelin
Ogrenmesini ve Ozniteliklerin siniflandirmadaki etkisini anlamay1 kolaylastirmaktadir.
max_iter parametresini 1000 olarak ayarlanarak, yeterli iterasyon sayisi saglandiginda

uygun bir sonug elde etmek amaglanmistir.

RFECV, cross-validation (¢apraz dogrulama) kullanilarak her iterasyonda hangi
Ozniteliklerin modelin performansini artirdig1 degerlendirilmistir. Bu sayede, en az etkili
Oznitelikler ¢ikarilarak, modelin daha hizli ve etkili ¢alismasi hedeflenmistir. Elde
edilen sonucglar, en iyi Oznitelikleri segerek veri kiimesini giincellenmis ve

X train_selected ve X test selected veri setlerinde ifade edilmistir.
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Sonug¢ olarak, PCA + RFECV yontemi ile Oznitelik se¢imi, boyut indirgeme ve
simniflandirma performansimni  bir araya getirerek veri kiimesinin karmasikligini
azaltirken, siniflandirma modelinin etkinligini artirmayir amaglamistir. Bu hibrit
yaklasim, daha kii¢iik boyutlu ve anlamli 6zniteliklerle olusturulan veri kiimesi tizerinde

siiflandirma modelinin daha hizli ve etkili ¢calismasini saglamistir.

Deney sayisini arttirmak ve iki hibrit yontemi karsilastirmak amaciyla, bir diger
Oznitelik indirgeme yontemi olan RFECV (Recursive Feature Elimination with Cross-
Validation) yontemi ile ileri Yonelimli Secim (Forward Selection) ydntemini bir araya
getiren bir hibrit yaklasim kullanilmistir. Bu yaklasim, veri kiimesindeki anlamsiz
Ozniteliklerin ¢ikarilmasin1 saglarken, ayni zamanda en iyi Ozniteliklerin segilerek

siniflandirma performansinin artirilmasini amaglamaktadir.

[Ik adimda, DecisionTreeClassifier kullamlarak RFECV y&ntemi uygulanmigtir. Bu
adim, veri kiimesi lizerindeki 6zniteliklerin ayr1 ayri ¢ikarilarak siniflandirma modelinin
performansinin degerlendirildigi bir adimdir. Her adimda bir 6znitelik ¢ikarilarak cross-
validation (¢apraz dogrulama) ile modelin basarisi Ol¢iilmiistiir. Scoring parametresi
"accuracy" olarak belirlenmis ve cv parametresi 5 olarak ayarlanmistir. Bu sayede

modelin performansi kiyaslanarak, en az etkili 6znitelikler ¢ikartilmistir.

RFECV sonrasinda, get support() yontemi kullanilarak en o6nemli Ozniteliklerin
belirtilen siitunlarinin indeksleri alinmustir.. X veri kiimesindeki bu énemli 6znitelikleri
iceren yeni bir veri kiimesi olusturulmustur. Bu yeni veri kiimesinin siniflandirma

performansini daha da artirmak amaciyla ileri Yonelimli Segim yontemi uygulanmistir.

Yeni olusturulan X important veri kiimesinden "success pred" siitunu c¢ikarilarak,
yalnizca Ozniteliklerin bulundugu bir veri kiimesi olan Y important elde edilmistir.
Daha sonra, 6znitelik se¢iminde daha fazla odaklanilmis ve daha fazla deney yapilarak
en 1yl sonuglarin elde edilmesi amaclanmistir. Bu ama¢ dogrultusunda,
RandomForestClassifier  kullanilarak  gerceklestirilen  SequentialFeatureSelector

yonteminde n_features_to select parametresi dikkate alinmistir.

n_features to_select parametresi, en iyi Oznitelik sayisini belirlemek i¢in kullanilmistir.
Farkli n_features to select degerleri denenerek, her bir degerin model performansi
tizerindeki etkisi degerlendirilmistir. Bu deneyler sonucunda elde edilen sonuglar
incelenmis ve n_features to select parametresinin 20 olarak belirlenmesinin en optimal

sonuclar1 sagladig1 goriilmiistiir. Dolayisiyla, siniflandirma performansini artirmanin ve
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veri kiimesini en iyi sekilde temsil etmenin en uygun degerinin 20 olduguna karar

verilerek bu deger tercih edilmistir.

Bu adimlarin amaci, veri kiimesinin boyutunu etkili bir sekilde azaltarak iglem siiresini
optimize etmek ve ayn1 zamanda siniflandirma performansini en iist diizeye ¢ikarmaktir.
Bu nedenle, n_features_to_select parametresinin 20 olarak belirlenmesi, dikkatli bir

degerlendirme ve deney siireci sonucunda yapilan bir tercihtir.

SequentialFeatureSelector sonrasinda, get support() yontemi kullanilarak en 1iyi
Ozniteliklerin indeksleri elde edilmistir. Bu indeksler kullanilarak, Y important veri
kiimesinde sadece segilen en iyi Ozniteliklerin bulundugu yeni bir veri kiimesi

(X_forward) olusturulmustur.

Bu hibrit yontem sayesinde, veri kiimesi icerisindeki anlamsiz 6zniteliklerin ¢ikarilmasi
ve en iyi Ozniteliklerin se¢ilerek siniflandirma performansinin artirilmasi hedeflenmistir.
Bu adimlar, deney sayisini artirmak ve modelin daha hizli ve etkili ¢alismasini

saglamak amaciyla bir araya getirilmistir.

4.3. Simiflandirma

Oznitelik se¢imi ve veri 6n isleme adimlarinin tamamlanmasinin ardindan, olusturulan
Ozniteliklerle siniflandirma islemi gerceklestirilmistir. Bu asamada, smiflandirma
modelinin egitimi ve performans degerlendirmesi icin veri kiimesindeki kayitlar
ayrilmistir. Veri kiimesindeki kayitlarin %80'1 egitim i¢in kullanilmis ve modelin
O0grenmesi amaclanmigtir. Kalan %20'lik kisim ise modelin test edilmesi ve

performansinin degerlendirilmesi i¢in ayrilmistir.

Bu calismada, smniflandirma igin ikili smniflandirma yontemi tercih edilmistir. Ikili
simiflandirma, sonuglart yorumlamak ve sunmak i¢in daha basit bir yapiya sahip
oldugundan, bu alandaki karmasik veri setleri icin ideal bir secenektir. Ozellikle,
KDDCUP 99 veri kiimesi gibi dengesiz veri setleriyle ¢alisirken, ikili siniflandirma,
siniflar aras1 dengesizlikleri daha etkili bir sekilde ele alarak, smiflandirma

performansini optimize etmeye yardimci olmaktadir.

Dahasi, teknik olmayan paydaslarla sonuglarin paylasilmast durumunda, ikili
smiflandirmanin  sagladigr sezgisel ve anlasilir sonuglar oldukga degerlidir. Ikili

siniflandirma, ¢ok sinifli simiflandirmaya kiyasla egitim ve degerlendirme siireglerini
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hizlandirabilmektedir. Ayrica, bu yaklasimin kullanilmasi, performans metrikleri gibi

degerlendirme araclariin daha etkili bir sekilde uygulanmasina olanak tanimaktadir.

Saldir1 tespiti gibi kritik gorevlerde, bir saldirinin var olup olmadigini hizla belirlemek
esastir. Bu nedenle, ilk asamada saldirilarin tespiti, onlarin tiirlerinden daha kritik bir
oneme sahip olabilmektedir. Ikili smiflandirma bu amaci dogrudan destekler ve bu

calismanin temel ihtiyaglarina hizmet etmektedir.

Calismada, farkli smiflandirict  algoritmalari  kullanilarak model performansi
degerlendirilmistir. Bu algoritmalar arasinda Decision Tree (DT), Logistic Regression
(LR), Naive Bayes (NB), Random Forest (RF) ve K-Nearest Neighbors (KNN) yer
almaktadir. Her bir smiflandirict algoritmasi, belirlenen Oznitelikler kullanilarak

egitilmis ve egitilen modelin test verisi lizerindeki performansi degerlendirilmistir.

Bu siirecte, PCA + RFECV ve RFECV + FS hibrit 6znitelik indirgeme ydntemleri
kullanilarak elde edilen Ozniteliklerin siniflandirma modellerine nasil etki ettigi
incelenmistir. Bu yontemlerin kullanilmastyla, veri kiimesinin boyutu etkili bir sekilde
azaltilmis ve model performansi optimize edilmistir. Bu adimlar sayesinde, hem
simiflandirma dogrulugu artirilmis hem de islem siiresi kisaltilarak verimlilik elde

edilmistir.

4.4. Arastirma Bulgulan

Deney sonuclarinin degerlendirilmesinde Karmasiklik Matrisi (Confusion Matrix) ile
Dogruluk (Accuracy), Kesinlik (Precision), Duyarlilik (Recall) ve F1 metriklerinden
yararlanilmistir. Calismanin ilk agsamasinda, 6znitelik indirgeme yontemi uygulanmadan
siniflandirma algoritmalarinin performans metrikleri degerlendirilmistir. Bu temel
degerlendirme, algoritmanin orijinal veri kiimesi {izerinde nasil bir performans

gosterdigini ortaya koymak amaciyla gerceklestirilmistir.

Bu temel degerlendirmenin ardindan, hibrit bir yaklasim olan PCA + RFECV yo6ntemi
uygulanmistir. PCA + RFECV yonteminde, ilk olarak temel bilesen analizi (PCA) ile
boyut indirgeme islemi gerceklestirilmistir. Bu asamada, veri kiimesindeki 6znitelikler
arasindaki yiiksek korelasyon azaltilarak daha az sayida bilesen elde edilmistir. PCA

sonrasinda, RFECV yontemi uygulanarak en iyi 6znitelikler belirlenmistir.
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Bu adimlarla, orijinal veri kiimesi iizerinden elde edilen temel degerlendirme sonuglari
ile Oznitelik indirgeme sonrasi elde edilen sonuglar karsilagtirilmistir. Boylelikle,
Oznitelik se¢imi ve indirgeme yontemlerinin siiflandirma performansina olan etkisi

degerlendirilmistir.

Oznitelik indirgeme ydntemi uygulamadan simiflandirmaya ait elde edilen degerler

Tablo 4.3 ve Tablo 4.4’te gosterilmektedir.

Tablo 4.3 : Oznitelik indirgeme ydntemi kullanilmadan yapilan siniflandirmaya ait test sonuglari.

Siniflayict Dogruluk Kesinlik Duyarlilik F1 Score
(Accuracy Score)  (Precision Score) (Recall
Score)
KNN 0,9631 0,9741 0,9524 0,9631
NB 0,9518 0,9532 0,9518 0,9517
LR 0,9405 0,9747 0,9059 0,9391
DT 0,9806 0,9964 0,9652 0,9806
RF 0,9815 0,9965 0,9668 0,9806

Tablo 4.4 : Oznitelik indirgeme yontemi kullanilmadan yapilan siniflandirmaya ait dogrulama sonuglari.

Siniflayict Karmagiklik Matrisi Capraz Dogrulama

TP FP]
FN TN

KNN 11653 310 0,9664
584 11691

NB 11712 251 0,9539
917 11358

LR 11675 288 0,9440
1154 11121

DT 11921 42 0,9826
426 11849

RF 11922 41 0,9833
407 11868

Birinci 0znitelik indirgeme yonteminin sonuglarina gore siiflandirmaya ait elde edilen

degerler Tablo 4.5 ve Tablo 4.6’da gosterilmektedir.
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Tablo 4.5 : Birinci 6znitelik indirgeme yonteminin sonuglarina gére siniflandirmaya ait test sonuglari.

Siniflayici Dogruluk Kesinlik Duyarlilik F1 Score
(Accuracy Score)  (Precision Score) (Recall
Score)

KNN 0,9723 0,9708 0,9746 0,9806
NB 0,6193 0,7719 0,6193 0,5604
LR 0,9619 0,9816 0,9424 0,9616
DT 0,9813 0,9970 0,9660 0,9812
RF 0,9819 0,9970 0,9671 0,9818

Tablo 4.6 : Birinci 6znitelik indirgeme yonteminin sonuglarina gore siniflandirmaya ait dogrulama
sonuglari.

Smiflayict Karmagiklik Matrisi Capraz Dogrulama
TP F P]

FN TN

0,9784
KNN 11604 359 ]
311 11964

11878 85 0,6263
NB 9140 3135

11747 216 ] 0,9643
LR 706 11569

11928 35 ] 0,9834
DT 417 11858

11928 35 ] 0,9841
RF 403 11872

[k smiflandirma sonuglarina gore gosterilen ROC egrileri Sekil 4.3, Sekil 4.4, Sekil 4.5,
Sekil 4.6 ve Sekil 4.7°de gosterilmektedir.
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Sekil 4.4 : Birinci deneyde NB siniflayicisina ait ROC egrisi
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Sekil 4.5 : Birinci deneyde LR siniflayicisina ait ROC egrisi
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Sekil 4.6 : Birinci deneyde DT simiflayicisina ait ROC egrisi
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Sekil 4.7 : Birinci deneyde RF siniflayicisina ait ROC egrisi

Bir diger deneyde ise RFECV + FS yontemi kullanilarak smiflandirma islemleri
gerceklestirilmistir. Bu siireg, veri kiimesinin 6zniteliklerini segmek ve siniflandirma

performansini degerlendirmek i¢in iki agsamada gergeklestirilmistir.

[k asamada, RFECV yontemi kullanilmistir. Bu asamada, Decision Tree smiflandiricist
(estimator) kullanilarak Recursive Feature Elimination Cross Validation (RFECV)
gerceklestirilmistir. RFECV, 6zniteliklerin sirayla ¢ikarilmasi ve ¢apraz dogrulama ile
model performansinin degerlendirilmesi islemidir. Ayn1 zamanda, veri kiimesindeki
Ozniteliklerin 6nem siralamasini saglar. Bu adimdan sonra, RFECV ile belirlenen

onemli 6znitelikler "important features" adli degiskende saklanmigtir.

Ikinci asamada, RFECV ile belirlenen énemli oznitelikler kullanilarak yeni bir veri
kiimesi olan "X important" olusturulmustur. Bu yeni veri kiimesi lizerinde ileri
yonelimli se¢im (FS) yontemi uygulanmistir. Bu yontemde, RandomForestClassifier
kullanilarak SequentialFeatureSelector siniflandiricisi tanimlanmig ve
n_features to select parametresi 20 olarak belirlenmistir. Veri kiimesi ™Y _important™
olarak tanimlanmis ve siniflandiric1 "selector" ile Oznitelik se¢imi gergeklestirilmistir.

En iyi 6zniteliklerin indeksleri "selected features" degiskeninde saklanmuistir.
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Sonu¢ olarak, RFECV + FS yontemi ile belirlenen en iyi Oznitelikler kullanilarak
siiflandirma islemleri gergeklestirilmis ve bu yontemin 6znitelik secimi agamasindaki
etkisi degerlendirilmistir. Siniflandirma islemlerine ait sonuglar Tablo 4.7 ve Tablo 4.8’

de gosterilmektedir.

Tablo 4.7 : Ikinci 6znitelik indirgeme ydnteminin sonuglarina gére siniflandirmaya ait test sonuglar.

Siniflayici Dogruluk Kesinlik Duyarlilik F1
(Accuracy Score) (Precision (Recall Score) Score
Score)

KNN 0,9668 0,9776 0,9564 0,9669
NB 0,8914 0,9010 0,8914 0,8909
LR 0,9702 0,9930 0,9479 0,9699
DT 0,9812 0,9966 0,9662 0,9812
RF 0,9820 0,9971 0,9672 0,9819

Tablo 4.8 : ikinci 6znitelik indirgeme ydnteminin sonuglarina gére siniflandirmaya ait dogrulama

sonuglari.
Siiflayict Karmagiklik Matrisi Capraz
[TP FP Dogrulama
FN TN
0,947
KNN 11941 63 ]
1599 48603
11573 390 ] 0,8949
NB 2240 10035
11881 82 ] 0,9716
LR 639 11636
11923 40 ] 0,9834
DT 414 11861
RF 11929 34 ] 0,9842
402 11873

RFECV ve FS hibrit yontemi kullanilarak 20 6znitelige indirgenen veri kiimesi
tizerinden yapilan analizler sonucunda elde edilen ROC egrileri Sekil 4.8, Sekil 4.9,
Sekil 4.10 Sekil 4.11 ve Sekil 4.12° de goriilmektedir.
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Sekil 4.8 : Tkinci deneyde KNN siniflayicisina ait ROC egrisi
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Sekil 4.9 : Ikinci deneyde NB siniflayicisina ait ROC egrisi
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Sekil 4.10 : ikinci deneyde LR siniflayicisna ait ROC egrisi
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Sekil 4.11 : ikinci deneyde DT smiflayicisina ait ROC egrisi
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Sekil 4.12 : ikinci deneyde RF siniflandiricisina ait ROC egrisi

4.6. 1ki Farkli Oznitelik Gruplariyla Yapilan Deney Sonuclarinin Tartisiimasi

Tablo 4.3, Tablo 4.5, Tablo 4.6 ve Tablo 4.7 'de sunulan sonuglart inceledigimizde,
Oznitelik indirgeme yontemi kullanilmadan yapilan siniflandirmalarla, PCA+RFECV ve
RFECV+FS  yontemleriyle gergeklestirilen  6znitelik  indirgeme  islemlerinin

siniflandirma performansina etkileri goriilmektedir.

[Ik tabloya (&znitelik indirgeme uygulanmadan) odaklamldiginda, Naive Bayes
siniflandiricisinin performansinin oldukga tatmin edici oldugu goriilmektedir. Ancak
PCA+RFECV yontemi uygulandiginda, dogruluk, kesinlik ve F1 skoru metriklerinde
belirgin bir diisiis yasanmistir. Bu, PCA+RFECV yo6nteminin, 6zellikle Naive Bayes
i¢in, veri kiimesinin 6zelliklerine veya 6zellikler arasindaki iliskilere miidahale ettigini
gosteriyor olabilir. Ote yandan, RFECV+FS yoéntemi ile elde edilen sonuglarda Naive
Bayes'in performansi tekrar yiikselmis; fakat baslangic degerlerine nazaran hala daha
diisiik kalmistir. Bu da RFECV+FS yonteminin, PCA+RFECV'ye kiyasla, Naive Bayes

icin daha uygun bir 6znitelik se¢imi yontemi oldugunu isaret etmektedir.

Logistic Regression (LR) smiflandiricisinin  performansint = degerlendirdigimizde,

PCA+RFECV Oznitelik indirgeme yontemi uygulandiginda, dogruluk, kesinlik,
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duyarlilik ve F1 skoru gibi temel metriklerde artiglar kaydedilmistir. Bu artislar,
PCA+RFECV'nin LR smiflandirmasi i¢in veri kiimesinin yapisal ozelliklerini ve
Ozellikler arasindaki iliskileri optimize ettigini diisiindiirmektedir. Bunun yaninda,
RFECV+FS 0Oznitelik indirgeme yontemi uygulandiginda da benzer bir artig
gozlemlenmistir. Ancak bu artis, baslangic degerlerine kiyasla daha belirgindir. Bu
durum, RFECV+FS'nin LR siniflandiricist i¢in daha etkili bir 6znitelik se¢imi yontemi
olabilecegini goOstermektedir.Genel bir degerlendirme yapilacak olursa; iki farkli
Oznitelik indirgeme yonteminin, Logistic Regression siniflandirmasinin performansinin
olumlu bir sekilde etkiledigi sGylenebilmektedir. Bu etki, 6zellikle RFECV+FS yontemi
ile daha da belirginlesmistir. Bu sonuglar, 6znitelik indirgeme ve se¢imi yontemlerinin,
LR smiflandiricisinin  performans: {izerinde ne kadar kritik bir rol oynadigim

gostermektedir.

Decision Tree (DT) ve Random Forest (RF) smiflandiricilart igin, her iki 6znitelik
indirgeme yoOnteminin de siiflandirma sonuclari {izerinde olumlu bir etkisi oldugu
gozlemlenmektedir. Ozellikle RF'nin dogruluk orani, PCA+RFECV ve RFECV+FS
yontemleri arasinda neredeyse degismemistir. Bu, RF algoritmasinin 6znitelik se¢imi

yontemlerine kars1 daha direngli olabilecegini gostermektedir.

K-En Yakin Komsu (KNN) smiflandirict performansi, 6znitelik indirgeme
yontemlerinin uygulanmas1 sonucunda genel olarak artis gostermistir. RFECV+FS
yonteminin, KNN'nin kesinlik ve duyarlilik metriklerini iyilestirmede ozellikle etkili
oldugu goriilmektedir. Bu durum, KNN'nin 06znitelik secimi ve boyut indirgeme
yontemlerine olduk¢a duyarli oldugunu belirtmektedir. Ozellikle, KNN'nin yapisal
ozellikleri dikkate alindiginda, az sayida Oznitelikle daha hizli ve etkili sonuglar
tiretebildigi anlasilmaktadir. Bu nedenle, KNN siniflandiricisinda 6znitelik indirgeme

yontemlerinin kritik bir rol oynadig1 sdylenebilmektedir.
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BOLUM 5. SONUCLAR

Bu ¢alismanin amaci, ag trafigindeki anomali veya anomali davraniglar1 saptamak ve
bunlar raporlamak i¢in bilgisayar sistemleri olusturmaktir. Anomali tespiti sistemleri,
ag trafiginin normal davranislarin1 6grenerek, beklenmeyen, anormal davranislari tespit
edebilmektedirler. Bu sistemler, agdaki riskleri azaltmak ve Onemli verilerin
korunmasina yardimer olmak igin kullanilabilirler. Bu hedefi gergeklestirmek i¢in daha
once yapilan c¢alismalarin detayli incelemesi yapilmistir ve literatiir arastirmalarinda ag
anomali tespiti icin Onemli kisimlar belirlenmistir. Arastirmalar incelendiginde son
zamanlarda makine 6grenmesi algoritmalarinin yiiksek dogruluk oranina sahip oldugu
goriilmiistiir. Farkl tiirde ag saldirilart igerdigi ve gercek diinya senaryolarini yansittigi

icin KDDCUP99 veri kiimesi kullanilmistir.

Calisma da smiflayict olarak Decision Tree (DT), Logistic Regression (LR), Naive
Bayes (NB), Random Forest (RF) ve K-Nearest Neighbors algoritmalar1 (KNN)
kullanilmis ve degerlendirme metrikleri olarak Capraz dogrulama ile birlikte ROC

egrileri tercih edilmistir.

Onisleme siirecinde orjinal veri kiimesinin oldukga biiyiik olmasindan kaynakli islemesi
oldukca zaman alacagindan corrected olarak adlandirilan ve orjinal veri kiimesinden
daha kiigiikk boyutlu olan veri kiimesi kullanilmistir. Bu veri kiimesi orjinal veri
kiimesinin baz1 6zellikleri agisindan filtrelenerek elde edilmistir. Bu filtreleme islemi,
baz1 6zellikleri diisiik olan ag trafigi paketlerini ¢ikartmak ve daha anlamli verilerle
calismak i¢in kullanilmistir. corrected isimli veri kiimesinden modele katkis1 olmadigi
ve performanst olumsuz etkiledigi i¢in duration siitunu ¢ikartilmistir. Kategorik veriler
olan protocol type, flag ve service Oznitelikleri one-hot-encoding yontemi kullanilarak
sayisal degerlere doniistiiriilmiistiir. Son olarak veri kiimesi normalizasyon islemine tabi

tutulup hazir hale getirilmistir.
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Tablo 4.5, Tablo 4.6, Tablo 4.7 ve Tablo 4.8' de sunulan sonuglar, 6znitelik se¢imi
stirecinde kullanilan iki farkli hibrit yontemin - PCA + RFECV ve RFECV + FS -
siniflandirma performansina olan etkilerini agik¢a gostermektedir. Bu sonuglar, veri
kiimesinin boyutunu etkili bir sekilde azaltmanin ve anlamli 6zniteliklerin se¢ilmesinin

siiflandirma islemlerinin basarisini artirabilecegini gostermektedir.

Oznitelik indirgeme uygulamadan elde edilen sonuglar, dzellikle Random Forest (RF),
Decision Tree (DT) ve K-Nearest Neighbors (KNN) smiflandiricilart igin yiiksek
dogruluk, kesinlik, duyarlilik ve F1 metrikleri ile dikkat ¢ekicidir. Ancak PCA+RFECV
Oznitelik indirgeme yoOntemi uygulandiginda, oOzellikle Naive Bayes (NB) igin
metriklerde dramatik bir diislis gozlemlenmistir. Bu, PCA'nin, 6zellikle NB algoritmasi
icin, veri kiimesinin Ozellikler arasindaki iligkisini bozabilecegini diisiindiirebilir.
Ancak, RFECV+FS yontemi uygulandiginda, NB'nin performansindaki diisiise ragmen,
diger simiflandiricilarin, 6zellikle Logistic Regression (LR), performansinda bir artig
gbézlemlenmistir. Bu, RFECV+FS'min siniflandirma performansini optimize etme

kapasitesini gosteriyor olabilir.

KNN siniflandiricisi, 6zellikle RFEECV+FS 6znitelik indirgeme yontemi uygulandiginda
en yiiksek dogruluk, kesinlik, duyarlilik ve F1 metriklerini sunmustur. Bu, KNN'nin,
daha az 6znitelikle daha hizli ve daha etkili sonuglar iiretebildigini ve 6zellikle 6znitelik

indirgeme yontemlerine olduk¢a duyarli oldugunu gostermektedir.

Genel olarak, bu calismanin sonuglari, Oznitelik se¢iminin ve indirgemenin
siniflandirma modellerinin bagarisin1 belirlemedeki kritik 6nemini vurgulamaktadir.
Smiflandirma performansini artirmada kullanilan Oznitelik indirgeme yontemlerinin
etkinligi, smiflandirma algoritmasima gore degiskenlik gosterebilir. Bu ¢alisma,
siiflandirma problemleri iizerinde ¢alisan akademisyenler ve endiistriyel kurumlar icin
onemli bir referans niteligindedir. Gelecekte, 6znitelik se¢imi yontemlerinin daha genis
veri kiimeleri ve farkli siniflandiricilarla nasil performans gosterdiginin derinlemesine

incelenmesi Onerilebilir.
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EKLER

EK-1 : Veri Kiimesindeki Saldir1 Verileri

Saldirt Ad1 Kay1t Sayist
Smurf. 164091
normal. 60593

neptune. 58001
snmpgetattack. 7741
mailbomb. 5000
guess_passwd. 4367
snmpguess. 2406
Satan 1633
Warezmaster 1602
Back 1098
Mscan 1053
Apache2 794
Processtable 759
Saint 736
Portsweep 354
Ipsweep 306
Httptunnel 158
Pod 87
Nmap 84
Buffer_overflow 22
Multihop 18
Sendmail 17
Ps 16
Rootkit 13
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Xterm
Teardrop
Xlock
Land
Xsnoop
ftp_write
Loadmodule
Perl
Udpstorm
Worm
Phf
Sqlattack

Imap

13
12
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