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OZET

Gozde ARSLAN

DERIN OGRENME VE MAKINE OGRENME TEKNIKLERiI KULLANILARAK
GOZ HASTALIKLARININ TESPITI

Baskent Universitesi Fen Bilimleri Enstitiisii
Bilgisayar Miihendisligi Anabilim Dah
2023

GOz hastaliklar1 insan yasamini ciddi derecede etkileyen saglik sorunlarindan biridir. G6z
hastaliklar1 arasinda bulunan katarakt, diyabetik-retinopati, glokom gibi hastaliklar gérme
bozukluguna ve geri doniisii olmayan goz kusurlarina neden olur. Insan yasaminda genetik,
yas ve ¢evresel faktorler goz sagligint 6nemli 6lgiide etkiler. Hastalik tespitin yapilmasi ve
dolayisiyla hastanin yasam kalitesinin yiikseltilebilmesi i¢in hastaligin dogru bir sekilde tespiti
kritik bir rol oynamaktadir. Gelisen teknoloji ile yapay zeka gz kusurlarini ve dolayisiyla ilgili
g6zde bir hastalik olup olmadigini tespit edebilmektedir. Bu tez ¢aligmasi, 6nemli saglik
sorunlarindan goz hastaliklarmin derin 6grenme modelleri ve makine 6grenmesi algoritmalari
kullanilarak tespit edilmesine yonelik ¢oziimler gelistirmeyi amaglamaktadir. Bu ¢aligmada
derin 6grenme tiirlerinden biri olan Konvoliisyonel Sinir Aglar1 modelleri ve makine 6grenme
algoritmalar1 kullanilmigtir. Hastalik basarisinin tahmini ve siniflandirilmasinda geleneksel
makine 6grenmesi algoritmalarindan Destek Vektorii Makinesi, Naive Bayes Siniflandiricisi,
K-En Yakin Komsu, Rastgele Orman kullanilmistir. CNN modelinden DenseNet, EfficientNet,
VGG, ResNet ve Xception mimarileri kullanilmistir. Coklu simiflandirma probleminde,
hastalik tespiti i¢in kullanilan veri setinde 1074 normal, 1007 glokom, 1098 diyabetik-
retinopati, 1038 katarakt verileri olmak Uzere toplamda 4217 Retinal Fundus gorintisi
icermektedir. Ikili smiflandirma probleminde, hastalik tespiti i¢in kullanilan veri setinde 1374
normal ve 1374 hastalikli veriler olmak iizere toplamda 2748 Retinal Fundus gorintdsu
icermektedir. Retinal Fundus goz hastaligi siniflandirmasi ¢alismasinda ise hazir CNN
mimarileri ve makine 6grenme ile mevcut probleme uyarlanarak deneyler yiiriitiilmiis ve
performanslar1 kargilastirilmistir.  CNN mimarilerinin konvollisyonel katmalarinda otomatik
olarak dretilen 6znitelikler makine 6grenme smiflandiricilarini beslemek igin kullanilmistir.
Tespit ve smiflandirma calismalarinda elde edilen performanslara gore derin Ogrenme

mimarilerinin makine 6grenmesi algoritmalarindan istiin geldigi gézlemlenmistir.



ANAHTAR KELIMELER: Smiflandirma, Goz hastaligi, EfficientNet, Retinal Fundus,

Derin Ogrenme, Makine Ogrenme



ABSTRACT

Gozde ARSLAN

DETECTION OF EYE DISEASE WITH DEEP LEARNING AND MACHINE
LEARNING APPROACH

Baskent University Institution of Science and Engineering
Department of Computer Engineering
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Eye diseases are one of the health problems that seriously affect human life. Diseases such as
cataract, diabetic-retinopathy, glaucoma, which are among the eye diseases, cause visual
impairment and irreversible eye defects. Genetic, age and environmental factors significantly
affect eye health in human life. Accurate detection of the disease plays a critical role in
detecting the disease and thus improving the quality of life of the patient. With the developing
technology, artificial intelligence can detect eye defects and therefore whether there is a disease
in the related eye. This thesis study aims to develop solutions for the detection of eye diseases,
which are important health problems, by using deep learning models and machine learning
algorithms. In this study, Convolutional Neural Network models, which is one of the deep
learning types, and machine learning algorithms were used. In the prediction and classification
of disease success, Support Vector Machine, Naive Bayes Classifier, K-Nearest Neighbor,
Random Forest, which are traditional machine learning algorithms, were used. DenseNet,
EfficientNet, VGG, ResNet and Xception architectures from the CNN model were used. In the
multi-classification problem, the data set used for disease detection includes a total of 4217
Retinal Fundus images, 1074 normal, 1007 glaucoma, 1098 diabetic-retinopathy, 1038 cataract
data. Inthe binary classification problem, the data set used for disease detection includes a total
of 2748 Retinal Fundus images, 1374 normal and 1374 diseased data. In the retinal fundus eye
disease classification study, experiments were carried out by adapting them to the existing
problem with ready-made CNN architectures and machine learning, and their performances
were compared. Automatically generated features in convolutional layers of ready-made CNN
architectures are used to feed machine learning classifiers. According to the performances
obtained in detection and classification studies, it has been observed that deep learning

architectures are superior to machine learning algorithms.



KEYWORDS: Classification, Eye disease, EfficientNet, Retinal Fundus, Deep Learning,
Machine Learning
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AE Otokodlayic1 (AutoEncoder)

CNN Konvoliisyonel Sinir Aglar1

ML Makine Ogrenmesi (Machine Learning)
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DRN Derin Kalint1 Aglar
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HOG Yonlu Gradyanlari Histogrami

RelLu Dizlestirilmis Dogrusal Birim

FFA Fundus Floresein Anjiyografi



1. GIRIS

Gunimizde insanlarin yasadigi gbz hastaliklar1 genetik ve gevresel faktorlere bagli
olarak kendini gostermektedir. Olusan bu g6z hastaliklar1 toplumda yaygin olarak goriilmekte
olup her hastaligin semptomlar: farklidir. Bu semptomlarin neler oldugu ve insan yasantisina
etkisinin nasil oldugu konusunda c¢esitli aragtirmalar yapilmaktadir. Diinya genelinde yaygin
olarak goriilen goz hastaliklar1 ¢esitli nedenlere bagl olarak degisir. Goziin yapisinda ve
islevinde meydana gelen hasarlar sonucunda g6z hastaliklarinin belirtileri ortaya ¢ikmaktadir.
Ortaya ¢ikan belirtiler insanlarda her yasta goriilebilir. G6zde olusan belirtilere gére gérme
duyusundaki azalma insanin tiim hayat kalitesini olumsuz etkileyebilir. Diinya Saglik
Orgiitii'niin 2021 verilerine gore, diinya genelinde yaklasik olarak 253 milyon insanm goz

hastaliklariyla ilgili sorunlar yasadigi bilinmektedir [1].

1.1. Tanim ve Motivasyon

GOz hastaliklar1 konusunda bu hastaliklarin neler oldugunu bilmek ve bu bilingle
hareket etmek hasta yasamini etkileyen énemli adimdir. G6z hastaliklar1 baslangigta belirti
vermeyebilir ve semptomlar1 hafif olabilir. Semptomlarin 6nlenmesi ve goéz saghigmnin
korunmasi i¢in diizenli g6z muayeneleri kritik 6neme sahiptir. Dlzenli g6z muayeneleri ile
hastaligin dogru analizi ve erken tespit edilmesi saglanarak ileride daha buyuk sorunlara yol
acilmasi engellenebilir. Her g6z hastaligi igin farkli teshis yontemleri uygulanabilir. Hastanin
Ozelliklerine ve goziin verdigi semptomlara gore bir teshis olusturulmasi 6nem tasimaktadir.
Bu nedenle, hastaligin iyi bir sekilde analiz edilmesi etkili teshis yontemi saglamaktadir.

GOz hastaliklarmin sebepleri gevresel, yas, travmalar, saglik sorunlari ve genetik etkene
baglhdir. En 6nemli etkenlerden cevresel ve genetik faktorler kisinin gérme bozukluguna sebep
olmaktadir. Son yillarda teknolojik aletlerin kullaniminin artmasiyla orantili bir sekilde gérme
bozukluklar1 da artis gdstermektedir. Gorme hastaliklarinin yas oranlarina bakildiginda oldukca
kiiclik yaslarda da goriilmeye baslanmistir. Gérme bozuklugunun kolay fark edildigi en yaygin
olarak bilinen sebeplerin baginda, gdze giren bir madde sonucu goziin hasar almasi ve gérmeyi
zorlagtirmasi, goziin c¢ok fazla 1518a maruz kalmasi, teknolojik cihazlara ¢ok yakindan
bakilmasi, g6z yasi kanallarin tikanmasi, seker hastaligi kontrol edilmedigi siirece gérme
kaybina yol agmasi, genetik faktdrlerden aile bireylerinde bulunan géz hastaligmmm kisiye
aktarilmasi, enfeksiyon, alerji ve vitamin eksikliginden dolay1 géz rahatsizli§i baglamasi,

bulunmaktadir [2]. Bilindigi gibi géz hastaliklari; géz zar1, g6z mercegi ve sinirler de meydana
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gelen rahatsizliklar sonucu ortaya ¢ikmaktadir. Rahatsizlardan bazilar1 Katarakt, diyabetik-
retinopati ve glokomdur. Katarakt, bir g6z rahatsizligi olup kisinin goérme seklini
bulaniklastirarak gérme kalitesinin diismesine sebep olur. Kisinin gérme kalitesinin diismesi
onemli gbz problemlerine yol agmaktadir. Katarakt sorunu zamanla ilerleyerek insanlarda daha
ciddi gérme sorununa sebep olur. Katarakt, baslangigta hafif bir bulanik gérme olarak baslasa
da zamanla bu bulaniklik yogunlasir. G6z merceginin bulaniklasmasi ile gorme kalitesi zamanla
diiser. Hastaligin ilerleyen asamalar1 ameliyat gerektirebilen bir durumdur. Ancak erken tani ile
bunun 6niuine gegilerek katarakt hastaliginin ilerlemesi yavaslatilabilir veya engellenebilir.
Goz hastaliklarindan bir digeri de diyabetik-retinopati g6z hastaligidir ve kisinin diyabet
hastaligia sahip olmas1 durumunda sadece insiilin direnci gibi durumlar1 etkilemekle kalmaz,
ayn1 zamanda g6z saghigimi da onemli 6l¢iide etkiler. Diyabet hastaligina bagl olarak retinada
meydana gelen hasar1 tanimlayan bir géz hastaligi olan diyabetik-retinopati g6z damarlarina
biyuk 6lciide zarar vermektedir. Hastalik ilerledigi zaman gérme kaybina yol agmaktadir. Bu
nedenle, diyabet hastalarmin goz saghigma 6zen gostermeleri ve diizenli gz muayenelerine
gitmeleri onemlidir. Erken teshis ve uygun tespit yontemleri, gz hastaligmin ilerlemesini
yavaslatabilir veya durdurabilir.

Glokom, diger g6z hastaliklarindan biridir ve gz tansiyonu olarak da bilinir. Bu hastalik,
bulanik gérme, bas agrilar1 ve zaman zaman g6z iginde basing hissi gibi belirtilerle kendini
gosterebilir. Hastalar genellikle bu belirtileri hemen anlamayabilirler. Glokom hastaligi belirti
vermeden ilerleyebilir ve kisi farkinda olmadan gérme kaybi yasayabilir. Glokomun erken
tespiti gorme kaybmi onlemek ag¢isindan biiyiik 6neme sahiptir. Bu nedenle glokom gibi
hastaliklarin erken tespiti 6nemlidir. Erken ve dogru tespit uygulanmasiyla gorme kaybinin
Onlenmesine yardimei olunabilir.

Diinya Saglk Orgiitii'niin 2021 verilerine gore, diinya genelinde gérme kaybi ve goérme
bozuklugunun en az 2.2 milyar kisiyi etkilemektedir. Bunlarin 1 milyar1 6nlenebilir gérme
bozukluguna sahiptir [3]. Yasam kalitesini biiyiik 6lgiide etkileyen gérme bozuklugu kisilerin
bulundugu tiim alanlar1 olumsuz yonde etkilemektedir. Dunya genelinde en az 450 milyon
cocuk teshis gerektiren bir gorme sorunu yasamaktadir [2]. Hastalik strecinde dogru tespit
yontemi ¢ok onemlidir. Yanlis hastalik tespiti yontemleriyle kisilerde gérme bozuklugu oranlari
artmaktadir. Kisiler yasma ve goziindeki problemlere gore diizenli bir sekilde gdrme seviyesini
ve goz saglhigint degerlendirebilecegi kontroller yaptirmalidir. Hastaligin tanisinda uygulanan
yontemler gelisim gosterse de bazi durumlarda bunun yeterliligi konusunda sikinti
yasanmaktadir. Yanlis teshis, hastaligin yanlis siniflandirilmasina, hastanin yasam kalitesinin

diismesine, doktorlarin is yiiklerinin artmasi1 ve zaman kayiplarma neden olabilir. Dogru teshis
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yontemlerini desteklemek ic¢in de giinlimiizde bir¢ok ¢alisma yapilmaktadir. Saglik alaninda
teknolojilerinde gelismesi ile yapay zeka teknolojilerinin goz hastaliklarinin tanisinda
kullanilmas: biiyiik bir etkiye sahip olmustur. Yapay zeka, kisilere goz hastaliklarinin tespiti
icin daha hizli ve daha kaliteli tespit yontemi saglamay1 hedefleyebilir.

Bu tezin motivasyonu, saglik alaninda kullanilabilecek, hastanin yasam kalitesini arttirabilecek
bir sistemin yapay zeka modelleri ile tasarlanip gergeklestirilmesidir. Yapay zeka, goz
goriintiilerini analiz ederek goz hastaliklarmi erken teshis etme ve hastaligin ilerleme siirecini
takip etme gibi birgok alanda yardimci olabilir. Yapay zeka, biiyiikk veri setleri iizerinde
egitildiginde, goz hastaliklarinin tespiti yonetiminde saglik sektoriinde buyik 6lcuide dnemli bir
yere sahiptir. Go6z hastaliklarinda kullanilan yapay zeka ile yapilan calismalar, g6z
hastaliklariyla miicadele konusunda yeni bir bakis agisi kazandirmayir amaglamaktadir.
Boylelikle goz problemi yasayan kisilerin hastalik tan1 siiregleri daha etkili bir sekilde yiirtitiiliir

ve gérme kaybi riski azaltilabilir.

1.2. Tez Cahsmasinin Genel Katkilar

Bu boliimde, tez ¢alismasinin genel katkilar1 sunulmaktadir. Goz hastalig tespiti yapan
caligmalarda Konvoliisyonel Sinir Aglar1 mimariler kullanilmistir. Bu ¢alismada CNN
mimarilerinden farkli birden fazla model kullanilarak modellerin basar1 performanslari
incelenmistir.

Tez galismasinin baska katkisi ise g6z hastaligi smiflandiriimasinda CNN mimarilerinin
karsilastirilmasi alanindadir. CNN mimarilerinde farkli modeller, Otokodlayici ve makine
ogrenmesi farkli algoritmalar kullanilarak smiflandirma problemindeki basar1 performanslari
kendi aralarinda karsilastirilmistir. CNN, Otokodlayict ve makine 6grenmesi ile elde edilen
basar1 dlgiitleri incelenmesi yapilmistir.

Goziin ikili smiflandirilma yapilarak normal ya da hastalikli g6z olup olmadigmi belirlemek
icin bir yaklasim gelistirilmektedir. Coklu smiflandirma da ise hastaliklardan katarakt,
diyabetik-retinopati, glokom ve saglikli bireylerden veriler elde edilerek hastalikli ya da normal
g0z tespiti yapilmaktadir. Veri kiimesi olugturulurken bir¢ok kisinin g6z hastaligi teshisi sonucu
elde edilen veriler alinarak hazirlanmistir.

Genel olarak gdz hastaliklartyla ilgili yapilan ¢aligmalarda, genis miktarda FFA goruntusi
iceren veri setleri siklikla kullanilmaktadir. Yapilan c¢alismalarda genel olarak ikili
smiflandirmalar yapilmistir. Bu ¢alismada ¢oklu siniflandirma ¢aligmalarinda farkli hastalik

cesitlerine sahip veriler kullanilmistir. Birden fazla veri setinin birlestirilip daha fazla 6rnek
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sayisina sahip veri kiimesinin kullanimi gergeklestirilmistir. Boylelikle hastalik tespit

smiflandirilmasinda kisinin hangi hastaliga sahip oldugunun tespiti kolaylasabilir.

1.3. Tez Plami

Bu tez su sekilde diizenlenmistir. Giris ve tez ¢alismasmin katkilar1 béliminde, g6z
hastaligi, goz hastalig1 cesitleri, derin 6grenme ve makine Ogrenmesinin hastalik tespitine
katkilari, derin 6grenme mimarileri hakkinda detayli bir bilgilendirme sunar. Alan bilgisi ve
literatiir boliimiinde, goz hastaligi tespitinde uygulanan mevcut derin 6grenme ve makine
o0grenme uygulamalar1 iizerine yapilan gecmis calismalar ve kapsamli bir literatiir incelemesini
sunar. Veri kiimeleri boliimiinde, gbz hastalig1 tespiti ve siniflandirilmasinda kullanilan veri
kiimelerine ait bilgiler sunulmustur. Yontemler boliimiinde, goz hastalig1 tespiti ¢alismasinda
Onerilen Konvoliisyonel Sinir Aglar1 mimarisi ve modelleri hakkinda genel bilgileri, makine
o0grenme yontemleri ve 6zniteliklerin ¢ikarilmasi ve siniflandirilmasini igermektedir. Deneysel
sonuglar bollimiinde, deneysel kuruluma, kullanilan basar1 6lgiitlerine ve géz hastalig tespiti
ile siiflandirmasi ¢aligmalari i¢in detayli analiz sonuglarma yer verilmistir. Sonug¢ boliimiinde,
deneylerden elde edilen sonuglar yorumlanarak elde edilen kazanim ve yapilan katkilar

belirlenmeye caligilmistir.



2. ALAN BILGISi VE LITERATUR

G0z hastaligi siniflandirma ¢aligmalari, yapay zeka teknolojilerinin kullanildigi nemli
alanlardan biridir. Katarakt, diyabetik-retinopati ve glokom gibi g6z hastaliklar1 igin yapilan
smiflandirma ¢aligmalari, gdz hastaliklarinin teshisinde dogruluk oranlarmi artirma ve
hastaliklarin daha erken asamalarda teshis edilmesini amaglamaktadir. Gelistirilen bu
smiflandirma yontemleri sayesinde, goz hastaligi teshisinde onemli bir ilerleme potansiyeli
ortaya ¢cikmaktadir.

Literatiirde g6z hastaligina bagl olarak c¢esitli ¢alismalar bulunmaktadir.

Agalday ve digerleri., [4] renkli FFA goriintiiler kullanilarak katarakt hastaligina otomatik tani
sistemi ¢aligmasi yapmislardir. Calismada, Konvoliisyonel Sinir Aglar1 ve Derin Kalint1 Aglar
(DRN) kullanilarak siniflandirma yapilmistir. Veri kiimesi Cin’de bulunan bir sirket Shanggong
Medical Technology Co., Ltd. Sirketi tarafindan farkli hastane ve tip merkezlerinden elde
edilen veriler toplanmistir. Gergek hasta bilgilerini temsil eden 5000 hastanin sag ve sol goziine
ait 6392 renkli FFA goriintiilerinden olusmaktadir. Egitim kiimesinde 8 farkli hasta etiketine
sahip verilerden farkli evrelere ait katarakt goriintiileri kullanilmustir. Katarakt tespiti
asamasinda, tiim verilerin %80'1 egitim ve dogrulama i¢in ve ayrica tiim verilerin %20's1 test
icin rastgele kullanilmistir. CNN ve DRN yontemlerinin genel basar1 dlgiitleri
karsilastirildiginda DRN yonteminin daha yiiksek basar1 elde ettigini goriilmiistiir. CNN
yonteminde dogruluk orani %89, DRN yonteminde dogruluk orani %95 olarak hesaplanmistur.
Ozcelik ve Altan, [5] Diyabetik Retinopati (DR) erken teshis i¢in FFA goriintiileri kullanilarak
derin 6grenme tabanl bir model gelistirmislerdir. Modelin asir1 6grenmesinin engellenebilmesi
icin FFA goriintiilerine iki boyutlu sinyal isleme teknikleri uygulanmis ve derin 6grenme
tekniklerinden ESA ve transfer Ogrenmesi yontemleri kullanilarak smiflandirmast ile
gelistirilen model iki asamali olarak olusturulmustur. Kullanilan veri kiimesinde saglikli (DR
yok), hafif Non-Proliferatif DR (NPDR), orta NPDR, siddetli NPDR ve Proliferatif DR (PDR)
toplam 5 smif kullanilmistir. Caligmada, Asya Pasifik Tele-Oftalmoloji Dernegi (Asia Pacific
Tele-Ophthalmology Society-APTOS) tarafindan diizenlenen veri seti kullanilmustir. Veri
kiimesi toplam 5100 adet veriden olugsmakta ve bunlarin 900 tanesi test verisi olarak
kullanilmistir. FFA goriintiileri tizerinde 150 x 150 piksel boyutunda 6l¢eklendirme yapilarak,
egitim sirasinda Adam optimizasyonu kullanilarak, 6grenme orani1 10-5, batch boyutu 32 ve
dongu degeri 100 degerleri ayarlanmustir. Modelde 10 kat capraz dogrulama yontemi
kullanilarak hesaplamalar model performans metrikleri ile hesaplanmustir. Onerilen modelin

smiflandirma performanst dogruluk %97.8 olarak dl¢tilmiistiir.
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Yalcin ve digerleri, [6] retina goruntulerinden diyabetik-retinopati gorintulerini kullanarak
hastalik tespiti i¢in derin O6grenme yaklagimint kullanmiglardir. Caligmada farkli retinal
goriintiileri kullanarak goriintiileri boyutlandirip standart hale getirmislerdir. Smiflandirma
Konvoliisyonel Sinir Aglar1 modeli iizerinde yapilmistir. %98.5 dogruluk oraninda basar1 elde
etmislerdir. Egitime CPU ve GPU kullanmiglardir.

Yiddirim ve digerleri, [7] FFA goriintillerinden glokom tespit etmeyi amaglamislardir.
Konvolisyonel Sinir Agi modellerinden AlexNet, ResNet-18, VGG16, SqueezeNet ve
GoogleNet kullanarak modellerin basar1 6l¢iitlerini hesaplamislardir. Calismada genel erigime
acik glokom veri kiimesinden 500 saglikli bireye ve 500 glokom hastasina toplam 1000 goriintii
kullanilmistir. Veriler FFA goriintiilerinden olusan Origa (-light) veri kiimesinden alinmustir.
Alman FFA goriintiileri %65 egitim, %15 dogrulama, %20 test veri kiimesi i¢in ayrilmistir.
Modeller arasinda sonuglar degerlendirildiginde, test veri kiimesinde duyarlilik i¢in en iyi
sonucun %97.96 ile VGG16, 6zgiillik, dogruluk ve f-skor igin en iyi sonucun sirasiyla %98.97,
%97.98 ve %98 ile GoogleNet oldugu tespit edilmistir.

Metin ve digerleri, [8] makine dgrenmesi ve derin 6grenme yontemlerini kullanarak Optik
Koherans Tomografisi (OKT) goriintiileri lizerinde ¢alismiglardir. OKT veri kiimesi halkin
kullanimina ag¢ik bir veri kiimesi olup California San Diego {iniversitesi, California Retinal
Arastirma Vakfi, Shanghai First People’s Hastanesi ve Beijing Tongren G6z Merkezinden
alman veri kiimelerinden olugmaktadir. Toplam 84.495 gériintii lizerinde calisma yapilmustir.
ResNet50 ve MobileNetV2 modellerini egitmek i¢in veri kiimesini %751 egitim, %10 nu
dogrulama ve %15°1 test olarak kullanmiglardir. Caligmada bilgisayarli gérii ve goriintii isleme
alanlarmmda siklikla kullanilan CNN kullanmislardir. CNN modellerinden ResNet50 ve
MobileNetV2 modellerini kullanarak modeller arasinda performans degerlerini birlikte dikkate
almislardir. Model egitim asamasinda dogrultulmus bi¢cimli dogrusal birim (Rectified Linear
Unit, ReLU) ve softmax aktivasyon fonksiyonunu kullanmiglardir. Kullanilan modellerin
ortalamasi F1 skoru; Myopic Choroidal Neovascularization (MKV-CNV)) icin %75, Drusen
icin %86, Diyabetik Makula Odemi (Diabetic Macular Edema (DMO-DME)) igin %90 ve
normal yapidaki retinalar i¢in ise %96 olarak elde etmislerdir.

Bistulfi ve digerleri, [9] yapay zeka yoOntemlerini kullanarak gorintii isleme {izerinde
calisgmislardir. Derin 6grenme mimarilerinden ResNet50, DenseNet ve VggNet-16 gibi farkl
mimarilerle derin 6grenme teknigini uygulamislardir. Goz goriintiilerinden glokom hastaliginin
tespitine yardimci olacak sistem gelistirmeyi amaclamislardir. GOz gorintilerinden 512
goriintiiden olusan glokom goriintiileri kullanmiglardir. Model egitim asamasinda Softmax,

ReLu ve Sigmoid gibi aktivasyon fonksiyonlarinin goriintii simiflandirmasi i¢in fonksiyonlar
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kullanmiglardir. Kullanilan modellerden ResNet50, DenseNet ve VggNet-16 mimarilerden (¢
mimarininde %80 nin iizerinde sonuglar elde etmislerdir.

Bulut ve digerleri, [10] renkli FFA gorintiler kullanarak g0z hastaliklari {izerinde
calisgmislardir. Goz hastaliklarinin otomatik olarak siniflandirilmasini, tedavi gerektiren ve
tedavi gerektirmeyen retina bozukluklarini tanimlamayir amaglamislardir. Siniflandirmada
Konvolisyonel Sinir Agi metodolojisini  kullanmigladir.  Konvoliisyonel = Sinir  Ag1
mimarisinden EfficientNet -B6 modelini kullanmisladir. Modelde, Akdeniz Universitesi (AU)
Hastanesi Goz Hastaliklar1 Anabilim Dali'ndan alman 21.842 adet renkli FFA goruntusu
kullanmigladir. Veri setinin %80'i egitime, %20'si dogrulamada kullanilmistir. EfficientNet-B6
modelinin test asamasinda genel veri kiimeleri ve kendilerinin olusturduklar1 Klinik buyik FFA
(EyeCheckup) veri setini kullanilmistir. EfficientNet-B6 modelinin performans sonuglarini, test
veri seti ile %94.39 hassasiyet, %86.04 6zgullik ve %86 dogruluk elde etmislerdir.

Malik ve digerleri, [11] makine 6grenme algoritmalarini kullanarak g6z hastaliklarinin teshisi
tizerinde ¢aligmislardir. Karar agaci, Rastgele Orman, Naive Bayes Siniflandiricis1 ve yapay
sinir ag1 algoritmalar1 gibi farkl siniflandirma algoritmalar1 kullanmiglardir. G6z hastaliginin
teshisini kolaylastirmak i¢in verilerin uluslararas1 standart bir formatta kaydetmeyi
amaclamiglardir. Verileri kaydedilebilecegi bir arayiiz gelistirerek veri girislerinin yapilmasini
saglamisladir. Veri girigleri hasta verilerini, yas, hastalik gibi 6zellikleri iceren bir sistem
tasarlamiglardir. Sistem bu sayede semptomlar i¢in yeni smiflandirmalar ekleyerek kendi
kendine 6grenmeyi saglamak i¢in tasarlanmustir. Siniflandirma sonuglarinda Rastgele Orman
ve karar agaci algoritmalarinin tahmin orani %90'n {izerinde oldugunu ve diger algoritmalardan
daha iyi sonuglar verdigini gérmiislerdir.

Khan ve digerleri, [12] g6ziin herhangi bir hastaliga sahip olup olmadigini tahmin ederek
hastalik tiplerini smiflandirma iizerinde ¢alismisladir. Derin 6grenme Konvoliisyonel Sinir
Aglar1 modelinden VGG-19 mimarisini kullanmislardir. Veri seti olarak sekiz farkli FFA
sinifina ait 5000 goriintiiyii iceren ODIR veri setini kullanmiglardir. Scikit-learn kittiphanesinin
egitim-test ayirma yontemini kullanarak %70 egitim, %30 test i¢in kullanmiglardir. Egitim
sonunda hastalikli ve normal smiflandirma sonuglari elde etmislerdir. Normal ve patolojik
miyopi sinifi i¢in %98,1, normal ve katarakt icin %94,03, normal ve glokom i¢in %90,94

dogruluk sonugclari elde etmislerdir.



3. MATERYAL VE YONTEM

Goz hastalig1 tespiti icin tez kapsamimda makine Ogrenmesi ve derin 6grenme
yontemlerinde Python programlama dili kullanilmistir. Yapilan ¢alismada, Python dili igin
tamamen bulut tabanl bir gelistirme ortami olan Google Colab kullanilmistir. Goriintii tanima
ve hastalik tespiti problemleri birer siiflandirma problemi olarak tanimlanmistir. Siniflandirma

yapisinin genel diyagrami Sekil 3.1° de gdsterilmistir.

Veri Temizleme

Veri Birlegtirme
Gorunti Verileri —»{Oznitelik t}|kar|mHModel Ogren meH Model Tahmini }
Veri Donigtirme

Veri indirgeme

\ B / Siniflandirma
Veri On igleme

Sekil 3.1. Smiflandirma Yapismin Genel Diyagrami

Veri 6n isleme adiminda siniflandirma i¢in goz goriintiileri birlestirilerek veri kiimesi
olusturulmustur. Cesitli kaynaklardan hastalikli ve normal goz goriintiileri toplanarak, veriler
egitim, dogrulama ve test verisi olarak boliinmiistiir. Olusturulan veri kiimesinde 6znitelik
vektori olusturulup 6znitelik ¢ikarimi yapilmistir. Siniflandirma igin segilen modellerin egitimi
yapilmistir. Model 6grenme adimindan sonra gercek siniflart dogru tahmin etmesi saglanarak
O0grenme siireci gerceklestirilmistir. EZitim ve dogrulama siireclerinden sonra test verileri
kullanilarak siniflandirma yapilmistir. Test veri setindeki hastalikli ve normal géz goriintiileri

iizerinde tahminler yapilarak tahminlerin performans metrikleri hesaplanmaistir.

Yapilan aragtirmada derin 6grenme ve makine 6grenme algoritmalarindan Python programlama
dilindeki opencv, pandas, glob, skimage, numpy, scipy, matplotlib, tensorflow, keras, sklearn

kiitiiphaneleri kullanilmistir.



OpenCV, Intel'de 1999 yilinda Gary Bradsky tarafindan baslatilan ve ilk stirim 2000 yilinda
cikan bir ¢ok bilgisayarli goru algoritmasina sahip goriintii islemede kullanilan ag¢ik kaynakli
bir kiitiphanedir. OpenCV gesitli platformlarda galisir. C++, Python, Java vb. gibi ¢ok ¢esitli
programlama dillerini destekler. OpenCV bir Python API’sidir ve OpenCV-Python, OpenCV
C++ API, Python dilinin en iyi 6zelliklerini birlestirir [17].

Pandas ‘iliskisel’ veya ‘etiketli’ verileri ¢alismay1 kolay ve sezgisel hale getirmek icin
tasarlanan veri ger¢eveleme yapmak igin kullanilan bir Python paketidir. Verilerin esnek sekilde
yeniden sekillendirmesi ve dondiirmesini, diger Python ve numpy yapilarindaki diizensiz farkli
dizinlenmis verileri DataFrame nesnelerine doniistiirmesini kolaylastirir [18].

Glob, belirli bir dosya modelini aramak ve benzer adlara sahip dosyalar1 okumak i¢in kullanilir.
Python’un standart kiitiiphanesidir. Python’da dosya yollarini arar ve eslestirmesini saglayan
bir kutliphanedir [19].

Skimage veya Scikit-image, goriintii islemede kullanilan agik kaynakli bir Python
kiitiiphanesidir. Veri isleme, boyutsal kii¢iiltme, siniflandirma ve kiime analizi gibi 6zelliklere
sahip bir kituphanedir. Goriintii isleme igin algoritma koleksiyonu olan Numpy ve Scipy ile
caligir [20].

Numpy, N boyutlu dizi ve matris isleme kiitiiphanesidir. Yiiksek performansh ve ¢cok boyutlu
dizilerle galismay1 saglayan bir Python paketidir. Cok boyutlu dizi nesneleri, matematiksel
fonksiyonlar tizerinde etkili hesaplamalar igin kullanilan bir kiitiiphanedir. [21].

SciPy, matematik, bilim, miihendislik i¢in kullanilan agik kaynakli bir Python kittphanesidir.
Optimizasyon, sayisal entegrasyon ve sinyal isleme gibi 6zelliklerde kullanilir. SciPy, NumPy
dizileriyle ¢alisacak sekilde olusturulmustur [22].

Sklearn (Scikit-learn), Python ‘da kullanilan makine 6grenme algoritmasidir. Numpyi scipy ve
matplotlib tizerinde kurulmustur. 2D olarak olusturulmus dizilerin siiflandirma, regresyon ve
boyutsallik azaltma gibi alanlarda kullanilir [23].

Matplotlib, Python programlama dilinde gelistirilen ve 6zellikle NumPy dizileri tizerinde etkili
bir sekilde calisabilen, veri gorsellestirmesi i¢in kullanilan ¢ok platformlu bir kiitiiphanedir
[24].

Tensorflow, Google’in Al organizasyonu igindeki Google Brain ekibinden arastirmacilar ve
mithendisler tarafindan gelistirilen a¢ik kaynak kodlu bir kiitiiphanedir. Makine 6grenmesi ve
derin 6grenmede kullanilir. Yiiksek performansl sayisal hesaplamalar yapmak i¢in kullanilan
acik kaynakli bir yazilimdir [25]. Keras, Google miihendisi Francois Chollet tarafindan

gelistirilen agik kaynakli bir derin 6grenme kiitiiphanesidir. Derin sinir aglartyla daha hizli ve



kolay deneyler yapmay1 saglamak amaciyla kullanilir. Python’da yazilmis bir kiitiiphanedir
[26].

3.1. Retinal Fundus Goruntuleri Veri Kimesi

GOz hastaliklarinin artmasiyla birlikte hastalik tespit yontemleri de gelistirilmektedir.
Teknolojinin ilerlemesiyle birlikte kullanilan yontemler de ¢esitlenmis ve hastalik tespiti daha
kolay hale gelmistir. Ozellikle derin 6grenme ve makine 6grenmesi alanlarmda yogun
calismalar yapilmaktadir. Bu alanlarda veri kiimesi olusturmak i¢in birgok géz hastaliginin
goriintli analizi yapilmaktadir. Bu konuda arastrma gerceklestiren kisiler agik kaynakli veri
iizerinde ¢aligmalarini yapmaktadir.

Bu caligmada hem ikili smiflandrma hem de coklu smiflandirma veri kiimesi yapilaria
odaklanilmaktadir. Veri kiimesi, gozle ilgili ¢esitli gorlintiilerden olugsmaktadir. Bu goriintiiler,
cesitli kaynaklardan elde edilmistir; hastane kayitlari, medikal goriintiileme cihazlari, bilimsel
arastirmalar ve benzeri kaynaklardan temin edilen veriler kullanilmistir.

Mendeley veriseti [13-14], Ortak Shantou Uluslararast Goz Merkezi'nden (JSIEC)’den [15]
gelen veriler ve Hint Diyabetik Retinopati Gorlntl Veri Kiimesi (IDRID), Oculus [16] verileri
bir araya getirerek ¢oklu siniflandirma probleminde kullanilan veri kiimesinde, 1074 normal,
1007 glokom, 1098 diyabetik-retinopati ve 1038 katarakt verileri olmak Uzere toplamda 4217
veri kullanilmastir. ikili smiflandirma probleminde kullanilan veri kiimesinde, 1374 normal ve
1374 hastalikli veriler olmak tizere toplamda 2748 veri kullanilmistir. Mendeley ve IDRID,
Oculus veri setlerinde katarakt, diyabetik-retinopati, glokom ve saglikli olmak tizere 4 farkli
smif bulunmaktadir. Ortak Shantou Uluslararasi G6z Merkezi’nden alinin veri seti 39 sinifa ait
1000 FFA goruntisiine sahiptir. Ikili siniflandirmada kullanilan veri setinde normal ve
hastalikli olmak ftizere iki farkli siif bulunmaktadir. Sekil 3.2°de saglikli (a) ve hastalikli (b)

gbze sahip kisilerden alinan verilerden 6rnek verilmistir.
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(a) (b)
Sekil 3.2. Normal ve Hastalikli G6z [13]

Kategorik siniflandirmada kullanilan veri setinde normal, katarakt, diyabetik-retinopati ve
glokom olmak tizere dort farkli smif bulunmaktadir. Sekil 3.3’de katarakt (a), diyabetik-
retinopati (b), glokom (c), saglikli (d) goze sahip kisilerden alinan verilerden Grnek
verilmistir. Veri kiimesinin ¢oklu smiflara gore dagilimi Sekil 3.4 ve ikili siniflara gore

dagilimi Sekil 3.5°te gosterilmistir.

(a) (b) (©) (d)
Sekil 3.3. Normal, Katarakt, Diyabetik-Retinopati ve Glokom g6z [16]
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Sekil 3.4. Veri Kiimesinin Coklu Siniflara Gore Dagilim1

Sag likh
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o
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Sekil 3.5. Veri Kiimesinin ikili Smiflara Gére Dagilim

3.2.  Oznitelik Cikarim

Oznitelik ¢ikarimu, verinin diisiik diizeyli 6zelliklerini daha yiiksek diizeyli zniteliklere
doniistiiriilmesini saglar. Oznitelik gikarimi sayesinde verinin &zii korunarak veri daha iyi bir
sekilde temsil edilir ve veri boyutu azaltilir. Bu sayede gereksiz ve anlamsiz veriler ortadan
kaybolur. Dogru ve anlamli 6zniteliklerin ¢ikarilmasi ile daha iyi performans sonuglar1 elde
edilir.

Oznitelik ¢ikarimi, derin 6grenme ve makine 6grenme yontemlerinde kullanilan énemli bir

adimdir. Derin 6grenme modelleri, genellikle ¢cok katmanli sinir aglaridir. Derin 6grenme
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icerisindeki 6grenebilir agirliklar belirli bir gorevi yerine getirme Ozelligine sahiptir. Veri
uzerinde egitilerek veriye 0zgu 6zellikler belirlenir. Konvoliisyonel Sinir Aglari (CNN) modeli
gibi konvolisyonel katmanlara sahip olanlar, veri icerisindeki dnemli Ozellikleri otomatik
olarak tespit ederler. Bu sayede CNN, egitimin tasarlanmis 6zelliklere ihtiyag duymadan
Oznitelik ¢ikarimint gergeklestirir. Cok boyutlu girdi verilerini etkili bir sekilde modellemek
icin tasarlanmistir. Farkli soyut diizeyleri temsil eden bir¢ok katmanli yapi araciligiyla veri
kiimesindeki 6zellikleri 6grenebilir [65].

Makine 6grenmesi yontemlerinde smiflandirma islemi i¢cin manuel olarak 6znitelik ¢ikarmmi
yapilir. Makine 6grenmesinde 0znitelik ¢ikarimu igin farkli yontemler vardir. Bu yontemlerden
birisi de yonli gradyanlarin histogrami (HOG) kullanilarak yapilan Oznitelikleri ¢ikarma
yontemidir. HOG, nesne tanima ve goriintii isleme alanlarmda kullanilir. HOG bir nesnenin
yapisina ve sekline odaklanir. Gorintunin kenar ve sekil bilgilerini hesaplar ve goriintiiniin
piksel degerlerinden daha anlamli verileri yakalar [27]. GOriinttideki 6nemli olmayan bolimler
g6z ardi edilir. HOG, goriiniimiin seklinin yogunluk gradyanlarinin dagilimimi saglar [67].
HOG goriintiiyii gri tonlama ile doniistiirme (Sekil 3.6) goriintiiyii hiicrelere ayirma, hiicrelerin
gradian yOnlerini hesaplama, hiicrelerin gradyan yonleri lizerinde histogram olusturma,

bloklara ve blok normalizasyonuna ayirma ve HOG vektorinl olusturma adimlarindan olusur.

Figure 1 Figure 2 Figure 3

Sekil 3.6. HOG Oznitelikleri ile Elde Edilmis Bir Gortintii [28]

HOG o6znitelik vektoriinu hesaplamak i¢in 6nce yatay ve dikey gradyanlar1 hesaplamak

gerekir (3.1) [27]. Gradyanlar, goriintiideki kenarlar1 ve koseleri tespit etmek i¢in kullanilir

gx =1+ hxvegy =1 * hy (3.1
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Filtrelenmig bir goriintii olusturulduktan sonra, her pikselin gradyan biyiikligi ve yoni
hesaplanir. Gradyan biiyiikliigiiniin ve yOniiniin hesaplanmasi ile histogram olusturulur.
Histogram esas olarak 0, 20, 40, 60 ... 160 agilarna karsilik gelen 9 kutudan olusan bir
vektordiir [27]. Bu vektor, goriintiiniin kenar ve sekil 6zelliklerini temsil eder. 1k olarak, belirli
bir hiicredeki ilgili pikselin gradyan agis1 veya yonelimi degeri incelenir. Sekil 4.2°de gosterilen
mavi ile ¢evrelenmis pikselin agis1 80 derece ve biiyiikligii 2°dir. Araliklardan 0, 20, ..., 140 ve
160 derecelerini kapsayan 5. bélmeye 2 eklenir. Kirmizi ile ¢evrelenmis gradian 10 derecelik
bir a¢is1 vardir ve 4’liik bir biytikligi vardir. 10 derece 0-20 arasinda oldugu i¢in 4 birimlik
blyuklik ikiye bolindr (Sekil 3.7). Son olarak 8x8 hiicrelerdeki tiim piksel agirliklari toplanir
ve 9 bolmeli histogram olusturulur (Sekil 3.8).
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v 7 - .
58 86 119 98 100 101 133 113 s o | |98 196 76 38 26 60 170 51
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Sekil 3.7. HOG Oznitelik Vektdriiniin Olusturulmasi [28]
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Sekil 3.8. HOG Oznitelik Vektoriiniin Elde Edilmesi [28]
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Otokodlayici (AE) denetimsiz 6grenme i¢in kullanilir ve yapay sinir agidir [29]. Otokodlayic1
boyut indirgeme (dimensionality reduction) islemi yaparak gereksiz verileri filtreler. Filtreme
islemi sirasinda veri boyutu azaltilir. Bu islemler sayesinde 0znitelik ¢ikarma, nesne tanima ve
analizi gibi alanlarda sikca uygulandig1 goriilmektedir. Otokodlayici veri sikistirma
islemlerinde kullanilabilir. Veri i¢indeki 6nemli inputlar1 alarak 6znitelik ¢ikartir. Sinir agina
girdi olarak verilen verileri alarak ¢ikt1 katmanina kopyalayarak tasir. Bu siirecte, veri boyutunu
azaltir ve gereksiz verileri atar. Otokodlayict denetimsiz 6grenme modelinin 6zel bir durumu
olarak girdi verisinin ¢ikt1 katmaninda yeniden olusturmak {izere egitir [30]. Herhangi bir veriyi
koda doniistiirmeyi otomatik olarak 6grenmeyi amaglamaktadir. Gorlintl ConvNet adi verilen

bir kodlyacidan gegerek sikistirilir. ConvNet kod ¢6zlict orijinal gériintiiyii tekrar olusturur.

Otokodlayic1 da her konvoliisyonel katman bir maksimum havuzlama katmanmin boyutunu
azaltarak takip eder. Kod c¢ozlcl (decoder) girdi verilerini yeniden yapilandirilmis bir

goriintiiye dontistiiriir. Sekil 3.9’da Otokodlayict mimarisinin semasi gosterilmektedir.

28x28x1  Konvolisyonel
28%x28x16  Konvolisyonel
28x28x8 Ust Ornekleme
14x14x8  Konvoliisyonel
14x714x8 Ust Omekleme
7X7%8 ' Konvoliisyonel
/%7 %8 Ust Omekleme
4x4x8 p“.”:kaf.';?n’g Sikistinlmig
Oznitelik

7Xx7x8 ' Konvoliisyonel

7% 7x8 Maksimum
A9 Havuzlama

14x14x8 = Konvoliisyonel

14x14%16 Maksimum
b330 Havuzlama
28x28x16 ' Konvoliisyonel

28x28x1 Girig

Sekil 3.9. Otokodlayict Mimarisi Veri Sikistirma Semasi [31]



Otokodlayic1 yapisinda kodlayict ve kod ¢oziicli birbirlerine simetrik 6zelliktedir. Kodlayici
(Encoder) ve Kod ¢oziicii (Decoder) kisimlarindan olusur. Sekil 3.10°da Otokodlayici
semasinda goriildiigii tizere kod ¢Ozicl, Otokodlayict modelindeki bir bilesen olup verileri

yeniden olusturma agamasinda kullanilir. Kodlayici verileri sikistirma adiminda kullanilir.

Kodlayici e il |
P L | |
I I i I
| | I
! Kod | (
I I I I
| | I I
| I I I
! Girig | I Cikis I
| Katmani | h I Katmani |
| I I I
I | I I
I I I I
| | I I
| I I I
' I
| I \ I
| I I I
| m——————— ]
e == = 1 Kod Cozici

Sekil 3.10. Otokodlayict Semasi [31]

3.3. Derin Ogrenme Yontemleri

Derin 6grenme algoritmalari, biiyiik miktarda verileri analiz ederek goriintii isleme, ses
ve metin tiirlerini isleme alanlarinda kullanilir. Yapay zeka alaninda kullanilan bir yontem olup
temelinde sinir ag1 katmanlarindan olusur. Derin grenmenin temeli yapay sinir ag1 yapisina
dayanir. Yapay sinir aglari, insan beyninin sinir hiicrelerinin ¢alisma sekline benzer yapida
calisir [32]. Karmasik problemlerin ¢oziimiinde ve yiiksek seviyeli soyut problemlerin
ogrenilmesinde kullanilir. Yapay sinir aglari, katmanlardan olugmaktadir. Sekil 3.11°de bir
katmanli yapay sinir agi gosterilmistir. Tek katmanli yapay sinir agi girdi ve ¢ikti
katmanlarindan olusur. Cok katmanli yapay sinir aglar1 girdi katmani, gizli katman ve ¢ikt1

katmanlarindan olusmaktadir.
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Sekil 3.11. Yapay Sinir Ag1 Bir Katman [32]

Yapay Sinir Agi hiicresi 5 boliimden olusmaktadir. (Sekil 3.12) Bu bolumler girdiler, agirliklar,
toplama fonksiyonu, aktivasyon fonksiyonu, ¢iktilardir. Girdiler néronlara gelen ilk veriler olup
dis diinyadan gelen verileri temsil eder. Girdi degerler agirlik degerleri carpilir ve toplama
fonksiyonu (birlestirme fonksiyonu) olusur. O bilgilerin net girdisi toplama fonksiyonunda
olusur. Aktivasyon fonksiyonunda toplama fonksiyonundan gelen bilgiler islenir ve ¢ikis degeri

Uretir.

Girdiler Agirliklar Toplama islevi Aktivasyon Cikig
X1 Wi
~
X2 W2 ™
X3 W3 — » f(z) > Vi
—
X4 ] Ws
L—
Xi ] wi

| Esik |

Sekil 3.12. Yapay Sinir Ag1 Hiicresi [33]

3.3.1. Konvoliisyonel Sinir Aglar

Derin 68renme modellerinden biri olan CNN goriintii isleme, nesne tanima
problemlerinde, siniflandirma ve tanima islemlerinde yaygin olarak kullanilir. CNN modeli ilk
defa 1988’de Fukushima tarafindan dnerilen yontemdir. [34]

CNN'ler, goriintii verilerinin 6zelliklerini ¢ikarmak i¢in 6zel olarak tasarlanmig katmanlardan

olusur. Bu katmanlar konvolisyonel katman, aktivasyon katmani, havuzlama katmani, tam
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bagli katman, siniflandirici katmanlarindan olusur. Sekil 3.13’te CNN mimarisinin genel bakis

acist gosterilmektedir.

J b Girdi Evrisim + Relu Havuzlama Evrigim + Relu Havuzlama Duzlegtirme Tam Bagli SoftMax
Ozellik Ogrenme Siniflandirma

Sekil 3.13. Genel CNN Mimarisi [35]

CNN mimarisi katmanlarm birbirlerine bagl bir sekilde tekrarlanarak olusturulur. Katmanlar
birbirlerine etkilesim halindedir. Konvolisyonel ve havuzlama katmanlarinin tekrarlanmasiyla
CNN modeli derinlik kazanir. Daha yiiksek diizeyde 6zellik 6grenir. Daha karmasik oriintiileri
tanir. CNN modeli egitim siirecinde aktivasyon fonksiyonunu kullanir. Aktivasyon fonksiyonu
(ReLu), agm non-lineerlik 6grenmesine yardimci olur. CNN modeli veri setine uyum saglar ve

smiflandirmaya yonelik tahmin yapar.

a. Konvolisyonel Katman

Sinir aginin temelini olugturan konvoliisyonel katman goriintii isleme ve tanima gibi
gorsel verilerin analizi i¢in kullanilir. Ozniteliklerin ¢ikarildigi katmandir. Konvollsyonel
katman girdi verisini alarak belirli bir filtre uygular. Uygulanan filtreler tiim gorinti Gzerinde
dolagir. Filtrenin degerleri ile filtrenin veri lizerindeki alanlar ¢arpilarak sonuglari toplanir. Bir
sonraki agama filtre veri lizerinde bir veya daha fazla sayida piksel kadar kaydirilir. Filtreler
onceki katmandan gelen goriintiiler alir ve ¢ikis verisini olusturur [36]. Bu islem sonucunda
Oznitelik haritast olusur. Asagidaki sekilde konvollsyonel katmanda girdi verisi lzerinde

yapilan iglemler goriilmektedir (Sekil 3.14).
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Sekil 3.14. iki Boyutlu Konvoliisyonel Islemi [37]

b. Aktivasyon Fonksiyonu

Konvoliisyonel katmandan sonra gelerek katman ciktilarimi belirli bir sekile

dontstiirtar. Konvolisyonel agin son katmaninda softmax, sigmoid, hiperbolik tanjant gibi

aktivasyon fonksiyonlar1 kullanilir. Aktivasyon fonksiyonlar1 her bir néronun ¢iktisini

hesaplar. Aktivasyon katmaninda genellikle Esitlik 3.2’de a yer alan Diizlestirilmis Dogrusal
Birim (ReLu) fonksiyonu kullanilmaktadir [36].

f(x) = {Oegerx < Oxegerx = 0} (3.2)

ReLu tiim pozitif degerler i¢in dogrusal olup tiim negatif degerleri sifirlayan bir fonksiyondur.

Bu katman sayesinde ag daha hizli 6grenilmis olur (Sekil 3.15).

. R(z) =maz(0, z)

ReLU

0
-10

-5 0 5 10

Sekil 3.15. Diizlestirilmis Dogrusal Birim Grafigi [70]
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c. Havuzlama Katmani

Havuzlama katmant
Konvoliisyonel katmandan sonra elde edilen o6znitelik haritalarmi daha kiigiik boyutlara
indirgenir ve 6nemli 6zellikler ¢ikarilir. Veri boyutu azaltilarak daha az parametre kullanilir.
Oznitelik haritas: (izerinde belirlenen filtre matrisi iki islemde gergeklesir. Ortalama havuzlama
her Ozellik haritasindaki bolgelerin ortalamasmni alir. Maksimum havuzlama 0zellik
haritasindaki bolgelerden en biiyiik degeri alir. (Sekil 3.16) Tam bagli katmandan 6nce veriler
tek boyuta indirgenir. Iki boyutlu matris diizlestirme islemi ile tek boyutlu vektor haline gelir

[38].

Maximum Havuzlama

Sekil 3.16. Ortalama ve Maksimum Havuzlama Islemleri [39]

d. Tam Bagh Katman

Havuzlama katmanindan sonra tek boyuta indirgenen veriler yapay sinir aglarma giris
olarak verilir. Tam bagl katman ¢ok katmanli algilayici olarak g¢alisarak 6grenme siireci
baglanir. (Sekil 3.17) Tam bagli katmanlardaki néronlar diger katmanlarin ndronlarina tamamen
baghdir. Bu asamadan sonra siniflandirma islemi gerceklesir. Siniflandirma igsleminde farkl

smiflandiricilar kullanilmaktadir. Softmax smniflandiricisi girdi vektorinun ilgili smnifa ait olma
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olup olmama olasiligin1 hesaplayan bir fonksiyondur [36].
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Sekil 3.17. Tam Bagli Katman [40]

3.3.2. Hazir Konvoliisyonel Sinir Aglar1 Mimarileri

GOz hastaligr smiflandirmas1 kapsaminda DenseNet, EfficientNet, VGG, ResNet,

Xception, mimarileri kullanilmistir. Belirtilen hazir CNN mimarileri asagida agiklanmaistir.

a. DenseNet

DenseNet (Densely Connected Convolutional Network) CNN tabanli derin 6grenme
modeline sahiptir. DenseNet bloklardan olusan CNN mimarilerinden biridir. Katmanlar
arasinda yogun bloklar icerir. Yogun baglantilar agin her bir katmandan ¢ikip sonraki
katmanlara ileri beslemeli olarak baglanir. Her katman i¢in, 6nceki tiim katmanlarin 6zellik
haritalar1 girdi olarak almir ve kendi 6zellik haritalari, sonraki tiim katmanlar igin girdi olarak
hizmet eder [41]. Bu sayede bilgi akisi kolaylasir ve katmanlar arasi gegislerde onemli
bilgilerin kaybolmasi engellenmis olur. Sekil 3.18’de DenseNet mimarisinin genel yapisi

gosterilmektedir. Bu tez calismasinda DenseNet121 kullanilmistir.
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Yogun Blok Yogun Blok

Sekil 3.18. Genel DenseNet Mimarisi [42]
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b. EfficientNet

EfficientNet, derin 6grenmede goriintii isleme alaninda kullanilan bir CNN modelidir.
Model, derinligi, genisligi ve ¢oziiniirliigii boyutlarmi esit sekilde olceklendirir. 2019 yilinda
Google arastirmacilar1 tarafindan tanitilmis olup CNN mimarileri arasinda verimli etkiler
sunmay1 amaglar. EfficientNet mimarisi, bilesik bir katsay1 kullanarak her boyutu esit sekilde
Olgeklendirir. Giris verilerinin genisligini, ¢oziinirliigiini rastgele 6lcekleme yapmaz [43].
Sabit oOlgeklendirme katsayisiyla esit sekilde oOlgeklendirir. Sekil 3.19’da EfficientNet

mimarisinin genel yapisi gosterilmektedir.

EfficientNet Mimarisi

J
|
]
]
1

A EEREEEE R o
§ gs;gsgsgéé r:?I::aazu
Girls Goranta g |2 |2 | s =
224N 224 3 L L)L
Sekil 3.19. Genel EfficientNet Mimarisi [44]
c. VGG

VGG (Visual Geometry Group), goriintii igsleme, smiflandirma ve tespit gibi alanlarda
siklikla kullanilan bir CNN modelidir. 2014 yilinda Oxford Universitesi’ndeki Visual
Geometry Group tarafindan gelistirilmis olup, ILSVRC yarigmasinda ikinci olmustur. VGG
mimarisi, 6 farkli modelde 11, 13, 16, 19 konvoliisyon katmanindan olusmaktadir [45]. Bu

mimari 224x224 boyutunda gorseller kullanarak 3 Tam Baglh (Fully Connected) katmana

22



sahiptir. Her konvoliisyonel katmanlar, bir sonraki gorintuden daha kuguk ve derin 6znitelik
haritast olusturur. VGG mimarisinde, CNN mimarilerinde daha yiliksek siniflandirma
dogrulugu elde etmek igin agin derinligi O6nemli bir bilesendir [45]. VGG modeli,
konvoliisyonel katman ve tam baglantili katmanlardan olusur ve ImageNet veri kiimesi

iizerinde egitilir. Mimarinin yapisi Sekil 3.20.’de gosterilmistir. Bu tez ¢aligmasinda VGG16

kullanilmaistir.
224x224x3 224 x 224 x 64
112x 112 x 128
56x56x25268 - 7x7 x512
X X
14x14x512 14144096 1x1x1000
@ Evrisim + RelLu

Maksimum Havuziama

Tam Bagl + RelLu

SoftMax

Sekil 3.20. Genel VGG Mimarisi [46]
d. ResNet

Residual Network (ResNet), 2015 yilinda Microsoft Research tarafindan gelistirilmistir
ve ILSVRC yarismasinda birinci olmustur. CNN mimarilerinden biri olup goriintii isleme,
nesne tespiti ve smiflandirma gibi alanlarda siklikla kullanilarak etkili sonuglar verir. ResNet
mimarisinin ResNet-18, ResNet-34, ResNet-50, ResNet-101, ResNet-152 gibi ¢esitleri vardir
[47]. ResNet mimarisi i¢in ReLU aktivasyon fonksiyonunu igeren bir yap1 kullanir. Bu mimari,
bloklar icererek ¢esitli konvoliisyonel katmanlarmin bir araya gelmesiyle olusur ve 49
konvoliisyonel katmani ve 1 tam baglantili katmana sahiptir. ResNet modeli katmanlar arttik¢a
daha derin yapilarda daha basarili sonuglar verir. ResNet mimarisi 224x224x3 boyutundaki
goruntiler kullanir. Mimarinin yapist Sekil 3.21.’de gosterilmistir. Bu tez ¢calismasinda ResNet-

50 kullanilmastir.
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Xception mimarisi, "asir1 baslangi¢" anlamma gelerek filtreleri derinlik haritasinin her
birine uygulayan modeldir. Google arastirmacilar1 tarafindan gelistirilmistir. Model
derinlemesine ayrilabilen konvolisyonelleri igeren derin bir sinir ag1 mimarisine sahiptir [49].
Xception mimarisi, Inception mimarisini esas alarak agin daha derin ve etkili sekilde
ogrenmesini saglar. Agirlikli olarak 1x1 konvolusyonellerin kullanildig: bir yapiya odaklanir
[50]. Xception mimarisinde veriler, 6nce giris akisindan ardindan sekiz kez tekrarlanan orta
akistan ve sonra ¢ikis akisindan gecer [49]. Genellikle goriintii isleme gibi alanlarda
kullanilarak sinirli veri setlere sahip olan ¢aligmalarda iyi bir performans gosterir. Mimarinin

yapist Sekil 3.22.°de gosterilmistir.
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Sekil 3.22. Genel Xception Mimarisi [51]
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3.4. Makine Ogrenme

Makine 6grenmesi matematiksel modelleri kullanarak bilgisayarlarin talimat almadan
O0grenmelerine yardime1 olan bir siirectir. Bu siire¢, yapay zeka alaninin bir alt asamas1 olarak
da ele alinir. Makine 6grenmesinde algoritmalar verilerdeki desenleri belirlemek i¢in kullanir
ve bu desenleri sayesinde tahmin yapabilen veri modelleri olusturur. Makine 6grenmesi, artan
veriler sayesinde Onceki veriler arasindan yeni veriler i¢in en iyi modeli bulma prensibine
dayanmaktadir [52]. Daha fazla cesitli verilerle egitildiginde genellikle daha iyi sonuclar verir
ve daha kapsamli bir sekilde 6grenilmis olur. Makine 0grenmesi uygulama alani oldukca
genistir ve bircok sektorde istatistik, veri madenciligi, dogal dil isleme, bilgisayar bilimleri ve
tip gibi alanlarda kullanilir. Tip alaninda, tibbi goriintiilerin analizi, hastalik teshisi gibi
alanlarda makine Ogrenmesi algoritmalar1 kullanilir. Veri seti ve kullanilan algoritma,
olusturulan modelin en iist diizeyde performans gostermesi igin 6zenle segilir ve ayarlanir [53].
Performans 6lgtimleri, Makine 6grenmesinde kullanilan egitim verilerinden ayr1 bir test verisi

kullanilarak degerlendirilmektedir.

3.4.1. Makine Ogrenme Algoritmalar

GOz hastaligr ¢alismasi kapsaminda SVM, NB, KNN, RF algoritmalar1 kullanilmistir.

Belirtilen makine 6grenme algoritmalar1 asagida agiklanmustir.

a. Destek Vektdr Makinesi (SVM)

SVM o6grenme algoritmalari arasinda smiflandirma ve regresyon problemlerinde kullanilan
bir yontemdir. Smiflandirma problemlerinde Oncelikle iki smif i¢in kullanilir. Coklu
smiflandirma problemleri i¢in de kullanilabilir. SVM, her smif i¢in bir karar sinir1 belirler ve
bu smirlar arasindaki bolgedeki verileri siniflandirir. SVM, verileri smiflandirmak icin
hiperdiizlem kullanir [54]. Hiperdiizlem, 6zellik uzayinda verileri ayiran bir diizlemdir. SVM,
verileri smiflandirmak i¢in en uygun hiperdiizlemi bulmaya ¢alisir. Algoritmanin genel yapisi

Sekil 3.23.’te gosterilmistir.
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Sekil 3.23. Destek Vektér Makinesi [55]

b. Naive Bayes Siniflandiricisi

Naive Bayes, makine 6grenimi ve veri madenciligi i¢cin en verimli ve etkili tlimevarimsal
Ogrenme algoritmalarindan biridir [56]. Naive Bayes, verileri analiz ederek belirli bir sinifa ait
olma olasiligmi tahmin etmek i¢in kullanilir. Naive Bayes siiflandiricisi, bayes karar yapisina
dayali bir smiflandirma yontemidir ve smiflandirma hatalarini minimize etmeyi hedefler.
Smiflandirma islemi sirasinda, Onceden belirlenmis siniflandrma kurallarina gore bu
agirliklarin toplami hesaplanir. Hesaplanan toplam agirliga sahip smif 6rnek veri noktasinin
sinift olarak atanir. Naive Bayes algoritmasi, dnceden etiketlenmis bir egitim veri setini
kullanarak modelin egitilmesini gerektirir. Egitim siirecinde, algoritma, her simif icin
Ozelliklerin olasilik dagilimlarini hesaplar. Bu dagilimlar daha sonra, yeni bir 6rnegin sinifini

tahmin etmek i¢in kullanilir [57]. Algoritmanin genel yapis1 Sekil 3.24’te gosterilmistir.

. Siniflandinic 1

61 Siniflandinci 2

. @ sniandinis

Sekil 3.24. Naive Bayes Siniflandiricist [58]
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c. En Yakin Komsu Algoritmasi (KNN)

KNN, makine Ogrenmesinde siniflandirma algoritmalarindan biridir. Siniflandirma
problemlerini ¢6zmek icin kullanilir. KNN 6grenme algoritmalari arasinda smiflandirma ve
regresyon problemlerinde kullanilan bir yontemdir [59]. KNN algoritmasi veri noktalarini,
yakin komsularina gore siniflandirmak i¢in kullanilir. Yeni karsilasilan bir 6rnek, egitim setinde
yer alan 6rnekler arasinda benzerlige gore smiflandirilir [66]. Test 6rneklemine en yakn k tane
orneklem genellikle Oklid, Manhattan, Chebychev veya Minkowski uzaklik olgiitleri
kullanilarak bulunur. KNN algoritmas1 smiflandirma yaparken, yeni bir veri noktasini,
komgularinin smiflarmin ¢cogunluguna gore siniflandirir. Algoritmanin genel yapist Sekil

3.25.’te gosterilmistir.
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Sekil 3.25. KNN En Yakin Komsu Algoritmasi [60]

d. Rastgele Orman (RF)

RF, smiflandirma problemleri i¢in kullanilan ve birden fazla karar agacinin bir araya
getirilmesi ile olugan Ogrenme algoritmasidir. RF, her agacin rastgele degiskenler
koleksiyonuna bagli oldugu aga¢ tabanli bir topluluktur. Algoritma rastgele 6rneklem alma ve
rastgele 6zellik secimi yaparak birden fazla karar agaci olusturur ve bu agag¢larin farkl 6zellik
kiimesi ve alt 6rneklem kiimeleri iizerinde egitilir [61]. Bir diigiimii bolme islemi sirasinda,
dogrudan en iyi 6zellik aramak yerine, rastgele bir 6zellik alt kiimesinde en iyi 6zelligi aramak,
daha farkli agaclarin olugmasina olanak tanir [62]. Algoritmanin genel yapis1 Sekil 3.26’da
gosterilmistir.
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Sekil 3.26. Rastgele Orman Algoritmasi [63]

4. DENEYSEL SONUCLAR

4.1.  Deneysel Kurulum

Smiflandirma adiminda, hastalik tespiti i¢in retinal fundus kullanilmistir ve bu
goruntulerin boyutu 224x224 piksel olarak ayarlanmistir. Bu tez calismasinda CNN mimarileri
kullanilarak goriintii 6zelliklerini 6grenme sirasinda cesitli katmanlarla islemistir.

Model egitimi sirasinda asir1 6grenmeyi dnlemek ve 6grenme oraninin diismemesi i¢in keras
kiitiphanesinden ReduceLROnPlateau kullanilmistir. ReduceLROnPlateau sayesinde model
uzun siire gelismeye devam ederken 6grenme oraninin azalmamasi i¢in kullanilan bir tekniktir.
Egitimde 100 devir (epoch) sayist kullanilmistir. Egitim siirecinde Adam Optimizer
kullanilmigtir. Ogrenme orani 0.001 olarak ayarlanip her epoch’tan dnce egitim verileri
karigtirilmigtir. Toplu normallestirme (BatchNormalization) kullanilarak egitim daha hizl,
daha yiiksek 6grenme oranina sahip ve kararl hale getirilmistir. Relu ve softmax fonksiyonlar1
tiim mimarilerde kullanilmaktadir.

Smiflandirma islemi ikili ve ¢oklu veri seti iizerinde yapilmistir. Calismada 10 kat capraz
dogrulama ile sonuglar elde edilmistir.

Capraz dogrulama, bir modelin performansini degerlendirmek i¢in kullanilan bir tekniktir. K
kat capraz dogrulama, veri setinin k parcaya bdliinmesi ve her bir parcanin sirayla test seti

olarak kullanilmasidir. Diger k-1 parca, egitim seti olarak kullanilir. Bu islem k pargas1 kadar
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tekrar edilir. Silire¢ tamamlandiginda, her bir test i¢in modelin performans degerlendirme
Olcutlerinin ortalamasi alinir ve genel bir performans skoru elde edilir.

Calismada deneyler 10 kat ¢capraz dogrulama ile gerceklestirilmistir (Sekil 4.1). Veri seti 10 esit
parcaya boliiniip ve her bir islemden 10 farkli sonug elde edilmistir. 9 parga egitim amaciyla
kullanilirken, geriye kalan 1 parga test i¢in ayarlanmistir. Bu islem, tiim pargalarimn sirayla test

kiimesi olarak hizmet vermesi i¢in toplamda 10 defa tekrarlanmustir.

L K
lterasyon

K Parga

Sekil 4.1. K-Kat Capraz Gegerleme

Makine Ogrenme algoritmalarindan Destek Vektor Makinesi (SVM), Naive Bayes
Smiflandiricis1 (NB), K-En Yakin Komsu (KNN) ve Rastgele Orman (RF) smiflandiricilar:
kullanilmistir. SVM algoritmasinda verileri iki smifa ayirmak i¢in lineer, RBF ve sigmoid
cekirdek fonksiyonlar1 kullanilmistir. NB algoritmasinda normal dagilim degeri kullanilarak
bagar1 performansi metrigi hesaplanmigtir. RF algoritmasinda agag sayis1 200 ve 300 degerleri
verilip sonuglar alimmistir. KNN algoritmasmda ise k 3 ve 5 degerleri icin sonuglar elde

edilmistir.

CNN’de kullanilan otomatik 6znitelik ¢ikarimi disinda HOG ve kodlayic1 (Encoder) yontemleri

kullanilarak manuel 6znitelik ¢ikarimi yapilmistir. Manuel Oznitelik ¢ikarimlart makine

ogrenme algoritmalarini beslemek igin kullanilmistir. Kodlayict ve HOG 06znitelikleri

cikartilip SVM, NB, KNN ve RF algoritmalarinda kullanilarak sonuclar elde edilmistir.
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Her bir algoritmadan elde edilen sonuglar ile algoritmalarin performanslari

karstlastirilmistir.

Otokodlayic1 derin &grenme mimarisi hiper parametreleri kullanilmistir. Otokodlayici
mimarisinde katman degerleri AE (64-128-256-512) olarak kullanilmistir. Katman sayisina

gore performans sonuglari elde edilmistir.

4.2.  Basan Olgiitleri

Kullanilan modellerin basar1 degerlendirmesinde olgut olarak dogruluk, duyarlilik,
kesinlik, F1-Puani ve Matthews Korelasyon Katsayis1 (MCC) kullanilmistir. Smiflandirma elde
edilen sonuglar Gergek Pozitif (TP), Gergek Negatif (TN), Yanlis Pozitif (FP) ve Yanlis Negatif
(FN) metriklerinden olusur. Tablo 4.1.’de smniflandirma boliimiinde kullanilan karmasiklik
matrisi (confusion matrix) gosterilmistir. Karmasiklik matrisi, bir simiflandirma problemi i¢in
gercek ve tahmin edilen siniflardan olusan bir matristir. Karmagiklik matrisi, smiflandirma
modelinin performansini daha ayrintili degerlendirir. TP, pozitif érneklerin dogru olarak
smiflandirilmasi, TN, negatif érneklerin dogru olarak siniflandirilmasi, FP, negatif 6rneklerin
yanlig, olarak smiflandirilmasi ve FN, pozitif 6rneklerin yanlig olarak siniflandirilmasi

durumlaridir.

Tablo 4.1. Siniflandirma Karmasiklik Matrisi

Dogru Simif
Pozitif Negatif
Pozitif Dogru Pozitif (TP) Yanlis Negatif (FN)
Tahmin Edilen Simif
Negatif Yanlis Pozitif (FP) Dogru Negatif (TN)

Dogruluk, siniflandirma modelin dogru olarak tahmin edilen 6rnek sayismin veri kiimesinde
yer alan tiim 6rnek sayisma boliinmesi ile hesaplanir. Dogruluk metrigi smiflandirma basarisi
icin Oonemli bir 6l¢iim metrigi olup, modelin ne kadar basarili belirlemek i¢in kullanilir.

Dogruluk esitligi 4.1°de gosterilmistir.
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TP+TN (4.1)
TP+ FN+TN + FP

Dogruluk (ACC) =

Duyarlilik (TPR), smiflandirma modelinin gergek pozitif oranini (TPR) ifade eden bir metriktir.
Modeldeki test verilerinden hastalikli bireyleri dogru tahmin edebilmesini lgen bir performans
metrigidir. Smiflandirmada dogru hastaliga sahip kisilerin (gercek pozitif sayisi), sinifi
yanlislikla negatif olarak siniflandirilan 6rneklerin sayisi ile gercek pozitif sayisinin toplaminin

oranidir. Duyarlhilik esitligi 4.2°de gdsterilmistir.

TP
Duyarltllk (TPR) = m (42)

Kesinlik (PPV), smiflandirma modelinde pozitif olarak tahmin edilen érneklerin dogrunu 6lgen
bir performans metrigidir. Smiflandirmada yanlis olarak pozitif olarak degerlendirilen verileri
tahmin eder. Simiflandirmada dogru hastaliga sahip kisilerin (gercek pozitif sayisi), smifi

yanlislikla pozitif olarak siniflandirilan 6rneklerin sayisi ile gergek pozitif sayisinin toplaminin

oranidir. Kesinlik esitligi 4.3’te gosterilmistir.

TP
Kesinlik (PPV) = o——— (4.3)

F1-Puani, kesinlik ve duyarlilik metriklerinden olusan bir performans metrigidir. F1-Puani,
smiflandirma modelin hem yanlis pozitiflerini hem de yanlis negatifleri en aza indirme ye
odaklanir. Kesinlik ile duyarliligin ¢arpiminin, kesinlik ile duyarliligin toplamimin oranindan

cikan sonucun 2 katina esittir. F1-Puani esitligi 4.4°te gosterilmistir.

Kesinlik * Duyarlilik

F1-P =2
uant * Kesinlik + Duyarlilik

(4.4)

MCC, genel bir performans dlgiim metrigidir. Siniflandirmanin performanslarini 6lgmek i¢in

kullanilir. MCC esitligi 4.5 te gosterilmistir.

TP TN - FP * FN
McCC = (4.5)
J(TP + FP)(TP + FN)(TN + FP)(TN + FN)
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4.3.  Analiz Sonuglan

4.3.1.CNN Modelinden Elde Edilen Sonuclar

Tez calismasinda CNN mimarilerinden EfficientNet, DenseNet, Xception, VGG ve
ResNet mimarileri kullanilmistir. Bu bolumde ilgili mimariler ile elde edilen sonuglar

verilmistir.

a. Ikili (Binary) Problem

CNN mimarileri kullanilarak hasta ve normal smiflar olmak iizere iKili siniflandirma
probleminde ile elde edilen 10-kat capraz gecerleme deneylerinin sonuglar1 Tablo 4.2’de
verilmistir. Smiflandirma degerlendirme 6lgiitii olarak karmasiklik matrislerinden elde edilen

dogruluk, duyarlilik, kesinlik, F1-Puani ve MCC kullanilmistir.

Tablo 4.2. ikili smiflandirma 10-kat capraz gecerleme ile elde edilen sonuclar

Dogruluk | Duyarlilk | Kesinlik | F1- Puam MCC

% % % % %
EfficientNet 92.77 93.68 94.01 93.65 87.96
DenseNet 86.90 86.88 87.80 86.81 74.67
Xception 72.29 72.26 72.77 72.14 45.03
VGG 82.21 82.22 82.47 82.18 64.71
ResNet 73.92 73.91 74.09 73.87 48.00

Tablo 4.2°ye gore dogruluk, duyarlilik, kesinlik, F1-Puan1 ve MCC agisindan en iyi performans
CNN mimarilerinden EfficientNet mimarisi ile elde edilmistir. EfficientNet mimarisinin
dogruluk, duyarlilik, kesinlik, F1-Puan1 ve MCC degerlerinin sonuglar1 sirasiyla %92.77,
%93.68, % 94.01, %93.65, %87.96 ile elde edilmistir. DenseNet ile VGG mimarileri ve
Xception ile ResNet mimarileri birbirlerine yakin sonuglar vermistir. Diger performans

metriklerine bakildiginda Xception mimarisi diger mimariler arasinda en disiik performans

32



degerlerini vermistir. Xception mimarisinin dogruluk, duyarlilik, kesinlik, F1-Puan1 ve MCC
degerlerinin sonuglar1 sirasiyla %73.92, %73.91, % 74.09, %73.87, %48.00 ile elde edilmistir.
Ikili siniflandirma probleminde kullanilan veri kiimesinde CNN mimarilerinden EfficientNet,
DenseNet, Xception, VGG, ResNet ile edilen karmasiklik matrisi sirastyla Sekil 4.2, Sekil 4.3,
Sekil 4.4, Sekil 4.5 ve Sekil 4.6°da verilmistir.

EfficientNet mimarisinin en yiiksek sonuglar vermesi derinlik ve genislik 6lgeklendirmesinin
optimize edilerek kullanilmasidir. Bu sayede model daha iyi 6§renme yetenegine sahip olur.
Hesaplama verimliligi artar ve dogruluk oranlar1 iyi sonuglar verir. Xception mimarisi, diger
CNN mimarileri ile kiyaslandiginda daha smirli bir model 6grenme yetenegine sahiptir. Bu
sebeple model 6§renme yetenegini azaltarak performans degerlerinde diisiik sonuclar verebilir.
DenseNet ve VGG mimarileri daha karmasik gorsel 6zellikleri 6grenme yetenegine sahiptir.
DenseNet ve VGG mimarilerinin sonuglarina bakildiginda kabul edilebilir bir sonug olarak

yorumlanabilir.

Tahmin Edilen

Tahmin Edilen

Sekil 4.2. EfficientNet Karmasiklik Matrisi ~ Sekil 4.3. DenseNet Karmasiklik Matrisi
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Sekil 4.6. ResNet Karmasiklik Matrisi

b. Coklu Simiflandirma Problemi

CNN modelinden DenseNet, VGG, ResNet, Xception ve EfficientNet mimarileri
kullanilmis ve katarakt, diyabetik-retinopati, glokom ve normal veriler birlestirilip veri klimesi
olusturulmustur. Coklu smiflandirma problemi ile elde edilen 10-kat capraz gegerleme

deneylerinin sonuglar1 Tablo 4.3.’te verilmistir.
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Tablo 4.3. Coklu siniflandirma 10-kat ¢apraz gecgerleme ile elde edilen sonuglar

Dogruluk | Duyarlilik Kesinlik F1- Puani MCC

% % % % %
EfficientNet 88.59 91.49 87.65 89.42 84.87
DenseNet 83.17 82.34 85.16 83.56 77.65
Xception 66.02 63.49 68.24 64.58 54.92
VGG 83.37 87.29 82.15 84.62 77.91
ResNet 62.98 69.16 58.23 62.63 51.13

Tablo 4.3’e gore ¢oklu veri kiimesi kullanilarak 10-kat ¢apraz gegerleme ile olusturulan
performans metrikleri gosterilmistir. Dogruluk, duyarlilik, kesinlik, F1-Puani ve MCC
acisindan en 1yi performans CNN mimarilerinden EfficientNet mimarisi ile elde edilmistir.
EfficientNet mimarisinin dogruluk, duyarlilik, kesinlik, F1-Puanm1 ve MCC degerlerinin
sonuglari sirasiyla %88.59, %91.49, % 87.65, %89.42 %84.87 ile elde edilmistir. DenseNet ve
VGG mimarileri birbirlerine yakin sonuglar vermistir. Diger performans metriklerine
bakildiginda ResNet mimarisi diger mimariler arasinda en diisiik performans degerlerini
vermistir. ResNet mimarisinin dogruluk, duyarhlik, kesinlik, F1-Puan1 ve MCC degerlerinin
sonuglari sirastyla %62.98, %69.15, % 58.23, %62.63, %51.13 ile elde edilmistir.

Coklu siiflandirma probleminde kullanilan veri kiimesinde CNN mimarilerinden EfficientNet,
DenseNet, Xception, VGG, ResNet ile edilen karmasiklik matrisi sirastyla Sekil 4.7, Sekil 4.8,
Sekil 4.9, Sekil 4.10 ve Sekil 4.11°de verilmistir. Karmasiklik matrisinden elde edilen sonuclar
incelendiginde ResNet mimarisinin performans sonuglarmin diger mimarilere gore iyi
olmamasmin nedeni, model egitim verisine uyum saglayamamis ve daha iyi 6grenememis

olabilir.
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Sekil 4.9. Xception Karmasiklik Matrisi Sekil 4.10. VGG Karmasiklik Matrisi
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Sekil 4.11. ResNet Karmasiklik Matrisi

CNN mimarilerinden DenseNet, VGG, ResNet, Xception ve EfficientNet mimarileri
kullanilmistir. Kullanilan CNN mimarilerin tercih edilme sebebi, siiflandirma problemlerinde
kullanilip daha iyi 6grenme ve genelleme yetenegine sahip olmalaridir. Kullanilan her mimari,
belirli avantajlara ve dezavantajlara sahip olabilir. DenseNet mimarisinin dogruluk orani, ikili
siniflandirmada %86.90 ve c¢oklu smiflandirmada %83.17 olarak elde edilmistir. DenseNet
mimarisi baglantili katmalar igererek her katman bir onceki katman ile beslenir. Bu sayede
ozellikler daha etkili bir sekilde kullanilir ve daha diisiik maliyetle daha iyi performans
sonuglar1 elde edilebilir. DenseNet mimarisi kullanimin ¢ok fazla pozitif yani olsa da negatif
yani, yogun katmanlar sayesinde model i¢in daha fazla bellek tiiketimi ve hesaplama gicl
gerekebilir. EfficientNet mimarisinin dogruluk orani, ikili siniflandirmada %92.77 ve ¢oklu
smiflandirmada %88.59 olarak elde edilmistir. EfficientNet mimarisi, 6lceklendirme yontemini
kullanir. Bu sayede genislik, derinlik ve ¢oziiniirliigii optimize ederek daha iyi performans
sonuclari elde edilebilir. EfficientNet mimarisi kullanimin ¢ok fazla pozitif yani olsa da negatif
yani, diger modellere kiyasla belirli veri setleri veya uygulamalar i¢in gereginden fazla
karmasik olabilir. Bu sebeple modelin egitimi daha fazla kaynak gerektirebilir. ResNet
mimarisinin dogruluk orani, ikili siniflandirmada %73.92 ve ¢oklu smiflandirmada %62.98
olarak elde edilmistir. ResNet mimarisi, veri seti ve problem gereksinimlerine gore diger
modellere bakilarak siniflandirmada daha iyi genelleme yetenegine sahip olabilir. ResNet
mimarisi kullanimin ¢ok fazla pozitif yan1 olsa da negatif yani, yetersiz veri durumunda ag1
genelleme yetenegi zayiflayarak daha diisiik performans sonuglar1 elde edilebilir. VGG

mimarisinin dogruluk orani, ikili smiflandirmada %82.21 ve ¢oklu smiflandirmada %83.37
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olarak elde edilmistir. VGG mimarisi, 6zellik ¢ikarimi sirasinda farkli filtre boyutlarini
kullandigindan gorseldeki o6zellikleri daha ayrintili 6grenebilir. Bu sayede performans
sonuglarinda daha iyi sonuglar elde edilebilir. VGG mimarisi kullanimin ¢ok fazla pozitif yani
olsa da negatif yani, fazla miktarda egitim verisi olmadiginda modelin genelleme yetenegi
azabilir. Genellikle fazla miktara sahip veri kiimelerinde basar1 oranlar1 daha fazla oldugu
goriilmiistiir. Xception mimarisinin dogruluk orani, ikili smiflandirmada %72.29 ve ¢oklu
smiflandirmada %66.02 olarak elde edilmistir. Xception mimarisi, diger mimarilere kiyasla
daha az parametreye sahiptir. Bu sayede model daha hizli 6grenebilir ve daha hizli tahmin
edebilir. Xception mimarisi kullanimin pozitif yanlari olsa da negatif yani, bazi siniflandirma
problemlerinde diger mimarilere kiyasla daha diisiik performans sonuglar1 verebilir.

Ikili ve ¢oklu smiflandirma problemlerinde elde edilen sonuglara bakildiginda, iki siniflandirma
problemlerinde ¢ikan sonuglarin daha basarili oldugu gozlemlenmistir. EfficientNet
mimarisinin dogruluk orani, ikili smiflandirmada %92.77 ve ¢oklu smiflandirmada %88.59
olarak elde edilmistir. ikili smiflandirmada, sinif sayis1 az oldugundan dolayr modelin karar
vermesi ve smif ayrimi yapmasi daha kolaydir. Coklu smiflandirmada sinif sayisi arttikca
modelin 6grenmesi daha karmasik hale gelebilir. Sinif sayis1 fazla oldugundan model zor karar
verebilir ve modelin genelleme yetenegi diisebilir. Birden fazla g6z hastalig1 iceren ¢oklu
smiflandirma problemlerinde, her smifin digerine gore ayrilmasi kolay olmayabilir ve yanlig

smiflandirilma riski artabilir.

4.3.2. Makine Ogrenmesinden Elde Edilen Sonuglar

Makine 6grenmesi i¢in HOG ve kodlayici (Encoder) 6znitelikleri kullanilarak yapilan
algoritma deneylerinin sonuglar1 verilmistir. HOG ve kodlayici ile elde edilen sonuglar
karsilastirilmistir. Makine 68renmesi algoritmalarindan SVM, RF, NB ve KNN algoritmalar1

kullanilmstir.

Tablo 4.4. HOG 06zniteliklerinin KNN ile ikili siniflandirilmasi

k-en yakin komsu | Dogruluk | Duyarlilik Kesinlik | F1- Puam MCC
% % % % %

k=3 77.82 77.81 80.85 77.27 58.61

k=5 78.12 78.18 82.11 77.51 60.19
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HOG 6zniteliklerinin Oklid uzakligim kullanan KNN ile ikili siniflandirmada elde edilen deney

sonuglar1 Tablo 4.4’te verilmistir. Tablo 4.4’e gore en yakin komsu sayisi olan k parametresi

5 segildiginde dogruluk, duyarlilik, kesinlik, F1-Puani, MCC degerleri sirasiyla %78.12,

%77.81, %80.85, %77.27 ve %58.61 verilmistir. 3 ve 5 parametrelerinin dogruluk, duyarllik,

kesinlik ve F1-Puani sonuglar1 birbirine yakinlik gostermistir. Sekil 4.12 ve Sekil 4.13’te KNN

ikili siniflandirma i¢in karmagiklik matrisleri verilmistir.
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Sekil 4.12. KNN (3) Karmasiklik Matrisi
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HOG, goriintiilerin sekil ve kenar 06zelliklerini yakalamak i¢in tasarlandigindan goz

goruntulerinde renk ve yiksek seviyeli 6zelliklere duyarli olarak 6znitelik ¢ikarimi yapmis

olabilir. Bu durumda KNN algoritmasi1 kabul edilebilir performans sonuglari vermistir.

Tablo 4.5. HOG 6zniteliklerinin KNN ile ¢oklu smiflandirilmasi

k-en yakin komsu | Dogruluk | Duyarlilik Kesinlik | F1- Puam MCC
% % % % %
k=3-5 71.57 71.56 70.82 70.93 62.19

HOG ozniteliklerinin Oklid uzakhgmi kullanan KNN ile goklu simiflandirmada elde edilen

deney sonuglar1 Tablo 4.5’te verilmistir. Tablo 4.5’e gore en yakin komsu sayisi olan k

parametresi 3 ve 5 secildiginde dogruluk, duyarlhilik, kesinlik, F1-Puani, MCC degerleri
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swrastyla %71.57, %71.56, %70.82, %70.93 ve %62.19 verilmistir. Sekil 4.14’te KNN ¢oklu

simiflandirma i¢in karmasiklik matrisi verilmistir.
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Sekil 4.14. KNN Karmasiklik Matrisi

HOG o0zniteliklerini kullanilarak KNN ile ikili ve ¢oklu siniflandirma problemlerinde elde
edilen sonuglara bakildiginda, iki siiflandirma problemlerinde ¢ikan sonuglarin daha basarili
oldugu goézlemlenmistir. HOG, c¢oklu smiflandirmada smiflar arasi ayrimlar1 iyi yapamamis
olabilir. Coklu siniflandirma problemleri genellikle daha karmasik bir yapida oldugundan HOG
Oznitelik ¢ikariminda zorlanmig olabilir. Bu durum KNN algoritmasinin performans sonucunu

diistirmiis olabilir.

Tablo 4.6. HOG 06zniteliklerinin SVM ile ikili siniflandirilmasi

SVM Dogruluk | Duyarlihk | Kesinlik | F1- Puan MCC
% % % % %

Lineer 92.37 92.36 92.38 92.36 84.74

RBF 92.36 92.36 92.37 92.36 84.72

Sigmoid 83.63 83.63 83.65 83.63 67.29

HOG ozniteliklerinin SVM smiflandiricisint beslemesiyle ikili siniflandirma problemi ile elde

edilen deney sonuglar1 Tablo 4.6’da verilmistir. Tablo 4.6’ya gore linear ¢ekirdegi dogruluk,
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duyarlilik, kesinlik, F1-Puani ve MCC degerleri sirasiyla %92.37, %92.36, %92.38, %92.36 ve
%84.47 ile en ylksek degerleri vermistir. Tiim ¢ekirdeklerin sonuglarina genel olarak
bakildiginda lineer ve RBF cekirdekleri birbirlerine c¢ok yakin sonuglar verildigi
gozlemlenmistir. SVM algoritmas1 kullanilarak ikili siniflandirma ile edilen karmasiklik

matrisleri Sekil 4.15, Sekil 4.16 ve Sekil 4.17°de verilmistir.
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HOG 6znitelik ¢ikarimiyla SVM algoritmasimin karmasiklik matrislerine baktigimizda, oranlar
genellikle birbirlerine ¢ok yakin veya benzer gorinmektedir. Veri seti dogrusal olarak
ayrilamayip ve tlim cekirdek tipleri icin benzer sonuglar elde edilirse, bu durum algoritmanin

performansini olumsuz etkileyebilir ve sonug olarak diisiik performans degerleri elde edilebilir.

Tablo 4.7. HOG 0zniteliklerinin SVM ile ¢oklu siniflandirilmasi

SVM Dogruluk | Duyarlihk | Kesinlik | F1- Puani MCC
% % % % %

Linear 78.43 78.43 78.63 78.36 71.35

RBF 81.51 81.51 81.34 81.40 75.35

Sigmoid 76.06 76.06 75.91 75.61 68.28

HOG o6zniteliklerinin SVM smiflandiricisini beslemesiyle ¢oklu smiflandirma problemi ile elde
edilen deney sonuglar1 Tablo 4.7°de verilmistir. Tablo 4.7.’ye RBF ¢ekirdek fonksiyonu
kullanildiginda siniflandiricinin dogruluk, duyarlilik, kesinlik, F1-Puani1 ve MCC ile en yiiksek
sonuclar sirasiyla %81.51, %81.51, %81.34, %81.40 ve %75.35 ile elde edilmistir. Genel
dogruluga bakildiginda linear ve sigmoid cekirdekleri ile elde edilen sonuclar birbirlerine
yakindir. SVM algoritmasi kullanilarak ¢oklu siniflandirma ile edilen karmasiklik matrisleri
Sekil 4.18, Sekil 4.19 ve Sekil 4.20°de verilmistir.
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Sekil 4.18. Linear Karmasiklik Matrisi
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Sekil 4.19. Sigmoid Karmasiklik Matrisi
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Sekil 4.20. RBF Karmasiklik Matrisi

Tablo 4.8. HOG 6zniteliklerinin NB ile ikili smiflandirilmasi

NB kernel Dogruluk Duyarlilik | Kesinlik | F1- Puani MCC
% % % % %
KDE 61.45 61.45 70.82 56.62 31.01

HOG oznitelikleri ile NB’yi beslemek i¢in kullanildiginda ikili smiflandirmada elde edilen
sonuglar Tablo 4.8.’de verilmistir. Tablo 4.8’e gore ikili siniflandirmada NB algoritmasinin
dogruluk, duyarlilik, kesinlik, F1-Puani ve MCC degerleri sirasiyla %61.45, %61.45, %70.82,
%56.62 ve %31.01 degerlerini vermistir. Karmasiklik matrisi, NB algoritmasi kullanilarak

Sekil 4.21°de verilmistir.
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Sekil 4.21. NB Karmasiklik Matrisi

Tablo 4.9. HOG o6zniteliklerinin NB ile ¢oklu siniflandirilmasi

NB kernel Dogruluk Duyarlilik | Kesinlik | F1- Puani MCC
% % % % %
KDE 49.05 49.05 51.80 45.46 35.36

HOG o&znitelikleri ile NB’yi beslemek i¢in kullanildiginda ¢oklu siniflandirmada elde edilen
sonuclar Tablo 4.9’da verilmistir. Tablo 4.9’a gore ¢oklu smiflandirmada NB algoritmasinin
dogruluk, duyarhlik, kesinlik, F1-Puan1 ve MCC degerleri sirasiyla %49.05, %49.05, %51.80
%45.46 ve %35.36 degerlerini vermistir. Karmagiklik matrisi, NB algoritmasi kullanilarak
Sekil 4.22°de verilmistir.

44



Karisiklik Matrisi

diyabetik-retinopati 2 9 28
80
glokom 7 12 28 54 60
]
o
[
[a]
4
o]
-l
8 - 40
katarakt 8 11 27 63
- 20
saghkh 2 6 2 97

glokem
katarakt
saghkh

diyabetik-retinopati

Tahmin Edilen

Sekil 4.22. NB Karmasiklik Matrisi

HOG 06zniteliklerini kullanilarak NB ile ikili ve ¢oklu siniflandirma problemlerinde elde edilen
sonuglara bakildiginda, iki siniflandirma problemlerinde ¢ikan sonuglarin daha basarili oldugu
gozlemlenmistir. Sonuglar incelendiginde ¢oklu smiflandirma sonuglar1 algoritmanin
giivenilirligi agisindan basarisiz olarak yorumlanabilir. Boyle bir sonucun ortaya ¢ikmasinin
nedeni NB algoritmast HOG 0znitelik vektorlerini bir arada gozlemlendiginde birbirinden

bagimsiz olarak varsayar. Bu durum algoritmanin performansini etkileyebilir.

Tablo 4.10. HOG 6zniteliklerinin RF ile ikili smiflandirilmasi

Agag Sayisi Dogruluk | Duyarlilik | Kesinlik | F1- Puani MCC
% % % % %

200 91.63 91.63 92.12 91.60 83.76

300 91.97 91.36 92.74 91.97 84.56

HOG o0znitelikleri ile RF’yi beslemek igin kullanildiginda elde edilen sonuglar Tablo 4.10.’da
verilmistir. Buna gore agag, sayis1 300 olarak secildiginde RF smiflandiricist dogruluk %91.97,
duyarlilik %91.36, kesinlik %92.74, F1-Puan1 %91.97 ve MCC %84.56 degerleri vermistir.
Karmagiklik matrisleri, RF algoritmasi kullanilarak Sekil 4.23 ve Sekil 4.24°te verilmistir.
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Sekil 4.23. RF (200) Karmasiklik Matrisi  Sekil 4.24. RF (300) Karmasiklik Matrisi

Tablo 4.11. HOG 0zniteliklerinin RF ile coklu siniflandirilmasi

Agag Sayisi Dogruluk | Duyarlilik | Kesinlik | F1- Puani MCC
% % % % %

200 82.46 82.46 82.20 82.24 76.66

300 83.41 83.41 83.20 83.22 77.91

HOG o0znitelikleri ile RF’yi beslemek igin kullanildiginda ¢oklu smiflandirmada elde edilen
sonuglar Tablo 4.11.’de verilmistir. Buna gore agag, sayist 300 olarak segildiginde RF
smiflandiricis1 dogruluk %83.41, duyarlilik %83.41, kesinlik %83.20, F1-Puani1 %83.22 ve
MCC %77.91 degerleri vermistir. Karmasiklik matrisleri, RF algoritmasi1 kullanilarak Sekil

4.25 ve Sekil 4.26°da verilmistir.
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Sekil 4.25. RF (200) Karmasiklik Matrisi Sekil 4.26. RF (300) Karmasiklik Matrisi

HOG 6zniteliklerini kullanilarak RF ile ikili ve ¢coklu siniflandirma problemlerinde elde edilen
sonuglara bakildiginda, iki siniflandirma problemlerinde ¢ikan sonuglarin daha basarili oldugu
gbzlemlenmistir. Sonuglar incelendiginde RF algoritmasi i¢in sonuclar smiflandiric
giivenilirligi agisindan basarili olarak yorumlanabilir. HOG 6znitelik ¢gikarimi sirasinda verinin

diizgiin bir sekilde 6n islenmesi, RF algoritmasinin performansini olumlu etkilemis olabilir.

Tablo 4.12. Encoder 6zniteliklerinin KNN ile ikili smiflandirilmasi

k-en yakin komsu | Dogruluk Duyarlilik Kesinlik F1- Puani MCC
% % % % %

k=3 53.45 53.45 53.48 53.39 6.95

k=5 57.00 56.72 56.73 56.72 13.46

Kodlayici 6zniteliklerinin Oklid uzakligin1 kullanan KNN siniflandiricisini beslemesiyle elde
edilen deney sonugclar1 Tablo 4.12°de verilmistir. Ikili siniflandirma probleminde, Tablo 4.12°ye
gore en yakin komsu sayisi olan k parametresi 5 se¢ildiginde dogruluk, duyarlilik, kesinlik, F1-
Puani1 ve MCC degerleri sirasiyla %57.00, %56.72, %56.73, %56.72 ve %13.46 elde edilmistir.
KNN algoritmasi kullanilarak ikili siniflandirma ile edilen karmasiklik matrisleri Sekil 4.27 ve
Sekil 4.28°de verilmistir.
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Sekil 4.27. KNN (3) Karmasiklik Matrisi Sekil 4.28. KNN (5) Karmasiklik Matrisi

Kodlayic1 6znitelikleri kullanilarak, KNN algoritmasinin siniflandirma probleminde elde edilen
sonuglara bakildiginda diisiik sonuglar verdigi goézlenmistir. KNN algoritmasmin diisiik
sonuglar vermesinin nedenlerinden biri, kodlayici yapisinin veriyi daha diisiik boyutlu bir
yapiya sikistirmasindan kaynakli olabilir. Sikistirma sirasinda, kodlayici tarafindan ¢ikartilan
Oznitelikler yetersiz kaldiginda KNN algoritmasimin dogru karar verme orani diisebilir. Bu

durumda 6nemli 6znitelikler kaybolabilir ve algoritmanin performansini olumsuz etkileyebilir.

Tablo 4.13. Encoder 6zniteliklerinin SVM ile ikili smiflandirilmasi

SVM Dogruluk Duyarlilik | Kesinlik | F1- Puani MCC
% % % % %

Linear 51.00 51.90 50.91 50.89 0.18

RBF 46.18 46.18 45.92 45.16 0.19

Sigmoid 55.27 55.27 55.28 55.26 10.54

Encoder 6zniteliklerinin SVM smiflandiricisint beslemesiyle ikili smiflandirma problemi ile
elde edilen deney sonuglar1 Tablo 4.13’te verilmistir. Tablo 4.13’e gore sigmoid ¢ekirdegi
dogruluk, duyarlilik, kesinlik, F1-Puani ve MCC degerleri sirasiyla %55.27, %55.27, %55.28,

%55.26 ve %10.54 ile diger ¢ekirdekler arasinda en ylksek degerleri vermistir. Tiim algoritma
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sonuglarma bakildiginda linear ve sigmoid ¢ekirdekleri birbirlerine yakin sonuglar verildigi
gozlemlenmistir. SVM algoritmasi kullanilarak iKili smiflandirma ile edilen karmasiklik

matrisleri Sekil 4.29, Sekil 4.30 ve Sekil 4.31°de verilmistir.
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Tablo 4.14. Encoder 6zniteliklerinin NB ile ikili siniflandirilmasi

NB kernel Dogruluk Duyarlilik | Kesinlik | F1- Puani MCC
% % % % %
KDE 43.00 43.00 42.23 42.70 -0.14

Tablo 4.14.’e gore kernel yogunluk tahmini kullanan NB smiflandiricist dogruluk %43.00
duyarlilik %43.00, kesinlik %42.23, F1-Puani %42.70 ve MCC %-0.14 degerleri vermistir. NB
algoritmas1 kullanilarak ikili smiflandirma ile edilen karmasiklik matrisi Sekil 4.32’de
verilmistir. Karigik matrisi ile elde edilen sonuglar, kernel yogunluk tahmini igin sonuglar

smiflandiric1 giivenilirligi agisindan basarisiz olarak yorumlanabilir.
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Tablo 4.15. Encoder 6zniteliklerinin RF ile ikili sitmiflandirilmasi

RF Dogruluk | Duyarliik | Kesinlik | F1- Puani MCC
% % % % %

200 49.81 49.81 49.25 49.81 20.08

300 51.27 51.27 51.28 51.28 25.49
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Encoder 6zniteliklerinin RF siniflandiricisini beslemesiyle ikili siniflandirma problemi ile elde
edilen deney sonuclar1 Tablo 4.15°te verilmistir. Tablo 5.15’e 200 ve 300 agaglarinin dogruluk
oranlar1 incelendiginde sirastyla %51.08 ve %52.02 degerlerinin elde edildigi gdzlenmistir. RF
agaclarinin sonuglarma genel olarak bakildiginda birbirlerine yakin sonuglar verildigi
gozlemlenmistir. RF algoritmas1 kullanilarak ikili smiflandirma ile edilen karmasiklik

matrisleri Sekil 4.33 ve Sekil 4.34’te verilmistir.
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4.3.3. Otokodlayiei ile Elde Edilen Sonuglar

Otokodlayici derin 6grenme mimarisi hiper parametreleri kullanilarak sonuglar verilmistir.
Bu bolimde veri kiimesinin ikili ve ¢oklu smiflandirma i¢in sonuclar verilmektedir.

a. Ikili (Binary) Problem

Otokodlayict mimarisi kullanilarak, hasta ve normal smiflarin bulundugu ikili veri seti
tizerinde gergeklestirilen 10-kat ¢apraz gegerleme deneylerinin sonuglar1 Tablo 4.16'da

verilmistir.

51



Tablo 4.16. Otokodlayici ikili siniflandirma ile elde edilen sonuglar

Otokodlayict mimarisi | Dogruluk | Duyarlilik | Kesinlik | F1- Puan1 | MCC
% % % % %
AE (64-128-256-512) 81.09 81.07 81.25 81.06 | 62.33

Otokodlayici ile yapilan deneyde, gizli birim sayisinda her katman i¢in ayr1 bir gizli birimden
olusan kodlayict ile mimari olusturulmustur. “AE (64-128-256-512)” mimarinin 64-128-256 -
512 katmandan olusan 4 kodlayici ile 6zniteliklerin ¢ikarildigini ifade etmektedir. Kodlama
512-256-128-64 araligindaki kod ¢oziicli

katmanlarini kullanilarak verileri orijinal haline getirir. Tablo 4.16’da ¢ikan sonuglara gore,

katmanindan gelen sikistirilmig goriintiiler,

Otokodlayici uygulanan modelde dogruluk, duyarlilik, kesinlik, F1-Puani1 ve MCC degerlerinin
sirastyla %81.09, %81.07, %81.25, %81.06, %62.33 degerleri ile performans sonuglari
verilmistir. Otokodlayic1 ile edilen karmasiklik matrisi Sekil 4.35°te verilmistir. Ikili
smiflandirma probleminde, smiflandirma i¢in tahmin yapma durumunda %81.09 dogruluk
oran1 kabul edilebilir sonu¢ olarak degerlendirilir. Performans metriklerinden edilen sonuclar
incelendiginde, sonucunun kabul edilebilir sonu¢ olmasmin nedeni, otokodlayici yapisi
goruntulerin temel Ozelliklerini yakalamak icin iyi tasarlanmistir. Gorlntilerin 6nemli
Ozelliklerini yakalamada c¢esitli 6zellikleri O6grenebilir ve smiflandirma sonuglar1 basarili
olabilir. G6z goruntulerinin normal ve hastalikli olarak smiflandirilmasinda daha fazla katman

iceren modellerin kullanilmasi genellikle daha iyi sonugclar verebilir.
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b. Coklu Smiflandirma Problemi

Otokodlayict mimarisi ¢oklu siniflandirma probleminde katarakt, diyabetik-retinopati,
glokom ve normal veriler birlestirilip veri kiimesi olusturulmustur. Tablo 4.17°de katmanlar
arasinda dogruluk, duyarlilik, kesinlik, F1-Puani, MCC 10-kat ¢apraz gecerleme sonucu ¢ikan
sonuglar verilmistir. Coklu smniflandirma probleminde Otokodlayict mimarisi dogruluk,
duyarlilik, kesinlik, F1-Puani ve MCC degerlerinin sirastyla %69.43, %51.90, %82.44, %51.47,
%62.53 sonuglar1 elde edilmistir. Cikan sonuglara gore, Otokodlayict mimarisi siniflandirici
coklu siiflandirmada uygulanan modelde giivenilirligi acisindan ¢ok basarili olmadigi

gorulmektedir.

Tablo 4.17. Otokodlayici goklu siniflandirma ile elde edilen sonuglar

Otokodlayict mimarisi | Dogruluk | Duyarlilik | Kesinlik | F1- Puan1 | MCC
% % % % %
AE (64-128-256-512) 69.43 51.90 82.44 51.47 | 62.53

Otokodlayict mimarisi ¢oklu smiflandirma probleminde karmasiklik matrisi Sekil 4.36’da
verilmistir. Otokodlayict yapist genellikle 6znitelik ¢ikarimina yonelik olmasina ragmen,
smiflandirma problemlerinde diisiik sonuglar verebilir. Bu durumun nedeni, goriintiilerdeki
ozelliklerin ayrintili bir sekilde yakalayamamasi olabilir. Coklu smniflandirma problemlerinde,
smiflar arasindaki farkliliklari model anlamakta zorluk cekebilir ve diisiik sonuglar elde

edilebilir.
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5. TARTISMA VE SONUCLAR

Gorme kusurlart giinlik yasam rutinlerimizi devam ettirme ve saghkli bir sekilde
iletisim kurabilmemizi saglayan hayati faktorlerden biridir. Kisinin Onemli yasamsal
organlarindan biri olan gozler, kisinin yasam kalitesini biiyiik 6l¢lide etkiler. Gorme kusurlari
insan hayatini 6nemli 6l¢iide etkileyecek seviyeye gelmeden dogru bir muayene ile erken teshis
edilmelidir. Diinya Saglik Orgiitii'niin son verilerine gore, tiim diinyada yaklasik 13,5 milyon
insan ciddi gérme bozuklugu veya yasal korliik yasiyor ve bu egilimin ileri yaslarda arttigi
goOrulmektedir. Bununla birlikte, gorme bozuklugu bir¢cok gelismekte olan iilkede 6nemli bir

halk sagligi sorunu olmaya devam etmektedir [64].

Erken ve dogru teshis ile gorme problemlerinin 6niine gegilir. Giiniimiizde ortaya ¢ikan bir¢ok
teshis yontemi ile gesitli goz hastaliklar1 tespit edilir. Yasamin artik her alaninda kullanilan
teknoloji g6z hastaliklar1 tespitinde de biiyiik 6nem tasir. Teshis i¢in kullanilan teknolojiler ile
ilgili caligmalar glinlimiizde artmaktadir. Bu ¢alismalarinin temel amaci en hizli ve en glivenilir

yontemi bulmaktir.

Bu calismada, katarakt, diyabetik-retinopati, glokom ve saglikli kisilerden elde edilen

gorunttler kullanilarak, géz hastaligi tespiti problemleri ele almmustir. Ilgili problemleri
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cozmek icin, ikili ve kategorik smniflandirma tabanli bir yaklagim gelistirilmistir. Bu yaklasim
farkli goz hastaliklarina sahip kisilerde bulunan veri kiimesinden ¢esitli veriler alinarak
Ozniteliklerin ¢ikarilmasi prensibine dayanmaktadir. Cesitli veri kiimeleri birlestirilerek yeni
bir veri kiimesi elde edilmis ve ¢alismalar yapilmistir. Yapilan calismada, goz hastaligi tespiti
ve siniflandirma problemlerine ¢oziim bulmak amaciyla derin 6grenme ve makine §grenme
yontemlerinin bir araya getirildigi bir calisma gerceklestirilmistir. GO0z hastalig1 tespiti
asamasinda, CNN mimarilerinin sonuglar1 ile makine 6grenme yontemlerinin sonuglari
karsilagtirilmistir. Makine 6grenmesi algoritmasi smiflandirilmasinda HOG ve Kodlayict
Oznitelik ¢ikarimi kullanilmis olup ¢ikan sonuglar degerlendirilmistir. CNN mimarileri mevcut
veri kiimesi ile egitilerek mimariler arasinda ¢ikan sonuglar karsilagtirilmistir.

CNN modelinde Onerilen mimariler arasinda en yiiksek performans sonucunu EfficientNet
vermistir. HOG 06znitelik ¢ikarimi ile makine 6grenmesinde, ikili siniflandirma probleminde en
yuksek performans sonucunu gdsteren algoritma SVM, ¢oklu siniflandirma probleminde ise RF
olmustur. CNN modelinin dogruluk basarisi ikili siniflandirma probleminde %92.77 ve ¢oklu
siiflandirma probleminde %88.59 olarak hesaplanmistir. Makine 6grenmesi ikili smiflandirma
probleminde en yiksek %92.37 ve ¢oklu smiflandirma probleminde en yiksek %83.41
sonuglar1 elde edilmistir. Elde edilen sonuglar genel olarak incelendiginde, CNN modeli ile
smiflandirma problemlerinin daha basarili sonuglar verdigi gozlemlenmistir. Bu durumun
sebebi, derin 6grenme mimarilerinin biiylik veri kiimelerinde daha iyi 6grenme yetenegine
sahip olmalar1 ve daha karmasik yapilar i¢in kullanilmasidir. Baz1 makine 6grenme yontemleri,
derin 6grenme gibi transfer 6grenme yeteneklerine sahip degildir. Transfer 6grenme, genel bir
gorevde dgrenilen temsillerin daha 6zgiil bir gérevde kullanilmasini igerir ve bu tiir bir yaklagim
makine 6grenme modelleri i¢in smirlt olabilir. Veri setinde kullanilan goriintiilerin boyutlar
yiiksek oldugundan makine 6grenme algoritmalar1 bu verileri islemekte zorlanmis olabilir.
Goriintii verileri lizerinde islem yapmak daha karmasik ve zor hale geldiginden dolayr makine
ogrenme algoritmalarinin performanslari olumsuz etkilenmis olabilir. Makine 6grenmesi g6z
goruntilerini manuel 6znitelik ¢ikarimi sirasinda, goziin onemli 6zelliklerini iyi yakalayamamig
olabilir. CNN modeli 6znitelik ¢ikarimini otomatik yaptigindan gézdeki 6nemli 6zellikleri daha
iyi yakalama yetenegine sahip olabilir.

Makine 6grenmesi ve otokodlayict ile elde edilen smiflandirma problemlerindeki performans
sonuclar1 karsilastirildiginda, makine 6grenmesinin daha yiiksek basar1 oranina sahip oldugu
gozlemlenmistir. HOG 0znitelik ¢ikarimi ile makine Ogrenmesi algoritmalarmm ikili
smiflandirma probleminde basari orant %80-90 arasinda iken otokodlayic1 yontemlerinde bu

oran %81.09 olarak hesaplanmistir. Coklu smiflandirma probleminde ise basari orani %70-80
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arasinda iken otokodlayict yontemlerinde bu oran %69.43 olarak hesaplanmistir. Otokodlayic1
yonteminin daha diisiik sonuglarin elde edilmesinin nedeni, karmasik ve yiiksek boyutlu veri
setlerinde 6grenme yetenegi siirli olabilir ve diisiik performans gosterebilir.

CNN, Makine 6grenmesi ve otokodlayic1 yontemleriyle yapilan ikili siniflandirma ve ¢oklu
smiflandirma karsilagtirmalarinda, iKili siniflandirma yonteminin daha yiiksek basar1 sonuglari
verdigi gdzlemlenmistir. ikili smiflandirmada, iki smif arasindaki farklar1 dgrenmek daha kolay
olabilir ve model daha iyi 6grenme yetenegine sahip olmus olabilir. Kullanilan yontemler, ikili
smiflandirma probleminde daha iyi genelleme yapmis ve veri kiimesini daha iyi 6grenmis
olabilir.

Karmagiklik matrislerinin basar1 performanslart incelendiginde, CNN modelinin diger
yontemlere kiyasla dogruluk oranlarinda basarili sonuglar verdigi gorilmistiir. Coklu
smiflandirma problemlerinde karmasiklik matrisleri incelendiginde, kullanilan yontemler
tarafindan iyi tahmin edilen smnifin diyabetik-retinopati ve en kotii tahmin edilen smifin glokom
oldugu gozlemlenmistir. Veri setinde diyabetik-retinopati goriintiileri daha belirgin ve ayirt
edici olabilir. Bu durumda model 6zellikleri daha kolay 6grenebilmis ve ayirt edebilmis olabilir.
Makine Ogrenmesi Oznitelik ¢ikarim yontemleri olan HOG ve kodlayict yontemleri
karsilastirildiginda, birbirlerine HOG yonteminin daha iyi sonuclar verdigi goriilmiistiir.
Kodlayic1 yonteminin daha diisiik sonuglar vermesi, katman sayis1 ve boyutundan kaynakli
olabilir. Kullanilan katman ve boyut verinin karmasikligma uygun olmayabilir ve bu durum
kodlayicimin performans sonucunu olumsuz etkilemis olabilir. Kodlayicilar veriyi sikistirma
sirasinda anlamli verilerin bir kismini1 kaybedilir ve bu durum modelinin performansini
diistirebilir.

G0z hastaliginin siniflandirilmasi ve tahmininde, literatiir incelemelerinde 6ne ¢ikan geleneksel
makine Ogrenmesi yontemleri (SVM, KNN, NB, RF) ve derin 6grenme modeli CNN
kullanilmigtir. CNN modeli gorsel siniflandirma alaninda daha yaygin kullanilmaktadir. G6z
hastalig1 tespiti i¢in retinal fundus verileri kullanilarak, ikili ve c¢oklu smiflandirma
problemlerine kullanilan CNN mimarileri ve makine dgrenmesi algoritmalari Onerilmistir.
Onerilen CNN mimarilerinden, ikili siniflandirma %90 iizerinde ve ¢oklu siniflandirmada %88
oraninda dogruluk basarim orani elde edilmistir. Literatlr ile kiyaslamalarda ikili ve ¢oklu
smiflandirmalar i¢in kiyaslamalar yapilmistir. Coklu kiyaslamalarda literatiir dogruluk basarim
orani %81- %86 arasinda sonuglar alirken, ¢alismada CNN modeli %88 basarim oraninda sonug
almustir [10,65,69]. EfficientNet mimarisi kullanilarak gergeklestirilen normal ve hastalikl ikili

smiflandirma probleminde %92.77 dogruluk puani elde edilerek en yliksek sonuca ulasilmistir.
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Onerilen sistem ileriki calismalarda gdz hastalig: tespiti icin én adim niteligindedir. Derin
o0grenme ve makine 6grenmesi algoritmalari kullanilarak retinal fundus goriintiileri incelenmesi
ile sonuclar elde edilmistir. Derin 6grenme ile hesaplanan sonuglar umit verici olmakla birlikte,
gelecekte yapilacak caligmalarda daha fazla retinal fundus goriintiisii kullanilarak ve farkl
modeller ile ¢alisilarak ilgili problem i¢in kesin ve dogru sonuglar elde edilmeye c¢alisilacaktir.
Gelecege yonelik planlar, veri seti biylikliigiiniin ve goz kategorisi simiflarmin arttirilmasi
Uzerine kuruludur. Renk korliigii, miyop ve astigmat gibi hastaliklar da veri kiimesine
eklenerek, kategori sayisinin arttirilmasi ile daha detayli caligmalar yapilabilecek ve daha iyi

sonuclar elde edilebilecektir.
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