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OZET
DENGESIZ METIN SINIFLANDIRMA ICIN YENI YAKLASIMLAR

Hande TIRY AKI

Bilgisayar Miihendisligi Anabilim Dali
Bilgisayar Bilimleri Bilim Dali

Eskisehir Teknik Universitesi, Lisansiistii Egitim Enstitiisii, Agustos 2023
Danisman: Dog. Dr. Alper Kiirsat UYSAL

Metin verilerinin smiflar arasinda genellikle dengesiz bir dagilimi vardir. Bu
durum, smiflandiricilarin dengesiz veri kiimelerinde kiigiik kategoriler iizerinde kotii
performansa sahip siniflandirma egilimi gostermelerine neden olmaktadir. Bunun sonucu
olarak, metin siniflandirma dengesiz sinif probleminden oldukga etkilenen bir siirectir.
Literatiirde, dengesiz metin siniflandirma iizerine bir¢ok ¢aligma yapilmistir ve bu konu
halen popiiler bir aragtirma alanidir. Metin siniflandirma siirecinin 6nemli asamalarindan
biri olan Oznitelik secimi asamasi, dengesiz metin siniflandirma problemi i¢in de
onemlidir. Bu tez ¢calismasinda, metin siniflandirma i¢in 6znitelik segme problemleri ile
popiiler 6znitelik segme yontemlerinin sunduklar1 ¢6ziimler genis kapsamli olarak analiz
edilmis ve Oznitelik segme asamasina yonelik olarak gesitli ¢6ziimler dnerilmistir. Bu
amagla, ilk olarak 6znitelik secme yontemlerinin dengesiz metinlerin siniflandirilmast
tizerindeki etkisi ayrintili olarak incelenmistir. Bu dogrultuda, iki farkl veri setinde ii¢
farkli siniflandirici ve dokuz farkli Oznitelik segme ydntemi ile bircok deney
gerceklestirilmistir. Ayrica, farkli Oznitelik sayilar1 kullanilarak 06znitelik se¢gme
yontemlerinin basarist gézlemlenmistir. Ayn1 zamanda dengesiz metin siniflandirma igin
iki yeni 0znitelik se¢gme yontemi (EFS_IMP1 ve EFS_IMP2) 6nerilmistir. Bu yontemler,
Kapsamli Oznitelik Secici (EFS) adl1 yeni bir 6znitelik segme ydnteminden tiiretilmistir.
EFS IMPI1 ve EFS IMP2 yontemlerinin performanslarinin karsilagtirmasi, filtre tabanli
alt1 dznitelik segme yontemli ile gergeklestirilmistir. Ug referans dengesiz metin veri seti,
Destek Vektor Makineleri (SVM), Karar Agact (DT), Rastgele Orman (RF) ve K-En
Yakin Komgular (kNN) siniflandiricilart ile kullanilmistir. Deneysel sonuglar,
EFS IMP1 ve EFS IMP2'nin dengesiz metin siniflandirma i¢in Makro-F1'e gore diger
Oznitelik segcme yontemleri ile karsilastirildiginda iistlin veya karsilagtirabilir performans
sundugunu gostermistir.

Anahtar Sozciikler: Dengesiz metin simiflandirma, Boyut indirgeme, Oznitelik se¢imi,
Terim sec¢imi



ABSTRACT
NEW APPROACHES TO IMBALANCED TEXT CLASSIFICATION

Hande TIRY AKI

Department of Computer Engineering
Programme in Computer Science
Eskisehir Technical University, Institute of Graduate Programs, August 2023
Supervisor: Assoc. Prof. Dr. Alper Kiirsat UYSAL

The distribution of text data across classes is often imbalanced. This condition leads
to classifiers tending to perform poorly on smaller categories within imbalanced data sets.
As a result, text classification is a process significantly affected by the imbalanced class
problem. The feature selection stage, one of the crucial stages of the text classification
process, is also important for the imbalanced text classification problem. In this thesis,
the problems of feature selection for text classification and the solutions offered by
popular feature selection methods are extensively analyzed, and various solutions are
proposed for the feature selection stage. To this end, firstly, the effect of feature selection
methods on the classification of imbalanced texts is thoroughly examined. In this
direction, many experiments were carried out with three different classifiers and nine
different feature selection methods on two different data sets. Additionally, the success
of feature selection methods has been observed using different numbers of features. Also,
two new feature selection methods (EFS_IMP1 and EFS_IMP2) were proposed for
imbalanced text classification. These methods are derived from a recent feature selection
method called Extensive Feature Selector (EFS). The performance comparison of
EFS_IMP1 and EFS_IMP2 methods was carried out with six filter-based feature selection
methods. Three benchmark imbalanced text data sets were employed with Support Vector
Machines (SVM), Decision Tree (DT), Random Forest (RF), and K-Nearest Neighbors
(KNN) classifiers. Experimental results showed that EFS_IMP1 and EFS_IMP2 offer
superior or comparative performance compared with other feature selection methods
based on Macro-F1 for imbalanced text classification.

Keywords: Imbalanced text classification, Dimension reduction, Feature selection, Term
selection
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Doktora tezimin tamamlanma silirecinde emegi gecen herkese en igten
tesekkiirlerimi sunuyorum. Ik olarak, bana essiz bilgi ve deneyimlerini aktarmaktan
cekinmeyen degerli danismanim Sayin Dog¢.Dr. Alper Kiirsat UYSAL’a derin bir
minnettarlik duyuyorum. Bilgelikleri, sabirli rehberligi ve destegi olmasaydi bu ¢aligma
bu sekliyle mevcut olamazdi. Tesekkiirlerimi ayni1 zamanda, ¢alismamin ilerlemesi ve
kalitesi iizerindeki kritik etkileri i¢in jiiri {iyesi hocalarima da sunuyorum. Bilgi ve
deneyimlerini benimle paylastiklar1 icin Saym Prof.Dr. Giirkan OZTURK ve Sayin
Do¢.Dr. Ahmet ARSLAN’a tesekkiirlerimi sunuyorum.

Bunun yaninda, hayatimimn her déneminde bana sonsuz sevgi, destek ve anlayis
gosteren annem ve babama tesekkiir ederim. Calismalarimin ¢ogu zaman uzun ve zorlu
oldugu donemlerde bile beni hep cesaretlendirdiler ve motivasyonumu kaybetmememi
sagladilar. Onlarin giliclii karakterleri ve siirekli destegi, kisisel ve akademik
basarilarimda biiyiik bir etkiye sahiptir.

Son olarak, bu siirecte benim yanimda olan ve beni her zaman destekleyen sevgili
Nurcan'a tesekkiir ederim. Nurcan'n sevgisi, anlayist ve siirekli destegi, bu tezin
tamamlanmasinda Onemli bir rol oynadi. Her zaman bana giiven verdi ve
basarabilecegime inandi. Bu yolculukta bana eslik ettigi i¢in ona minnettarim.

Bu tez, basindan sonuna kadar beni destekleyen, bana yardimc1 olan ve beni tesvik
eden herkese adanmustir. Sizler olmadan, bu basar1 miimkiin olmazdi. Kalbimin en

derinlerinden tesekkiir ederim.

Hande TIRY AKI
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ETIiK ILKE VE KURALLARA UYGUNLUK BEYANNAMESI

Bu tezin bana ait, 6zgiin bir ¢calisma oldugunu; ¢alismamin hazirlik, veri toplama,
analiz ve bilgilerin sunumu olmak iizere tiim asamalarinda bilimsel etik ve kurallara
uygun davrandigimi; bu ¢alisma kapsaminda elde edilen tiim veri ve bilgiler i¢in kaynak
gosterdigimi ve bu kaynaklara kaynakc¢ada yer verdigimi; bu ¢alismanin Eskisehir Teknik
Universitesi tarafindan kullanilan “bilimsel intihal tespit programi”yla tarandigini ve
hi¢bir sekilde “intihal icermedigini” beyan ederim. Herhangi bir zamanda, ¢alismamla
ilgili yaptigim bu beyana aykir1 bir durumun saptanmasi durumunda, ortaya ¢ikacak tiim

ahlaki ve hukuki sonuglar1 kabul ettigimi bildiririm.

Hande TIRY AKI
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1. GIRIS

Internetin gelismesi ve yayginlasmasi, hayatimiz1 biiyiik 6l¢iide kolaylastirmakla
birlikte, hayatimiza bazi zorluklar da getirdigi goriilmektedir. Internet ortaminda veri
miktarindaki hizli artis, bilgi edinme ve veri analizi siireglerinde cesitli problemlerin
ortaya ¢cikmasina neden olmaktadir. Internet iizerindeki verilerin biiyiik bir kism1 metin
verilerinden olusmaktadir. Bu veriler yararli ve yararsiz olmak {iizere iki ana kategoriye
ayrilabilir. Yararli veriler, insanlar icin degerli bilgiler icerirken, yararsiz veriler ise
Oonemsiz ya da gereksiz bilgiler barindirmaktadir. Veri miktarinin siirekli olarak biiylimesi
ve hizla gelisen teknoloji, manuel olarak metin verilerinin ayristiritlmasini neredeyse
imkansiz hale getirmektedir. Bu nedenle otomatik metin siniflandirma yontemleri, veri
analizi ve bilgi islem siireclerinde 6nemli bir yere sahip olmustur. Otomatik metin
siniflandirma yontemlerinin gelistirilmesi ve kullanilmasi, veri analizi siire¢lerini

hizlandirmanin yani sira, daha dogru ve tutarli sonuglara ulagiimasini saglamaktadir.

Otomatik metin siniflandirma yontemleri, farkli sektorler ve uygulama alanlari i¢in
biiyiik 6nem tagimaktadir. Ornegin, internet iizerindeki haber ve blog yazilarmmn
siniflandirilmasi, kullanicilara daha Ozellestirilmis ve ilgi alanlarmma yonelik icerik
sunulmasina olanak tanimaktadir. Ayrica, sosyal medya platformlarinda paylasilan metin
verilerinin siniflandirilmasi, duygu analizi (Uysal & Uysal, 2022) ve kullanict
egilimlerinin belirlenmesi gibi amaglarla kullanilmaktadir. E-posta filtreleme (Bhowmick
& Hazarika, 2018)ve spam engelleme (Sjarif, ve digerleri, 2019) uygulamalari da
otomatik metin siiflandirma  yontemlerinden faydalanmaktadir. Bu sayede,
kullanicilarin 6nemli e-postalarini daha rahat ve hizl bir sekilde yonetmeleri miimkiin
olmaktadir. Otomatik metin siniflandirma ayni zamanda miisteri hizmetleri, pazar
arastirmasi ve tibbi metin analizi gibi alanlarda da dogru, giivenilir ve etkili sonuglar
vermektedir. Otomatik metin siniflandirma yontemlerinin gelistirilmesi ve uygulanmasi,
zaman ve maliyet acisindan biiylik avantajlar saglamaktadir. Ayrica, bu yontemlerin
kullanilmasi, insan hatalarinin ve Onyargilarin minimize edilmesine de yardimci
olmaktadir.

Internetten elde edilen bu metin verilerinden olusturulan veri setleri ¢ogunlukla
dengesiz smif dagilimina sahiptir. Bir veri setindeki dengesizlik, bazi siniflarin biiyiik
sayida ornekle (¢ogunluk siniflar), diger siniflarin ise sadece birka¢ drnekle (azinlik

siiflart) temsil edildigi bir durumu ifade eder. Dengesizlik, makine 6grenme modelleri



icin zorluklar yaratmaktadir. Cogu standart model, siniflarin kabaca esit olarak temsil
edildigi zaman en iyi performansi gostermek lizere tasarlanmistir ve bu durum s6z konusu
olmadiginda kotii performans gostermektedir. Bu nedenle, metin siniflandirma siirecinde

dengesiz veri setleri problemi kritik 6neme sahiptir.

1.1. Metin Simiflandirma

Metin siniflandirma, genellikle metin verilerinin ¢esitli kullanim durumlarn i¢in
onemli olan belgelerin bir dizi 6nceden tanimlanmis kategoriye atanmasini igermektedir.
Bir metin simiflandirma islemi, Sekil 1.1'de de belirtildigi iizere, 6n isleme, 6znitelik
cikarma, Oznitelik se¢gme, Oznitelik (terim) agirliklandirma ve siniflandirma evrelerini
icerir. Bu siire¢ boyunca gerceklesen her adim, sonraki alt boliimlerde ayrintili bir sekilde

ele alinacaktir.
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Sekil 1.1. Metin Suniflandirma Siireci

Bu siirecin ilk adimi, belgeleri on islemeye tabi tutmaktir. On isleme, metin

verilerinin daha sonraki analiz i¢in hazirlanmasina yardime1 olmaktadir.
Bu asama izleyen adimlar1 igermektedir:
eBelgeleri ayristirma (tokenization)
e Metinleri kii¢iik harfe doniistiirme (case normalization)

e Durak kelimeleri ayiklama (stop word removal)



eKelimeleri kdklerine indirgeme (stemming)

Ikinci adim olan 6znitelik ¢ikarma asamasinda ise, genellikle kelime ¢antasi modeli
kullanilmaktadir (Gasparetto, Marcuzzo, Zangari, & Albarelli, 2022). Bu modelde her
belge icin, belgenin iginde bulunan her bir benzersiz kelime icin bir 6znitelik

olusturulmaktadir.

Bir sonraki agama olan 6znitelik segiminde, hangi 6zniteliklerin metni en iyi sekilde
temsil ettigine karar verilir. Genellikle, ¢ok sayida Oznitelik bulunabileceginden, bu

Oznitelikler arasindan se¢im yapmak ve en etkili olanlar1 belirlemek 6nemlidir.

Oznitelik agirliklandirma asamasinda ise, belirli bir belgeye iliskin her 6zniteligin
ne kadar 6nemli oldugu belirlenmektedir. Bu genellikle Terim Frekansi (TF) veya Terim
Frekansi-Ters Dokiiman Frekansi (TF-IDF) gibi yontemlerle yapilmaktadir (Hajibabaee,
ve digerleri, 2022). TF, bir belgedeki bir terimin sikligin1 belirtirken, TF-IDF, terimin
belgedeki sikligini ve tiim belge koleksiyonundaki nadirligini dikkate almaktadir.

Smiflandirma asamasinda, belirlenen Oznitelikler kullanilarak belgeler 6nceden
tanimlanmis kategorilere ayrilmaktadir. Bu asamada genellikle makine Ogrenmesi
algoritmalari, 6zellikle denetimli 6grenme algoritmalar1 kullanilmaktadir. Algoritmanin
secimi genellikle veri setine, belgenin 6zelliklerine, belirlenen hedeflere ve kullanilabilir

islem giiciine baghdir.

Metin siniflandirma, belgelerin semantik igeriklerini ¢oziimlemek ve daha sonra
belgeleri dnceden belirlenmis kategorilere ayirmak i¢in karmasik bir siiregtir. Bu siirec,
cesitli endiistrilerde ve uygulama alanlarinda, 6zellikle biiyiilk miktarda metin verisinin

hizl1 ve etkin bir sekilde islenmesi gerektiginde kritik neme sahiptir.

1.2. Dengesiz Metin Siniflandirmada Oznitelik Se¢cme Problemleri
Dengesiz metin siniflandirma, gercek diinyada karsilagtigimiz bir durumdur ve
¢ogu zaman ¢esitli siniflandirma problemlerinin temelini olusturmaktadir. Ancak, bu

alanda onerilen 6znitelik se¢im yontemlerinin sayis1 yetersizdir.

Oznitelik secimi, makine dgrenmesi ve metin madenciligi uygulamalarinin énemli
bir parcasidir. Ozellikle metin siniflandirmada, yiiksek boyutlulugu ydénetmek ve en iyi
sonuglari elde etmek igin 6znitelik segimine dnem verilmektedir. Ancak, dengesiz metin

kiimeleri s6z konusu oldugunda, 6znitelik se¢im siireci daha da karmasiklasir. Ciinkii



dengesiz veri setlerinde, bir sinifin drnekleri diger siniflara gére ¢ok daha azdir ve bu
durum, smiflandirma modelinin performansin1 olumsuz yonde etkilemektedir. Ayrica,
dengesiz veri setleriyle calisirken karsilagilan diger zorluklar arasinda, yiiksek
boyutluluk, veri seyrekligi ve giiriilti bulunur. Bu faktorler, Oznitelik se¢imi

yontemlerinin etkinligini daha da zorlastirmaktadir.

Bu nedenle, dengesiz metin smiflandirma igin Onerilen Oznitelik segim
yontemlerinin sayisinin az olmast, bu alanda daha fazla arastirma ve gelistirme yapilmasi
gerektigine isaret etmektedir. Dengesiz metin siniflandirma, daha fazla dikkat ve kaynak

gerektiren 6nemli bir arastirma alanidir.

1.3. Tezin Amaci ve Katkilar
Tezin literatiire kazandirdigi katkilar ve c¢oziimler, asagidaki arastirma

problemlerine cevap olma niteligi tasimaktadir:

Dengesiz metin siniflandirma performansin arttirmak igin, oznitelikler ile yer

aldiklar: dokiimanlara ait siniflar arasindaki iliskileri daha iyi yansitabilen bir gésterim

nasil elde edilebilir?

Literatiirdeki geleneksel ve giincel oznitelik secim metotlarinin 6nemli veri kiimeleri

tizerinde uygulanmasi siniflandirma basarimlarini nasil etkiler?

Literatiirdeki mevcut yontemlerin performansindan daha iyi performans

gosterebilecek yeni bir oznitelik se¢im metodu gelistirilebilir mi?

Yukarida maddeler halinde ortaya konulan arastirma problemlerine ¢6ziim

gelistirmek i¢in hazirlanan bu tez ¢calismasinin iki tane katkisi vardir;

Tezin ilk katkisi, literatiirde mevcut olan 6znitelik se¢im metotlarinin kullaniminin
dengesiz metin siiflandirma performansina etkisinin arastirilmasina yoneliktir. Bu tez
calismasinda giincel ve basarili dokuz farkli 6znitelik se¢im metodunun iki farkli veri
setinde ti¢ farkli smiflandiriciyla farkli 6znitelik sayilart kullanilarak performanslar

ayrintili bir sekilde analiz edilmistir.

Tezin diger katkisi, dengesiz metin siniflandirma problemi ic¢in 6znitelik se¢im
metodu olarak EFS_IMP1 ve EFS_IMP2 metotlarimn dnerilmesidir. Onerilen EFS_IMP1
ve EFS IMP2 metotlari, literatiirde 6ne ¢ikan popiiler alti 6znitelik se¢im metodu ile

karsilagtirilmistir. Deney sonuglarina gore, 6nerilen EFS_IMP1 ve EFS_IMP2 metotlari,

4



Oznitelik boyutlarinin ¢ogunlugu i¢in siniflandirma dogrulugu agisindan diger 6znitelik

se¢im metotlarindan daha iyi performans gostermektedir.

1.4. Tez Organizasyonu

Sekiz boliimden olusan bu tezin birinci boliimiinde dengesiz metin problemi,
dengesiz metin smiflandirmada Oznitelik segme problemi, tezin amaci ve katkilar
anlatilmistir. Ikinci boliimde metin smiflandirma  siirecinin  tiim asamalar1, tez
kapsaminda kullanilan 6znitelik metotlart ve siiflandiricilarin detayli agiklamalariyla
birlikte verilmistir. Tez konusuyla ilgili ¢aligmalar ii¢lincii boliimde yer almaktadir.
Dérdiincii bolimde dengesiz metinle ilgili genel bilgiler, diizenlenen 6znitelik segme ve
diizenlenen 6znitelik agirliklandirma metotlar1 ve dengesiz metin veri setleri hakkinda
bilgiler bulunmaktadir. Besinci boliimde ise dengesiz metin siniflandirmada 6znitelik
secim yoOntemlerinin etkililigi deneysel ¢alismalarla analiz edilmis ve sonuglari
paylasilmistir. EFS_IMP1 ve EFS_IMP2 metotlarini 6nermeden 6nce yapilan deneysel
caligmalar altinci boliimde verilmistir. Yedinci bolimde onerilen EFS IMP1 ve
EFS IMP2 0znitelik secim metotlar ile ilgili deneyler ve sonuglari sunulmustur. Tez
kapsaminda yapilan calismalar ile ilgili sonuglara ve tartigsmalara ise son boliim olan

sekizinci boliimde yer verilmistir.



2. METIN SINIFLANDIRMA SURECI

Metin smiflandirma, metin igerikli belgeleri dnceden tanimlanmis kategorilere
ayirma iglemidir. Metin siniflandirma islemi genel olarak 6n isleme, 6znitelik ¢ikarma,
Oznitelik se¢me, Oznitelik (terim) agirliklandirma ve siniflandirma asamalarindan

olusmaktadir.

2.1. On isleme Adimlar

Metin smiflandirmanin yaygin olarak kullanilan 6n isleme asamalari; dizgelere
ayirma, durak sozciikleri ayiklama, biiylik/kiiciik harfe doniistiirme, 6zel karakterleri
ayiklama ve kelimeleri koklerine indirgeme asamalaridir. Bu 6n isleme asamalarinin her

biri, sonraki bolimlerde agiklanmustir.

2.1.1. Dizgelere ayirma

Dizgelere ayirma, bir metni daha kiiclik pargalar olan dizgelere (token) bdlme
islemidir. Dizgelere ayirma, metin verilerini analiz etmek ve islemek i¢in gerekli olan
onemli bir adimdir. Bu islem, genellikle bir metni kelimelere veya climlelere ayirmay1
icermektedir. Metni kelimelere veya climlelere ayirmak, metin iizerinde daha detayl
analizler yapmayr miimkiin kilmaktadir. Ayrica, metni dizgelere ayirmak, durak

sozctikleri ayiklama gibi diger 6n isleme adimlar i¢in de gerekli olan bir adimdir.

2.1.2. Durak sozciikleri ayiklama
Durak sozciikler genellikle bir dildeki en yaygin kullanilan sozciiklerdir ve
genellikle bir metnin genel anlamina ¢ok az katkida bulunurlar. Ingilizce'de "the", "is",

"and" gibi sozciikler durak sozciik 6rnegi olarak verilebilir. Tirkge'de ise "ve", "ama",

"ile", "de" gibi sozciikler durak sozciiktiir.

Metin siniflandirmada, genellikle belirli bir konu veya duyguya isaret eden anahtar
sozclikler tespit edilmeye ¢alisilmaktadir. Bu nedenle, bu tiir durak sozciikler genellikle

glirtiltii olarak kabul edilmektedir ve analizden ¢ikarilmaktadir.

2.1.3. Biiyiik/kii¢iik harfe doniistiirme

Metin smiflandirma siirecinde 6n isleme asamasinda Dbiiylik/kii¢iik harfe
dontistiirme (case normalization) 6nemli bir adimdir. Bu islem, genellikle metindeki tiim
kelimeleri kiigiik harfe cevirir, boylece "Elma", "elma" ve "ELMA" gibi ifadelerin hepsi
ayni kelime olarak kabul edilir. Bu, metin analizinde tutarlilik saglar ve kelimelerin

yanliglikla farkli olarak tanimlanmasini onler.



Ancak, bazi durumlarda, biiyiik harf kullanimi1 belirli bir anlam veya duygu ifade
edebilmektedir, bu nedenle biiyiik harfe doniistirme islemi her durumda

uygulanmamaktadir.

2.1.4. Ozel karakterleri ayiklama
Ozel karakterler, genellikle bir metindeki anlami etkilemeyen veya metin
siiflandirma gibi bir gorev icin gereksiz olan karakterlerdir. Bu karakterler genellikle

noktalama isaretleri, sayilar veya diger non-alfabetik sembollerdir.

Ozel karakterlerin ayiklanmasi, genellikle metnin daha temiz ve daha tutarli hale
getirilmesini saglamaktadir. Ancak, her durumda 6zel karakterleri ayiklamanin uygun
olup olmadigina dikkatli bir sekilde karar verilmelidir. Baz1 durumlarda, 6rnegin Twitter
verilerini analiz ederken, hashtagler (#) veya kullanici adlar (@) gibi 6zel karakterler

onemli bilgiler icerebilmektedir.

2.1.5. Sozciikleri koklerine indirgeme

Metin siiflandirma siirecinde 6n isleme asamasinda kullanilan tekniklerden biri de
kok bulma (stemming) dir. Bu islem, sozciikleri koklerine indirger, boylece "geliyor",
"geldi" ve "gelecek" gibi ifadelerin hepsi ayni kok olan "gel" olarak kabul edilir. Bu,
metin analizinde tutarlilik saglar ve benzer anlamli kelimelerin yanliglikla farkli olarak
tanimlanmasini onler. Fakat Tiirk¢e dilinde kok bulma islemi biraz daha karmasiktir,
¢linkii Tiirkge sondan eklemeli bir dil oldugu i¢in ¢ok sayida ek ve ¢ekim formu vardir.
K&k bulma algoritmalari, Tiirkce ve Ingilizce metinler igin yaygin olarak kullamlan
yontemlerdir. Zemberek algoritmasi (Akin & Akin, 2007), Tiirkge metinlerdeki
kelimelerin koklerini bulmak i¢in kullaniimaktadir. Ingilizce i¢in ise Porter algoritmasi
(Porter, 1980) tercih edilmektedir. Bu kok bulma algoritmalari, dilin yapisini anlamak ve

metinlerin daha etkili bir sekilde islenmesini saglamak i¢in temel adimlardir.

2.2. Oznitelik Cikarma

Metin siniflandirma ¢aligmalarinda sik¢a kullanilan bir yontem olan kelime c¢antasi
(bag of words) yaklasimi, Oznitelik ¢ikarma asamasinda terimlerin sirasin1 géz ardi
etmekte ve terimlerin dokiimanlardaki sikligina odaklanmaktadir (Uysal, Giinal, Ergin,
& Giinal, 2012). Bu sayede, bir metin koleksiyonundaki her bir farkli kelime, bir 6znitelik
olarak kabul edilmektedir. Boylece, her dokiiman, ¢ok boyutlu bir 6znitelik vektoriiyle
temsil edilmektedir (Uysal & Gunal, 2012). Oznitelik vektdriinde, terim frekans1 (TF),



terim frekansi-ters dokiiman frekanst (TF-IDF) gibi agirliklandirilmis degerler
bulunmaktadir (Schiitze, Manning, & Raghavan, 2008). Metinlerden Oznitelik
cikarilirken, “dizgelere ayirma”, “durak soOzciikleri ayiklama”, “kiiclik harfe

doniistiirme”, “6zel karakterleri ayiklama” ve “sozciikleri kdklerine indirgeme” 6n isleme

adimlar1 uygulanmaktadir.

2.3. Oznitelik Agirhiklandirma

Oznitelik agirliklandirma asamasinda dokiimanlarin her bir terimi igin bir terim
agirliklandirma metodu kullanilir ve terimin agirligt hesaplanir. Belli dokiimanlarda
gecen siiflandirmada ayirt edici 6zel bilgi saglayan terimler ile tiim dokiimanlarda ¢okca

gecen Ozel bilgi saglamayan terimler arasindaki farki gostermek hedeflenir.

Buradaki ana amag, belirli bir dokiimanda ge¢en ve bu dokiiman1 veya dokiimanin
icerigini tanimlamada ayirt edici bir rol oynayan terimler ile genel olarak tiim
dokiimanlarda sik¢a gecen ve bu nedenle belirli bir 6zel bilgi saglamayan terimler
arasinda bir fark olusturmaktir. Yani, bir terim, belirli bir dokiimanin i¢inde ne kadar

Oonemliyse, bu terim o dokiiman i¢in o kadar agirhiklidir.

Agirliklandirma, genellikle terim frekansi-ters dokiiman frekansi (TF-IDF) gibi
istatistiksel teknikler kullanilarak gerceklestirilmektedir. TF-IDF, bir terimin belirli bir
dokiimanda ne kadar sik gectigini TF ve ayni terimin diger tiim dokiimanlarda ne kadar
nadir oldugunu IDF ile 6lgmektedir (Manning, Raghavan, & Schutze, 2008). Bu teknik,
bir terimin belirli bir dokiimanda ne kadar 6nemli oldugunu belirlemeye yardimci
olmaktadir. Esitlik 2.1°de ti teriminin TF-IDF degerini hesaplamak i¢in kullanilan formiil

gosterilmektedir.

D
Wrp_ipr(ty) = TF(t;, di) = log (m) (2.1)

D degeri koleksiyondaki toplam dokiiman sayisini, d(ti) ise ti teriminin gectigi

toplam dokiiman sayisini belirtmektedir.

2.4. Oznitelik Secme
Oznitelik ¢ikarma asamasindan gelen dzniteliklerin boyutunun ¢ok yiiksek olmasi
durumunda hesaplama karmasikligin1 6nemli 6l¢iide artirabilmektedir. Bu durum, islem

sliresini yavaglatmakta ve modelin genel performansini olumsuz etkilemektedir.



Oznitelik se¢imi, bu sorunu hafifletmeye yardime1 olmaktadir. Bu siireg, dzellikle
yiiksek boyutlu 6znitelik uzaylarinda, en bilgilendirici ve ayirt edici 6zniteliklerin alt
kiimelerini belirlemeye yardimei1 olmaktadir. Bu, modelin genel performansini artirmakta
ve ayni zamanda hesaplama siirelerini azaltmaktadir, ¢iinkli modelin islemesi gereken

Oznitelik sayis1 6nemli 6lglide azaltilmis olmaktadir.

Oznitelik seg¢iminin bir diger avantaji, modelin anlagilabilirligini ve
yorumlanabilirligini artirmasidir. Oznitelik segimi hangi 6zniteliklerin modelin
kararlarina en ¢ok etki ettigini belirlememize yardimci olmaktadir. Bu durum, modelin
kararlarin1 daha seffaf ve anlasilir hale getirmektedir, boylece modelin neden belirli bir

tahminde bulundugu daha net anlagilmaktadir.

Oznitelik segim metotlar1 genel olarak iic ana gruba ayrilir: Filtre yontemler,
sarmalayicilar ve gomiilii teknikler. Filtre yOntemleri hesaplama hizi bakimindan
avantajlidir, ancak genellikle 6znitelikler aras1 bagimliliklari goz ardr ederler (Uysal &
Gunal, 2012). Filtre tabanli teknikler metin siniflandirma alaninda siklikla kullanilan
secenekler arasindadir. Metin smiflandirma i¢in, belirgin Ozniteliklerin se¢iminde

kullanilan bir dizi filtre tabanli yontem bulunmaktadir.

Oznitelik segme metot formiilleri icin notasyonlar ve agiklamalar1 Tablo 2.1°de

verilmistir.



Tablo 2.1. Oznitelik Se¢cme Metotlart igin Notasyonlar

Notasyon Anlami

a Cj suufinda t terimi gegen dokiiman sayis

b Cj siifinda t terimi gegmeyen dokiiman sayisi

c Diger simiflarda ( C )t terimi geen dokiiman sayisi

d Diger simiflarda (F]t terimi gegmeyen dokiiman sayis

e Cj simifinda t teriminin sayisi

f Diger simflarda (€' )t teriminin sayisi

N Tiim siniflardaki dokiiman sayisi

M Toplam sinuf sayisi

P(t) t teriminin olma olasilig1

P(t) t teriminin olmama olasilig

P( C) Cj siifinin olma olasihg

[15) Cj sinifinin olmama olasiligi

Pt| ¢ ) Cj sinifinin t terimi ile olma olasilig

Pl1|C)) Cj sinifinin t terimi ile olmama olasilig

Plt] (_“) Cj sinufi digindaki diger simiflarm t terimi ile olma olasihg
P(t|C)) Cj sinifi digindaki diger siniflarin t terimi ile olmama olasihi
P(C, 1) t terimi meveut oldugunda, Cj sinifinin olasilig:

P[C | ¢ t terimi meveut oldugunda, Cj smifinin olmama olasith
P(C, \}) t terimi meveut olmadiginda, Cj siifinin olasiligt

P((_ ) t terimi meveut olmadiginda, Cj simifinn olmama olasihg
P( ,“Cj ) Cj siifi meveut oldugunda, t teriminin olasiligi

P(}_( ) Cj smuft meveut oldugunda, t teriminin olmama olasiligi
P(z?] Cj sinuft meveut olmadifinda, t teriminin olasihf

P(}. C, ) Cj smift meveut olmadiginda, t teriminin olmama olasiligy
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2.4.1. Galavotti-Sebastiani-Simi 6znitelik secici

Galavotti-Sebastiani-Simi (GSS) metodu, basitlestirilmis bir Ki-kare yaklasimini
kullanan bir 6znitelik segme algoritmasidir. Bu metot, 6zniteliklere benzersiz bir sekilde
puan verir; negatif puanlar iiyelii olmayani (6znitelik siniflandirma gorevi igin ilgili
veya yardimci olmayani) ve pozitif puanlar iiyeligi (6znitelik ilgili oldugu ve modele

dahil edilmesi gerektigi) gosterir.

GSS metodu 6zellikle pozitif 6zniteliklere odaklanir. Yani, ilgilenilen sinifla pozitif

korelasyona sahip 6zniteliklere daha gok agirlik verir (Moh’d Mesleh, 2011).

GSS metodunun formiilasyonu Esitlik 2.2°de verilmistir:

a_d c,b a*d-b*c
GSS(LCJ):N*W_W*WZT (22)

2.4.2. Smif-indeks korpus-indeks ol¢iitii

CICI (Class-Index Corpus-Index) belirli bir 6znitelik i¢in hem sinif i¢i bilgisi hem
de tiim Korpus genelindeki bilgiyi dikkate almayr miimkiin kilar. Bu, 6zellikle dengesiz
veri setlerinde, bazi siniflarin digerlerinden ¢ok daha fazla belgeye sahip oldugu
durumlarda yararli olabilir. Bu tiir durumlarda, sinif bazli bir yaklagim, belirli bir sinifa
0zgii olan ancak genel Korpus genelinde nadir olan 6znitelikleri goz ardi edebilir. CICI'nin
Korpus bazli yaklagimi, bu tiir 6zniteliklerin belirlenmesine yardimer olabilir (Parlak,

2022). CICI'nin formiilii asagida belirtilmistir:

(a*d -b*c)’
(a+b)*(c+d)*N?

CiCi(t)= (2.3)

2.4.3. Normallestirilmis fark ol¢iitii

NDM (Normalized Difference Measure), bir dznitelik i¢in goreceli belge frekansini
belirler, yani bir 6zniteligin belirli bir sinif igerisindeki belgelerde ne kadar siklikla yer
aldigini, bu belgelerin genel sayisina gore hesaplar. Bu, bir 6zniteligin belirli bir sinifi¢in
ne kadar dnemli oldugunu ortaya koyar. Bu deger, 6zniteligin tiim belge setindeki etkisini
saptamak i¢in daha sonrasinda normallestirilir (Rehman, Javed, & Babri, 2017).
NDM’nin formiilii Esitlik 2.4°de verilmistir:
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a C

B a+b c+d
NDM =— ( a c j (2.4)
min ,
a+b c+d

Payda sifir oldugu durumda, NDM degerinin sonsuz ¢ikmamasi i¢in payda kiiciik bir

degerle degistirilir.

2.4.4. Max—min oram

BA (Balanced Accuracy - Dengeli Dogruluk Olgiitii) (Forman, 2003) genellikle
simniflandirma gorevlerinde, 6zellikle de siniflarin dengesiz oldugu durumlarda sikg¢a
kullanilan bir istatistiksel metriktir. Bu 6l¢iim, dogru pozitif tahminlerin oraninin ve
dogru negatif tahminlerin oraninin ortalamasini hesaplar, etkin bir sekilde hem pozitif
hem de negatif smiflara esit agirlik verir. Ancak, belirli durumlarda, 6rnegin dogru
pozitiflerin ve yanlis pozitiflerin oranlarinin esit farklilik gosterdigi durumlarda, BA hem

ilgili hem de ilgisiz 6zniteliklere esit puan verebilir.

NDM (Normalized Difference Measure - Normallestirilmis Fark Olgiitii) (Rehman,
Javed, & Babri, 2017), dznitelik se¢imi igin kullanilabilecek baska bir metottur. Ancak,
biiyiik ve asir1 dengesiz verilerde, NDM tamamen ilgisiz seyrek 6zniteliklere daha yiiksek

puanlar verebilir.

Bu sorunlari ele almak i¢in MMR (Max-Min Ratio) gelistirilmistir. MMR, hem
BA’nin hem de NDM’nin zayif yanlarini dikkate alir ve 6zniteliklerin gercek relevansini
basarili bir sekilde belirleyebilir. MMR puani, verilerdeki dengesizlikten etkilenmez ve
Ozniteliklerin 6nemine dair daha giivenilir bir 6l¢im saglar (Rehman A. , Javed, Babri, &

Asim, 2018). MMR 'nin formiilasyonu asagida verilmistir:

a c
M la+b c+d a c
MMR(t)=>" *max(—,—) (2.5)
j—lmin( a_ ¢ j a+b c+d
a+b c+d

2.4.5. Kapsamh oznitelik se¢im ol¢iitii

CMFS (Comprehensively Measure Feature Selection), bir 6zniteligin dnemini
belirlemek igin kullanilan hibrit bir tekniktir. Bu yaklasim, bir 6zniteligin 6nemini
degerlendirirken hem kategori i¢i (intra-category) hem de kategoriler arasi (inter-

category) bilgileri dikkate alir.
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Kategori i¢i bilgi, belirli bir kategorideki belgeler arasinda bir 6zniteligin ne kadar
yaygin oldugunu belirler. Ornegin, bir kelimeden bahsedersek, bu kelimenin belirli bir

kategorideki belgelerde ne siklikla gegtigi bu bilgiyi olusturur.

Kategori arasi bilgi ise bir 6zniteligin farkli kategoriler arasinda ne kadar ayri
oldugunu belirler. Yine bir kelime 6rnegi iizerinden gidersek, bir kelimenin bir kategoride
sitkca goriilmesi ancak diger kategorilerde nadiren karsilagilmasi, bu kelimenin

kategoriler arasinda 6nemli bir ayrim sagladigi anlamina gelir.

Bu iki tiir bilgi bir arada kullanildiginda, CMFS bir 6zniteligin genel dnemini
belirleyebilir. Bir 6znitelik hem kendi kategorisi i¢inde yayginsa hem de farkli kategoriler
arasinda belirgin bir ayrim sagliyorsa, bu 6znitelik genellikle 6nemli kabul edilir. Bunun
tersi durumda, bir 6znitelik hem kendi kategorisi i¢inde nadir goriilityorsa hem de farkli
kategoriler arasinda belirgin bir ayrim saglamiyorsa, bu 6znitelik genellikle dnemsiz
kabul edilir (Yang J. , Liu, Zhu, Liu, & Zhang, 2012). CMFS'nin formiilasyonu asagidaki
gibidir:

M (a+b), a a
CMFS(t) = * *
® ; N a+b a+c

(2.6)

2.4.6. Ayrimei 6znitelik secimi

DFSS (Discriminative and Semantic Feature Selection) yontemi, geleneksel
teknikleri yenilik¢i stratejilerle birlestirerek kapsamli ve etkili bir sonug¢ elde etmeyi
hedefleyen gelismis bir 6znitelik segme yaklasimidir. Bu yontem, geleneksel 6znitelik
segme modellerine dayanir ancak 6znitelik se¢imini daha da rafine etmek i¢in iki asamali

bir siire¢ sunar.

DFSS yonteminin ilk asamasi ayirt edici giice odaklanir. Bu asamada, yontem,
kategoriler veya siniflar arasinda ayirt etme yetenegine sahip 6znitelikleri belirler. Bunu,
her bir 6zniteligin istatistiksel 6zelliklerini, 6rnegin varyansini veya hedef degiskenle
olan korelasyonunu, farkli kategoriler boyunca degerlendirerek yapar. Buradaki amag,
kategoriler arasinda 6nemli dlgiide degisen, yiiksek ayirt edici giice sahip 6znitelikleri

bulmaktir.

Ikinci asamada, DFSS yontemi odak noktasini semantik karsilastirmaya kaydirir.
Sadece 6zniteliklerin istatistiksel 6zelliklerini dikkate almak yerine, ayni zamanda onlarin

orijinal materyalle baglaminda semantik anlamini da goz Oniinde bulundurur. Bu,
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yontemin sadece yiiksek ayirt edici giice sahip olan degil, ayn1 zamanda semantik olarak
da orijinal materyalle alakal1 veya ona karsilastirilabilir olan 6znitelikleri sectigi anlamina
gelir. Bu, secilen 6zniteliklerin sadece istatistiksel olarak 6nemli olmalarin1 degil, aym

zamanda ele alinan problem baglaminda anlamli olmalarini da saglamaktadir.

Hem ayirt edici gilicii hem de semantik alakay1 dikkate alarak, DFSS yontemi daha
biitiinsel bir 6znitelik se¢gme yaklagimi sunar (Zong, Wu, Chu, & Sculli, 2015). DFSS'nin

formiilii asagida verilmistir:

e
DFSS(1,C;) =| & [*—2*—2_»
c

(2.7)

a b
a+c a+b a+c_b+d‘
2.4.7. Kapsamh o6znitelik secici

EFS (Extensive Feature Selector) (Parlak & Uysal, 2023) yontemi, sinif ve
koleksiyon bazli olasiliklar1 bir araya getirerek Oznitelik se¢imi yapar. Oznitelik
seciminde, her bir 6zniteligin sinif temelli skoru, belirli bir simif veya kategoriye ait veri
orneklerinin ne kadar iyi tanimlandigim belirler. Ote yandan, koleksiyon bazl1 skor, bir
Ozniteligin tiim veri koleksiyonunda ne kadar etkili oldugunu degerlendirir. EFS, bu iki
skoru c¢arparak bir 6zniteligin nihai skorunu hesaplar. Bu karma yaklasim, 6zniteliklerin
hem belirli bir siniftaki etkinliklerini hem de genel koleksiyon iizerindeki etkilerini

dikkate alir. EFS'nin formiilasyonu asagidaki gibidir:

EFS(t):i( al(a+b) J*[ al(a+c) ] 2.8)

Z\b/(a+b)+c/(c+d)+1) \c/(a+c)+b/(b+d)+1

2.4.8. Olasiliksal o6znitelik se¢imi

Bir belgenin hangi sinifa dahil oldugunun tespitinde, belgedeki 6znitelikler hayati
bir rol iistlenir. Siniflandirma siirecinde pozitif ve negatif 6znitelikler belirleyici unsurlar
olusturur. Pozitif bir 6znitelik, belgenin azinliktaki bir sinifa, yani genelde daha az
rastlanan bir sinifa ait oldugunu gosterir. Diger taraftan, negatif bir 6znitelik, belgenin

cogunlugun temsil ettigi, yani genellikle negatif bir sinifa dahil oldugunu gosterir.

Dengesiz metin siniflandirma meselesine bir ¢6ziim getiren PFS (Probabilistic

Feature Selection), bu durumu ele almak igin gelistirilmistir. Bu stratejinin ana hedefi,
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pozitif bir Oznitelik tespit etmek ve bu Ozniteliklerin daha hassas ve verimli bir

siniflandirmayi gergeklestirebilmesini saglamaktir.

PFS'nin diger tekniklerden farklilastigi nokta, pozitif 6znitelik 6l¢iimii i¢in ekstra
parametreler kullanma ¢abasidir. Bu, pozitif 6zniteliklerin daha iyi tanimlanmasi ve genel
siiflandirma dogrulugunun artirtlmasi amacim tagir (Pouramini, Minaei-Bidgoli, &
Esmaeili, 2018). PFS formiili Esitlik 2.9°daki gibidir:

(o) ane) (50a) ()
PES — a+b a+c N d+c d+b 2.9)

(a+b)/N (c+d)/N

—@ .0 simifta t teriminin olma olasilig1

a+b

—2 . tteriminin gectigi durumlarda t’nin o siifta olma olasiligi

a+c

dL : O smuf harig¢ tiim siniflarda t teriminin olmama olasilig
+cC

dd—b: t teriminin olmadig1 durumlarda o sinifta olmama olasilig1
+

(a+b)/ N : t teriminin var olma olasilig1

(c+d)/N: tterimin var olmama olasthg

2.4.9. Poisson dagilimindan sapma

POISSON (Deviation from Poisson Distribution), bir olayin belirli bir zaman
araliginda kag kez gerceklesecegini tahmin etmek icin kullanilan bir olasilik dagilimidir.
Bu durumda, terimlerin bir metinde ka¢ kez tekrarlandigina dair bir model olusturmak

i¢in kullanilabilir.

Her bir terimin olasilik dagiliminin standart Poisson dagilimindan ne kadar saptigi,
terimin dnemini belirleyen bir faktor olabilir (Ogura, Amano, & Kondo, 2009). Yani, bir
terim metinde beklenenden daha fazla veya daha az tekrarlaniyorsa, bu terimin belki de

metnin genel anlami lizerinde daha biiyiik bir etkisi oldugunu disiiniilebilir.

Ornegin, bir haber makalesinde "ekonomi" kelimesi beklenenden ¢ok daha fazla

geciyorsa, bu makalenin muhtemelen ekonomiye odaklandigini sdyleyebiliriz. Standart
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Poisson dagilimindan sapma, bu kelimenin makaledeki 6nemini belirlemede bir 6lgiittiir.

Formiil adimlar1 asagida gosterilmektedir:

A=FIN (2.10)
a=(a+b)*(1-e"?) (2.11)
b=(a+b)*e ™ (2.12)
e:@+u)*@—é%q (2.13)
d=(c+d)*e™ (2.14)
Mﬁ$on:(a%@2+(bg&2+(c;®2+(d;&f

(2.15)

F : t teriminin tiim dokiimanlardaki toplam frekansi
N : Biitiin siniflardaki toplam dokiiman sayist

a+b : O simifa ait olan dokiiman sayisi

c+d :O sinifa ait olmayan dokiiman sayisi

2.4.10. Ki-kare
CHI2 (Chi-Square), ¢ok sayida 6znitelik arasindan dokiimanlarin siniflarin1 daha

net belirleyen 6znitelikleri tespit etmek i¢in kullanilan istatistiksel bir tekniktir.

Metin siniflandirmada, bu metot genellikle bir sinif ve bir 6znitelik arasindaki
iligkiyi belirlemek i¢in kullanilir (Chen & Chen, 2011). Ki-kare degeri ne kadar biiyiikse,
0 Ozniteligin sinifa bagimlilig1 da o kadar yiiksek kabul edilir. Ki-kare formiilii Esitlik
2.16°da belirtilmistir:

(a*d -b*c)’
(a+c)*(b+d)*(a+b)*(c+d) (2.16)

CHI,=N*
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2.4.11. Bilgi kazanim
Entropi, bir sistemin diizensizligini veya belirsizligini 6l¢en bir terimdir. Bilgi
teorisi alaninda bilginin belirsizligini ifade eder. IG (Information Gain), bir 6zniteligin
bir veri setini siniflara ayirma yetenegini 6l¢er (Forman, 2003) ve genellikle veri ve metin
madenciligi alanlarinda kullanilir (Yang & Pedersen, 1997). IG, entropinin tersi olarak
tanimlanabilir ¢linkii bir 6zniteligin bilgi kazanimi ne kadar yliksekse, o 6znitelik o kadar
diisiik entropiye sahip olur. |G formiilii Esitlik 2.17°de verilmistir:
a*N
+
(a+c)*(a+b)
*
b log,* b*N +
(b+d)*(b+a)
c*N
+
(a+c)*(c+d)
d*N
(b+d)*(c+d)

a
IG(t) =W*|092*

(2.17)

* Iogz*

N
c

N
d
N

: t teriminin o sinifta olma olasilig

Z|e

: t teriminin o siifta olmama olasilig

Z|o

— : t teriminin o sinif hari¢ tiim siniflarda olma olasilig

— : t teriminin o siif hari¢ tiim siniflarda olmama olasilig1

2.4.12. Gini katsayisi

GINI (Gini Index), IG ve GR (Kazanim Oran1 - Gain Ratio) (Priyadarsini,
Valarmathi, & Sivakumari, 2011) alternatifi olarak ortaya ¢ikmistir (Shang, ve digerleri,
2007). GINI, entropi yerine bir 6zniteligin "saf olmayanlik" (impurity) oranini dlger. Bir
Oznitelik degerinin saf olmayanlik orani, o degerin ait oldugu smifin diger siniflarla ne
kadar karisik oldugunu gosterir. GINI, bir 6zniteligin tiim degerlerinin saf olmayanlik
oranlarimin agirlikli ortalamasini alir. Bu sekilde, en diigiitk GINI degerine sahip 6znitelik,

en iyl Oznitelik olarak segilir.

GINI, IG ve GR ye kiyasla daha az hesaplama karmasikligina sahip olmasiyla

bilinir. Bu ylizden, biiyiik veri setleri tizerinde ¢alisirken, GINI kullanmak genellikle daha
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hizli ve etkilidir. Ayrica, GINI 6zellikle siirekli degerli 6zniteliklerde, |G ve GR ye gore
daha iyi sonuglar verir. Formiilii Esitlik 2.18’deki gibidir:

Ma YV, a )
Gl(t):;(a+bj (a+cj (2.18)

Burada (a/a+b), o sinifta t teriminin olma olasiligidir. (a/a+c) ise t teriminin gegtigi

durumlarda t’nin o sinifta olma olasiligidir.

2.4.13. Ayirtedici 6znitelik secici

DFS (Distinguishing Feature Selector), metin siniflandirma islemleri igin kullanilan
bir Oznitelik se¢im algoritmasidir. DFS, belirli kriterlere dayanarak, Ozniteliklerin
Oonemini belirler ve 6nemsiz olanlar1 ayiklar (Uysal & Gunal, 2012). Algoritma, bir
koleksiyonda yer alan terimlerin siniflarla olan iliskilerini degerlendirir ve bu iligkilere
gore her bir terim-siif ¢ifti i¢in bir skor belirler. Yiiksek skorlu bir terim-sinif iliskisi,
terimin belirli bir smifi tanimlama ve ayirt etme yeteneginin yiiksek oldugunu
gosterirken, diisiik skorlu bir iliski, terimin belirli bir sinifi ayirt etme yeteneginin diisiik
oldugunu gosterir. Bu 6znitelik se¢cim yontemi, metin siniflandirma dogruluguna biiyiik

katki saglamistir. DFS, Esitlik 2.19°deki formdille ifade edilebilir:

DFS (1) :i (a/(a+c)) (2.19)
= (b/(a+h))+(c/(c+d))+1

M: siniflarin toplam sayisi

—2 :tteriminin gectigi durumlarda t’nin Cj sinifinda olma olasilig

a+c

b

. : Cj siifinda t teriminin olmama olasilig1
a+

Ld : Cj harig tiim siniflarda t teriminin olma olasilig1
c+

2.4.14. Degistirilmis ayirtedici 6znitelik secici

DFS, metin siniflandirma i¢in kullanilan etkili bir 6znitelik se¢im algoritmasidir.
Ancak, DFS'in gelistirilmis bir versiyonu olan MDFS (Modified Distinguishing Feature
Selector), metin siniflandirma gorevlerinde terim agirligina 6zel bir odaklanma sunar. Bu

yenilik, TF-MDFS olarak adlandirilir ve her bir terimin metindeki sikligina dikkat ¢eker.
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Bu ¢alisma, TF-MDFS'in basit, etkili ve verimli bir algoritma oldugunu gostermistir
(Chen, Jiang, & Li, 2021). Deneyler kapsaminda, MDFS yontemi 6znitelik segme metodu
olarak kullanilmistir ve DFS’e carpan olarak (d/(b+d)) eklenerek MDFS formiilii elde

edilmistir, metodun formiilii Esitlik 2.20’te verilmistir:

MDFS (t) = i (a/(a+c))*(d/(b+d)) (2.20)
= (b/(a+b))+(c/(c+d))+1

d

— : t teriminin olmadig1 durumlarda C;j hari¢ tiim siniflarda olmama olasilig1
+

2.5. Siiflandirma

Ozniteliklerin ~ ¢ikarildigi  smmiflandirma  siirecinde, bu  &znitelikler  bir
siniflandiriciya girdi olarak sunulur. Siniflandirma algoritmalari, veri setinin egitim
kismindan gelen verinin 6zelliklerini 6grenir ve sinifi bilinmeyen bir 6rnek geldiginde bu
ornegi egitim verisinde 6grendigi siniflardan birine simiflandirir. Siniflandirmanin esas
amaci, verilen veriler i¢in dogru hedef sinifi basarili bir sekilde tahmin etmektir. Bu
boliimde Destek Vektor Makineleri, K-En Yakin Komsu Algoritmasi, Karar Agaci,

Rastgele Orman Algoritmasi ve ¢ok terimli Naive Bayes hakkinda bilgi verilecektir.

2.5.1. Destek vektor makineleri

SVM (Support Vector Machines), metin siniflandirma gibi bir¢ok uygulamada
yiikksek dogruluk saglayabilen denetimli bir makine 6grenmesi algoritmasidir. Metin
dokiimanlari, smiflandirma icin Ozniteliklere déniistiiriiliir. Ornegin, bir metin
belgesindeki kelimeler, birer 6znitelik olarak diisiintilerek bir vektor uzayinda temsil
edilir. Her bir kelime veya Oznitelik, vektoriin boyutunu temsil eder ve metnin bir

noktasini belirler. Bu noktalarin kiimesi, dokiimanlarin farkli siniflarini temsil eder.

SVM smiflandiricisi, verilen 6znitelik vektorleri arasinda en iyi sekilde ayrilan bir
hiper diizlem bulmaya ¢aligir. Bu hiper diizlem, siniflar1 birbirinden miimkiin oldugunca
net bir sekilde ayiran bir karar sinirini ifade eder. SVM, siniflar arasindaki ayrimi

maksimize etmek i¢in en uygun hiper diizlemi bulur.

Sinifi bilinmeyen bir metin dokiimani, bu hiper diizlemle ayrilmis bolgeye gore
siiflandirilir. Yani, dokiimanin hangi tarafta bulunduguna bagli olarak bir sinifa atanir.

SVM, o6zellikle dogrusal olmayan veri kiimelerinde de iyi performans gosterebilir, ¢linkii
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verileri daha yiiksek boyutlu bir 6znitelik uzayina doniistiirerek dogrusal olarak ayrilabilir

hale getirebilir.

SVM'nin basarisi, en uygun maksimum marjin ve hiper diizlemin tespit edilmesine
baghidir. Marj, sinif noktalar1 ve hiper diizlem arasindaki en genis boslugu ifade eder.
SVM, maksimum marj1 olan bir hiper diizlemi bulmaya calisarak, daha iyi genelleme

yetenegi olan ve yeni verilere daha iyi uygulanabilen bir model olusturur.

SVM metin siniflandirma gibi bircok alanda kullanilabilir ve genellikle yiiksek
dogruluk elde etme potansiyeline sahiptir. Ancak, veri setinin biiyiikliigline, 6zniteliklerin
secimine ve modelin hiper parametrelerine bagli olarak performansi degisebilir. SVM'in
avantajlarindan biri de, 6zellikle 6znitelik uzayinda yiiksek boyutluluk oldugunda etkili

calisabilmesidir.

SVM hem dogrusal hem de dogrusal olmayan formlarda mevcuttur ve hem iki
sinifli kategorizasyon hem de ¢ok sinifli kategorizasyon agisindan siniflandirma yapabilir
(Joachims, 1998). Deneylerimizde, SVM'nin dogrusal versiyonu ve varsayilan
parametrelerle birlikte libSVM kiitiiphanesi kullanilmistir (Chang & Lin, 2011).

2.5.2. K-en yakin komsular

Metin smiflandirma arastirmalarinda, gesitli siniflandirma algoritmalar1 kullanilir.
Bu algoritmalar arasinda, KNN (K-Nearest Neighbors), basit 6grenme algoritmasindan
dolay1 genis Olgiide tercih edilmektedir (Dogan & Uysal, 2019). KNN algoritmasi, bir test

belgesinin sinifin1 belirlerken, belgenin k en yakin komsusuna olan benzerligine dayanir.

KNN algoritmasinin komsular1 belirlemek i¢in bir mesafe hesaplama yontemine
ihtiyact vardir. Bu yontemler arasinda Oklidyen (Euclidean), Manhattan, Kosiniis ve
Minkowski mesafe hesaplama yontemleri bulunur. Bu yontemler, bir belgenin diger

belgelerle olan benzerligini veya farkliligini 6l¢mek icin kullanilir.

Deneysel caligmalarda genellikle Kosiniis benzerligi kullanilir. Kosiniis benzerligi,
belgeler arasindaki agiyr Olgerek benzerlik belirler. Bu 6zellikle metin koleksiyonlar1

arasindaki benzerligi belirlemek i¢in oldukca etkilidir.

KNN algoritmasinda, k parametresi veya komsu sayist olduk¢a 6nemlidir. K, bir
belgenin hangi simifa ait oldugunu belirlemek i¢in dikkate alinacak komsu sayisini

belirler. Deneylerimizde, en iyi sonuglari almak i¢in k'nin degeri 1 olarak belirlenmistir.
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Bu, her test belgesinin en yakin komsusunun sinifina dayanarak siniflandirilacag:

anlamina gelir.

2.5.3. Karar agaci

DT (Decision Tree), dogrusal olmayan siniflandiricilar kategorisine girerler ve
genellikle karmasik veri setlerinin analizi i¢in kullanilirlar. DT algoritmasinin ana hedefi,
Ozniteliklerin her birini belirli kategorilere karsilik gelen ayri bolgelere ayirmaktir
(Quinlan, 1986). Bu ayrim, genellikle bir dizi "eger-ise(if-then)" kuralina dayalidir ve bu

kurallar, 6zniteliklerin ve hedef siniflarin iligskisini tanimlar.

C4.5 adi verilen algoritma, karar agaci olusturma yontemlerinin arasinda g¢ok
popiilerdir ve en basarili karar agac1 siniflandirma tekniklerinden biri olarak kabul edilir.
C4.5, belirli 6zniteliklerin hedef sinifi tahmin etmedeki etkinligini belirlemek i¢in entropi

tabanli bir 6l¢tim kullanir.

Ancak, bir¢ok uygulamada, en ¢ok tercih edilen karar agaci tiirii ikili siniflandirma
agacidir. ikili simiflandirma agaglari, her bir diigiimde yalnizca iki karar yolunun olmasini
saglar. Bu, genellikle modelin anlagilmasini ve hesaplanmasini1 daha basit ve etkili hale

getirir.

2.5.4. Rastgele orman

RF (Random Forest), ¢cok sayida DT kullanan birlesik tabanli bir siniflandiricidir.
Siniflandirma islemi, karar agaci sayist belirlendikten sonra baslar, genellikle yiizlerce
hatta binlerce agag icerebilir. Bu siiregte, her DT bagimsiz olarak egitilir, yani her bir
agac kendi 6zel veri setini alir. Bu veri setleri, orijinal veri setinden bootstrap érnekleme

yontemiyle, yani degistirme ile sec¢ilmis 6rneklerden olusur.

Her agag, veri setinin belirli bir alt kiimesini kullanarak egitildigi i¢in, her biri farkl

bir model olusturur. Bu, modelin genel esnekligini artirir ve asir1 uyum problemini azaltir.

Siniflandirma sonucunda, her aga¢ bir tahminde bulunur ve final sinifi, her DT nin
cogunluk oylamasi ile belirlenir (Jasti, ve digerleri, 2022). Bu, tiim agac¢larin tahminlerini

birlestirerek, genellikle tek bir DT’den daha dogru ve istikrarli bir tahmin saglar.

2.5.5. Cok terimli naive bayes
Naive Bayes, metin siniflandirma konusunda siklikla kullanilan bir siniflandiricidir.

Naive Bayes, modelleme ve durum gegislerini belirtme yetenegine sahiptir (Witten &
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Frank, 2002). Genellikle, bu yontem ayrik ve siirekli degiskenlerden olusan ¢ok terimli

verileri modellemek i¢in kullanilir.

Multinomial Naive Bayes (MNB), metin siniflandirma amagh olarak tasarlanmis
bir Naive Bayes tiiriidiir. Metin belgelerini siiflandirmak icin belge i¢indeki belirli
kelimelerin varligin1 ve sayismni inceler. Ornegin, bir belgenin 'spor' sinifina ait olup
olmadigin1 belirlemek i¢in, belgedeki 'futbol’, 'basketbol' gibi sporla ilgili kelimelerin

sayisini degerlendirebilir.

Naive Bayes, bir dokiiman {izerinde belirli kelimelerin varlig1 ya da yoklugu ile
ilgili modelleme yaparken, MNB, belirli kelimelerin belgedeki sayisint modellemeye ve
hesaplamalara oncelik verir. Bu, belirli bir belgedeki kelime dagiliminin, belgenin hangi
sinifa ait oldugunu belirlemede 6nemli bir faktor olabilecegi anlamina gelir. Bu nedenle,
MNB’nin, metin belgelerini siniflandirmak i¢in Naive Bayes'ten daha dogru sonuglar
verebilecegi diisiiniiliir. Bu 6zelligi, metin siniflandirma i¢in bir arag olarak MNB'yi

oldukca giiclii ve etkili kilar.
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3. ILGILI CALISMALAR

Dengesiz metin smiflandirma sorunu i¢in liretilen ¢oziimler ii¢ ana baghk altinda
incelecektir. Dengesiz metin siniflandirma konusunda genis bir literatiir mevcuttur. Bu
literatiiriin genel sonuglar1 sunlar igerir: Birincisi, dengesiz metin verilerinde, 6grenme
algoritmasinin kendisinden daha ¢ok, 6znitelik segim isleminin kritik oldugudur. Ikinci
olarak, yiiksek boyutlu dengesiz veri setlerinde Ornekleme stratejileri ve algoritmik
yaklasimlarin siirekli olarak yiiksek performans gosteremeyebilecegi belirtilmistir.
Uctincii  olarak ise, oznitelik secimi ve ornekleme tekniklerinin etkilerinin
entegrasyonunun, yiiksek boyutlu dengesiz metin siniflandirmayi gelistirdigi ve 6znitelik
seciminin Ornekleme yontemlerine kiyasla daha o©nemli oldugunu gdstermistir.
Giintimiizde, Oznitelik se¢imi, dengesizlik probleminin ¢oziimiine yardimei olacak
teknikler arasinda genel kabul gormiistiir. Dengesiz metin siniflandirma igin birkag
yontem gelistirilmistir, ancak bu konu halen aktif bir aragtirma konusu niteligindedir. Bu

konu ile ilgili en son ¢aligmalar ti¢ baslik altinda incelenecektir.

3.1. Ornekleme Metotlar1

Chawla ve takimi, dengesiz veri setleri icin siniflandirma algoritmalarinin
olusturulmasi konusunda yepyeni bir asir1 drnekleme stratejisi gelistirmislerdir (Chawla,
Bowyer, Hall, & Kegelmeyer, 2002). Bu, dengesiz metin siniflandirma i¢in ilk defa
uygulanan bir 6rnekleme teknigidir. Bu deney siirecinde, C4.5, Ripper ve Naive Bayes
gibi siiflandiricilar kullanilmistir. Yapilan deneyler, dokuz farkli dengesiz veri seti
tizerinde gergeklestirilmis ve SMOTE (Synthetic Minority Oversampling Technique) ile
birlikte azinlik (minor) simfinin asir1 6rnekleme ve ¢ogunluk (major) smifinin alt
ornekleme yapilmasi kombinasyonunun, sadece g¢ogunluk sinifinin alt Ornekleme
yapilmasina kiyasla, ROC (Receiver Operating Characteristic — Alici Calisma
Karakteristik Egrisi) altinda kalan alan ile daha iyi bir siniflandirma performansi elde
edebilecegini gostermistir. Chen ve arkadaslari, metin belgelerinin semantik anlamini
kullanarak metin kategorizasyonunun sinif dengesizligi altinda nasil gelistirilebilecegine
dair benzersiz bir yaklasim 6nermislerdir (Chen, Lin, H., Luo, & Maa, 2011). DECOM
(data re-sampling with probabilistic topic models) ve DECODER (data re-sampling with
probabilistic topic models after smoothing) adli iki yeniden 6rnekleme teknigi, olasiliga
dayali konu modelleri iizerinde kurulmustur. DECOM, azinlik siniflarin yeni 6rneklerini
olusturarak simif dengesizligini gidermek i¢in tasarlanmistir. DECODER, giiriiltiili

ornekler ve azinlik smiflar igeren veri kiimeleri i¢in, olasilik temelli konu modellerini
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kullanarak her sinifin tiim 6rneklerini yeniden olusturur ve azinlik siniflarin boyutlarini
genisletir. 20 Newsgroups, Reuters-21578, WebACE ve RCV1 veri setlerinde yapilan
deneyler, DECOM ve DECODER'm azinlik siiflarinda daha iyi siniflandirma sonuglari
sagladigin1 belgelemistir. Barua ve takimi, dengesiz 6grenme problemlerine etkili bir
¢Ozlim saglamak icin MWMOTE (Majority Weighted Minority Oversampling Technique
- Cogunluk Agirlikli Azinlik Asir1 Ornekleme Teknigi) adli yeni bir ydntem 6nermistir
(Barua, Islam, Yao, & Murase, 2012). MWMOTE dort yapay ve yirmi gergek diinya veri
seti lizerinde detayli bir sekilde incelenmistir. Sonug olarak, onerilen teknik genellikle
daha iyi bir G-mean (Geometrik ortalama) ve ROC altinda daha yiiksek alan gostermistir.
Borajolglesias ve ekibi, COS-HMM (Content-based Over-Sampling HMM) isimli yeni
bir asir1 Ornekleme yontemi tanitmuglardir (Iglesias, Vieira, & Borrajo, 2013). Bu
yontemin etkinligini ispatlamak adina COS-HMM, OHSUMED ve TREC Genomics adli
iki medikal metin veri seti tizerinde SVM smiflandiricisi ile denenmistir ve sonrasinda
ROS (Random Over Sampling -Rastgele Asir1 Ornekleme) ve SMOTE teknikleriyle
karsilastirilmistir. Deneysel ve istatistiksel analizler sonucunda, bu yeni yaklagimin agik
bir sekilde ROS’u geride biraktigi ve ¢cogu durumda SMOTE'dan daha iyi performans

sergiledigi gorilmiistiir.

3.2. Algoritmik Metotlar

Manevitz ve Yousef, bilgi ¢ikarimi baglaminda tek smifli siniflandirma igin
uygulanabilir olan SVM versiyonlarint kullanmiglardir (Manevitz & Yousef, 2002).
Standart Reuters veri seti lizerinde gesitli deneyler gergeklestirmislerdir. Sonugclar, bir
smifli SVM, disa dogru SVM ve Manevitz ve Yousef'in ¢alismasindaki dort diger
algoritmanin (Prototip (Rocchio'nun) algoritmasi, K-En Yakin Komsular, Naive Bayes,
Compression Neural Network) F1 skorlarina gore iistiinlilk kurdugunu belirtmistir. Galar
ve ekibi, her bir Onerinin hangi i¢ metodolojiye dayandigina bagh olarak
siniflandirilabilecegi bir taksonomi sunarak sinif dengesizligi sorununu ele alan topluluk
tabanli metotlara odaklanmislardir (Galar, Fern andez, Barrenechea, Bustince, & Herrera,
2012). Deneylerini, sinif dengesizligi ile ilgili 44 ¢ift simifli gergek diinya problemi
tizerinde yapmislar ve bu veriler KEEL veri seti depolarindan alinmistir. Ayrica,
calismalarinda C4.5 smiflandiricisini  kullanmiglardir.  Sonuglar, RUSBoost veya
UnderBagging'in, bircok daha karmasik diger algoritmalara kiyasla daha yiiksek
performanslar sundugunu géstermistir. Ozellikle 6rnekleme tekniklerinin (6rnegin, alt

ornekleme veya SMOTE) ve Bagging ensemble 6grenme algoritmast ve RUSBoost
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arasindaki sinerjinin, en iyi performans goOsteren yaklasimlar arasinda hesaplama
acisindan en az karmasikliga sahip oldugu belirlenmistir. Bir dizi ¢alisma, mevcut
topluluk algoritma yontemlerini gelistirmeye odaklanmistir. Bunlardan bir tanesi, Wu ve
ekibi tarafindan gelistirilen FORESTEXTER (Wua, Ye, Zhang, Ng, & Ho, 2014) isimli
yontemdir. Dengesiz metin veri setlerini (Reuters-21578, Ohsumed ve 20 Newsgroup)
kullanarak bu yontemi uygulamislardir. Sonugta, dnerdikleri yaklagimin standart rastgele
ormanlar ve ¢esitli SVM varyantlarina (standart SVM, alt 6rnekleme SVM ve asiri
ornekleme SVM) kiyasla rekabet edebildigini gostermislerdir.

3.3. Oznitelik Secme ve Oznitelik Agirhklandirma Metotlar

Chen ve Wasikowski, FAST (Chen & Wasikowski, 2008) isimli yeni bir 6znitelik
se¢im teknigi onermistir. Bu metot, bes veri setinde (CNS, LYMPH, OVARY, PROST,
NIPS) denenmis ve lineer SVM ve 1-NN siniflandiricilariyla test edilmistir. Arastirmanin
sonucunda, yeni metotlarinin GINI, MI gibi diger tekniklerden daha verimli oldugunu
belirtmiglerdir. Ayrica FAST'm, AUC (Area under the ROC Curve) agisindan RELIEF
ve korelasyon katsayis1 yontemlerine kiyasla daha iyi performans sergiledigi
gortiilmistir. Uysal ve Gunal, metin siniflandirma i¢in DFS (Uysal & Gunal, 2012)
adinda yeni bir filtre-tabanli olasilik 6znitelik se¢cim metodu gelistirmislerdir. CHI2, 1G,
GINI ve POISSON’1 DEFS ile karsilastirmiglardir. Deneylerini hem dengeli bir veri seti
(20 Newsgroups) hem de dengesiz veri setleri (Reuters-21578 ModApte split, Kisa Mesaj
Servisi (SMS) mesaj koleksiyonu ve Enronl Spam e-posta koleksiyonu) iizerinde
gerceklestirmislerdir. Sonuglar, yeni yaklagimlarinin siniflandirma dogrulugu, boyut
azaltma orani ve islem siiresi bakimindan en iyi performansi gosterdigini ortaya
koymustur. Rehman ve takimi tarafindan gelistirilen ve belgelerin goreceli sikliklarini
kullanan NDM isimli yeni bir 6znitelik siralama metrigi 6nerilmistir (Rehman, Javed, &
Babri, 2017). WebACE, Reuters, 20 NewsGroups ve Concept drift (e-posta spam) veri
setleri tizerinde MNB ve SVM siniflandiricilariyla bu yaklasimi denemislerdir. Deneyler,
yeni yaklasimlarinin genellikle Mikro-F1 ve Makro-F1 basari dlgiitlerinde CHI2, I1G, OR,
DFS ve GINI gibi diger yaygin 6znitelik se¢cim yontemlerine gore daha {istiin oldugunu
gostermistir. Kok ve arkadaslari, harmony search teknolojisi kullanilarak yiiksek boyutlu
dengesiz simnif verileri igcin SYMON (Moayedikia, Ong, Boo, Yeoh, & Jensen, 2017) adli
yeni bir sarmalayici tabanli 6znitelik se¢im metodu sunmuslardir. Deneylerini DNA
microarray ve Olivetti Faces veri setleri lizerinde yapmislardir. Bu yontem, SVM -

Recursive Feature Elimination (SVM-RFE), SVM - Backward Feature Elimination
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(SVM-BFE), Hellinger tabanli 6znitelik se¢im algoritmasi (D-HELL), SMOTE-RLF
(ReliefF), SMOTE-PCA (Principal Component Analysis) ile karsilastirilmistir. Sonuglar,
onerilen metodun daha yiikksek G-mean ve F-measure performanst sagladigini
gostermistir. Pouramini ve ekibi, dengesiz metin siniflandirma igin PFS ad1 verilen yeni
bir tek tarafli 6znitelik se¢im yontemi 6nermislerdir. Bu yontem, 6znitelik dagilimini
olasilik hesaplamasina dayandirmaktadir (Pouramini, Minaei-Bidgoli, & Esmaeili, 2018).
Diger yontemlere gore PFS'nin daha ¢ok parametresi bulunmaktadir. Reuters-21875 ve
WebKB veri setlerindeki F-measure test sonuglari, bu 6nerilen 6znitelik se¢im tekniginin
C4.5 ve Naive Bayes smiflandiricilarinin performansini ciddi anlamda artirdigini ortaya
koymaktadir. Parlak, mevcut yontemlerin sadece sif i¢indeki dokiiman frekansina
dayali olarak gelistirildigini 6ne siirerek sinif ve korpus igindeki dzniteligin durumunu
dikkate alan yeni bir yontem 6nermistir. Dengesiz metin siniflandirma igin CICI (Parlak,
2022) adli yeni bir 6znitelik se¢imi yontemi sunmustur. CICI, sinif ve korpus ig¢indeki

Oznitelik dagilimini kullanarak hesaplama yapan olasiliksal bir yontemdir.

Daha fazla belge igeren kategoriler, daha az belge icerenlere gore daha az temsil
edilmekte ve smiflandiricilar genellikle Ornekleri daha cok belge igeren sinifa
yerlestirmektedir. Bu durumu ele almak adina, Liu ve ekibi, kii¢iik kategorilere ait
belgelerin daha iyi bir sekilde ayrilabilmesi i¢in basit bir olasiliga dayali terim
agirliklandirma diizeni 6nermistir (Liu, Loh, & Sun, 2009). Reuters-21578 ve MCV1 veri
setlerinde hem SVM hem de NB siniflandiricilariyla yapilan deneysel calismalarin, kiigiik
kategoriler i¢in ciddi bir iyilesme sagladigini gdstermistir. Okkalioglu ve Okkalioglu’nun
onerdigi yontem AFE-MERT (Okkalioglu & Okkalioglu, 2022) taninmis
siiflandiricilarla karsilagtirildiginda rekabetci bir siniflandirict durumundayken, en son
teknolojiye sahip terim agirliklandirma semalar ve 6znitelik se¢im teknikleriyle deneysel
olarak karsilastirildiginda ise, terim agirliklandirma semasinda secilen Oznitelik sayisi

siif sayisiyla sinirli oldugunda, iyi sonuglar almaktadir.
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4. DENGESIZ METIN SINIFLANDIRMA

Bir veri setindeki dengesizlik, baz1 simflarin biiyiik sayida ornekle (¢cogunluk
smiflar), diger siniflarin ise sadece birkag drnekle (azinlik siniflari) temsil edildigi bir
durumu ifade etmektedir. Dengesizlik igsel ve digsal dengesizlik olarak incelenebilir:

Icsel dengesizlik, verilerin dogas1 geregi bazi smiflarin digerlerinden daha fazla
ornekle temsil edildigi durumlara isaret etmektedir. Ornegin, dolandiricilik tespitinde,
dolandiriciliga dayali islemler dogal olarak mesru olanlara gore daha nadirdir. Benzer
sekilde, tibbi teshislerde, belirli bir hastaliga (6rnegin kanser) sahip hastalarin sayisi,
genellikle saglikli hastalarin sayisindan c¢ok daha azdir. Bu, veri setinde igsel bir
dengesizlik yaratir. Ote yandan, dissal dengesizlik, veri setindeki dengesizligin, verinin
kendisinden bagimsiz faktorler tarafindan yaratildigi durumlara isaret etmektedir. Bunlar,
veri toplamanin zorlugu veya maliyeti, belirli verilerin toplanmasini engelleyen gizlilik
veya yasal sorunlar veya verinin nasil islendigi veya etiketlendigi ile ilgili sorunlari
igerebilir. Bu durumlarda, dengesizlik, verinin dogal bir 6zelligi olmayip, dis kosullar
tarafindan belirlenmistir (Yang P. , Liu, Zhou, Chawla, & Zomaya, 2013).

Dengesiz metin smiflandirmada 06znitelik se¢imi, verinin dogasi ve modelin
simiflandirma yetenegi acisindan ¢esitli sorunlar1 beraberinde getirmektedir. Bu
problemler asagidaki gibi siralanabilir:

Yiiksek Boyutluluk: Metin verileri genellikle yliksek boyutludur ¢iinkii her bir
kelime bir Oznitelik olarak kabul edilmektedir. Bu durum, modelin egitim siiresini
uzatabilir.

Dilbilimsel Gririiltii: Metin verileri genellikle 6nemsiz kelimeler (stop words),
noktalama isaretleri, yazim hatalar1 ve dilbilgisel tutarsizliklar gibi giiriiltiiler
igermektedir. Bu giiriiltiiler, 6n isleme asamasinda ¢ikarilmazsa, modelin performansini
olumsuz etkileyebilir.

Seyrek Veri: Metin simiflandirmada &znitelik matrisi genellikle seyrektir. Yani,
birgok 6znitelik (kelime), bir¢ok belgede (metinde) nadiren goriinmektedir. Bu, dengesiz
siniflandirmada bir sorun olusturabilir ¢ilinkii azinlik smifindaki metinler, ¢ogunluk
sinifindaki metinlerden 6nemli 6znitelikleri igerebilir ancak bu 6znitelikler genellikle g6z
ardi edilir.

Ozniteliklerin Dagilimi: Ozellikle dengesiz veri kiimelerinde, azilik sinifin1 temsil
eden Oznitelikler genellikle ¢ogunluk sinifina gore daha az yaygindir. Bu, ¢ogunluk

siifin1 tanimay1 kolaylastirirken, azinlik sinifin1 tanimay1 zorlastirabilir.
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Bu sorunlar1 ¢6zmek i¢in bir dizi teknik kullanilabilir. Bunlar arasinda 6znitelik
segme (en onemli Oznitelikleri belirleme) ve 6znitelik agirliklandirma (azinlik smifinmi
temsil eden Ozniteliklere daha yiliksek agirlik verilmesi) 6nde gelen tekniklerdir.

Bu baglamda, varolan 6znitelik segcme ve Oznitelik agirliklandirma metotlarinin
iceriginin degistirilerek gelistirilmesine ¢alisilmistir. Yapilan caligmalara, 4.1 ve 4.2

boliimlerinde yer verilmistir.

4.1. Diizenlenmis Oznitelik Secme Metotlar

4.1.1. MGSS
GSS metodunun degistirilmis halidir. MGSS formiilii asagidaki gibidir:

a*d-b*c

GSS(t,Cj)z(—zj—) MGSS(t,C;)=(a*d -b*c) (4.1)

4.1.2. MCICI
CICl metodunun degistirilmis halidir. MCICI’nin formiilii Esitlik 4.2°de

verilmistir:

CiCi(t) = (2o~ o) — MCICI () = 20 4.2
(a+b)*(c+d)*N? (a+c) 42)

4.1.3. MMMR

MMR metodunun degistirilmis halidir. MMMR'nin formiilii asagida belirtilmistir:

a ¢
MMR(t) = —12+D_c+d *max(i,ij
jlmin[a’c] a+h'c+d
a+b c+d
) (4.3)
a ¢
S a+b c+d . a
! max 1,min(,)
a+h c+d

4.1.4. MCMFS
CMFS metodunun degistirilmis halidir. MCMFS metodunun formiilasyonu Esitlik

4.4’te verilmistir:
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(a+b), a a a’

CMFS(t) = z a+b a+c_)MCMFS(t):jZ_;‘(aer)Z*(aJrc) “9

4.1.5. MDFSS
DFSS metodunun degistirilmis halidir. MDFSS, Esitlik 4.5’teki formiille ifade
edilebilir:

e
DFSS(1,C;)=| & [r—2x—2 x| 2 _ b_|
V7l f | a+c a+b |a+c b+d|
c
¥ (4.5)
e*(a+b)
MDFSS (t,C. ) = a___ |« 2 «_2
(tc) f*(c+d)| (a+b)(a+c) a+b
max (1,c)
4.1.6. MEFS1

EFS metodunun degistirilmis halidir. MEFS1'nin formiilasyonu asagidaki gibidir:

EFS(t) =é[b/(a+2)/$7(bc)+d)+1}*£c/(a+:)/+(ab;(cb)+d)+1]

1 (4.6)
MEFS1(t) = Z( al/(a+b) )+1)}*[(( al/(a+b) }

(a+c)* ((c/(c+d) c*(a+c))/(c+d))+1

4.1.7. MEFS2
EFS metodunun degistirilmis halidir. MEFS2 formiilii Esitlik 4.7’deki gibidir:

al/(a+b) . al(a+c)
EFS(t)= Z[b/(a+b)+c/(c+d)+1} Lcl(a+c)+b/(b+d)+1J
. 4.7)

a/(a+b) . a/(a+b)
MEFS2(t) = Z((aw) ((C/(C+d))+1)J L(C/((a“)*(c*d)))”}
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4.2. Diizenlenmis Oznitelik Agirhklandirma Metotlar
4.2.1. TF-MGSS

Terim Frekansi (TF) ile MGSS degerleri carpilarak terimlerin agirlik degerlerine
ulagilir. TF-MGSS’nin formiilasyonu asagidaki gibidir:

W =TF (t,d,)*MGSS(t,,C,)=TF (t,,d,)*(a*d —b*c) (4.8)

TF—MGSS(t

4.2.2. TF-MCICI
Terim Frekansi (TF) ile MCICI degerleri c¢arpilarak terimlerin agirlik degerleri
hesaplanir. TF-MCICI formiilii Esitlik 4.9’da belirtilmistir:

a*d-b*c
Wee o) = TF (4,04 ) *MCICI (1) =TF (ti,dk)*[—((ij+ o J 4.9)

4.2.3. TF-MMMR
Terim Frekansi (TF) ile MMMR degerleri carpilarak terimlerin agirlik degerleri
elde edilir. TF-MMMR'nin formiilasyonu asagidaki gibidir:

WTF—MMMR(ti) =TF (ti'dk)*MMMR(ti)
a ¢
u a+b c+d ( a_ ¢ j
W —TF t d * *max| ——,—— | (4.10
TF-MMMR(t;) JZ ( a C ) a+b c+d (4.10)
max<1lmin| ——,——
a+b c+d

4.2.4. TF-MCMFS
Terim Frekansi (TF) ile MCMFS degerleri carpilarak terimlerin agirlik degerleri
belirlenir. TF-MCMFS formiilii Esitlik 4.11°de verilmistir:

WTF MCMFS (t TF(tl’d )*MCMFS(t)
M a2 (4.11)
Wee vewrs(e) = TF (6,d ) *MCMFS () =

i1(a+h) *(a+c)

4.2.5. TF-MDFSS
Terim Frekansi (TF) ile MDFSS degerleri ¢arpilarak terimlerin agirlik degerlerine
ulasilir. TF-MDFSS, Esitlik 4.12°deki formiille ifade edilebilir:
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W =TF(t,.d,)*MDFSS(t,C; )

TF-MDFSS(t;)

e*(a+b) @12
W B L (e I B |
TFMDFSS(s f*(c+d) | (a+b)(a+c) a+b
max (1,¢)

4.2.6. TF-MEFS1

Terim Frekansi (TF) ile MEFS1 degerleri ¢arpilarak terimlerin agirlik degerleri elde
edilir. TF-MEFS1'in formiilasyonu asagida verilmistir:
MEFSL{, :i al(a+b) . al(a+b)
| (a+c) ((c/(c+ d))+1) ((c*(a+c))/(c+d))+1 (4.13)
S (t d )* MEFSl(ti)

W.

TF-MEFS1(t) —

4.2.7. TF-MEFS2
Terim Frekansi (TF) ile MEFS2 degerleri carpilarak terimlerin agirlik degerleri
hesaplanir. TF-MEFS2'nin formiilasyonu asagidaki gibidir:

o al(a+b) . a/(a+h)
MEFS2(t)=2 (a+c)*((c/(c+d))+1) | | (c/((a+c)*(c+d)))+1] (a14)
Wi yersa) = TF (6,0, ) *MEFS2(t,)

4.3. Dengesiz Metin Veri Setleri
Dengesiz veri setlerinde, her smifin ve veri setinin bir biitiin olarak dengesizlik

oranini (IR — Imbalance Ratio) 6lgmek miimkiindiir.

Dengesizlik orani, Esitlik 4.15’teki gibi formiile edilmistir:

N
% (4.15)
N-N,

IR =

burada ch , Cj sinifinin dokiiman sayisin1 ve N toplam dokiiman sayisini temsil

etmektedir.
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4.3.1. Reuters — 21578

Reuters-21578 veri seti, tutarli bir sekilde 135 kategoriye ayrilmis bir Reuters haber
ajans1 veri setidir (Asuncion & Newman, 2007). Dengesiz metin siniflandirma
calismalarinda ilk 8 kategori (R8) secilmistir ve Tablo 4.1, Reuters-21578 veri seti igin
egitim ve test dokiiman sayilarini, Oznitelik sayisini, dengesizlik oranini ve sinif

dagilimlarin1 géstermektedir.

Tablo 4.1. Reuters-21578 veri setinin (R8) ozellikleri

Egitim . Simf wo oo Test Toplam
Sinif Adi D%)ki.iman ([;i:g(lasullk Dagihimi ;);;Ltlellk Dokiiman Doiﬁman

Sayisi (%) Sayisi Sayisi
earn 2877 0.733 42 8614 1087 3964
acq 1650 0.320 25 8378 719 2369
money-fx 538 0.085 8 3662 179 717
grain 433 0.068 6 3697 149 582
crude 389 0.060 6 4296 189 578
trade 369 0.057 5 3869 117 486
interest 347 0.053 5 2633 131 478
ship 197 0.029 3 2988 89 286
Toplam 6800 0.175 100 16955 2660 9460

Reuters-21578 veri seti (R8), “earn” ve “acq” adinda sirayla %42 ve %25

dagilimlari olan iki major sinif ve altt mindr sinif icermektedir.

R8 MM (Mindr Major) ise, R8 veri setinde en az (“ship”) ve en ¢ok (“earn”
dokiiman sayilarina sahip iki siniftan olusan ikili (binary) dengesiz bir veri setidir. Tablo

4.2’de R8 MM verisetinin ozellikleri sunulmustur.

Tablo 4.2. Reuters-21578 veri setinin (R8 MM) ézellikleri

Egitim o Sumf ao o Test Toplam
Smif Adi  Dokiiman (D)in?lfﬂz“k Dagihm ;)znlltlellk Dokiiman Dokiiman

Sayisi a (%) ays Sayisi Sayisi
earn 2877 14.604 94 7742 1087 3964
ship 197 0.068 6 3860 89 286
Toplam 3074 7.336 100 9804 1176 4250
4.3.2. WebKB

WebKB, dort farkli iiniversite web sitesinden alinmis web sayfalarinin bir
koleksiyonudur ve 8282 web sayfasi igermektedir. Tiim web sayfalar1 esit olmayan bir

sekilde yedi kategoriye ayrilmistir. Deneylerimizde dort kategori ("course", "faculty",
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"project", "student") kullanilmigtir. Veri seti, iki minor (“course”, "project") ve iki major
("student", "faculty") kategori i¢ermektedir (Cardoso Cachopo, 2014). WebKB veri

setine ait 0zellikler Tablo 4.3°te gdsterilmektedir:

Tablo 4.3. WebKB veri setinin ozellikleri

Egitim o Simf o oo Test Toplam
Smif Adi  Dokiiman gi:Igl(:SIlek Dagihm g:nllstlehk Dokiiman Dokiiman

Sayisi (%) Y Sayisi Sayisi
student 1149 0.640 39 8065 492 3964
faculty 787 0.365 27 13224 337 2369
course 651 0.284 22 13301 279 717
project 353 0.136 12 8388 151 582
Toplam 2940 0.356 100 25658 1259 4199
4.3.3. Enronl

Iyi bilinen bir karsilastirma veri seti olan Enron Email veri setinde ise "ham" ve
"spam" olmak tizere iki siif ve 6 kategori bulunmaktadir (Metsis, Androutsopoulos, &
Paliouras, (2006, July)). Deneylerimizde Enron Email veri setindeki kategorilerden

birinin kullanilmas: tercih edilmistir.

Egitim/test dokiiman sayilari, hedef sinif olarak egitim setini dikkate alirken Enronl
veri setindeki her sinifin dengesizlik orani, 6znitelik sayisi ve sinif dagilimlari Tablo

4.4’te gosterilmektedir.

Tablo 4.4. Enronl veri setinin ozellikleri

Smif Adi g%llgil:]nan (D)i:gfﬂz“k ]Sl‘)l:glfhml (S):;istlelik ]-I;((a)sl:iiman ]-;?)iL?I:lnan
Sayisi (%) Sayisi Sayisi
ham 2570 2.447 71 27340 1102 3672
spam 1050 0.408 29 8605 450 1500
Toplam 3620 1.427 100 31388 1552 5172

4.3.4. Spam SMS

SMS Spam veri seti, SMS Spam ¢alismasinin ¢iktilarin1 (SMS etiketli mesajlari)
icermektedir. 5.574 Ingilizce SMS mesajindan olusmaktadir ve bu mesajlar spam veya
ham (legal) olarak kategorize edilmektedir (Almeida, Hidalgo, & Yamakami, (2011,

September)). Deneylerimizde SMS Spam veri setinin orijinal versiyonu kullanilmigtir.
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Spam SMS veri seti ise, bir major (legitimate) ve bir mindr (spam) sinif igeren

binary (ikili) bir veri setidir.

Spam SMS veri setinin egitim/test dokiiman sayilari, hedef sinif olarak egitim setini
dikkate alirken her sinifin dengesizlik orani, dznitelik sayist ve sinif dagilimlart Tablo

4.5'te gosterilmistir.

Tablo 4.5. Spam SMS veri setinin ozellikleri

Egitim - mif oo oo T Toplam
Sinif Adi D%l:iiman (D)igﬂfsuhk IS)aglllml (S);;lstlehk Dislzﬁman Dzii?man

Sayisi (%) Sayisi Sayisi
legitimate 3378 6.471 87 4439 1449 4827
spam 522 0.154 13 1399 225 747
Toplam 3900 3.312 100 5185 1674 5574
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5. DENGESiZ METIN SINIFLANDIRMADA OZNITELIK SECIiM
YONTEMLERININ ETKILILIGI

Oznitelik se¢iminin, metin siniflandirma siirecinin kritik unsurlarindan biri oldugu
ve dengesiz metin konusunda da 6nemli bir rol oynadig bilinmektedir. Bu ¢aligmada,
dengesiz metinlerin siniflandirilmasinda 6znitelik se¢im tekniklerinin etkisi ayrintili
olarak incelenmistir. Bu baglamda, iki ayr1 veri kiimesinde, ii¢ ¢esit siniflandirict ve
dokuz farkli 6znitelik se¢im stratejisi kullanarak bir dizi deney gergeklestirilmistir. Bunun
yani sira, farkli 6znitelik boyutlarindaki basarilar da 6znitelik secim metotlar1 agisindan

incelenmistir.

5.1. Motivasyon

Bu c¢aligmada, Oznitelik se¢iminin dengesiz metin siniflandirma problemi
tizerindeki rolii incelenmistir. NDM, DFSS, PFS, POISSON, CHI2, IG, GINI, DFS ve
MDES isimlerindeki dokuz farkli 6znitelik segme stratejisi degerlendirilmistir. Reuters-
21578 (R8) ve SpamSMS veri setlerinde, SVM, DT ve MNB smiflandiricilart
kullanilarak deneyler gergeklestirilmistir. Genis kapsamli analizler igin, 30 ile 500
arasinda degisen bes farkli 6znitelik boyutunda sonuglar karsilastirilmistir. Bu yaklagim,
bir dizi modern Oznitelilk se¢me yoOnteminin, simiflar bazinda veri dagilimi
varyasyonlarinda nasil bir performans sergiledigini detayli bir sekilde ortaya
koymaktadir. Bunun sonucunda, dengesiz metin smiflandirma sorununda en iyi
performansi sergileyen oznitelik segme yontemleri belirlenmistir (Tiryaki & Uysal,
2023). Deney siireglerinin 6zetini sunan metin smiflandirma diyagrami Sekil 5.1'de

verilmistir.
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Dokiiman Koleksiyonlar
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* SpamSMS —
-
On Isleme
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.
v
-
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v
-
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v
-
Sonuclarin Analizi
\

Sekil 5.1. Deney calismasinin genel semasi

5.2. Deneysel Calisma

Deney siirecinde, dengesiz metin

* Dizgelere Aynrma

* Durak Sozeiikleri Ayiklama

+ Kiigiik Harfe Déniistiirme

# Ozel Karakterleri Ayiklama

* Sozeiikleri Koklerine Indirgeme

* NDM * [G

* DFSS * GINI
* PFS « DFS
* POISSON * MDFS
+ CH12

* SVM

* DT

* MNB

siniflandirma konusu Oznitelik

segme

perspektifinden incelenmistir. Dengesiz nitelige sahip Reuters-21578 (R8) ve SpamSMS

adli iki veri seti lizerinde deneyler gerceklestirilmistir. “dizgelere ayristirma”, “kiigiik

harfe doniigtiirme”, “durak kelimeleri ayiklama” ve “koklere indirgeme” olarak

adlandirilan 6n islem adimlar1 da bu deneylerde uygulanmistir. Kokleri belirlemek igin

Porter stemmer algoritmasi1 (Moayedikia, Ong, Boo, Yeoh, & Jensen, 2017) ve terim

agirhigini belirlemek icin TF-IDF (Schiitze, Manning, & Raghavan, 2008) kullanilmistir.

Degerlendirme metrigi olarak Makro-F1 secilmistir ¢iinkii dengesiz veri setlerinde
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siniflandirma performansini daha iyi yansitmaktadir. Her iki veri setinde de sirasiyla 30,

50, 100, 300 ve 500 6znitelik sayis1 secilmis ve siniflandirma basarilarina bakilmistir.

5.3. Degerlendirme Olgiitii
Ozellikle dengesiz veri setlerinin kullamldig1 deneylerde degerlendirme metrigi

olarak Makro-F1 tercih edilmektedir. Makro-F1 formiilii asagida verilmistir:

1, 2*TR, }

M
Makro—Fl=—*%"
M T 2*TPMi + FPMi + FNMi (5_1)

TP: Mjsinifinda olan ve dogru sekilde siniflandirilan dokiiman sayist

FP: M sinifinda olmayan ve yanlis sekilde siniflandirilan dokiiman sayisi

FN: esasen Mj simifinda olmadigi halde yanlis sekilde siniflandirilan dokiiman
sayisl

M: toplam sinif sayisi

5.4. Performans Analizi
Iki farkli veri setinde gergeklestirilen deneylerde elde edilen sonuglar Tablo 5.1 ve
Tablo 5.2°de sunulmaktadir. En yiiksek Makro-F1 skoruna sahip ii¢ deger kalin yazi

tipiyle vurgulanmastir.

37



Tablo 5.1. Reuters-21578 (R8) veri seti icin SVM (a), DT (b) ve MNB (c) suiflandiricilart Makro-F1

degerleri
Oznitelik Oznitelik Saylari
Se¢me
Metotlar1 30 50 100 300 500
NDM 44,328 49,260 53,710 68,200 72,130
DFSS 77,195 79,959 78,930 79,600 80,580
PFS 14,449 14,449 14,270 14,500 20,304
POISSON 76,230 79,260 79,730 80,800 80,480
CHI2 74,242 78,806 80,300 78,500 79,790
IG 70,315 77,357 80,030 80,500 80,040
GINI 74,425 79,361 79,730 80,100 80,860
DFS 76,771 79,794 80,300 79,100 79,660
MDFS 77,109 77,041 77,320 77,300 78,030
(a)
Oznitelik Oznitelik Sayilart
Se¢me
Metotlar1 30 50 100 300 500
NDM 45,574 50,115 54,280 71,200 71,530
DFSS 74,587 75,013 74,970 76,900 77,350
PFS 15,409 15,409 15,540 15,500 16,723
POISSON 73,301 72,873 74,470 77,700 77,650
CHI2 74,333 77,479 75,360 77,900 78,370
IG 71,726 72,999 76,100 78,400 77,540
GINI 71,875 74,926 74,630 76,300 77,680
DFS 74,950 76,684 76,650 77,900 78,430
MDFS 75,157 76,044 76,300 76,300 75,810
(b)
Oznitelik Oznitelik Sayilart
Se¢me
Metotlar1 30 50 100 300 500
NDM 44,405 49,844 54,930 73,200 74,320
DFSS 74,137 78,560 78,460 77,600 77,130
PFS 15,361 15,354 12,960 13,400 20,353
POISSON 75,880 77,652 78,280 79,500 77,800
CHI2 75,356 77,424 79,500 79,500 78,970
IG 70,659 76,520 76,270 76,900 75,750
GINI 74,458 79,212 78,980 78,800 77,960
DFS 73,690 77,450 78,810 79,300 77,590
MDFS 74,769 75,773 76,540 75,800 74,730

(©
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Tablo 5.2. Spam SMS veri seti icin SVM (a), DT (b) ve MNB (c) simiflandiricilart Makro-F1 degerleri

Oznitelik Oznitelik Sayilar:
Se¢me
Metotlar1 30 50 100 300 500
NDM 88,150 88,925 91,043 94,153 94,028
DFSS 89,802 92,319 93,742 94,747 93,106
PFS 89,482 89,206 91,252 91,134 91,560
POISSON 90,786 93,493 94,684 94,182 94,035
CHI2 90,786 91,645 93,501 94,453 94,059
IG 90,747 92,950 93,815 94,584 94,787
GINI 90,904 91,679 93,692 95,340 94,828
DFS 89,322 93,035 94,106 95,216 95,482
MDFS 87,338 89,206 91,252 91,134 91,560
(a)
Oznitelik Oznitelik Sayilari
Se¢me
Metotlar1 30 50 100 300 500
NDM 87,666 87,835 88,679 91,365 89,912
DFSS 89,685 90,394 90,734 89,802 88,554
PFS 88,293 89,295 91,043 91,229 91,529
POISSON 90,823 91,995 92,382 91,298 91,298
CHI2 90,823 90,393 92,382 91,298 91,298
IG 90,979 91,124 91,495 91,480 91,413
GINI 90,979 89,820 90,507 91,480 91,149
DFS 89,823 91,662 91,529 91,825 91,645
MDFS 87,054 89,020 90,624 90,739 90,813
(b)
Oznitelik Oznitelik Sayilari
Segme
Metotlar1 30 50 100 300 500
NDM 80,423 89,186 91576 94,807 94,950
DFSS 90,972 92,734 93,621 94,970 94,970
PFS 88,113 88,075 90,959 93,176 93,176
POISSON 91,731 93,166 94,011 94,869 94,869
CHI2 91,731 93,043 94,011 94,869 94,869
IG 92,800 92,771 95,034 94,890 94,890
GINI 92,193 93,466 93,986 95,178 95,178
DFS 90,904 93,221 93,661 95,428 95,428
MDFS 87,910 86,711 88,016 90,713 90,754
(c)
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Reuters-21578 (R8) veri seti iizerinde gerceklestirilen deneyde, Tablo 5.3'e gore
SVM'nin Makro-F1 degeri yaklasik 80 ile en yiiksek sonucu verdigi goriilmektedir. Bu
degeri yaklasik 79 ve 78 ile MNB ve DT smiflandiricilar izlemektedir. Bu durumda
Reuters-21578 (R8) veri seti icin SVM > MNB > DT siralamasi yapabiliriz. Ancak
Makro-F1 degerlerinde ¢ok belirgin bir fark bulunmamaktadir. Yiiksek degerler genel
olarak 300 ve 500 oznitelik sayilar1 i¢in kaydedilmistir. CHI2 ve DFS 6zellikle DT ve
MNB smiflandiricilarinda 78 ve 79 Makro-F1 degerleriyle diger 6znitelik se¢cme

tekniklerinden ayrilmaktadir.

Diger yandan, PFS tiim siniflandiricilarda 20 ve altindaki Makro-F1 degerleriyle en
diisiik sonuglar1 vermistir. PFS'yi, 74 ve altindaki Makro-F1 degerleri ile NDM yontemi
takip etmektedir. SPAM SMS veri setinde gergeklestirilen deneylere bakildiginda, Tablo
5.4'te gosterildigi gibi, siniflandirici performans siralamasi SVM > MNB > DT seklinde
belirlenmistir. SVM ve MNB, yaklagik 95'lik Makro-F1 degeri ile sonuglar1 sunarken,
DT'in degeri 91-92 arasinda degismektedir. Fakat bu Makro-F1 basar1 seviyeleri
Reuters-21578 (R8) veri seti ile karsilagtirildiginda daha yiiksek ¢ikmustir.

Oznitelik sayis1 bakimindan incelendiginde, SVM ve MNB, az 6znitelik sayilarina
kiyasla daha fazla 6znitelik sayilarinda daha yiiksek sonuglar vermektedir. Ancak, DT
simiflandirici, 50, 100 ve 300 6znitelik boyutlarinda diger 6znitelik boyutlarina nazaran
daha yiiksek Makro-F1 sonuglari sunmustur. DFS, SVM ve MNB'de 95 ve {izeri degerler
ile diger Oznitelik secme yontemlerine kiyasla daha etkili sonuglar saglamigtir. PFS,
Reuters-21578 (R8) veri setinde elde edilen diisiik sonuglarin aksine daha yiiksek degerler
vermistir ve diger Oznitelik se¢cme yontemleriyle benzer Makro-F1 sonuglar

kaydedilmistir.

Tablo 5.1 ve Tablo 5.2°de verilen sonuglarin daha iyi yorumlanabilmesi i¢in Tablo
5.3 ilave olarak sunulmustur. Tablo 5.3’te, deneyler sonucunda elde edilen Makro-F1

degerlerine gore en iyi skorlar lireten 6znitelik segme yontemleri goriilmektedir.

Tablo 5.3. Oznitelik secme Metotlarimin en iyi Makro-F1 degerlerini iirettigi durumlarin sayilart

DFS CHI2 POISSON  GINI IG DFSS
6 4 3 3 3 1
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Tablo 5.3’ten goriilecegi lizere dengesiz metin siniflandirmada 6znitelik se¢imi
noktasinda basar1 agisindan DFS ve CHI2 yontemleri diger yontemlere gore onde

gorinmektedir.

5.5. Sonuglar

Bu ¢alismada, Reuters-21578 (R8) ve SPAM SMS veri setlerinin lizerinde, SVM,
DT ve MNB smiflandiricilartyla birlikte dokuz farkli 6znitelik segme stratejisinin
etkinligi karsilastirilmistir. Yapilan deneylerde, DFS ve CHI2'nin genel anlamda giiclii
sonuglar sergiledigi, 6te yandan PFS ve NDM'nin 6zellikle Reuters-21578 (R8) veri seti
tizerinde zayif performans ortaya koydugu belirlenmistir. Bu calismanin bir uzantisi
olarak, belirli alanlarda dengesiz metin siniflandirma sorunlarina yonelik olarak 6znitelik

se¢me tekniklerinin etkinliginin incelenmesi planlanabilir.
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6. DENEYSEL CALISMALAR : DUZENLENMIS METOTLAR
6.1. Oznitelik Secme Deneyleri

Yapilan deneylerde, GSS, MGSS, CICI, MCICI, MMR, MMMR, CMFS, MCMFS,
DFSS, MDFSS, EFS, MEFS1, MEFS2 adlarinda toplamda on ii¢ 6znitelik se¢gme
yaklagimi incelenmistir. Reuters-21578, Enronl, WebKB ve SpamSMS gibi veri
kiimeleri iizerinde, SVM, DT, kNN ve MNB smiflandirma algoritmalar1 ile testler
yapilmgtir. Oznitelik agirliklandirma i¢in TF-IDF kullanilmistir. Detayli incelemeler
adina, 50'den 1000'¢ kadar olan bes degisik 0Ozellik uzunlugunda sonuglar
degerlendirilmistir. Deney c¢alismalarinin sonunda, dengesiz metin siiflandirmada iki
smifli ve ¢ok sinifli veri setlerinde en istiin sonuglar1 veren dznitelik segme metotlari

saptanmigtir. Yapilan deneylerin 6zeti Sekil 6.1'deki metin siiflandirma semasinda

sunulmustur.
Dokiiman Koleksiyonlari
* Reuters - 21578 e —
* SpamSMS = pemsssssmssse =
* Enronl
* WebKB
l * Dizgelere Ayirma
é ) * Durak Sézeiikleri Ayiklama
Onlgleme ~  f---------- * Kiigiik Harfe Déniistiirme
\ y * Ozel Karakterleri Ayiklama
* Sozciikleri Koklerine Indirgeme
y
4 A
* Kelime Cantast (BoW) fpammeaaaaa Oznitelik
Cikarma
- / ' ~
* GSS * MGSS
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Seeme | 7777777 * CMFS * MCMFS
\. ¢ _J/ * DFSS * MDFSS
* EFS * MEFS1
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Sekil 6.1. Deney calismasinin genel semasi
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Deneyler sonucunda elde edilen Makro-F1 degerlerine gore, iki ve ¢ok sinifli veri
setlerinde en iyi skorlar1 iireten Oznitelik segme yontemleri Tablo 6.1 ve Tablo 6.2°de

gosterilmistir.

Tablo 6.1. Oznitelik se¢cme metotlarimin iki sinifl veri setlerinde en iyi Makro-F1 degerlerini iirettigi
durumlarin sayilar

MEFS1 MEFS2 MGSS MMMR MCMES CICI CMFS GSS
6 2 1 1 1 1 1 1

Tablo 6.2. Oznitelik se¢me metotlarimn ¢ok sinifli veri setlerinde en iyi Makro-F1 degerlerini iirettigi
durumlarin sayilar

Cicl MMMR DFSS EFS MMR
3 2 1 1 1

6.2. Oznitelik Agirhklandirma Deneyleri

Bu deneylerde ise dengesiz metin smiflandirmada 6znitelik agirliklandirmanin
etkisi gozlemlenmistir. TF-GSS, TF-MGSS, TF-CICI, TF-MCICI, TF-MMR, TF-
MMMR, TF-CMFS, TF-MCMFS, TF-DFSS, TF-MDFSS, TF-EFS, TF-MEFS1 ve TF-
MEFS2 isimlerindeki on ii¢ farkli 6znitelik agirhiklandirma yaklagimi ele alinmustir.
Reuters-21578, Enronl, WebKB ve SpamSMS veri setleri iizerinde, SVM, DT, KNN ve
MNB smiflandirma teknikleriyle deneyler yapilmistir. DFS &znitelik segme stratejisi
tercih edilmistir. Analizler i¢in, 50 ile 1000 arasindaki bes farkli 6znitelik boyutu tizerinde
sonuclar karsilastirilmistir. Sonug olarak, dengesiz metin siniflandirmada, hem iki sinifl
hem de ¢ok smifli veri setleri i¢in en etkili 6znitelik agirliklandirma yontemleri
tanimlanmistir. Deneyin kapsamli bir 6zeti, Sekil 6.2'de metin siniflandirma semasinda

gosterilmektedir.
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Sekil 6.2. Deney ¢alismasinin genel semasi

Deneyler sonucunda elde edilen Makro-F1 degerlerine gore, iki ve ¢ok smifli veri
setlerinde en iyi skorlar1 {ireten 6znitelik agirliklandirma yontemleri Tablo 6.3 ve Tablo

6.4’te sunulmustur.

Tablo 6.3. Oznitelik agirliklandirma metotlarimn iki sinifli veri setlerinde en iyi Makro-F1 degerlerini
tirettigi durumlarin sayilar
TF_MMR TEF MEFS2 TF_EFS TF MGSS TF_GSS TF_CICI TF_CMFS
5 2 2 1 1 1 1

Tablo 6.4. Oznitelik agirliklandirma metotlarinin ¢ok sinifl veri setlerinde en iyi Makro-F1 degerlerini
tirettigi durumlarin sayilar

TF_MMR TF MMMR TEF MEES1 TF MEFS2
3 1 1 1
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6.3. Sonuglar

Iki ve cok smifli veri setleri, diizenlenmis oznitelik segme ve agirliklandirma
metotlart géz Ooniinde bulundurularak degerlendirmeler yapildiginda, ¢ok smifli veri
setlerinde diizenlenmis Oznitelik se¢gme metotlart istenen basariyr gosterememistir.
Oznitelik agirliklandirma kategorisinde ise hem iki sinifli hem ¢ok smnifli veri setlerinde

On plana cikan diizenlenmis 6znitelik agirliklandirma metodu gériillmemektedir.

Diizenlenmis Oznitelik se¢cme yoOntemlerinin iki siifli  veri setlerindeki
performanslarina bakildiginda ise, MEFS1 ve MEFS2 metotlar1 ¢ogunlukla yiiksek
Makro-F1 degerleri elde etmistir. Bu sayede, MEFS1 ve MEFS2, EFS_IMP1 ve
EFS_IMP2 adlarini alarak, tez kapsaminda filtre bazli iki 6znitelik segme metodu olarak

Onerilmistir.
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7. ONERILEN METOTLAR : EFS_IMP1 VE EFS_IMP2
7.1. Motivasyon

Literatiirde, dengesiz metin siniflandirma icin Onerilen az sayida 6znitelik segme
yontemi bulunmasi bu alanin halen gelistirmeye ag¢ik olduguna isaret etmektedir. Bu
calismanin ana katkisi, Ozellikle iki smifli veri setlerinde basarili sonuglar veren
EFS_IMP1 ve EFS_IMP2 adli iki yeni filtre bazli 6znitelik segme yonteminin dengesiz

metin siniflandirma igin gelistirilmesidir.

7.2. Calisma Stratejisi

Birgok siniflandirict, biiyiik smifi (major) segip kii¢iikk olani (minor) g6z ardi
etmektedir (Kiibler, Liu,, & Sayyed, 2018). Onerilen iki 6znitelik segcme ydntemi
(EFS_IMP1 ve EFS IMP2) kiiciik sinifin dokiimanlarini vurgulamay1 amaglamaktadir.

EFS, terimlerin ayrim kapasitesini belirleyebilir, ancak kiiciik sinifin ilgili
Oznitelikleri EFS tarafindan yeterince ayirt edilemez. Yani, EFS kiictik siniftaki her ilgili

Oznitelige ayn1 agirliklart vermektedir.

EFS IMP1 ve EFS IMP2, terimlerin kiigiik ve biiyiik siniflara olan ilgililik
derecesini hesaplarken kiiciik ve biiyiik sinif dagilimlarimi dikkate almaktadir. Onerilen
yontemler dokiiman temsilinde kullanildiginda, kiiciik ve biiyiik siif dokiimanlar
arasindaki farklilk artmakta ve smiflandiricilarin performanslart iyilesmektedir.
Sonuglar, 6znitelik segme yontemlerinin terimlerin ayirt edici giiciinden ziyade ilgili olma

gliciiniin incelemesi gerektigini gostermektedir (Naderalvojoud & Sezer, 2020).

EFS'nin formiilii, 6zniteliklerin siniflarda gegme sayilari (a, b, ¢, d) ve olasiliklar

acisindan sirastyla Esitlik 7.1 ve Esitlik 7.2°de verilmistir.

< al(a+h) . al(a+c)
EI:S(t)_g(b/(a+b))+(c/(c+d))+1 (c/(a+c))+(/(b+d))+1 (7.1)

L Ptic) || PlcIY)
EFS(t)_,Z_; P(tIC,)+P(tIC,)+1] | P(C,It)+P(C;It)+1

(7.2)

EFS formiiliiniin simif tabanli ve koleksiyon tabanli ayrimi gdsteren iki parcasi
vardir. EFS'nin modifiye edilmis versiyonlarinda bu formiiliin her iki boéliimiinii de

gelistirilmistir.
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Asagidaki boliimlerde, 6nerilen gelistirilmis EFS versiyonlarindaki degisiklikler ve

eklemeler aciklanacaktir.
EFS IMP1 i¢in yapilan degisiklikler sunlardir:

EFS IMP1’in smif tabanli boliimii i¢in EFS'min siif tabanli boliimiiniin
paydasindan (b/(a+b)) ¢ikarilmistir. Koleksiyon tabanli bélimii i¢in ise, EFS IMP1'in
sinif tabanli boliimiiniin pay1 (a+c) ile boliinmiis ve EFS IMP1'in sinif tabanli boliimiiniin

paydast (a+c) ile ¢arpilmustir.

Sinif tabanli bélimde;

EFSmin smf tabanli boliimiiniin paydasindan

o__P(t C‘)=P(E|Cj)

ath P(C))
cikarilmistir.

Koleksiyon tabanli béliimde;

a;:b = P(t | Cj) EFS_IMP1'in smif tabanl bdliimiiniin pay1 (a+¢)="P(t)*N ile
boliinmiistiir.

ﬁ - P(t | CT,) EFS_IMP1'in simif tabanli béliimiiniin paydast (a+c)=P(t)*N

ile ¢arpilmistir.

EFS IMP1'in formiilli, 6zniteliklerin siiflarda ge¢me sayilar1 (a, b, ¢, d) ve

olasiliklar agisindan sirasiyla Esitlik 7.3 ve Esitlik 7.4°te verilmistir.

RS al(a+b) . al(a+b)
EFS _IMPL() ,Z:; (a+c)*((c/(c+d))+1) ) | ((c*(a+c))/(c+d))+1 (73
EFS _IMPL(t) :i P(t|cj)_ * Pleic) (7.4)

T PM)*N *(P(t|Cj)+1) P(IC)*P(t)*N +1

P(t | C) : Terim t'nin ilgili C; simifiyla iligkili olma olasilig1 artar; bu nedenle,

yiiksek puan almas1 gerekmektedir.
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P(t | (_;) : Terim tnin ilgili C; sinifiyla ilgisiz olma olasiligi diiser; bu nedenle,

diisiik puan almas1 gerekmektedir.

P(t): diisiik puan almasi gerekmektedir.

EFS IMP2 i¢in yapilan degisiklikler sunlardir:

EFS IMP2’in smif tabanli boliimi i¢in EFS'min siif tabanli boliimiiniin
paydasindan (b/(a+b)) cikarilmistir. Koleksiyon tabanli boliimii i¢in ise, EFS _IMP2'nin
sinif tabanli boliimiiniin pay1 (atc) ile boliinmiis ve EFS IMP2'nin smif tabanlh

boliimiiniin paydasi (a+c) ile boliinmiistiir.

Sinif tabanl1 béliimde;

EFS'min smf tabanli boliimiiniin paydasindan

b__P(t C‘>=P(E|Cj)

atb P(C))
cikarilmistir.

Koleksiyon tabanli boliimde;

a;ib =P (t |C, ) EFS_IMP2'nin sinif tabanli béliimiiniin payr (a+¢)=P(t)*N ile
boliinmiistiir.

ﬁ - P (t | (TJ) EFS_IMP2'nin smif tabanli bdliimiiniin paydast (a+c)=P(t)*N

ile ¢arpilmistir.

EFS IMP2'nin formiilli, 6zniteliklerin siniflarda gecme sayilari (a, b, ¢, d) ve

olasiliklar agisindan sirasiyla Esitlik 7.5 ve Esitlik 7.6’da verilmistir.

EFS_IMPZ(t)zi al/(a+b) ))Jrl)}*[(u(( al/(a+b) (75)

= (a+c)*((c/(c+d a+c)*(c+d)))+1

v, P(tIC;) ,  P(IS)
=FS - IMP2= le:Pt|C)+1 P(th_j)+P(t)*N (7.6)

P(t | C) : Terim t'nin ilgili C; smifiyla iligkili olma olasilig1 artar; bu nedenle,
yiiksek puan almasi gerekmektedir.
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P(t | (_;) : Terim tnin ilgili C; sinifiyla ilgisiz olma olasiligi diiser; bu nedenle,

diisiik puan almas1 gerekmektedir.

P(t): diisiik puan almasi gerekmektedir.

Tablo 7.1°de, EFS_IMP1 ve EFS IMP2 yontemlerinin nasil ¢alistigini gostermek

icin bir ornek koleksiyon verilmistir.

Tablo 7.1. Ornek koleksiyon

D1 brown red green X
D2 brown yellow blue green Y
D3 brown yellow blue Y
D4 brown yellow green Y
[0y ) L((+0)*(1+3))
FFS_IWPY brown)_[(3/(3+o))+1] [((3*(1+3))/(3+0))+1]+
31(3+0) || 3/((3+0)*(3+1) |
[(1/(1+0))+1] [((1*(3+1))/(1+0))+1]0'050
o ey [ U((2+0)%(2+0)
EFS WP red )'[(0/(0+3))+1] [((0*(1+o))/(0+3))+1}+
0/(0+3) |,[ O/((0+3)*(0+1)) |
[(1/(1+0))+1] [((1*(0+1))/(1+o))+1]_1'000
(o) ) 0r((0+2)%(0+3))
EFS_ MR yellow)-[(3/(3+0))+1] [((3*(0+3))/(3+0))+1]+
31(3+0) || 3/((3+0)*(3+0)) |
[(0/(0+1))+1] [((0*(3+0))/(0+1))+1]_O'333
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oo [ ool(ow (0+1)*(0+2))
EFS _IMP1('blue’) = [(z/(2+1)+1] [(( 2+(0+2))/(2+1)) 41 J
21(2+1) |, 2/((2+1*(2+0)
[(0/(0+1))+1] [(( 0))/(0+1))+J -

EFS_IMPl('green‘)_[ 1/(1+0) ]*[((1/((1+0) (1+2) ]+

(21(2+2))+1) | ((2%(1+2))1(2+1))+1

(
[ 21(2+1) ]{ I((2+0)*(241)
( (2 )

=0.084
1/(1+0))+1 (2+1))/(1+0 +1}

EFS _IMP2'brown’) = [ it+0 ]*[( (L0 L+3) ]

(3/(3+0)) 3/((1+3 0)
3/(3+0 31((3+0)*(3+1)) -
(L/(1+0) +1 1/ 3+1 1+0
o [ U(ER0) 1/((1+0)*(1+0))
EFS _IMP2('red )-[(o/(o+3))+1] [(0,((1+0)*(0+3)))+J+
0/(0+3) . 0/((0+3)*(0+1)) )
[(1/(1+0))+1] [(1/((0+1)*(1+0)))+J—1.000

cFS._ NP2 yellow) = ( 01(0+1) ]*[( 01((0+1)%(0+3)) ]+

31 3+0 +1 (0+3)* 3+0 )
31(3+0) [ 8/((3+0)*(3+0)) |
[(0/(0+1))+1] [(0/((3+0) (0+1)))+1J i

EFS_IMPZ('que'):[ 0/(0+1) ][( 0/((0+1)*(0+2) }

(21(2+1)+1) | (2/((0+2)*(2+1)))+1

[( 21(2+1) ]*[( 21((2+1)*(2+0)) ]_0222

01(0+1))+1) | (07((2+0)*(0+1)))+1)
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EFS_IMPZ('green')—[

1/(1+0) ]* 1/((1+0)*(1+2))
(

(2/(2+9))+1) | (21((1+2)*(2+D)))+1

[ 21(2+1) ] 21((2+2)*(2+1))
( (

1/(1+0))+1 1/((2+1)*(1+0)))+1:

Bu 6rnek koleksiyonda EFS IMP1 ve EFS_IMP2 igin, 'red' terimi kiiclik sinif
(minor) X'te bulunmaktadir ve tiim terimler arasinda en yiiksek puani almaktadir. 'yellow'
ve 'blue' terimlerini igeren dokiimanlar ayni sinifta, biiyiik sinif (major) Y'dedir. Ancak
bu iki terim ayn1 puani alamaz ¢iinkii farkli dokiiman frekanslarina sahiptirler: 'yellow'
terimi 3 ve 'blue’ terimi 2'dir. Puana bakildiginda 'yellow' terimi, 'blue' teriminden daha
ilgilidir. 'green' terimi hem kiiclik (minor) hem de biiylik (major) siniflarda
bulunmaktadir. Dolayisiyla, 'blue' terimi, 'green' teriminden daha ilgilidir. Hem kiiglik
(minor) hem de biiyiik (major) siniftaki her dokiiman, koleksiyondaki en ilgisiz terim olan
'brown' terimini igermektedir. EFS _IMP1°de 'red' terimi i¢in en biiyiik puan olan 1.0
hesaplanirken, 'brown' terimi i¢in en diisiik puan olan 0.050 hesaplanmistir.
EFS IMP2’de ise 'red' terimi i¢in en biiyiik puan olan 1.0 hesaplanirken, 'brown' terimi

i¢in en diisiik puan olan 0.200 hesaplanmuistir.

Kisacast EFS IMP1 ve EFS IMP2 terimleri ayirt edici gii¢ yerine, ilgili giiclerine

gore 'red’, 'yellow', 'blue’, ‘green’ ve ‘brown' olarak siralamaktadir.

7.3. Deneysel Calismalar

Deneylerin akigin1 gosteren metin siniflandirma semasi Sekil 7.1'de gosterilmistir.
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Sekil 7.1. Deney ¢alismasinin genel semasi

7.3.1. Veri setleri
Bu ¢alismada, metin siniflandirma igin iki snifli (binary) veri setleri test edilmistir.
Deneysel ¢alismalarda Spam SMS, Enronl ve Reuters-21578 (R8 MM) veri setleri

dengesiz veri setleri olarak kullanilmistir.

7.3.2. Basan kriteri : Makro-F1
Bu baslik altinda anlatilacak olan Makro-F1 bilgilerine 5.3.Degerlendirme Olgiitii

baglig1 altinda yer verilmistir.

7.3.3. Benzerlik analizi

Ug veri seti igin Tablo 7.2, Tablo 7.3 ve Tablo 7.4’te goriilecegi iizere, dnerilen
yontemlerin en yliksek puan alan on dzniteligi, rekabet¢i diger yontemlerin en yliksek
puan alan on 6zniteligi ile karsilastirilmistir. Sadece belirtilen 6znitelik segme yontemi

tarafindan secilen Oznitelikler kalin yaz1 tipiyle vurgulanmistir. Dolayisiyla, vurgulanan
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Oznitelikler tek bir 6znitelik se¢gme yontemine 6zgiidiir, bu durumda 6nerilen EFS_ IMP1
ve EFS IMP2 yontemlerinin karsilastirma igin kullanilan alti diger 6znitelik se¢me
yonteminde segilen ortak Oznitelikleri segtigi sonucuna varilabilmektedir. Sonug olarak,
diger Oznitelik secme yontemlerinden ¢ok farkli Oznitelikler iceren bir Oznitelik seti
olusturmak i¢in yeni bir yontem gerekli degildir. Ancak, EFS_ IMP1 ve EFS_IMP2

tarafindan olusturulan 6znitelik setlerinin EFS ile ayni olmadigi goériilebilmektedir.

Tablo 7.2. Enronl veri seti i¢in secilen ilk 10 oznitelik

Metotlar Oznitelikler

GSS enron, hpl, daren, hou, mmbtu, xls, sitara, pat, med, teco
CIClI cc, gas, enron, ect, forward, pm, http, meter, corp, attach
MMR meter, nom, ect, cc, gas, volum, pm, weight, attach, medic
CMFS subject, enron, cc, hpl, forward, gas, ect, daren, hou, pm
DFSS ect, subject, cc, pm, deal, volum, meter, http, width, height
EFS subject, enron, cc, hpl, gas, forward, ect, daren, hou, pm

EFS_IMP1 enron, hpl, daren, hou, meter, cc, ect, gas, nom, mmbtu
EFS IMP2 subject, enron, cc, forward, hpl, gas, ect, deal, daren, hou

Tablo 7.3. Spam SMS veri seti icin secilen ilk 10 oznitelik

Metotlar Oznitelikler

claim, prize, uk, tone, guarantee, ppm, cs, pobox, land,
GSS voucher
CICI call, 4, txt, free, text, mobil, stop, ur, www, repli
MMR www, txt, box, nokia, award, a, service, mobil, rate, landlin
CMFS call, 1, 4, good, love, time, day, txt, ur, home
DFSS a, txt, free, mobil, call, www, nokia, service, box, award
EFS a, txt, call, free, claim, mobil, www, prize, uk, servic

EFS_IMP1 claim, 4, txt, prize, uk, www, call, tone, free, box

EFS IMP2 call, &, free, txt, ur, text, claim, mobil, stop, repli

Tablo 7.4. Reuters-21578 (R8 MM) veri seti igin segilen ilk 10 oznitelik

Metotlar Oznitelikler

GSS shr, qgtr, rev, vessel, dividend, div, avg, qtly, iran, labour
CICI cts, ship, net, min, shr, port, note, gtr, loss, dir

MMR cts, cargo, tanker, ship, net, port, minist, coast, strike, attack
CMFS march, cts, net, min, shr, year, dlr, gtr, note, rev

DFSS ship, port, strike, cts, grain, tanker, tonn, net, attack, offici
EFS ship, cts, net, march, min, shr, port, vessel, gtr, year

EFS_IMP1 cts, shr, net, gtr, rev, note, dividend, profit, div, record
EFS IMP2 march, cts, net, min, year, shr, dlr, gtr, note, rev
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7.3.4. Dogruluk analizi

Oznitelikler secildikten sonra SVM, DT, RF ve kNN smiflandiricilar
kullanilmistir. Oznitelik alt kiimelerini olusturmak icin 50, 100, 300, 500 ve 1000
Oznitelik boyutlari tercih edilmistir. Elde edilen Makro - F1 degerleri Tablo 7.5 - Tablo
7.16°da verilirken, en yiiksek puanlar kalin yaz tipiyle vurgulanmistir. Tiim 6znitelik
boyutlarinda ve veri setlerinde en iyi sonucu veren tek bir yontem yoktur. Bununla
birlikte, ikili (binary) veri setlerinde EFS IMP1 ve EFS IMP2, en yiiksek Makro-F1

puanlarini alarak, diger tiim yontemleri geride birakmaktadir.

Enronl veri seti icin SVM siiflandiricist kullanildiginda olusan smiflandirma

performanslart Sekil 7.2'de gosterilmektedir.

95
- -GSS
cicl
g MMR
Ll
+ - -%- - CMFS
e
= - % - DFSS
S
, . -. @ -EFS
85 - .
P —&—EFS_IMP1
,’ —a&— EFS_IMP2
’-
80 ’
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Oznitelik Boyutu

Sekil 7.2. Enronl veri seti icin SVM simiflandiricist kullanildiginda Makro-F1 skorlar

EFS IMP1, SVM siniflandiricist kullanilarak Enronl veri setinde 92,594 ile en
yiiksek Makro-F1 puanini 500 6znitelik boyutunda almistir. EFS _IMP1'in ayrica 100 ve
300 6znitelik boyutlarinda da basarili oldugunu belirtmek onemlidir.

Enronl veri seti i¢in SVM smiflandiric1 kullanildiginda elde edilen Makro-F1
degerleri Tablo 7.5’te verilmistir. EFS IMP1 metodunun Makro-F1 degerleri birgok

Oznitelik boyutunda diger 6znitelik secme metodundan daha basarilidir.
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Tablo 7.5. Enronl veri seti i¢in Makro-F1 skorlar: (a) SVM

Oznitelik Oznitelik Sayilart

Se¢me

Metotlar1 50 100 300 500 1000
GSS 81,717 82,960 86,967 89,829 86,770
CiCl 88,667 88,479 89,122 91,677 90,754
MMR 82,713 85,258 90,779 90,937 91,668
CMFS 87,012 86,827 89,573 91,668 91,698
DFSS 85,463 86,065 88,250 88,762 89,963
EFS 87,731 88,457 90,221 89,623 91,532

EFS_IMP1 87,472 88,947 91,046 92,594 91,388
EFS _IMP2 87,420 88,141 89,381 88,569 90,983

Onerilen metotlar ve mevcut metotlarin Enronl veri seti icin DT smniflandiric

kullanildiginda elde edilen siniflandirma performanslari Sekil 7.3'te sunulmustur.

92
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Oznitelik Boyutu
Sekil 7.3. Enronl veri seti i¢in DT suniflandiricist kullanildiginda Makro-F'1 skorlar:

DT smiflandiricisi kullanilarak Enronl veri setinde, 300 6znitelik boyutunda
EFS IMP1, 90,946 ile en yiiksek Makro-F1 puanini alir. CICI ve EFS IMP2'in de
cesitli 6znitelik boyutlarinda basarili oldugunu belirtmek gerekir.

Enronl veri seti icin DT smiflandirict kullanildiginda elde edilen Makro-F1

degerleri Tablo 7.6°da verilmistir.
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Tablo 7.6. Enronl veri seti igin Makro-F1 skorlar: (b) DT

Oznitelik Oznitelik Sayilart

Se¢me

Metotlar1 50 100 300 500 1000
GSS 82,206 83,580 86,250 88,553 88,103
CiCl 89,566 88,090 87,749 90,536 90,719
MMR 80,415 85,465 89,337 88,542 89,402
CMFS 88,424 88,551 89,720 90,101 90,445
DFSS 83,581 85,232 85,187 84,427 86,405
EFS 87,603 88,569 89,288 89,849 90,516

EFS_IMP1 87,690 88,305 90,946 89,486 90,600
EFS_IMP2 88,189 88,777 90,576 89,543 90,551

Enronl veri setinde RF smiflandiricisi kullanildiginda hesaplanan siniflandirma

performanslan Sekil 7.4'te gosterilmektedir.
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Sekil 7.4. Enronl veri seti icin RF suiflandiricist kullanildiginda Makro-F1 skorlart
RF siniflandiricist kullanilarak Enronl veri setinde, 1000 6znitelik boyutunda

EFS_IMP2, 94,441 ile en yiiksek Makro-F1 puanini alir. CICI'nin de ¢esitli 6znitelik
boyutlarinda basarili oldugunu belirtmek gerekir.

Enronl veri seti i¢cin RF siniflandiric1 kullanildiginda elde edilen Makro-F1
degerleri Tablo 7.7°de verilmistir. EFS IMP2 metodunun Makro-F1 degerleri bir¢ok

Oznitelik boyutunda diger 6znitelik se¢me metodundan daha basarilidir.
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Tablo 7.7. Enronl veri seti igin Makro-F1 skorlar: (C) RF

Oznitelik Oznitelik Sayilart

Se¢me

Metotlar1 50 100 300 500 1000
GSS 82,482 83,860 88,021 90,636 91,089
CiCl 90,569 89,401 91,392 93,921 93,493
MMR 83,531 86,451 90,373 90,766 93,929
CMFS 89,733 91,006 92,367 93,749 93,894
DFSS 86,194 87,488 88,167 88,348 91,079
EFS 88,914 90,199 92,237 93,159 94,030

EFS_IMP1 88,457 90,598 92,455 93,289 94,285
EFS _IMP2 89,407 91,096 92,684 93,519 94,441

Enronl veri setinde KNN siniflandiricist kullanildiginda hesaplanan siniflandirma

performanslart Sekil 7.5'te verilmistir.
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Oznitelik Boyutu

Sekil 7.5. Enronl veri seti i¢in kNN siniflandiricist kullanildiginda Makro-F1 skorlart

kNN siniflandiricisi kullanilarak Enronl veri setinde, 1000 6znitelik boyutunda
GSS, 89,837 ile en yiiksek Makro-F1 puanini alir. CICI, EFS ve EFS IMP1'in de gesitli
Oznitelik boyutlarinda basarili oldugunu belirtmek gerekir.

Enronl veri seti i¢gin KNN simiflandirici kullanildiginda elde edilen Makro-F1
degerleri Tablo 7.8’de verilmistir. RF siniflandiricisinin, en yiiksek puanlara gore Enronl

veri setinde SVM, kNN ve DT smiflandiricilarini geride biraktig: belirtilebilir.
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Tablo 7.8. Enronl veri seti igin Makro-F1 skorlar: (d) kNN

Oznitelik Oznitelik Sayilart

Segme

Metotlar1 50 100 300 500 1000
GSS 70,770 77,425 85,788 87,558 89,837
CICI 79,976 82,490 83,978 84,206 86,268
MMR 71,490 79,562 86,283 84,110 85,066
CMFS 75,953 77,060 82,384 83,921 86,180
DFSS 75,624 82,157 83,240 84,635 84,899
EFS 79,601 82,950 85,706 86,344 86,438

EFS_IMP1 74,253 79,349 86,516 86,153 86,970
EFS_IMP2 78,334 80,827 83,260 84,259 86,455

Spam SMS veri setinde SVM siniflandiricisi  kullanildiginda hesaplanan

siniflandirma performanslari Sekil 7.6'da gosterilmistir.
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Sekil 7.6. Spam SMS veri seti icin SVM suuflandiricist kullanildiginda Makro-F1 skorlart

SVM siniflandiricist kullanilarak Spam SMS veri setinde, 500 6znitelik boyutunda
EFS IMP1, 95,376 ile en yiikksek Makro-F1 puanini alir. CICI, EFS ve DFSS'nin de
cesitli 6znitelik boyutlarinda basarili oldugunu belirtmek gerekir.

Spam SMS veri seti icin SVM siniflandirict kullanildiginda elde edilen Makro-F1

degerleri Tablo 7.9°da verilmistir.
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Tablo 7.9. Spam SMS veri seti igin Makro-F1 skorlar: (&) SVM

Oznitelik Oznitelik Sayilar

Segme

Metotlar1 50 100 300 500 1000
GSS 87,475 90,712 91,591 90,350 90,750
CICI 91,180 93,742 95,340 94,930 95,303
MMR 92,105 93,667 94,101 94,462 94,352
CMFS 89,180 91,713 94,888 93,958 94,787
DFSS 92,498 93,276 94,221 93,646 93,356
EFS 91,799 94,562 95,178 95,054 94,745

EFS_IMP1 91,780 93,692 94,252 95,376 95,034
EFS_IMP2 92,377 92,922 95,093 94,169 93,984

Spam SMS veri setinde DT smiflandiricisi  kullanildiginda hesaplanan

siiflandirma performanslar1 Sekil 7.7'de sunulmustur.
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Sekil 7.7. Spam SMS veri seti i¢in DT Siniflandiricist kullanildiginda Makro-F1 skorlar

DT siniflandiricist kullanilarak Spam SMS veri setinde, 500 6znitelik boyutunda
EFS IMP2, 91,285 ile en yiiksek Makro-F1 puanini alir. CICI, DFSS, EFS ve
EFS IMP1'in de gesitli 6znitelik boyutlarinda basarili oldugunu belirtmek gerekir.

Spam SMS veri seti i¢in DT smiflandiric1 kullanildiginda elde edilen Makro-F1
degerleri Tablo 7.10°da verilmistir.
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Tablo 7.10. Spam SMS veri seti igin Makro-F1 skorlar: (b) DT

Oznitelik Oznitelik Sayilar

Segme

Metotlar1 50 100 300 500 1000
GSS 87,177 89,887 90,305 89,943 89,943
CICI 89,526 90,053 91,251 91,138 90,693
MMR 90,471 90,202 89,840 89,763 90,955
CMFS 86,857 88,556 89,945 91,172 90,544
DFSS 90,747 90,202 89,802 89,203 89,756
EFS 89,791 90,241 90,702 90,842 90,990
EFS_IMP1 89,482 90,123 90,739 90,990 91,138
EFS_IMP2 89,090 89,540 90,657 91,285 90,842

Spam SMS veri setinde RF siniflandiricisi kullanildiginda hesaplanan siniflandirma

performanslan Sekil 7.8'de gosterilmektedir.
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Sekil 7.8. Spam SMS veri seti i¢in RF simiflandiricist kullanildiginda Makro-F1 skorlart

RF smiflandiricist kullanilarak Spam SMS veri setinde, 1000 6znitelik boyutunda
EFS IMP1, 94,848 ile en yiiksek Makro-F1 puanini alir. EFS IMP1'in ayrica 300
Oznitelik boyutunda da basarili oldugunu belirtmek énemlidir.

Spam SMS veri seti i¢in RF siniflandirict kullanildiginda elde edilen Makro-F1
degerleri Tablo 7.11°de verilmistir.
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Tablo 7.11. Spam SMS veri seti igin Makro-F1 skorlar: (¢) RF

Oznitelik Oznitelik Sayilar

Segme

Metotlar1 50 100 300 500 1000
GSS 87,709 90,631 91,973 91,143 91,697
CICI 92,404 93,713 94,159 94,011 93,713
MMR 91,899 93,439 93,343 93,887 93,713
CMFS 89,560 92,050 93,764 94,766 94,453
DFSS 93,043 92,858 93,837 94,577 93,138
EFS 92,589 94,106 93,986 94,011 94,385

EFS_IMP1 91,866 94,008 94,577 94,306 94,848
EFS_IMP2 92,498 94,059 94,035 94,306 94,408

Spam SMS veri setinde kNN smiflandiricist kullanildiginda elde edilen

siiflandirma performanslar1 Sekil 7.9'da verilmistir.
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Sekil 7.9. Spam SMS veri seti i¢in kNN siniflandiricist kullanildiginda Makro-F1 skorlart
kNN simiflandiricist kullanilarak Spam SMS veri setinde, 50 6znitelik boyutunda

EFS IMP2, 92,922 ile en yiiksek Makro-F1 puanini alir. EFS IMP1, CMFS, GSS ve
CICI'nin de ¢esitli 6znitelik boyutlarinda basarili oldugunu belirtmek gerekir.

Spam SMS veri seti igin KNN siniflandirici kullanildiginda elde edilen Makro-F1
degerleri Tablo 7.12°de verilmistir. SVM siniflandiricisinin, en yiiksek puanlara gore
Spam SMS veri setinde RF, kNN ve DT siniflandiricilart geride biraktigi belirtilebilir.
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Tablo 7.12. Spam SMS veri seti igin Makro-F1 skorlar: (d) KNN

Oznitelik Oznitelik Sayilar

Segme

Metotlar1 50 100 300 500 1000
GSS 87,351 91,189 92,679 92,113 92,353
CICI 91,288 91,747 92,679 92,113 92,353
MMR 91,384 90,550 89,495 90,347 90,631
CMFS 88,761 91,595 92,741 91,189 91,134
DFSS 90,904 89,943 89,403 89,211 89,628
EFS 91,799 91,695 90,548 90,828 90,510
EFS_IMP1 92,589 92,762 92,346 89,927 91,576
EFS IMP2 92,922 92,105 91,152 90,550 92,095

Reuters-21578 (R8 MM) veri setinde SVM smiflandiricist kullanildiginda

hesaplanan siniflandirma performanslari Sekil 7.10'da verilmistir.
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Sekil 7.10. Reuters-21578 (R8 MM) veri seti i¢in SVM suiflandiricist kullanildiginda Makro-F1 skorlar

SVM smiflandiricisi kullanilarak Reuters-21578 (R8 MM) veri setinde, 50 6znitelik
boyutunda CICI, 99,695 ile en yiiksek Makro-F1 puanini alir. CMFS ve EFS_IMP1'in de
cesitli 6znitelik boyutlarinda basarili oldugunu belirtmek gerekir.

Reuters-21578 (R8 MM) veri seti igin SVM siniflandirict kullanildiginda elde
edilen Makro-F1 degerleri Tablo 7.13’te verilmistir.
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Tablo 7.13. Reuters-21578 (R8 MM) veri seti i¢in Makro-F1 skorlar: (a) SVM

Oznitelik Oznitelik Sayilar1

Segme

Metotlar1 30 50 100 300 500
GSS 90,563 91,858 91,858 91,180 90,676
CICI 99,695 95,463 96,864 96,154 96,795
MMR 97,464 96,830 92,623 95,412 95,763
CMFS 95,513 97,491 98,457 99,074 98,118
DFSS 96,830 96,154 94,397 95,056 96,111
EFS 98,759 96,795 92,151 94,033 95,112

EFS_IMP1 97,793 99,074 97,131 95,463 96,795
EFS_IMP2 96,830 96,455 98,440 97,839 96,455

Reuters-21578 (R8 MM) veri setinde DT siniflandiricisi kullanildiginda elde edilen

smiflandirma performanslar1 Sekil 7.11'de verilmistir.
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Sekil 7.11. Reuters-21578 (R8 MM) veri seti icin DT siniflandwricist kullamildiginda Makro-F1 skorlar

DT siniflandiricist kullanilarak Reuters-21578 (R8 MM) veri setinde, 300, 500 ve
1000 6znitelik boyutunda EFS_IMP1, 97,862 ile en yiiksek Makro-F1 puanini alir.

Reuters-21578 (R8 MM) veri seti igin DT siniflandirici kullanildiginda elde edilen
Makro-F1 degerleri Tablo 7.14’te verilmistir. EFS _IMP1 metodunun Makro-F1 degerleri

bir¢ok 6znitelik boyutunda diger 6znitelik segme metodundan daha basarilidir.
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Tablo 7.14. Reuters-21578 (R8 MM) veri seti i¢cin Makro-F1 skorlar: (b) DT

Oznitelik Oznitelik Sayilar1

Segme

Metotlar1 30 50 100 300 500
GSS 93,156 94,581 95,270 94,640 94,355
CICI 97,491 97,543 97,543 97,543 97,543
MMR 96,568 96,568 96,568 96,568 97,543
CMFS 92,031 92,790 93,518 97,222 97,222
DFSS 95,856 96,568 96,568 96,568 96,568
EFS 97,222 97,222 96,961 97,543 97,543
EFS IMP1 95,789 97,839 97,862 97,862 97,862
EFS IMP2 89,964 96,236 97,222 97,222 97,222

Reuters-21578 (R8 MM) veri setinde RF siniflandiricist kullanildiginda elde edilen

siiflandirma performanslari Sekil 7.12'de gosterilmektedir.
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Sekil 7.12. Reuters-21578 (R8 MM) veri seti i¢in RF siniflandiricist kullanildiginda Makro-F1 skorlart

RF smiflandiricist kullanilarak Reuters-21578 (R8 MM) veri setinde, 100 6znitelik
boyutunda EFS_IMP1, 99,695 ile en yiiksek Makro-F1 puaninit alir. CICI, CMFS, EFS
ve EFS IMP2'nin de ¢esitli 6znitelik boyutlarinda basarili oldugunu belirtmek gerekir.

Reuters-21578 (R8 MM) veri seti i¢in RF siniflandirici kullanildiginda elde edilen
Makro-F1 degerleri Tablo 7.15’te verilmistir.
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Tablo 7.15. Reuters-21578 (R8 MM) veri seti i¢in Makro-F1 skorlar: (C) RF

Oznitelik Oznitelik Sayilar1

Segme

Metotlar1 30 50 100 300 500
GSS 94,397 94,815 94,033 94,756 94,397
CICI 98,759 98,759 98,440 98,440 98,440
MMR 97,464 97,464 97,131 97,464 98,118
CMFS 80,737 96,154 96,795 98,759 98,759
DFSS 97,464 97,793 97,464 97,464 97,131
EFS 98,759 98,759 98,759 98,440 99,386
EFS IMP1 97,793 99,695 98,759 98,440 98,759
EFS IMP2 95,763 98,759 98,440 98,759 98,759

Reuters-21578 (R8 MM) veri setinde KNN siniflandiricis1 kullanildiginda elde

edilen siniflandirma performanslar1 Sekil 7.13'te sunulmustur.
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Sekil 7.13. Reuters-21578 (R8 MM) veri seti icin kNN siniflandwricist kullamildiginda Makro-F1 skorlart

kNN simiflandiricist kullanilarak Reuters-21578 (R8 MM) veri setinde, 50 6znitelik
boyutunda EFS_IMP1 ve 500 6znitelik boyutunda CMFS, 98,440 ile en yiiksek Makro-
F1 puanini alir. EFS _IMP1 ayrica 300 6znitelik boyutunda da basarilidir.

Reuters-21578 (R8 MM) veri seti i¢in KNN siniflandirict kullanildiginda elde edilen
Makro-F1 degerleri Tablo 7.16’da verilmistir. SVM ve RF siniflandiricilarinin
performansinin neredeyse esit oldugu ve en yiiksek puanlara gore Reuters-21578 (R8
MM) veri setinde kNN ve DT smniflandiricilarini geride biraktiklart belirtilebilir.
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Tablo 7.16. Reuters-21578 (R8 MM) veri seti i¢in Makro-F1 skorlar: (d) KNN

Oznitelik Oznitelik Sayilar1

Segme

Metotlar1 30 50 100 300 500
GSS 94,293 96,568 96,929 94,860 94,752
CICI 94,167 93,445 96,236 95,562 94,982
MMR 92,419 92,537 91,282 92,419 91,666
CMFS 85,311 89,545 95513 98,440 97,517
DFSS 92,708 93,808 92,151 93,156 94,521
EFS 95,513 95,856 97,192 97,162 96,830

EFS_IMP1 98,440 95,763 98,138 97,491 96,864
EFS_IMP2 94,696 93,445 97,517 97,839 96,568

Eslesen siiflandirici ile veri setlerinde en yiiksek puanlari alan 6znitelik segme
metotlar1 Tablo 7.17'de gosterilmistir. Ayrica, Tablo 7.17'den goriilecegi iizere, en yiiksek
Makro-F1 puanlarina gére, EFS IMP1 ve EFS IMP2 ¢ogu durumda en iyi degerleri

almastir.

Tablo 7.17. En yiiksek Makro-F1 degerlerine gore en basarili oznitelik secme metotlari

Makro-F1
Veri seti SVM DT RF kNN
Enronl EFS IMP1 EFS IMP1 EFS IMP2  GSS
Spam SMS EFS_IMP1 EFS_IMP2 EFS_IMP1  EFS_IMP2
Reuters-21578 (R8 MM)  CICI EFS_IMP1 EFS_IMP1 EFS_IMP1, CMFS

7.4. Degerlendirmeler

Literatiirdeki veri setlerinin ¢ogu genellikle dengesizdir (Pouramini, Minaei-
Bidgoli, & Esmaeili, 2018). Bu durum, metin siniflandirma performansini diisiirmektedir.
Dengesiz veri problemi i¢in bazi ¢oziimler onerilmistir, ancak 6znitelik se¢cimi alaninda
hala bosluklar bulunmaktadir. Bu c¢alismanin ana katkisi, dengesiz metinlerin
siiflandirilmasi i¢in 6zellikle ikili veri setlerinde etkili olan iki yeni filtre bazli 6znitelik

secme yontemi dnermektir.

EFS IMP1 ve EFS IMP2'nin performanslari, gesitli siniflandiricilar ve iki siniflt
dengesiz veri setleri kullanilarak alti filtre bazli Oznitelik se¢me yontemi ile
karsilastirilmistir. Sonug olarak, EFS IMP1 ve EFS IMP2, ¢ogu durumda iki smifli
dengesiz veri setlerinde en yiikksek Makro-F1 puanlarina gore rekabetci yontemlere gore
istlindiir. Sunulan yontemler, gelecekteki calismalarda farkli alanlarda cgesitli veri

setlerine uygulanabilir.
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8. SONUC VE TARTISMA

Bu tez kapsaminda, dengesiz metin siniflandirma problemlerine ¢6ziim iiretebilmek
i¢in cesitli calismalar yapilmistir. Oncelikli olarak, dengesiz metin siniflandirma igin
Oznitelik se¢me alanina yonelik olarak, literatiirde mevcut olan popiiler 6znitelik segcme
metotlar1 incelenmistir. Inceleme sirasinda, 6znitelik segerken izledikleri stratejiler, gii¢lii
olduklar1 ve yetersiz kaldigi durumlar tespit edilmeye ¢alisilmistir. Mevcut 6znitelik
segme metotlarinin davraniglart ve smiflandirma performanslart analiz edilerek;
Oznitelikleri, s6z konusu metotlardan daha verimli bir bigcimde segebilecek yeni 6znitelik

se¢cme metotlar: gelistirmenin yollar1 arastirilmastir.

Tezin ilk agsamasinda, Oznitelik se¢gme metotlarinin dengesiz metinlerin
siniflandirilmasi iizerindeki etkisi etraflica aragtirllmistir. Bu dogrultuda, iki farkli veri
seti lizerinde ti¢ farkli siniflandirici ve dokuz farkli 6znitelik se¢me metodu ile birgok
deney yapilmistir. Ayrica Oznitelik segme metotlarinin basarilar1 farkli 6znitelik
sayilarinda da gézlemlenmistir. NDM, DFSS, PFS, POISSON, CHI2, IG, GINI, DFS ve
MDES olarak adlandirilan dokuz farkli 6znitelik segme metodu degerlendirilmistir. SVM,
DT ve MNB smiflandiricilan ile deneysel sonuglar elde edilmistir. Oznitelik se¢me
metotlarindan DFS ve CHI2’nin dengesiz metin siniflandirmada daha basarili oldugu

gozlemlenmistir.

Literatiirdeki veri setlerinin ¢ogu genellikle dengesizdir. Bir¢ok siniflandirici, ana
siifi (major) tercih ederken kiigiik olani(minér) gérmezden gelmektedir. Bu durum,
metin smiflandirma performansinmi diistirmektedir. Dengesiz veri sorunu igin bazi
¢Oziimler Onerilmis olsa da, Oznitelik se¢imi alaninda hala bosluklar mevcuttur. Bu
calismanin ana katkisi, dengesiz metinlerin siniflandirilmasi i¢in 6zellikle ikili veri
setlerinde etkili olan EFS _IMP1 ve EFS_IMP2 adinda iki yeni filtre bazli 6znitelik secme

yontemini 6nermektir.

EFS, terimlerin ayirt edici kapasitesini belirleyebilir, ancak kiigiik sinifin ilgili
terimleri EFS tarafindan yeterince ayirt edilemez. Yani EFS, kiiclik siniftaki her ilgili
terime tamamen ayni agirligi vermektedir. EFS IMP1 ve EFS IMP2, terimlerin kii¢iik
ve bliylik siniflara olan ilgililik derecesini hesaplarken kiigiik ve bliylik sinif dagilimini
gdz oOniinde bulundurmaktadir. Onerilen yontemler metin  siniflandirmada
kullanildiginda, kiigiik ve biiylik sinif dokiimanlari arasindaki ayrim artmaktadir ve

siniflandiricilarin da performansi artmaktadir. Sonuglar, 6znitelik segme yontemlerinin
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terimlerin ayut etme giiciinden ziyade ilgililik giiclinii incelemesi gerektigini

gostermektedir.

Tezin ikinci asamasinda Onerilen EFS IMP1 ve EFS IMP2'nin performanslari,
cesitli simiflandiricilar ve iki siifli dengesiz veri setlerini kullanarak alt1 filtre bazli
Oznitelik segme yontemiyle karsilagtirilmistir. Sonug olarak, EFS IMP1 ve EFS _IMP2,
¢ogu durumda iki sinifli dengesiz veri setlerinde en yiiksek Makro-F1 degerlerine gore
rekabetci yontemlerden dstiindiir. Sunulan yontemler, gelecek ¢alismalarda farkli

alanlardan cesitli veri setlerine uygulanabilir.
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