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TURKCE 6Z

ADS-B Cihazlarma Yapilan Saldirilarm Yapay Ogrenme ile Smiflandiriimas:
Ibrahim MERAL

Milli Savunma Universitesi, Atatiirk Stratejik Arastirmalar ve Lisansiistii Egitim
Enstitlst

Istanbul, Eyliil 2023

Havayolu tasimaciligi baglangicindan itibaren hava araglarinin takibi, ugusun emniyeti
ve hava trafiginin yonetimi i¢in olduk¢a 6nemlidir. Hava tasitlarinin takibinde ise hava
tagitinin konumumun bulundugu alani yoneten hava sahasi isletmecileri, kurumlar1
bulunmaktadir. Bu hava sahasimi kontrol eden kurumlar hava tasitlarini takip
edebilmek i¢in ¢esitli sistemler kullanmaktadir. Bu sistemler bitiinine ise Hava Trafik
Yonetim Sistemleri denmektedir. Ugaklar1 algilamasi i¢in kullanilan bir ¢ok radar
¢esidi bulunmaktadir. Bu radarlarin disinda hava tasitlarimin konumunu tespit etmek
icin  ADS-B  (Automatic  Dependent  Surveillance-Broadcast)  cihazlari
kullanilmaktadir. ADS-B cihazlar1 kurulumu ve maliyeti diger radar sistemlerine gore
daha ucuz oldugundan saldirganlar i¢cin daha ¢ok tercih edilir.

Bu tez kapsaminda, ADS-B verisine yapilan saldirilarin smiflandirilmasi i¢in hava
tasit1 simiilasyon araglar1 kullanilmistir. Elde edilen simiilasyon yayini dinlenip Java
programlama dilinde gelistirilmis olan test yazilimi kullanilarak ADS-B verisine
dontstiiriilmistiir. Sonrasinda bu bozulmamis veri saldir1 yapilmis bir veri setine
dontistiirmiistiir. Bu veri seti Uzerinden ise Support Vector Machines, Decision Tree
ve Naive Bayes makine 6grenme teknikleri Python programlama dili kullanilarak
uygulanmistir. Yapay Ogrenme teknikleri ¢6ziim modellemesi yapilirken, test
oranlarma ve 6grenme tekniklerinin kendi igerisindeki tiplerine gore farkli degerler
verilerek modellenmistir. Elde edilen sonuglar kiyaslanarak en dogru tahminlemeyi
Ikili Karar Agac1 yapay dgrenme tekniginde elde edildigi sonucuna varilmistir.

Anahtar Sézcukler: ADS-B , Siber Givenlik, Yapay Ogrenme, Siber Saldir1, Hava
Trafik Kontrol Yonetimi, Ugus Takip Sistemleri

Bilim Kodu : 92403
Sayfa Sayis1 : X+ 47
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ABSTRACT

Classification of Attacks on ADS-B Devices with Artificial Learning
Ibrahim MERAL

National Defense University, Atatlrk Institute of Strategic Studies and Graduate
Education

Istanbul, September 2023

From the beginning of air transport, the follow-up of the relevant airline vehicles in
this type of transport is very important for the safety of the flight and the management
of air traffic. In the follow-up of aircraft, there are airspace operators and institutions
that manage the area where the aircraft is located. The institutions that control this
airspace use various systems to track their aircraft. All of these systems are called Air
Traffic Management Systems. There are many types of radars used to detect aircraft.
Apart from radars, ADS-B devices are used to detect the position of aircraft. ADS-B
devices are more preferred by attackers as they are cheaper to install and cost than a
regular radar.

Within the scope of this thesis, he listened to the broadcast from Simulation Tool,
which is the simulation tool for the classification of attacks on ADS-B data, and then
converted the tool into a data set in which ADS-B data was attacked by using the
ATCSIMTEST software developed in Java programming language. On this data set,
Support Vector machines, Decision Tree and Naive Bayes machine learning
techniques were applied using Python programming language. The variables used by
these techniques were also given different values and the most accurate results were
tried to be obtained. By making comparisons between these techniques in the study, it
will also explain the most appropriate technique that can be used in the classification
of attacks on the ADS-B device.

Keywords: ADS-B, Cyber Security, Artifical Learning, Cyber Attacks, Air Traffic
Control Management, Flight Follow-Up Systems.

Science Code : 92403
Pages c X1+ 47
Supervisor . Assist. Prof. Elif BOZKAYA ARAS, Ph.D.
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1. GIRIS

Sivil ve askeri havaciligin hizla biiylimesi ve havadaki ugagin sahip oldugu sistemlerin
emniyet kritik sistemler olmasi nedeniyle havacilikta kullanilan uygulamalarin
dogrulugu biyuk 6neme sahiptir. Hava trafiginin, hava sahalarinin yonetimi igin
kullanilan sistemler butiinine Hava Trafik Yonetim Sistemleri denmektedir. Sekil
1.1°de Hava Trafik Yonetim Sisteminin bir 6rnegi gosterilmistir (Gerardo, 2015).
Sekilde goriildiigti gibi Hava Trafik Yonetim Sistemi ugagin emniyetli seyrini
saglamak maksadiyla; kule, ugagin konumunu belirleyen hava durumu radarlari, seyir
halinde ugusun kontrol edildigi hava trafigi kontrol merkezi, havayolu firmalari,

terminal ve yaklagsma yonetim birimlerinden olugsmaktadir.
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Sekil 1.1: Hava Trafik Kontrol Yonetim Sistemi (Gerardo, 2015).

Hava trafik yOnetiminde ugaklarin konumlarim1 6grenmek igin bir¢cok sistem
kullanilmaktadir. Bunlar yer bazli radarlar veya uydu bazli radarlar olmaktadir.
Ugaklarin konum ve pozisyonlari ile birlikte havadaki u¢cagin yonetimi, hareketleri ve

komutlar1 belirlenip ugaga gonderilmektedir. Ugagin konum bilgisi siirekli olarak hava



trafigini yoneten kontrolore iletilmekte ve kontroloriin kullandigi sistemlerde
gosterilmektedir. Ugak konumlarmi saglayan radarlar ve otomatik bagimli gézetim
yaymi cihazlar1 (ADS-B; Automatic Dependent Surveillance-Broadcast)

bulunmaktadir.

Radarlar, antenlerinden bir elektromanyetik dalga gondererek bunun karsi nesnelerden
yansimalarmi gozlemleyip ¢6ziimlerler. ADS-B cihazlari, GNSS (Global Navigation
Satellite System), GPS (Global Positioning System) gibi uydulardan aldiklar1 kendi
pozisyonlarinin bilgisini ADS-B verisi ile yayinlarlar. Bu sayede konum verisinin
dogrulugu; yatay ve dikey uzaklik veya hava durumlarindan etkilenmez. ADS-B
ayrica maliyet agisindan da diger konum bilgisi veren radarlara gore ¢cok daha uygun
maliyettedir.

Hava trafik yonetim sistemleri, ucagin kalkistan varisa ugtan uca tiim asamalarmin
yonetildigi sistemlerdir. Belirli bir havasahasinda bulunan tiim uguslarin emniyetinden
hava trafik yonetimi sorumludur. Bu nedenle hava trafik yonetim sistemleri; tim
sorumlu olunan uguslarin yonetildigi sistemlerdir. Ugus emniyetini Saglayan bu hizmet

iilkelerin hava seyriisefer hizmet saglayicilari tarafindan verilir.

Hava trafik yonetiminde ug¢agin konum bilgisi biiyilk 6neme sahiptir. Hava trafik
yonetim sisteminde bu bilgi, radar ve ADS-B cihazlari ile elde edilmektedir. ADS-B

cihazi ile ilgili detaya bir sonraki alt baslikta yer verilmistir.

1.1 ADS-B Cihaz1 Hakkinda Genel Bilgi
Tez ¢alismasmin bu kisminda saldir1 yapilan ADS-B cihazi ve bu cihaza yapilabilecek
siber saldirilar detaylandirilacaktir.

ADS-B cihazinin a¢ilimi ve 6zellikleri:

. A: Automatic; siirekli agiktir ve operator iglemi gerektirmez.

. D: Dependent; pozisyon verisi GNSS gibi uydularla iligkili, bagimlidir.
. S: Surveillance; radarlarda oldugu gibi tarama 6zelligine sahiptir.

. B: Broadcast; u¢agin konum ve pozisyonunu siirekli yayinlar.

Hava trafik yonetimlerinde ayni hava sahasi i¢in pozisyon bilgisi veren bir sistem
(radar veya ADS-B) kullanilabildigi gibi hava sahasini ayni anda birden fazla radar
veya ADS-B kapsayabilir. Bu durumda her bir pozisyon saglayicidan ilgili ucusa ait

2



bir konum bilgisi gelecektir, bu da aynm1 ekranda bir ugus i¢cin birden fazla ucus
gosterimi yapip kontroloriin hava trafigini yonetmesini imkansiz hale getirecektir.
Kontroloriin yonetim ekraninda her ugus igin bir pozisyon bilgisi goriintiilenmelidir,
birden fazla pozisyon bilgisi geliyorsa bunlari tek bir ugus gibi kontroloriin ekranina
yansitilmalidir. Radarlar ve ADS-B’den gelen verileri birlestirip tek bir konum bilgisi
¢ikarma islemine fiizyon denilmektedir. Bu flizyon islemini yapan yazilimlara genelde

Gozetim Veri Islemcisi (SDP; Surveillance Data Processor) denmektedir.

Radarlarin ve ADS-B’nin flizyon islemine katilmasi veya tek baglarma yayin
yapabilmeleri i¢in yayinladiklari verilerin dogrulugu ¢ok énemlidir. ADS-B sistemleri
bircok avantajma ragmen temel gilivenlik mekanizmalar1 (sifreleme veya
yetkilendirme) agisindan zayiftir. Bunun yani sira ADS-B cihaz1 1090 Mhz bant
araliginda ac¢ik mesaj kullandigi i¢in disaridan acik kaynak yazilimlarin saldirisina
maruz kalabilmektedir. Bu saldirilar Eavesdropping (Dinleme), Jamming Attack
(Yaymi bozma), message injection and manipulation (Mesaj1 degistirme, bozma,

silme) vb. sekilde olmaktadir.

1.2 ADS-B Mesaj Yapisi

ADS-B mesajmin her biri; 8 bit baslangi¢ (preamble) blogu, 5 bit baglant1 (downlink)
formati, 3 bit kapasite (capacity), 24 bit u¢agin adresi (aircraft address), 56 bit ADS-
B genisletilmis mesaj1, 24 bit dongiisel artiklik denetimi (CRC; Cylic Redundancy
Check) olmak Gzere 120 bitlik bir veri blogundan olusmaktadir. Tablo 2.1’de ADS-B
mesaji genel yapisi gosterilmistir (ICAO,2018).

Tablo 1.1: ADS-B Mesaj Yapisi

- - . ... | DONgusel
Baslangi¢ Baglant Kapasite Ucagn Genisletilmil Artikhk
Format Adresi Mesaj .
Denetimi
8 bit 5 bit 3 bit 24 bit 56 bit 24 bit

Baglanti (Downlink) Format:: Eger ADS-B cihazi Mode-S transponder kullaniyor ise
17 (10001) degerini gondermektedir. Transponder bulundurmayan cihazlardan gelen
veri blogunda ise bu kisim 18 (10010) olarak gonderilmektedir (ICAO,2018).




Kapasite (Capacity): Bu kisim transponder seviyesinin bilgisini vermektedir. 3 bit
oldugu i¢in 0-7 arasinda degerleri alabilmektedir. Asagida Tablo 2.2’de degerlerin
tanimlar1 verilmistir (ICAO,2018).

Tablo 1.2: Kapasite Tanimlan

Kapasite Tamm

0 Seviye 1 transponder

1-3 Rezerve edilmis

4 Seviye 2+ transponder yer (istasyon) igin

5 Seviye 2+ transponder ugak i¢in

6 Seviye 2+ transponder hem yer hem ugak i¢in

7 Downlink Request’e 0 atar veya Flight Status hem ucak hem yer i¢in
2, 3, 4 veya 5’tir

Ucagin Adresi (Aircraft Address): Ugagin tekil olan Mode-S kodunu vermektedir.
Aircraft adres veya Hexedecimal kodu olarak da adlandirilmaktadir (ICAO,2018).

Genisletimis Mesaj (Extended message): Mesaj yapisinin 56 bitlik kismidir. Bu alanin
ilk 5 biti, Type Code olarak adlandirilmaktadir. Genisletilmis mesaj ucakla ilgili
ucagm pozisyonu, uc¢agin hizi, transponder seviyesi gibi bilgiler vermektedir
(ICAO0,2018).

Dongiisel Artiklik Denetimi (Cylic Redundancy Check): Gonderilen mesajin alici
tarafindan dogrulamasini saglayan bitlerdir (ICAO,2018).

1.3 Saldin Tipleri

ADS-B sistemleri sifrelenmemis mesaj i¢erigi bulunmasi, baska cihaz veya araclar ile
etkilesim halinde olmasi nedeniyle farkli saldir1 tiirlerine maruz kalmaktadir. Saldirilar
genel anlamda veriyi dinleme veya veriyi bozma iizerine yapilan saldirilardir.
Saldirilar mesajin yapisindaki veri bloklarmna gore de sekillenir. Saldir: tiplerinden

bazilar1 asagida aciklanmistir:

. Eavesdropping (Dinleme): Sistemin yaymladig1 verileri izinsiz bir sekilde
dinlemesidir. Yeterli donanima; bilgisayar, radyo cihazi ve agik kaynak ADS-B alicis1
bulunan herhangi biri havalimani ¢evresinde kendini konumlandirdiginda ugaklarin
konum bilgilerini kolaylikla gorintlleyebilir. Bu da inis kalkis yapan ugus ve trafik

bilgilerinin ele gecirebilecegi anlamina gelmektedir.



. Jamming Attacks (Yayin: Bozma): Son zamanlarda yaym bozma cihazlarinin
kullanim1 ve bu cihazlara erisim artmistir. Bu cihazlar yaymni kesip kendi istedigi
verileri gondermektedir. Bu saldir1 ile hem hava trafigini yoneten tarafa, hem de ugak

tarafina giden yaym bozulabilmektedir.

. Ghost Aircraft Injection Attack (Hayalet Ugak Saldirisy): Bu saldir1 tipinde
ADS-B sistemine sizan saldirgan havada var olmayan trafigi varmis gibi sisteme ekler
ve kontroldriin hava trafigini yonetmesini zorlastirir. Ozellikle normalde havada var
olan trafigin yakinina ekleyerek kontroloriin var olan trafigin rotasini degistirmesi i¢in
zorlamaktadir. Burada mesaj yapisinin tamamini kullanarak hava trafiginde kullanilan

ADS-B alicisina yeni bir ugak gondermektedir.

. Data Replay Attack (Mesaji Yineleme Saldirist): Bu saldir1 tipinde ise var olan
trafigi ADS-B alicisina yeniden gondererek hava trafiginde ayni ugaktan bir tane daha
varmig gibi veya ucagm konum bilgisini tekrarli bir sekilde birden fazla
gonderilmesine sebep olur. Bu da aymi trafigin c¢ift gelmesine ve hava trafiginin
yonetilmesini zorlastirmaktadir. Burada saldirgan mesajin tamamini kullanir. Ayni

mesaj1 tekrar gonderir.

. Aircaft-Based Attacker (Ucak Tabanli Saldiri): Bu saldir1 tipinde saldirgan
havada var olan trafi§in mesaj iceriginde degisiklik yaparak mesajin ¢ikis adresini
degistirir. Bu nedenle kontrolor, ger¢ekte mesaji gonderen ucaktan degil de farkl bir
ucagin adresinden konum bilgisi geliyormus gibi goriip yanls kararlar verebilmekte
veya goriintiileme ekraninda problemler yasayabilmektedir. Saldirgan mesajin ugak

adresini bozarak ADS-B alicilarina gondermektedir.

. Falsa Data Attack (Sahte Veri Saldirisi): Sisteme zarar vermek veya yetkisiz
erisim elde etmek amaciyla yanlis veya yaniltici verilerin girilmesini igeren bir siber

saldir tiirtidiir. Bu saldir1 bazen veri enjeksiyon saldirisi olarak adlandirilir.

Saldir1, sistemin iglevselligini manipiile etmek veya bozmak amaciyla, genellikle bir
uygulama veya veritabani araciligiyla bir sisteme tahrif edilmis veriler sokan bir
saldirgant igerir. Veriler kasith olarak yaniltici olabilir veya tamamen uydurma olabilir

ve fiziksel veya sanal yollarla eklenebilir (Ahmed & Pathan, 2020).



Yukarida bahsedilen saldirilara kars1 bir ¢ok ¢6ziim sunulmustur. Baska bir radar ile
dogrulanarak verinin iletimi, ADS-B cihazindan gelen verideki agik mesajin
sifrelenmesi gibi ¢6ziim yontemleri bulunmaktadir. Bu ¢6zimlerden biri de yapay
ogrenme teknikleri ile akilli karar verme mekanizmalarinin olusturulmasidir. Bu tez
caligmasi kapsamimda, ADS-B cihazlarindan gelen veriler iizerinde anomali tespiti

maksadiyla yapay 6grenme tekniklerine dayali bir model 6nerilmistir.

1.4 Siber Saldirlara Kars1 Yapay Ogrenme

Yapay 6grenme, bir bilgisayarin veya bilgisayar kontroliindeki bir robotun cesitli
faaliyetleri 6grenebilen canlilara benzer sekilde yerine getirme kabiliyeti ve insan
O0grenmesine 0zgii olan, algilama, 6grenme, ¢ogul kavramlar1 baglama, diisiinme,
sorun ¢0zme, iletisim kurma, ¢ikarim yapma ve karar verme gibi yiiksek biligsel
fonksiyonlar1 veya otonom davranislar1 sergilemesi beklenen yapay bir isletim
sistemidir (Pinustech, n.d.). Makine 6grenimi teknikleri olarak da bilinen yapay
ogrenme teknikleri, bilgisayar sistemlerinin agik¢a programlanmadan 6grenmesine ve
tahminler veya kararlar almasina olanak taniyan bir dizi algoritma ve istatistiksel
modeldir. Bu teknikler, bilgisayarlarin deneyim ve verilerden 6grenmelerini ve zaman
icinde performanslarini siirekli iyilestirmelerini saglar.

Siber saldirilara kars1 yapay 6grenme teknikleri kullanarak, saldirilari tespit etmek,
onlemek ve miidahale etmek igin etkili ¢oziimler gelistirmek miimkiindiir. Makine
O0grenmesi algoritmalar1 kullanarak, saldir1 tiirlerini tanimlayan 6zellikleri 6grenmek
miimkiindiir. Bu o6zellikler, saldir1 tliriine gore degisebilir, 6rnegin, kotii amagl
yazilim genellikle ag trafiginde yiiksek miktarda veri transferi gergeklestirirken, bir
phishing saldiris1 genellikle belirli bir URL veya alan ad1 kullanir. Makine 6grenmesi
algoritmalari, bu 6zellikleri belirleyerek, yeni saldirilar tespit etmek icin kullanilabilir.
Diger yandan yapay 6grenme teknikleri kullanilarak normal bir sekilde ¢alisan ve
sonuglar ireten bir cihazin veya bilgisayarin normalin disinda anomali olarak
Ongoriilmesi saglanir. Bu sayede normalden farkli bir sekilde gelen bu saldiri
anomalisi hesaplanarak ona gore isletilir.

1.5 Motivasyon

Havacilik tarihinde son 10 yilda meydana gelen ADS-B cihazlarina karsi yapilan

saldir1 6rnekleri asagida sunulmustur.



2013 yilinda, Andrei Costin adli bir aragtrmacinin Black Hat Europe giivenlik
konferansinda bir ADS-B saldirisin1 basarili bir sekilde gosterdigi bir olay meydana
gelmistir. Costin, hava trafik kontrolorlerinin ekranlarinda sanal bir ucagin
gorinmesine neden olan sahte ADS-B sinyalleri yaymlamak i¢in 2.000 dolarlik
yazilim taniml bir radyo kullanmistir. Ayrica sanal ugagn irtifasini ve hizint manipiile

ederek bir ¢arpigsmaya neden olmustur (Costin & Francillon, 2012).

2015 yilinda, Austin'deki Texas Universitesi'ndeki arastirmacilar, bir saldirganin
ADS-B sinyallerini bozmak ve gokytizinde kaosa neden olmak igin kiiguk, ucuz bir
cihazi nasil kullanabilecegini gosteren benzer bir gosteri ger¢eklestirilmistir (Taylor et

al., 2016).

2015 yilinda Westjet adli havayolu firmas1 7500 SSR kodunu kontrolore ulastirmustir.
7500 SSR kodu ugaktan hava trafigini yoneten kontrolore gonderilen bir mesajdir. Bir
ucak kagirma olayma isaret eden 7500 kodunu iletmesi siber yollarla yapilan bir
degisiklik oldugunu diistindiirmiistir (“WestJet Says It Never Sent Hijack Alarm,
Wasn’t in Danger,” 2015).

Bu tezde, yukaridaki saldirilar g6z ontine alinarak ADS-B cihazina kars1 yapilabilecek
olas1 saldirilar1 tespit etmek amaciyla yapay 6grenme tekniklerine dayali anomali

tespiti yapan bir sistem modeli 6nerilmistir.

1.6 Bu Tezde Sunulan Katkilar
Bu tez kapsaminda ADS-B cihazina yapilan olas1 saldirilardan sahte veri saldirisi
(false data attack) ele alinacaktir. Asagida bu tezde sunulan katkilar

detaylandirilmastir.
1. ADS-B cihazina kars1 olasi saldirilar smiflandirilmistir.

2. Bu saldirilarin tespit edilebilmesi maksadiyla yapay 6grenme tekniklerine

dayal1 bir sistem modeli Onerilmistir.

3. Sistem modelinin degerlendirilmesi maksadiyla ADS-B verilerinin bulundugu

0zgun bir veri seti elde edilmis ve tizerinde anomali tespiti yapilmistir.

4. ADS-B cihazina sahte veri saldirist yapilmis veri seti lizerinde yapay 6grenme

tekniklerinden SVM, Naive Bayes ve Ikili Karar Agaci kullamlmistir.



2. LITERATURDEKI CALISMALAR

Tajdini ve arkadaglar1 ¢alismasinda; ADS-B cihazinin iki frekansi kullanmasi ile
birlikte ¢alismay1 gergeklestirmistir (TajDini et al., 2021). Bu iki frekans 1090Mhz. ve
978Mhz. degerleridir. 1090 Mhz kullanilan cihaz 1090ES olarak, 978 MHz olan ise
Universal Access Transceiver (UAT) olarak adlandirilmaktadir. Genellikle 18000
feet’in Gistiindeki ucaklar igin 1090ES kullanilir. Geri kalan ugus seviyeleri (yikseklik)
icin ise UAT veya 1090ES kullanilabilir. Downlink formatlar1 kisaca verinin
icerisindeki bitlerin degerlerinin ifadesidir. DF17 ADS-B cihazindan gelen verinin
downlink formatidir. ADS-B yapisinda bulunan Dowlink format giiniimiizde
DF17’den farkh sekilde kullanilabilmektedir. Bunlar DFO, DF4, DF5 DF11, DF16,
DF20, DF21 ve DF24 olarak da kullanilabilmektedir. Ornegin DF0 Ugak ¢akismadan
kacinma sistemi (Airborne Collision Avoidance System — ACAS) hakkinda bilgi
saglar. Diger taraftan DF24 ise 56 bitlik genisletilmis mesaj1 80 bit’e ¢ikarir, bu
nedenle de genisletilmis uzun mesaj (extended length message (ELM)) olarak bilinir.
DF22 ise yalnizca askeri kullanimlar icin gegerlidir. Ornek ADS-B verisinin 56 bitlik
genigletilmis mesajinin ¢éziimlemesi yapilmistir; ve Sniffing pasif atak ve Jamming,
inject spoofing aktif atak olarak ¢alismalar yapilacagi soylenmistir. Calismada ADS-
B verisini elde etmede kullanilan araglar sunlardir: BladeRF, Dumpl090 ve
VirtualRadar. Kullanilan yontemde gelen ADS-B verisini dinlemekte ve
cozlimlemekte ve sonrasinda ACARS {izerinde gonderilecek olan FANS1/A mesajini
olusturmaktadir. Bunu da HackRF vyazilimi ile olusturup antene baglanip
gondermektedir. Sistem hem dinlemeye hem de verileri maniplle edilmeye cok
uygundur. Manipule edilen veriler ugcak ve yerdeki kontrol merkezi i¢in yanlis
alarmlar, hatali yonlendirme vb. sonuglari ile kaza kirima dahi sebep olabilmektedir.
Bozulmus veya degistirilmis olan verilerin tespiti icin LSTM sinir aglar1 kullanilmastir.
Toplanan veriler tanminleme ve dlctimler ile gercek ve sahte verilerin tespitinin elde

edilmesi amaglanmustir.

El Marady, ADS-B cihazi ile saglanan verilerin daha dogru olmasi igin MLAT radar
verisi ile kaynastirilmasi amaglanmistir (EI Marady, 2017). ADS-B verisi disaridaki
saldirillara agik olmasi nedeniyle almis oldugu verileri dogrulamak igin MLAT
radardan gelen veriler kullanmigtir. ADS-B hem konum hem hiz bilgisi i¢eriyorken
MLAT yalnizca pozisyon bilgisi icermektedir. Makalede iki verinin de konumu

hesaplama yontemlerine yer verilmistir.



Wahlgren ve Thorn ¢alismasinda; ADS-B cihazina yapilmis olan saldirilar1 yapay
O0grenme tekniklerinden SVM kullanarak saldirilart smiflandirmayr amaglamistir
(Wahlgren & Thorn, 2021). Saldir1 tiplerinden sahte veri saldirisi segilerek simiilasyon
yazilimi kullanilmistir. Sonrasinda elde edilen veri setine SVM yapay 6grenme teknigi

kullanilarak smiflandirma yapilmistir.

Damis c¢aligmasinda; mikroservis ¢atisi (mimarisi) altinda blockchain teknolojisi
kullanarak ADS-B verisinin giivenligi amaglanmistir (Damis et al., 2020). ADS-B’den
alman verileri islerken her bir fonksiyonu ayri yazilim birimlerine ayirip ayri servisler
olarak calistirilmistir. Konteynir tabanli sanallagtirma ve yazilim kullanilmistir. Cihaz
kimlik dogrulama, veri dogrulama, mesaj kimligi dogrulama, anomali hesaplama vb.
servislere ayrilmistir. Her servis birer konteynir iizerinde ¢alistirilarak giivenlikleri
saglanmustir. Giivenlik islemleri ayr1 ayr1 denetlendigi i¢in daha dogru ve kapsamli bir
calisma ortaya konmus ayrica da daha denetlenebilir ve Olgiilebilir bir sistem
modellenmistir. ADS-B’ye yapilan dinleme (Eavesdropping, Jamming ve Spoofing)
saldirilarina  kars1 ¢oziim olarak diretilmistir. Veriyi dinleyecek paydaslarin
giivenilirligi ve ardindan, verilerin giivenirligi ¢6ziimlenmeye ve hesaplanmaya

caligilmustir.

Kocaaga ve arkadaslar1 ¢alismasinda; baslangigta hava trafik yonetiminde kullanilan
radarlar1 ele almistir (Kocaaga, 2017). Daha sonra ADS-B cihazina yapilan saldirilar
tanimlanmistir.  Bu glivenlik agiklarin1  Onlemek i¢in kullanilan yOntemler
aciklanmistir. Bu yOntemler: makine Ogrenmesi, frekans atlamali yontemler,
kriptografik yontemler, geriye doniik anahtar yayinlama yontemi, ¢oklu algilama ve
konumlama yontemi, mesafe bazli protokoller olarak siralanmaktadir. Gelecek
calisma olarak ise ADS-B verisinin asimetrik agik anahtar sifrleme metodlariyla

gerceklenmesi amaglanmustir.

Li ve arkadaslar1 ¢alismasinda; mesaj kesme, degistirme veya slime gibi saldirilara
kars1t LSTM Encoder-Decoder mimarisi ile SVDD (Support Vector Data Description)
siniflandirma yéntemi kullanarak anomilerlin tespit edilmesi amaglanmustir (Li et al.,
2021). LSTM mimarisi; recurrent neural network bazli bir yapi olusturmaktadir;
zaman bazli problemlerde kullanilan bu yontem input olarak almis oldugu veriyi
encoder kisminda ilgili zaman dilimlerine bolerek isledikten sonra decoder kisminda

bir sonug (output) iiretir. SVDD smiflandirma yontemini ve algoritmasini anlatildig:



caligmanin, analiz ve sonu¢ kisimlarinda, ¢6ziim modelleri ve kullanilan yontemler

sayisal olarak karsilastirilmistir.

Khandker ve arkadaslar1 c¢alismasinda; OCSVM, [IFOREST, LTSM ve
LTSM_ENDED SVDD kullanarak karsilastirma yapmistir (Khandker et al., 2022).
Hesaplama bilesenlerinde dogruluk verileri ile karsilastirilarak LTSM ENDED

SVDD c¢ok daha dogru sonucu verdigi gézlemlenmistir.

Khan ve arkadaslar1 ¢alismasinda; ADS-B receiver’inin ugagin igerisinde bulunan
EFB (Elektronik Flight Bag) cihazi ve yazilimi ile bagli olarak degerlendirilmistir
(Khan et al., 2021). ADS-B cihazina veya kokpit icerisindeki EFB cihazina yapilan
saldirilar agiklanmistir. Arastirmacilar bu yaymda makine 6grenmesi i¢in dort saldiri
veri seti kullanilmustir: Jumping saldirisi, yanlis bilgi saldirisi (false information
attack), yanlis yon saldirisi (false heading attack), yanlis squawk kodu atagi. Veri
setine Oncelikle 6n islem (remove missing values, removing outliers, data
transformation), ardindan Logistic regression, K-Nearest Neighbor ve Naive bayes
makine Ogrenmesi algoritmalari uygulanmastir. Yazarlar, degerlendirme yapmis
oldugu veri setindeki 6zelliklere gore bu algoritmalar arasinda karsilastirma yaparak

KNN algoritmasimin daha basarili oldugu sonucuna ulagmaistir.

Kacem ve arkadaslar1 ¢alismasmda; multiclass siniflandirma yapmay1 amaglamistir.
Support Vector Machine, Decision Tree ve Random Forest makine Ogrenmesi
teknikleri kullanilmistir (Kacem et al., 2021). Modellerin performansini hesaplamak
icin Five-fold cross-validation uygulanmstir. Ug saldir1 tipi ele alinmustir; replay
attack, ghost aircraft injection, multiple ghost aircraft injection. Kacem ve arkadaslar1
calismasinda 6grenme esnasinda; enlem, boylam, metre cinsinden yiikseklik farki, feet
cinsinden deniz seviyesinden yikseklik, metre cinsinden aradaki mesafe, metre
cinsinden kimdilatif mesafe, rota agist ve son olarak ugus kimligi ozelliklerini
kullanmustir (Kacem et al., 2021). Kullanmis oldugu makine 6grenmesi siniflandirma
modeli tasariminda orjinal veri seti saldirtya ugradiktan sonra iki ayr1 veri ortaya
cikmaktadir: orjinal ve bozulmus veri setleri sonrasinda yapay 6grenme teknikleri
kullanilip performans hesaplamalar1 yapilmistir. Kacem ve arkadarslar1 ¢alismasinda;
Ug ayri, %5, %10, %15 oranlarinda bozulmus veri setleri kullanmistir. Bunlarin
uzerinden ¢ metrik  hesaplanmistir: siniflandirma dogrulugu (classification
accuracy), hassashik-duyarlilik (sensitivity), 0zgullik (specificity). Karsilagtirmali

olarak modelde kullanilan orjinal ve degistirilmis veri setlerinin smniflandirmalar1
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yapilmistir. Burada elde edilen sonuglarda Random Forest tekniginin daha iyi oldugu

ve SVM’nin ise daha az basarili performans sergiledigi belirtilmistir.

Shang ve arkadaslar1 ¢alismasinda; kullanilan veri setini ADS-B cihazi ile toplamistir.
Elde edilen verilerin sifrelenme yontemleri ile yeniden sifrenin ¢oziilmesi yontemleri
arasinda hata oranlar1 karsilastirilmistir (Shang et al., 2020). Karsilastirilan sifrelenme
yontemleri Manchester Encoding, Basic iteration Method (BIM) teknikleridir.
Karsilarstirilan test teknikleri test verisi orani lizerinden de Kkarsilastirmaya
eklenmistir. Burada elde edilen sonug, MEA ile sifreleme ve desifreleme

yontemlerinin daha dogru veri elde edilecegini yoniindedir.

Ying ve arkadaslar1 kullanilacak veri setini ADS-B alicis1 ve SDR ile etmistir. Over
The Air (OTA) uygulamasi ile spoofing ataklar1 ger¢eklestirilmistir (Ying et al., 2019).
Veri setini %60°1 6grenmek, %20°s1 dogrulama (validation) ve %20’si de test i¢in

kullanilmistir. 5 Model kullanilmistir. Bunlarin karmagiklig::

. M1: 512 diglimli bir gizli katman,

. M2: 1024 diigiimlii bir gelismis gizli katman,

. M3: Katman bagina 512 diigiim igeren iki gizli katman ve
. M4: Katman bagina 512 diigiim igeren {i¢ gizli katman.

. MS5: Iki gizli katman (512 ve 256 diigiim), toplu normallestirme ve 200 (epoch)

donem igeren ince ayarl bir model.

Metrikler ise; kesinlik, duyarlilik ve f-6l¢ltl. Bunlarla ilgili ¢ikan sonug ise; 5 modelin
karsilagtirilmast sonucunda yakin degerler c¢ikmistir. Ancak  yapilan ¢alisma

sonucunda 5. Modelin en uygun model oldugu gézlemlenmistir.
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3. ONERILEN SISTEM MODELI

Bu bolimde ADS-B cihazlarina yapilan saldirilara karsi Onerilen sistem modeli
sunulmustur. Tez kapsaminda sunulan sistem modelinde; veri setinin elde edilmesi,
veri setine uygulanan ©n islemler ve sonrasinda kullanilan yapay Ogrenme
tekniklerindeki modelin egitimi ve modelin testi asamalar1 bulunmaktadir. Onerilen

sistem modelin Sekil 3.1°de islem adimlar1 gdsterilmistir.

Baglangig
Saldwgan
Veri Seti Elde Edilmesi y AD5S-B Simiilasy
SRR MIUI\TU;‘?DSB ~ Similasyon an
e Verisi Yazlhim

Kolonlann Veri Kayip Verilerin - )
Tigini Bulma byilegtirilmesi Defiykem Diinlylimies)
Veri On islemleri
l':;::h Veri Setinin Yeni Ozellik
- ".\ Standartize Edilmesi Exlenmesi
Silinmesd
Model Egitimi  ————5%75, %50, %80 of Total Dataset
Support Decision Naive
Vector Tree Bayes
Machine ¥
Model Testi +———————1375, %50, %10 of Total Dataset
Tahmini ve Gergek _ - e
Degerlerin Kargilastirmasi | Dogruluk Kesinlik Duyarhihk F-Olgilitii

Sekil 3.1 : Onerilen Sistem Modeli

3.1 Veri Setinin Elde Edilmesi

Calismada kullanilacak veri setinin elde edilebilmesi i¢in ilk olarak ADS-B verisi elde
edilmistir. Hava araci simiilasyon yazilimindan elde edilen bu orijinal veriye daha
sonra sahte veri saldiris1 yapilarak manipiile edilmis veri elde edilmistir. Sistem

modelinin bu adim1 Sekil 3.2’de gosterilmektedir.
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Baslangig

Saldirgan
Veri Seti Elde Edilmesi [« Bozulmus ADS-B ~ADS-B Simiilasy
Verisi Simiilasyon on
o Verisi Yazilimi

Sekil 3.2 : Veri Setinin Elde Edilme Modeli

3.1.1 ADS-B Veri Setinin Elde Edilmesi

Hava tasit1 simiilasyon yazilimi tarafindan yaymlanan toplam 64 ugak bulunduran
yaklagik 40 dakikalik simulasyon ugus verileri ATCSIMTEST yazilimi tarafindan
dinlenmektedir. ATCSIMTEST yazilimi, hava tasit1 similasyon nesnelerinden asterix
formatindaki ADS-B verisine doniistirmektedir. ADS-B verisi olarak yaymlanan
veriyi anlik olarak csv olarak da disar1 ¢ikarilabilmektedir. Bu disar1 ¢ikarilan veri
saldir1 yapilmamis veri olarak kullanilabilecektir. Disar1 ¢ikarilan bozulmamis veri

setinin 6rnegi Tablo 3.1°de gosterilmistir.
Tablo 3.1: Bozulmamis ADS-B Verisinin Ornegi

TimeStamj Callsign  Mode-S  SSR Code latitude Longtitude Flight Leve Speed
2023-01-0 KLMT7  4BE2A3 2010 "3095711.3"3705802.1"124800.0 "433.59814
2023-01-0 SHYT3  4BF5DA 2004 "3431164.073644750.1145600.0 "424.91446
2023-01-0 XXXT18 4BFAC6 2023 '3311040.773724299.5122000.0 "474.49606
2023-01-0 AZAT20 4B871C 2025 "2821323.874108767.3121600.0 "459.2125
2023-01-0 AJATS9 4BCB7E 2074 "2493283.074239840.2"157600.0 "446.9952

ADS-B verilerinde bir ugus trafigine ait bir kayitta asagidaki bilgiler bulunmaktadir:

e TimeStamp: Radardan gelen verinin anlik zaman1 milisaniye cinsindendir.
e Callsign: Ilgili trafigin telsiz ¢agr1 kodudur. Ugusa verilen tekil bir isimdir.

e Mode-S: Ugaklarin 24 bit uzunlugunda bireysel secici (S= Selective) adresleme

ile kodlanmasina dayanir. Her hava aracina bireysel bir kod atamasi yapilir
(SHGM, n.d.).

e SSR Code: Bir ugusa ait 4 haneli sekizli tabanda verilen koddur. Ucak
tarafindan degistirilebilir. Acil kod numaralar1 bulunmaktadir.

e Latitude: Ugagm anlik enlemidir.

e Longtitude: Ugagm anlik boylamidir.

e Speed: Ugagin anlik hizidir.

e Flight Level: Ucagin anlik ugus seviyesi, deniz seviyesinden yiiksekligidir.
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Hava tasit1 simiilasyon yazilimmdan yaymlanan simiilasyon verisini kullanan
ATCSIMTEST yazilimi tam bir ADS-B verisi olusturulabilmektedir.
3.1.2 Saldir1 Yapilmus ADS-B Veri Setinin Elde Edilmesi
Tez calismasinda saldir1 yapilmig olan ADS-B verisi kullanilacagi i¢in saldir1 yapilmis
hale getirmek gereklidir. Bu ¢alismada ADS-B mesajinda bulunan SSR Code ve hiz
bilgileri manipiile edilmistir. Elde edilen veri setinde ‘spoofed’ etiketi ile verinin
bozulup bozulmadig1 da eklenmistir. Veri setinde bulunan kayit sayist 23194’tiir.
Sonug etiketinde bulunan anomali kayit sayis1 4406, normal kayit sayisi ise 18788 dir.
Ornek csv ¢iktis1 Tablo 3.2°de gdsterilmistir.

Tablo 3.2: Bozulmus ADS-B Verisi Ornegi

TimeStamp Callsign  Mode-S SSR Code latitude Longtitude Flight Leve Speed isSpoofed

2023-01-02T16::KLMT7  4BE2A3 7600 3095711 3705802 124800 433.5981 TRUE
2023-01-02T16:£SHYT3 4BF5DA 2004 3431164 3644750 145600 424.9145 FALSE
2023-01-02T16:5XXXT18  4BFAC6 2023 3311041 3724300 122000 474.4961 FALSE
2023-01-02T16:: AZAT20  4B871C 2025 2821324 4108767 121600 459.2125 FALSE

Sistem modelinde kullanilmak igin orijinal ADS-B verisinden, saldir1 yapilmis ADS-
B verisi elde edilmesi istenmistir. Bu islem i¢in kullanilan saldirilarin konfiglirasyonu,
ATCSIMTEST yazilimi igerisinde bulunan konfigiirasyon dosyasinda bulunmaktadir.
Bu dosya attackMode ve attackLevel degerleri ile ayarlanmaktadir. Eger attackMode
1 ise yalnizca ugus yiiksekliginin bozulmasimi, attackMode 2 ise yalnizca ugus SSR
code degerinin yanlhs gonderilmesini, eger attackMode 3 ise hem ucus yiiksekligi hem
de SSR code degerlerinin bozulmasini saglayacaktir. Konfigiirasyonda bulunan
attackLevel degeri ile 100 degeri garpilip ugusun yiiksekliginin feet cinsinden degeri
eklenmistir. Ilgili kod pargas1 Ekler boliimiinde EK-1’te verilmistir.

Bu ¢alismada attackMode degeri 3 olarak ayarlanarak her iki saldir1 da modellenmistir.
attackLevel degeri ise 4 olarak ayarlanarak bazi trafiklerin 400 feet eklenerek ugus
seviyelerinin bozulmasma neden olunmustur. ATCSIMTEST yazilimi Intellij
gelistirici aracinda Java 8 versiyonu ile gelistirilmistir. ATCSIMTEST yaziliminin
bozulmamis ADS-B ve bozulmus ADS-B verisi elde etme icin kullandigi kod pargalari
Ekler boluminde EK-2’te verilmistir.

Sahte SSR Code Saldins1 : Her trafigin kendine 06zgii SSR code degeri
bulunmaktadir. Bu nedenle burada yapilacak olan degisiklik hem Hava Trafigini
yoneten tarafta hem de ucak tarafinda problemlere sebep olacaktir. Hava trafiginin

yonetiminde kontrolor tarafinda farkli bir SSR code ile trafik verisinin gelmesi,
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kontroloriin 6niinde bulunan yardimci araglarda ilgili trafigin bilgilerinin yanlig
degerlendirilmesine sebep olacaktir. Ayrica yeni gelistirilen veri baglantisi araclar1 da
bunlardan etkilenecektir. SSR code degeri 8’lik tabanda degerler ile ifade
edilmektedir. Ancak 7 ile baglayan SSR code degerleri alarm anlamina gelmektedir.
Bunlar;

e 7500 - ucak kacirma,

e 7600 - iletisim problemi

e 7700 - acil durum

Bu ¢alismada bazi trafiklere saldir1 yapilarak SSR code degerleri 7600 ile degistirip
yaymnlanmigtir. Hava trafigini yoneten tarafa yanlis bir ikaz gitmesine sebep olan bu
hata kontroloriin ve karar destek yazilimlarnin yanhs karar vermelerine sebep
olacaktir.

Hava tagitinin ADS-B mesajinda bulunan anlik ugus yiiksekliginin bozulmasi trafigin
anlik ucus seviyesine bagli olan tiim problemleri beraberinde getirecektir. Hava trafigi
yonetiminde bulunan kontrolor ile hava tasiti arasindaki iletisimde siirekli yanlis
bilgiye dayali olarak iletisim ger¢eklesecektir. Hava araciin kaza kirimina dahi sebep
olabilir.

3.1.3 Veri Setine Uygulanan On islemler

Onerilen sistem modelinde veri seti iizerinde uygulanan &n islemler asagida
detaylandirilmistir.

e Verileri Anlama: Kesif analizi, verilerin 6zelliklerini ve dagilimini anlamaya
yardimci1 olur. Verilerdeki kaliplari, egilimleri ve aykir1 degerleri belirlemeye
yardimc1 olur. Bu galismada; yeni 6zellik ekleme, kolonlarm veri tipini ve
sayisini bulma gibi islemler yapilarak verinin 6zellikleri 6grenilmistir ve yapay
O0grenme tekniklerinde kullanima uygun hale getirmek icin veri seti
anlamlandirilmstir.

e Veri Temizleme ve On Isleme: Kesif analizi, eksik degerler, tutarsizliklar ve
aykir1 degerler gibi veri kalitesi sorunlarmni belirlemeye yardimci olur.
Verilerin dogrulugunu ve eksiksizligini saglamak igin veri temizleme ve 6n
islemler yapilmalidir. Bu c¢alismada; verilerin standardize edilmesi, eksik
verilerin iglenmesi gibi islemler yapilarak verilerin yapay Ogrenme
tekniklerinde kullanilirken hem hata almamasi1 hem de ortalama bir deger

alarak modele katkida bulunmasi amaglanmistir.
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e Ozellik Secimi: Kesif analizi, sonu¢ degiskeni iizerinde en fazla etkiye sahip
olan 6zellikleri belirlemeye yardimc1 olur. Ongérii modellerinin dogrulugunu
ve genellestirilmesini gelistirebilen 6zellik se¢cimine izin verir. Bu asamada ise
gereksiz kolonlar silinerek dnerilen sistem modeli islemciyi zorlamamasi ve
daha dogru sonuglara ulasmamiz amaglanmustir.

Yapay O0grenme teknikleri kullanmadan 6nce daha iyi performans ve daha dogru
sonuglar elde etmek i¢in veri setleri 6n islemlerden ge¢cmektedir. Sekil 3.3’te bu
calisma kapsaminda kullanilan 6n islemler verilmistir. Yapilan islemlerin kodlar1

Ekler bolumunde EK-3’te verilmistir.

Kolonlarin Veri Kayp Verilerin " o )
Tipini Bulma ‘ iyilestirilmesi Degigken Donigimleri
Veri On Islemleri |«
KGTE:EH Veri Setinin Yeni Ozellik
o e arn Standartize Edilmesi Eklenmesi
Silinmesi

Sekil 3.3: Veri Setine Uygulanan Analiz islemleri.

Yeni Ozellik Ekleme: Callsign bilgisi bir ugusun tekil degeridir. Burada kullanilan
deger ise karakter tipindedir. Bu nedenle modele dahil ederken bu kolondaki degerler
niimerik degerlere doniistiiriiliip ‘CallSignNumeric’ adinda bir kolon olusturumustur.
Kolonlarin Veri Tipini Bulma: Bu analiz isleminde veri setinde bulunan tim
kayitlarin durumu gosterilmektedir. Sistem modelinde kullanilan orijinal veri setine
ait bilgiler burada gdsterilmektedir. Boyut ve tipleri ile birlikte her bir kolonun bilgileri

asagida Sekil 3.4°te verilmistir.

# Column MNon-Null Count Dtype

8 TimeStamp 23194 non-null object
1 Callsign 23194 non-null object
2 CallSignMNumeric 23194 non-null int6d

3 Mode-5 23194 non-null object
4 S5R Code 23194 non-null inted

5 latitude 23194 non-null floated
6 Longtitude 23194 non-null floatbd
7 Flight Level 23882 non-null floatbd
8 Speed 23194 non-null floatbd
9 isSpoofed 23194 non-null bool

Sekil 3.4: Bozulmamis Verinin Ozellikleri
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Gereksiz Kolonlarin Silinmesi: Burada 6nerilen sistem modelinde kullanilmayacak
olan kolonlar silinmektedir. Bu sayede islemin performansi artirilip kullanilacak
verinin de alani azaltilmis olur. Bu caligmada trafigin ‘latitude’, ‘longtitude’,
‘TimeStamp’, ‘Callsign’, ‘Mode-S’ kolonlar1 gereksiz oldugu i¢in silinmistir.

Eksik Verilerin Islenmesi: Kullanilacak olan kayitlardaki verilerin bazilar1 bos
kalmis olabilir. Bunlar1 hesaplamay1r bozmamasi icin bir deger atanmalidir. Bu
calismada ortalama deger atanmustir. ‘Flight Level’ kolonun eksik bulunan kayitlara
‘Flight Level” kolonunun ortalama degeri atanmaigtir.

Veri Setinin Standartize Edilmesi: Bu asama ile birlikte kullanilan degerler
standardize edilmis olacaktir. StandardScaler ortalamayr kaldirir ve her
ozelligi/degiskeni birim varyansa gore Olgeklendirir. Bu islem, oOzellik bazinda
bagimsiz bir sekilde gergeklestirilir. StandardScaler, ampirik ortalamanin tahminini ve
her o6zelligin standart sapmasini icerdiginden (veri kiimesinde varsa) aykiri
degerlerden etkilenebilir (Manikanth, 2021).

Bu ¢alismada veri seti standardize edilmeden dnce 6grenme ve dogrulama veri setleri

olarak ayrilmistir. Sonug etiketi olarak ‘isSpoofed’ etiketi olacagi belirtilmistir.

3.2 Model Egitimi ve Model Testi

Bu kisimda 6nerilen sistem modelindeki veri setinin egitilmesi ve testinde kullanilan
yapay Ogrenme teknikleri ve bu teknikler i¢cin kullanilan degiskenlerin degerleri
verilmistir. Performans sonuglar1 4. Boliim’de gosterilmistir. Bir sonraki alt baslikta
onerilen sistem modelinde kullanilan hesaplama metrikleri tanitilmistir. Kullanilan
kod pargalar1 Ekler boliimiindeki EK-2’de verilmistir.

3.2.1 Hesaplamada Kullanilacak Degerler

Denetimli 6grenme algoritmalarinin degerlendirmesi, karmasiklik matrisindeki
degiskenler kullanilarak yapilmaktadir. Hangi denetimli 6grenme algoritmasinin daha
iyi olduguna karar vermek i¢in hesaplanan verilerin temelini, Dogru Pozitif (True
Positive), Dogru Negatif (True Negative), Yanlis Pozitif (False Positive) ve Yanlis
Negatif (False Negative) olarak nitelendirilen dort adet degisken olusturmakta ve bu
dort degiskenin nasil hesaplandig1 Tablo 3.3’te gosterilmistir (Nguyen & Armitage,
2008).

Karmagiklik matrisindeki diyagonal hiicreler dogru tespit edilen veri sayisini, diger

hiicreler ise hatali tespit sayisini gostermektedir (Deshmukh et al., 2015).
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Tablo 3.3: Karmasikhik Matrisi

Tahmin Edilen Sinif
Negatif Pozitif
Negatif Dogru Negatif Yanhs Pozitif
Pozitif  Yanhs Negatif Dogru Pozitif

Karmasiklik Matrisi

Gergek Sinif

Tabloda gosterildigi gibi:

- Dogru Pozitif (DP) degeri, gercekte A sinifina ait olan ve A sinifina ait oldugu tahmin
edilen veri sayisini,

- Dogru Negatif (DN) degeri, gercekte A smifina ait olmayan ve A sinifina ait olmadig1
tahmin edilen veri sayisini,

- Yanlis Pozitif (YP) degeri, gergekte A smifina ait olmayan ancak A smifina ait
oldugu tahmin edilen veri sayisini,

- Yanlis Negatif (YN) degeri, gercekte A smifina ait olan ancak A sinifina ait olmadig1
tahmin edilen veri sayisini gostermektedir.

Karmagiklik matrisinde karsimiza ¢ikan bu dort degisken kullanilarak, Dogruluk
(Accuracy), Kesinlik (Precision), Duyarhlik (Recall) ve F-Olgitli hesaplanip denetimli
Ogrenme algoritmalarinin performans degerlendirmesi yapilmaktadir (Yigidim, 2012).
Dogruluk, dogru olarak tahmin edilen verilerin toplam veriye orani olarak ifade
edilmektedir. Smiflandirma algoritmasinin performansini ortaya koyan énemli bir

Olglttar. Esitlik ifadesi asagidaki gibidir:

DP+DN

DPIYPiDNIYN (3.1)
DP+YP+DN+YN

Dogruluk =

Kesinlik, dogru olarak tahmin edilen verilerin dogru tahmin edilen toplam veri sayisina

oranidir. Esitlik ifadesi asagidaki gibidir:

DP
DP+YP

Kesinlik = (3.2

Duyarlilik, dogru olarak tahmin edilen verilerin gercekte o sinifa ait verilerin sayisina

oranidir. Algoritmanin veriyi hangi oranla dogru tahmin ettigini gostermektedir.

Esitlik olarak ifadesi asagidaki gibidir:

DP
DP+YN

Duyarlilik = (3.3

F-olglty, Kesinlik ve Duyarhilik verilerinin  harmonik ortalamasi alinarak
bulunmaktadir. Bu nedenle her iki veriyi ayr1 ayr1 kullanmak yerine bu veri
kullanilarak, denetimli 6grenme algoritmalarinin kiyaslamasi yapilabilir. Esitlik olarak
ifadesi asagida oldugu gibidir:

2 x Duyarlilik x Kesinlik (3.4)

F — olgiiti =
¢ Duyarlilik+Kesinlik
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3.2.2 Kullanilan Yapay Ogrenme Teknikleri
Calismada asagida belirtilen gozetimli 6grenme teknikleri kullanilmistir.
Ikili Karar Agaci: Ikili karar agaci, verileri siniflandirmak igin kullanilan bir dizi
kuralin grafiksel bir temsilidir. ikili karar agaci, bir durdurma kriterine ulasilana kadar
belirli bir 6zelligin degerine dayali olarak veriyi yinelemeli olarak alt kiimelere bolerek
olusturulur.
Naive Bayes: Naive Bayes, Bayes teoremine dayanan olasiliksal bir algoritmadir.
Girdi 6zellikleri verilen her sinifin olasiligimi hesaplar ve en yiiksek olasiliga sahip
smifi seger.
Support Vector Machines: Smiflar arasindaki marji maksimize ederek smiflar
arasindaki en 1yi smir1 bulan bir smiflandirma algoritmasidir. Verileri, dogrusal bir
smirin bulunabilecegi daha yiiksek boyutlu bir alana doniistiirerek ¢aligir.
Bu bolimde sistem modelinde kullanilan Support Vector Machines, Naive Bayes ve
Ikili Karar Agaclar1 tekniklerinin uygulamalarina yer verilmistir. TUm teknikler
yukarida kullanilan 6n islemlerden ge¢mistir. Standart ©on islem asamalar1
uygulanmastir.
Veri analizi yapildiktan sonrasinda 6n islemlerden ge¢mis olan veri seti, 6grenme ve
dogrulama veri setleri olarak boliinmiistiir. Bu ¢alismada 3 farkli oranda ayirma
yapilarak teknikler uygulanmustir.

e Veri setinin %50’si modelin egitimi %50°s1i modelin testi,

e Veri setinin %75°1 modelin egitimi %25°1 modelin testi,

e Veri setinin %90°1 modelin egitimi %10’ u modelin testi

icin kullanilarak teknikler uygulanmistir. Sekil 3.5’te modelin bu adimi1 gosterilmistir.

Model Egitimi  j[#————%75, %50, %90 of Total Dataset—

Support Decision Naive
Vector Tree I Bayes
L 4 Machine / ¥

Model Testi .25, %50, %10 of Total Dataset—

|

Sekil 3.5: Modelin Egitim ve Test Adimi

3.2.2.1 Support Vector Machine (SVM) Teknigi Uygulamasi
Support Vector Machine, smiflandirma ve regresyon analizi i¢in yaygin olarak
kullanilan bir makine 6grenme algoritmasidir. Veri kiimesindeki smniflar1 maksimum

diizeyde ayiran yiiksek boyutlu bir uzayda hiperdiizlemi bularak calisir.
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Basit bir ifadeyle; SVM, smiflar arasindaki marji en st diizeye ¢ikaracak sekilde
siniflart ayiran en 1iyi ¢izgiyi veya sinirt bulmaya ¢aligir. Kenar boslugu, hiperdiizlem
ile her smiftan en yakm veri noktalar1 arasindaki mesafedir. SVM'nin amaci, daha
saglam ve genellestirilebilir bir model ile sonuglanan en biyiuk marja sahip
hiperdiizlemi bulmaktir (Berwick, n.d.).

SVM, orijinal veri kiimesini bir ¢ekirdek islevi kullanarak daha yiiksek boyutlu bir
alana dontistiirerek ¢alisir. Bu, algoritmanin orijinal 6zellik uzayinda dogrusal olarak
ayrilamaz durumda olsalar bile siniflar1 ayiran bir hiperdiizlem bulmasmni saglar.
SVM, dogrusal, polinom ve radyal temel islev (RBF) ¢ekirdekleri dahil olmak iizere
cesitli gekirdek islevlerine sahiptir. Bu ¢ekirdek tipleri verilerin koordinatlarini1 daha
yiksek boyutlu bir uzayda hesaplamadan orijinal 6zellik uzayinda islem yapmamizi
saglar. Bu ¢alismada dogrusal ve radial temel islevi ¢ekirdek tipleri kullanilmistir.
SVM tekniginde C parametresinin de énemli bir rolii bulunmaktadir. C, SVM'nin
ihlaller konusunda ne kadar ciddi oldugunu belirler. C 0 ise, ceza siiresi ortadan
kalktig1 i¢cin SVM ihlalleri hi¢ umursamaz. C ¢ok biiyiikse, kii¢iik ihlaller amag
fonksiyonunda biiyiik bir artisa yol agacaktir (Support Vector Machine Explained-
Theory, Implementation, and Visualization, n.d.).

Teknigi uygularken C degiskenini {0.1, 0.01, 0.001} degerleri kernel tipi ‘RBF’ ve
‘Linear’ iken test edilmistir. Performans Degerlendirmesi béliminde tablo halinde
kiyaslamasi1 yapilmaistir.

C degeri 0.1 olarak RBF ve Linear kernel tipleri i¢in veri setlerinin test oranlar1
Uzerinden bir sistem modeli kullanilmistir. Kullanilan bu sistem modelinin sonuglarina

Performans Degerlendirmesi bolimiinde yer verilmistir.

3.2.2.2 Naive Bayes Teknigi Uygulamasi

Naive Bayes, Bayes Teoremine dayali istatistiksel bir siniflandirma teknigidir. En
basit denetimli 6grenme algoritmalarindan biridir. Naive Bayes siniflandiricist hizls,
dogru ve giivenilir bir algoritmadir. Naive Bayes smiflandiricilari, biiyiik veri
kiimelerinde yiiksek dogruluk ve hiza sahiptir.

Kelime anlami "saf" olan bu teknigin bir veri kiimesinin 6zelliklerinin, gergekte iligkili
olsalar bile, birbirinden bagimsiz oldugu varsayimini yapar.

Naive Bayes siniflandirmasinda algoritma, 6zelliklerin degerlerine dayali olarak her
bir simifin olasilik dagilimin1 6grenmek icin egitim verilerini kullanir. Ardindan, bir

dizi Ozellik degerine sahip yeni bir Ornek verildiginde, algoritma, Ogrenilen
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dagilimlara dayanarak 6rnegin her bir sinifa ait olma olasiligini hesaplar. En yiiksek
olasiliga sahip sinif daha sonra 6rnege atanir.

Naive Bayes'in basitligi, hiz1 ve yiiksek boyutlu veri kiimelerindeki etkinligi gibi
cesitli avantajlari vardir. Dogal dil isleme ve metin simiflandirma gdrevlerinin yani sira
spam filtreleme ve duyarlilik analizinde yaygin olarak kullanilmaktadir (Naive Bayes
Classifier Tutorial, n.d.) .

p(D|h)pP(n)

P(hID) = "5

(3.5)

Yukarida verilen esitlikte: (Shoba R., 2019)
e P(h): h hipotezinin dogru olma olasilig1 (verilerden bagimsiz olarak). Bu, h'nin
0n olasilig1 olarak bilinir.
e P(D): Verilerin olasiligi (hipotezden bagimsiz olarak). Bu 6n olasilik olarak
bilinir.
e P(h/D): D verisi verildiginde h hipotezinin olasiligi. Bu, arka (sonrast) olasilik
olarak bilinir.
e P(D|h): h hipotezinin dogru olmasi durumunda D verisinin olasiligi. Bu, arka
(sonrasi) olasilik olarak bilinir.
Bu ¢alisma kapsamimda Gaussian Naive Bayes, Categorical (Kategorik) Naive Bayes
ve Multinomial Naive Bayes teknikleri uygulanmistir.
Gauss Naive Bayes, Multinomial Naive Bayes ve Kategorik Naive Bayes, Naive
Bayes algoritmasinin smiflandirma problemlerinde yaygin olarak kullanilan {i¢
tirudur. Bu ¢ degisken arasindaki temel fark, isleyebilecekleri veri tiiriinde ve
varsaydiklar1 olasilik dagiliminda yatmaktadir.
Gaussian Naive Bayes (GNB): Gaussian Naive Bayes, siirekli veriler i¢in kullanilir
ve Ozelliklerin bir Gauss dagilimini (yani normal dagilimi) takip ettigini varsayar.
Naive Bayes'in bu varyanti, Ozelliklerin kelime frekanslarinin oldugu metin
smiflandirma problemlerinde siklikla kullanilir.
Multinomial Naive Bayes (MNB): Multinomial Naive Bayes, kelime sayilar1 veya
belge frekanslar1 gibi ayrik veriler i¢in kullanilir. Ozniteliklerin ¢ok terimli bir
dagilimdan {iretildigini varsayar. Naive Bayes'in bu varyanti, metin smiflandirma
problemlerinde yaygin olarak kullanilir (“Naive Bayes Classifiers,” 2017).
Categorical Naive Bayes (CNB): Categorical Naive Bayes, o6zelliklerin ikili oldugu
(yani, 0 veya 1 gibi yalnizca iki deger alabildikleri) Multinomial Naive Bayes'in 6zel

bir durumudur. Ozelliklerin bir Bernoulli dagilimindan iiretildigini varsayar. Naive
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Bayes'in bu varyanti genellikle spam filtrelemede, duyarlilik analizinde ve diger ikili
smiflandirma problemlerinde kullanilir.

Calisma esnasinda GNB, MNB ve CNB algoritma tiplerinin test orani Uzerinden
model gerceklenmistir. Yapay Ogrenme tekniklerinin karsilagtirmali tablosuna ve

kiyaslanip sonug¢larma Performans Degerlendirmesi bolimiinde yer verilmistir.

3.2.2.3 Ikili Karar Agac Teknigi Uygulamasi

Ikili karar agac algoritmasinda veri seti egitilerek ikili karar agac1 olusturulmaktadir.
Sonrasinda bu ikili karar agact kullanilarak test verisindeki smiflandirilacak verinin
sifi belirlenir. ikili karar agaci olusturulurken &ncelikle kok diigiim belirlenir. Kok
diigim belirlenirken 6rnekleri en iyi ayiran 0zellik segilir. Sonrasinda bu islem yaprak
diigtimlerde tekrarlanarak agacin yapisi belirlenir (Aksu & Dogan, 2019).

Ikili karar agaci, makine dgrenimi ve veri madenciliginde kullanilan bir tiir denetimli
o0grenme algoritmasidir. Agacm her bir i¢ diiglimiinlin bir 6znitelik {izerindeki testi
temsil ettigi, her dalin testin sonucunu temsil ettigi ve her yaprak diiglimiin bir karar1
veya sonucu temsil ettigini gosteren karar verme siirecinin grafiksel bir temsilidir.
Ikili karar agaclar1, amacin niteliklerine dayali olarak yeni bir érnegin smif etiketini
tahmin etmek oldugu smiflandirma gorevleri icin veya amacin silirekli bir hedef
degiskeni tahmin etmek oldugu regresyon gorevleri igin kullanilabilir. Ikili karar
agaclar, basitlikleri, yorumlanabilirlikleri ve ¢ok ¢esitli veri setlerinde iyi performans
gostermeleri nedeniyle finans, saglik, pazarlama ve miihendislik gibi ¢esitli alanlarda
yaygin olarak kullanilmaktadir.

Bu ¢alismada ikili karar agaci teknigi test oranlar1 farkli degerlerde kullanilarak ayri
ayr1 sonuclar elde edilmistir. Elde edilen bu sonuglara Performans Degerlendirmesi

boliimiinde yer verilmistir.
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4. PERFORMANS DEGERLENDIRMESI
Tezin bu bolimiinde yapilan c¢alismalarin ve hesaplamalarin degerlendirilmesi

verilecektir.

Tezde kullanilan veri setinin elde edilmesi i¢cin ATCTRSIM hava trafik kontrol
yazilimi simiilasyon ortami kullanilmistir. Bu simiilasyon ortaminda 64 adet hava araci
kullanilmis ve 39 dakika 2 saniye boyunca calistirilmistir. Simiilasyon yazilimindan
elde edilen simiilasyon nesneleri ATCSIMTEST yazilimi araciligi ile saldir1 yapilmis
csv formatinda ADS-B veri setine donistiiriilmiistiir. Elde edilmis olan ADS-B veri
setinde 23194 kayit bulunmaktadir. Bu kayitlarm 4406 tanesi bozulmus veri, 18788
tanesi ise bozulmamis veri olarak etiketlenmistir. Kullanilan veri setinde Vveri
olusturma zamani1 olan TimeStamp, ucagin tekil olmasimi saglayan Callsign, ucak ve
kontroloriin haberlesmesi i¢in kullanilan Mode-S, hava trafiginde kullanilan SSR
Code, Enlem, Boylam, Ugus Seviyesi, hiz ve saldir1 yapilmis etiketi isSpoofed
bulunmaktadir. Kullanilan veri setinde yapay 6grenme tekniklerinde kullanilirken ilk
olarak on islemler gerceklestirilmistir. Bu islemlerin yapildig1 6rnek kod pargasi Ekler

bolimindeki EK-3’te verilmistir.

Bu calisma kapsaminda kullanilan yapay O6grenme teknikleri dogruluk, kesinlik,
duyarlilik ve F-6lciitleri kiyaslanarak degerlendirilmistir. Oncelikli olarak kullanilan
yapay 6grenme tekniklerinin sonuglar1 degerlendirilmistir. Daha sonra en iyi test orant
sabit tutularak yapay O0grenme teknikleri karsilastirilarak degerlendirilmistir. Bu

adimin modeldeki yeri Sekil 4.1°de verilmistir.

Tahmini ve Gergek

Degerlerin Karsilastirmasi [© Dogruluk Kesinlik Duyarlilik F-Olgiitii

Sekil 4.1 Tahmin ve Karsilastirma Adimi

Support Vector Machine yapay 6grenme tekniginde C degerinin Kernel bazinda farkl

degerler ile uygulanmasi sonucunda skor tablosu Tablo 4.1°de gosterilmistir.

Tablo 4.1: C Degerinin SVM’de Kernel Bazinda Karsilastirilmasi

Kernel
RBF Linear
C Dogruluk = Kesinlik Duyarliik Dogruluk Kesinlik Duyarlilik
0.1 0.907 1 0.5 0.895 0.861 0.511

0.01 0.895 0.862 0.511 0.895 0.861 0.511
0.001 0.887 0.85 0.465 0.895 0.861 0.511
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Yukaridaki tabloda da goriildiigii gibi kernel tiplerinde ‘RBF’ veya ‘Linear’ olmasi
kullanmig oldugumuz veride C parametresi kullanilan teknigin ihlallere karsi
hassasiyetini belirlemektedir. C parametresi biiylidikce duyarlilik oraninin da
kullanilan veriler dogrultusunda arttigi gorilmektedir. C parametresi 0.1 oldugunda
duyarlilik oraninin ¢ok yiiksek oldugu ve dogruluk degerinin de en yiiksek degerlere
sahip oldugu goriilmiistiir.

Naive Bayes yapay 6grenme tekniginde C degerinin 0.1 olarak ¢alistirilmast daha
dogru sonuclar verdigi icin bu deger sabit tutularak Kernel bazinda RBF ve Linear
degiskenlerini farkl test oranlar1 ile uygulanmistir. Tablo 4.2°de bu ¢alismanin skor
tablosu gosterilmistir.

Tablo 4.2: Veri Setinde Test Verisinin Oraninin Etkisi

Kernel
Test Orani RBF Linear
Dogruluk  Kesinlik Duyarllik Dogruluk Kesinlik Duyarlilik
0.1 0.907 1 0.5 0.895 0.861 0.511

0.25 0.891 0.872 0.5 0.891 0.872 0.5
0.5 0.894 0.874 0.52 0.894 0.874 0.52

Yukaridaki Tablo 4.2°de gosterilen sonuglarda test orani her iki Kernel tipinde de
kullanilan verinin egitim orani1 daha yiiksek, test oran1 daha diisiik oldugunda daha iyi
sonuclar elde edildigi gézlemlenmistir. Veri setinin test edilen kisminin tiim veri setine
orani 0.1 oldugunda dogruluk orani en yiiksek sonuca ulagsmistir. Bu kullanilan test
oraninda elde edilen anomalilerde bir dogrusal ayrim olmadigindan Kernel tipinin

RBF olmasi1 daha dogru sonuglar elde edilmesini saglamistir.

Tablo 4.3: Naive Bayes Algoritmalar: Test Orani ile Karsilastirmasi

Test Orani
Type 0.1 0.25 0.5
Dogruluk  Kesinlik Duyarlilik Dogruluk —Kesinlik Duyarliik Dogruluk Kesinlik Duyarlilik
GNB 0.895 0.862 0.511 0.891 0.872 0.5 0.894 0.875 0.522
MNB 0.895 0.862 0.512 0.891 0.872 0.5 0.894 0.875 0.522
CNB 0.887 1 0.384 0.877 1 0.351 0.846 1 0.191

Tablo 4.3’de Gaussian, Multinomial ve Categorical Naive Bayes tekniklerinin test
orani ile beraber karsilagtirilmalar1 verilmistir. Naive Bayes algoritmasinda eger
ozellikler sayilabilir degerler bulundurmakta ise MNB teknigi daha iyi sonuclar
vermektedir. CNB tekniginde ise Ozelliklerin kategorilere ayrilmig olmasi
gerekmektedir. Kullanilan veri setinde Ozelliklerin niimerik degerler igermesi
nedeniyle tabloda da goriildiigii iizere MNB tekniginin CNB teknigine karsi dogruluk

oraninda iistiin oldugu goriilmektedir. MNB tekniginde kullanilan test veri setinin tiim
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veri setine orant 0.1 oldugunda Dogruluk ve Kesinlik sonuglarinda daha iyi sonu¢
elde edildigi goriilmiistiir.
Ikili Karar Agac1 yapay 6grenme teknigi test oranlar1 bazinda ¢alistirilmasi sonucunda
skor tablosu Tablo 4.4’de gdsterilmistir.

Tablo 4.4: ikili Karar Agaci Test Oram1 Tablosu

Test Orani Test Orani
Dogruluk  Kesinlik Duyarhhk
0.1 0.9983 1 0.9906
0.25 0.9978 1 0.9881
0.5 0.9983 1 0.9901

Yukaridaki Tablo 4.4’te goriildiigii gibi Ikili karar agac1 tekniginde kullanilan test veri
setinin tlim veri setine orani 0.1 oldugunda daha iyi sonug¢ verdigi gozlemlenmistir.

Tablo 4.1’de goriildiigi tizere C degeri 0.1 oldugunda en iyi sonucu vermistir. Bu
nedenle de test oranlar1 kernel tipi iizerinden c¢alistirilirtken C degeri 0.1
sabiti kullanilarak hesaplanmistir. Tablo 4.2’te goriildiigii gibi test orani azaltilip veri
setinin egitilme orani artirilinca dogruluk orani artacaktir. Ancak goriildigi gibi
yanlis pozitif hi¢ tespit edememis yanlis degerleri tamamen hatali tespit etmistir.
Burada gorilen test orani 0.1 ve kernel tipi de RBF oldugunda en iyi sonucu verdigi
goriilmiistiir. Karmasiklik matrisi olarak tiim hesaplamalarin sonuglar1 yerine en
iyi modelin; test oran1 0.1 ve C degeri 0.1 ve Kernel tipi RBF yapilan modelin veri seti

Uzerindeki sonucu Sekil 4.2°de gosterilmistir.
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Sekil 4.2: SVM Karmasikhk Matrisi
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Tablo 4.3’te gosterilen Naive Bayes yapay Ogrenme teknikleri ve test orani
degerlendirmesinde goriildiigii lizere en iyi sonug¢lart Multinomial Naive Bayes teknigi
ve test orant 0.1 olan model vermistir. Bu modelin de karmagiklik matrisi olarak en iyi

modelin sonucu Sekil 4.3’te gosterilmistir.
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Sekil 4.3: Multinomial Naive Bayes Karmasiklik Matrisi
Tablo 4.4’te goriildiigii gibi Ikili Karar Agaci teknigi 0.1 oraninda test veri seti

kullanilinca daha dogru sonuglar elde edilmistir. Burada elde edilen karmasiklik

matrisi de asagidaki Sekil 4.4’te gosterilmistir.
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Sekil 4.4 : ikili Karar Agaci Karmasikhk Matrisi

Yukarida Support Vector Machine, Naive Bayes ve Karar agaci yapay Ogrenme
tekniklerinin degerlendirmeleri bulunmaktadir. Tiim degerlendirmelerdeki test orani
ortak olarak 0.1 en iyi sonucu vermistir. Karsilastirma, test oranini1 0.1 olarak
kullanarak yapilmistir. Bu bdliimde karsilagtirma yapilirken en iyi sonuglar1 veren
modellerin degerlendirmesinde; dogruluk, kesinlik, duyarlilik ve  F-Olgiti
kullanilmustir.

Kiyaslamasi yapilan yapay 6grenme tekniklerinin karsilastirma sonuglar1 Tablo 4.5°te

verilmistir.
SVM Naive Bayes Karar Agaci
Dogruluk Kesinlik Duyarlik F-Olgitii  Dogruluk Kesinlik  Duyarliik F-Olgiiti  Dogruluk Kesinlik  Duyarlilik F-Olgiitii
0.907 1 0.5 0.662 0.895 0.862 0.512 0.642 0.998 1 0.996 0.995

Tablo 4.5: Yapay Ogrenme Tekniklerinin Sonuclarimin Karsilastirmasi

Tablo 4.5°te goriildiigii gibi kullanilan veri seti iizerinde test orani 0.1 oldugunda ikili
karar agaci1 yapay 6grenme tekniginin tiim skorlarda istiinliik sagladigi goriilmiistiir.

En kotu sonug ise Naive Bayes yapay dgrenme tekniginde elde edilmistir. Yapay
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ogrenme tekniklerini en iyi sonugtan en kotii sonuca dogru siralayacak olursak; ikili
Karar Agaci, SVM ardindan Naive Bayes olarak siralanir. Naive Bayes daha ¢ok
Ozellik barindiran veri setlerinde daha iyi tahmin yetenegine sahiptir. Bu ¢aligmada
SSR kodu ve ugus seviyesi degerleri bozulmustur. Ugus seviyesi degeri her ucakta
farkli degerlerde oldugu i¢in buraya yapilan ayni seviyede bozulma dahil SVM ve
Naive Bayes i¢in uygun olmamasina sebep olmustur.

4.1 Capraz Dogrulama Teknigi

Elde edilen sonuclari dogrulamak igin farkli test oranlarna ek olarak ¢apraz dogrulama
(cross validation) teknigi uygulanmistir. Capraz dogrulama teknigi; algoritmalarin
performansmi degerlendirmek ve modelin genelleme yetenegini 6lgmek icin
kullanilan bir tekniktir. Capraz dogrulama tekniginde veri iki ana boliimden olusur:
bunlar egitim seti ve test seti. Veri kiimesi, k alt kiimeye boliniir. Her bir alt kiime,
sirayla test seti olarak kullanilir geri kalan kiimeler egitim seti olarak birlestirilir. Her
bir alt kiimenin sonuglar1 ele alinir.

Kullanmis oldugumuz modelde c¢apraz dogrulama teknigi olarak 5 katmanli capraz
dogrulama teknigi kullanilmistir. Kullanilan bu teknik ile birlikte modelin genelleme
yetenegi daha 1yi Olciilecektir.

Kullanmis oldugumuz ii¢ ayr1 yapay 6grenme tekniginin her birinin en i1yi sonuglar1
veren metrikleri Gzerinden 5-Katmanli ¢apraz dogrulama teknikleri uygulanmistir. Bu
uygulanan dogrulama teknigi ile beraber her bir ayrilan kiimenin dogrulama oranlar1
Tablo 4.6’da gosterilmistir.

Katman 1 Katman 2 Katman 3 Katman 4 Katman 5

ikili Karar Agaci 0.99849105 0.99784436 0.99849105 0.99913775 0.99870634

RBF Support Vector Machine 0.80987282 0.81008838 0.81008838 0.81008838 0.81004743
Multinomial Naive Bayes 0.89523604 0.90019401 0.90472085 0.89911619 0.89241052

Tablo 4.6: Yapay Ogrenme Tekniklerinin 5-Katmanh Capraz Dogrulama
Teknigi ile Karsilastirmasi
Yukaridaki tabloda goriilen sonuglarda Ikili Karar Agac1 ve Multinomial Naive Bayes
tekniklerinin; dogrulama teknikleri ile 5 katmanli ¢apraz dogrulama tekniklerinde her
katman i¢in alinan dogruluk skorlarmm yakin olmasi, bu modellerin genel olarak
tutarli ve giivenilir bir performansa sahip oldugunu gostermektedir. Bu, modelin farkli
egitim ve test veri kiimeleri iizerinde benzer performans sergiledigi anlamma gelir.
Tutarli sonuglar elde etmek, modelin overfitting (asir1 uyum) veya underfitting
(yetersiz uyum) gibi sorunlardan kagindigini gosterir ve daha iyi genelleme yapma

olasiligini artirir. Eger ¢apraz dogrulama katmanlari arasinda sonuglar arasinda biiyiik
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farkliliklar olsayd1, bu durum modelin verilere agir1 uyum saglayabilecegini veya farkli
veri kiimelerine uyarlanamayacagmi gosterecekti. RBF Support Vector Machine
yapay Ogrenme tekniginde ise elde edilen dogruluk orami ile 5 katmanli ¢apraz
ogrenme tekniginde elde edilen sonuglar arasinda farklar olustugu gézlemlenmistir.
RBF Support Vector Machine modelinin bu veri seti i¢in diger yapay Ogrenme
teknikleri arasinda daha az genellebilir ve daha az gilivenilir modeli oldugu
gorulmektedir.

4.2 Literatiirdeki Cahsma ile Karsilastirilmasi

Elde edilen sonuglari literatiirdeki bir ¢alisma ile karsilastrmak icin Wahlgren ve
Thorn ¢alismasi ele alimmistir. Wahlgren ve Thorn ¢alismasinda ADS-B verisinden
gelen verilere saldir1 simiilasyonu Uzerinden bir yazilimi kullanarak veri setini elde
etmistir (Wahlgren & Thorn,2021). Arastrmacilarm ADS-B verisine saldir
simulasyonunda elde ettigi veri setinde False Heading, False Information, False
Squawk, Jumping, Authenticaiton saldirilarinin dogru yanlis etiketleri bulunmaktadir.
Yapmis olduklar1 modelde %30 oraninda test verisi, %70 oraninda egitim verisi olarak
veriyi aywrmislardir. Kullandiklart SVM yapay Ogrenme teknigini de Python’da
gerceklestirmislerdir. Calisma sonucunda tiim etiketlerin dogru tahminleme
ortalamasi, SVM kullanarak %91.4 dogru tahminleme yapmuslardir. Diger taraftan
dikkat ceken kotii sonug ise False Heading etiketinde %61 gibi diisiik dogrulukta bir
tahmin gergeklesmistir. Tez kapsaminda Onerilen sistem modelinden elde ettigimiz
sonugta ise Ikili Karar Agaci yapay 6grenme teknigi %10 test oran1 %90 egitim oran1
ile en iyi sonucu vermis olup dogruluk bazinda %99.8 basar1 elde etmistir.

Tez calismasinda, Wahlgren ve Thorn’un yaptig1 ¢alisma ile kiyaslama yapmak
maksadiyla ayn1 egitim ve test orani olan %30 test verisi, %70 egitim verisi Ikili Karar
Agac1 yapay 6grenme tekniginde kullanilarak asagidaki Sekil 4.5 Karmasiklik Matrisi

elde edilerek dogruluk skoru %89 olarak hesaplanmustir.
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Sekil 4.5: Ikili Karar Agac1 0.3 Test Oranh Karmasikhk Matrisi

Wahlgren ve Thorn’un ¢alismasi ile bu tezde 6nerilen sistem modelin karsilastirmasi

asagidaki Tablo 4

.7’da verilmistir.

Tablo 4.7 : Wahlgren & Thorn ile Tez Calismasinin Kiyaslanmasi

Kaf;:oalitsl:ma Wahlgren & Thorn Tez Caligmast
Veri Setini Hava Trafik Saldir1 Hava Trafik Simiilasyon Yazilimindan
Elde Etme Simiilasyon Yazilimi Gelen veri ADS-B verisine
Yontemi Déntistiirme ve Sonrasinda Veriyi
Bozma
Veri On e Gereksiz e Gereksiz Kolonlarin
Islemleri Kolonlarin Cikarilmasi
Cikarilmasi e Eksik Verilerin Islenmesi
e Eksik Verilerin e Veri Setinin Standartize
Islenmesi Edilmesi
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e Veri Setinin
Standartize

Edilmesi
Toplam Yaklasik 16000 23194
Islenen Mesaj
Sayisi
Kullanilan Test Oran1 %30 En iyi Sonucu Veren Model:
Modellerin Egitim Oran1 %70 Test Oran1 %10
Egitim Ve Egitim Oran1 %90
Test Oranlan Diger Kullanilan Oranlar:

Test Oran1 %25, %30 ve %50 olarak
da ¢alismalar yapilmistir.
Kullanilan Support Vector En iyi Sonucu Veren Model:
Yapay Machine Teknigi Ikili Karar Agaci Teknigi
Ogrenme Diger Kullanilan Modeller:
Teknikleri e Support Vector Machine (RBF
ve Linear)
¢ Naive Bayes (MNB, GNB ve
CNB)

Saldir e False Squawk e False Squawk (SSR Code)
Turleri e False e False Flight Level (Sahte Ugus

Information Seviyesi Saldiris1)

e False Heading
e Jumping

e Authentication

Etiket Sayis1

Her bir saldir1 i¢in ayr1
etiket: 5

Tiim saldirilar i¢in bir etiket: 1

Dogruluk
oranlar

Tahmini

Tum etiketlerin

Ortalamas1

%91.4

En iyi alinan sonug: %099.8
Aynai test orani ile en iyi sonug alinan
model kullanildiginda alinan sonug:

%89.2
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Tablo 4.7°da goriildiigii lizere ¢alismalarda kullanilan veri setleri benzer yontemlerle
elde edilmistir. Yapilan saldirilar sonucunda elde edilen veriler ve etiketler farklilik
gostermektedir. Saldir1 sonucu olusan etiketlemelerin ve kullanilan yapay 6grenme
tekniginin de dogruluk oranlarina ve se¢imine etki ettigi tespit edilmistir.

Coklu etiketi bulunan veri setlerinde 6grenme teknigi olarak SVM kullanildiginda
daha iyi sonuglar elde edildigi gozlemlenmistir. Ancak bu bazi etiketlerde (ham veride
bos degerleri ¢ok olan) ¢ok diisiik dogruluk skorlarina da sebep olabilmektedir. False
Information tahminindeki %61°lik diisiik oranda dogruluk skoru vermesi gibi. Bu tez
caligmasinda birden fazla saldir1 yapilmis olsa da ortak bir sekilde degerlendirilerek
tek kolonda bozulup bozulmadig: etiketlenmistir. Bu nedenle tez ¢alismasinda Ikili
Karar Agaci yapay 6grenme teknigi ile Onerilmis sistem modeli, ADS-B cihazina

yapilan sahte verisi saldirilarinda daha iyi sonuglar verdigi tespit edilmistir.
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5. SONUCLAR

Havaciligin hizla biiyiimesiyle, yogunlasan hava trafiginin yonetimi de ¢ok biiyiik
Onem kazanmaktadir. Hava trafiginin yonetiminde kullanilan yardimci1 yazilimlar hava
tagitinin konumunu kontrolorlere yayinlamaktadir. Hava tasgitlarinin konumlari ile
birlikte kontrolorler hava trafigini yonetebilmektedir. Hava tasitinin konum bilgisi
radar ve ADS-B cihazlar1 iizerinden gelen veriler ile kontroloriin ekranma

yansitilmaktadir.

ADS-B cihazlari radarlara oranla finansal maliyeti daha ucuz ve kurulum maliyeti de
daha diisiiktiir. Bu nedenle ADS-B cihazmin kendisi veya ADS-B cihazi tizerinden
hava trafigi disaridan gelebilecek saldirilara diger radarlara gore daha agiktir. Bu
saldirilar hava trafigini Onemli Olciide etkileyebilecek, kontroloriin yanlis
davranmasma hatta ugak kaza kirimlarma sebep olabilecek saldirilardir. Bu tez
kapsaminda ADS-B iizerinden hava trafigini yoneten kontrolore gonderilen sahte veri

saldirilari ele aliip anomali tespiti gerceklestirilmistir.

Bu calismada ADS-B cihazlarima karsi yapilan saldirilarin ¢éziimlerinde yapay
ogrenme teknikleri kullamlarak ¢dziim modeli sunulmustur. Oncelikle modelde
kullanilmak {izere Hava tasit1 simiilasyon yazilimindan elde edilen veriye sahte veri
saldirilar1 yapilmstir. Bu sahte verileri saldirilart ADS-B verisinde bulunan SSR code
ve Ugus Seviyesi alanlarina yapilmistir. Bu sayede hem orjinal hem de saldirilmis veri
setleri elde edilmistir. Tez ¢alismasinda kendine 6zgii bir veri seti kullanilarak 6nemli
bir veri seti kazandirilmistir. Elde edilen bu veride gereksiz kolonlarm silinmesi, bos
alanlarin doldurulmasi, standartizasyon gibi bazi 6n islemler uygulanarak yapay
ogrenme tekniklerinin kullanimma hazir hale getirilmistir. SVM, Naive Bayes ve
Karar Agaci yapay Ogrenme teknikleri uygulanmistir. Kullanilan yapay 6grenme
teknikleri farkli test oranlari lizerinden modellenerek en uygun test oranlarinin elde
edilmesi saglanmistir. Yapay 6grenme tekniklerinin kendi i¢erisinde farkli test oranlari

ve degiskenleri ile elde edilen sonuglari performans degerlendirmeleri tartigilmistir.

Performans degerlendirmesi kapsaminda yapay 6grenme tekniklerinden elde edilen
modellerin sonuglarini degerlendirmek iizere Dogruluk, Kesinlik, Duyarlilik ve F-
Olgiitii skorlar1 kullamlmistir. Calisma kapsaminda Support Vector Machine, Naive
Bayes ve Ikili Karar Agaci yapay dgrenme teknikleri, %10, %25, %50 test verisi
oranlar1 verilerek kullanilmistir. Bu calismada en iyi %10 test verisi orani ile ikili

Karar Agaci yapay oOgrenme teknigiyle %99,8 oraninda basar1 elde edilmistir.
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Kullanilan yapay 6grenme tekniklerinin modellerinin tutarli ve glivenilebilir olmasini
Olemek ve karsilastirmak i¢in 5 katmanli ¢apraz dogrulama teknigi uygulanmistir. Bu
dogrulama teknigi sonrasinda RBF Support Vector Machine modelinin kullanilan veri
seti icin daha az tutarl oldugu, ikili Karar Agaci ve Multinomial Naive Bayes yapay

ogrenme tekniklerinin daha tutarl ve giivenilir modeller oldugu elde edilmistir.
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EK-1: Saldir1 Kodlari

private void spoofer(int attackMode, int attackLevel, AsterixOutDoor cat021)

switch (attackMode){
case 1:
spoofingFL(cat@21,attackLevel);
break;
case 2:
spoofingSSRCode(cat021);
break;
case 3:
spoofingFL(cat@21,attackLevel);
spoofingSSRCode(cat021);
default:
break;

}

private void spoofingSSRCode(AsterixOutDoor cat@21l) {
int rand_num = rand.nextInt(10);
if (cate21 != null){
switch (rand_num){
case 2:
cate21.setMode3AReply Mode3ACode(7600);
isSpoofed = true;
break;
default:
break;

}

private void spoofingFL(AsterixOutDoor cat@21, int i) {
int rand_num = rand.nextInt(10);
if (rand_num == 1) {
if (cate21l != null) {

cato2l.setFlightLevel(cat02l.getFlightLevel(true) + (100 * i));

isSpoofed = true;
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EK-2: ATCSIMTEST Yazilimi Veriyi Disari Cikarma Kodu

// Konfiglirasyon Degiskenlerinin tanimlandigi satirlar
private int attack_mode;
private int attack_level;

//Konfigiirasyon Degiskenlerine konfigilirasyon dosyasindaki degiskenlerin atandigi satirlar
attack_mode = Integer.parseInt(prop.getProperty("attack_Mode"));
attack_level = Integer.parselnt(prop.getProperty("attack_Level"));

//Dosylarin olusturulacagi adresin olusturuldugu satairlar
public String excelFileSpoofed =
exportPath.resolve("export_spoofed_"+LocalDateTime.now()+".x1sx").toFile().getPath();
public String excelFile =
exportPath.resolve("export_"+LocalDateTime.now()+".x1sx").toFile().getPath();
//Verilerin disari ¢ikartildigi dosyanin olusturulmasi metodu
private void exportData(Path exportPath) {

List<String> headers = new ArrayList<>();

headers.add("TimeStamp");

headers.add("CallSign");

headers.add("Mode-S");

headers.add("SSR Code");

headers.add("latitude");

headers.add("longitude");

headers.add("altitude");

headers.add("speed");

exportPath.toFile().mkdirs();
Workbook workbook = new HSSFWorkbook();
Sheet spreadSheet = workbook.createSheet("ADS-B Data");
Workbook workbookSpoofed = new HSSFWorkbook();
Sheet spreadSheetSpoofed = workbookSpoofed.createSheet("ADS-B Data Spoofed");
Row row;
Row rowSpoofed;
int rowld = 0;
row = spreadSheet.createRow(1);
AtomicInteger cellld = new AtomicInteger();
headers.forEach(header -> {
Cell cell = row.createCell(cellld.getAndIncrement());
cell.setCellValue(header);
1

rowSpoofed = spreadSheetSpoofed.createRow(1l);
AtomicInteger cellIdSpoofed = new AtomicInteger();
headers.forEach(header -> {
Cell cell = rowSpoofed.createCell(cellIdSpoofed.getAndIncrement());
cell.setCellValue(header);
3

try {

FileOutputStream out = new FileOutputStream(new File(excelFile));
workbook.write(out);
out.close();
}catch (IOException e){
e.printStackTrace();
}
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EK-2- Devam.

try {
FileOutputStream out = new FileOutputStream(new File(excelFileSpoofed));
workbookSpoofed.write(out);
out.close();
}catch (IOException e){
e.printStackTrace();
}
}

//Disari ¢ikarilan dosyaya verilerin bozulmasi ve bozulmus halde gonderilmesi
/**
* Cat 21 verisi ADS-B verisini ve Similasyon verisi olan pAtcTrack ile birlikte
bozulmus veri elde edilecektir.
* @param cate2l
* @param pAtcTrack
* @param attackMode trafigin bozulmasi i¢in gerekli olan modlar
* @param attackLevel trafigin ugus seviyesinin bozulma orani.
* @throws FileNotFoundException
*/
public void exportData(AsterixOutDoor cat@21, HlaATCTrack pAtcTrack, int attackMode, int
attackLevel) throws FileNotFoundException {
String existingFilePath = TInitManager.getInstance().excelFile;// Orjinal ADS-B
verisinin dosyasinin gonderilecegi dosya yolu
String existingSpoofedFilePath =
TInitManager.getInstance().excelFileSpoofed;//Bozulmus ADS-B verisinin dosyasinin
gonderilecegi dosya yolu
File xlsxFile = new File(existingFilePath);
File xlsxFileSpoofed = new File(existingSpoofedFilePath);

Map<String, Object> ADS-BDatasSpoofed = new HashMap<>();
Map<String, Object> ADS-BDatas = new HashMap<>();

//Normal Veriyi bir map'e aktariyor.
ADS-BDatas.put(String.valueOf(rowlId),new
Object[]{LocalDateTime.now().toString(),
pAtcTrack.getCallsign(),pAtcTrack.getHlaATCTrackAttributes().getModeS(),
cate21.getMode3Areply(),
pAtcTrack.getSpatial().getDeadReckoningAlgorithmAAlternatives().getSpatialFVW().getWorldLoca
tion().y,

pAtcTrack.getSpatial().getDeadReckoningAlgorithmAAlternatives().getSpatialFVW().getWorldLoca
tion().x, cat@2l.getFlightLevel(true),
pAtcTrack.getHlaATCTrackAttributes().getGroundSpeed()});

//spoofer for data according to attack mode and level
//konfiglirasyon degelerine gore ADS-B verisini bozacak olan metoda ydnlendiriyor.
spoofer(attackMode, attackLevel, cate2l);

//Spoofed Data

//Bozulmus veriyi map'e aktariyor.

ADS-BDatasSpoofed.put(String.valueOf(rowld),new
Object[]{LocalDateTime.now().toString(),
pAtcTrack.getCallsign(),pAtcTrack.getHlaATCTrackAttributes().getModeS(),

cat021.getMode3Areply(),pAtcTrack.getSpatial().getDeadReckoningAlgorithmAAlternatives().getS
patialFVW().getWorldLocation().y,
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pAtcTrack.getSpatial().getDeadReckoningAlgorithmAAlternatives().getSpatialFVW().getWorldLoca
tion().x, cat@2l.getFlightLevel(true),
pAtcTrack.getHlaATCTrackAttributes().getGroundSpeed(), isSpoofed });

isSpoofed = false;

/*
Bu metodun geri kalan kisminda dosyayi yazdirma islemi bulunmaktadir.
*/

Object[] objects = (Object[]) ADS-BDatas.get(String.valueOf(rowId));
Object[] objectsSpoofed = (Object[]) ADS-BDatasSpoofed.get(String.valueOf(rowId));
rowId++;
try {

FileInputStream inputStream = new FileInputStream(xlsxFile);

Workbook workbook = WorkbookFactory.create(inputStream);

Sheet sheet = workbook.getSheetAt(9);

Row row ;

int cellld = ©;

row = sheet.createRow(rowld);

if (ADS-BDatas != null){

for (Object obj : objects){
Cell cell = row.createCell(cellld++);
cell.setCellValue(obj.toString());
}

}

inputStream.close();

FileOutputStream os = new FileOutputStream(xlsxFile);

workbook .write(os);

} catch (InvalidFormatException e) {
e.printStackTrace();

} catch (IOException e) {
e.printStackTrace();

}
if (attackMode > @) {
try {
FileInputStream inputStream = new FileInputStream(xlsxFileSpoofed);
Workbook workbook = WorkbookFactory.create(inputStream);
Sheet sheet = workbook.getSheetAt(Q);
Row row;
int cellld = 0;
row = sheet.createRow(rowId);
if (ADS-BDatasSpoofed != null) {
for (Object obj : objectsSpoofed) {
Cell cell = row.createCell(cellld++);
cell.setCellValue(obj.toString());
}
}
inputStream.close();
FileOutputStream os = new FileOutputStream(xlsxFileSpoofed);
workbook.write(os);
} catch (InvalidFormatException e) {
e.printStackTrace();
} catch (IOException e) {
e.printStackTrace();
}
}
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EK-3: On islem Kodu

import pandas as pd
import matplotlib.pyplot as plt

from sklearn.model_selection import train_test_split
from sklearn.preprocessing import StandardScaler

df = pd.read_csv("ADS-B_data_w_miss_ch_call_last.csv", header=0)
df.head()

print("Original Data")

df.info()

# remove unnecessary columns
del df["Longtitude"]

del df["latitude"]

del df["TimeStamp"]

del df["Callsign"]

del df["Mode-S"]

#Missing value treat

df["Flight Level"].mean()

df["Flight Level"].fillna(value = df["Flight Level"].mean(), inplace = True)
print("After Remove Unnecessary columns and Missing value treat")

df.info()

#X and Y split

X = df.loc[:, df.columns != ("isSpoofed")]
type(X)

print("X Data")
print(X.head())
print(X.shape)

y = df["isSpoofed"]
type(y)

print("y data")
print(y.head())
print(y.shape)

#Test and Train Split

X_train, X_test, y _train, y_test = train_test_split(X, y, test_size=0.2, random_state=0)
print("X_train data")
print(X_train.head())
print(X_train.shape)

print("X_test data")
print(X_test.head())
print(X_test.shape)

#Standardizing

sc = StandardScaler().fit(X_train)
X_train_std = sc.transform(X_train)

X _test _std = sc.transform(X_test)
print("After Standadizing X_train_std")
print(X_train_std)

print("After Standadizing X_test_std")
print(X_test std)
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EK-4 : SVM, Naive Bayes ve Decision Tree yapay 6grenme Uygulama Kodu

#Training SVM

from sklearn import svm

clf svm 1 = svm.SVC(kernel='rbf', C=0.1)

clf svm 1.fit(X train std, y train)

#predict values using trained model

y train pred = clf svm l.predict (X train std)
y test pred = clf svm l.predict (X test std)
print ("y Test Pred")

print(y test pred)

#Training Naive Bayes
#Import Gaussian Naive Bayes model
from sklearn.naive bayes import GaussianNB, MultinomialNB, CategoricalNB

#Create a Gaussian Classifier
gnb = MultinomialNB()

#Train the model using the training sets
gnb.fit (X train, y train)

#Predict the response for test dataset
y pred = gnb.predict (X test)

#Training Decision Tree

from sklearn import tree

clf = tree.DecisionTreeClassifier ()
clf.fit (X train std, y train)

# tree.plot tree(clf)

y_test pred = clf.predict (X test std)
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EK-5: Yapay Ogrenme Teknikleri Skor ve Degerlendirme Kodu

print("confusion matrix")

cm = confusion_matrix(y_test, y_test_pred, labels=clf.classes_)
print(cm)

print("Accuracy Score tree")
print(accuracy_score(y_test,y_test_pred))

print("Precision Score")
print(precision_score(y_test,y_test_pred, pos_label="POZITIF"))
print("recall")

print(recall_score(y_test, y _test_pred, pos_label="POZITIF"))
print("f1 SCORE")

print(fl1_score(y_test, y_test_pred, pos_label="POZITIF"))
print("Confusion Matrix display")

#Display graphics

disp = ConfusionMatrixDisplay(confusion_matrix = cm, display_labels=clf.classes_)
disp.plot()

plt.show()

display = PrecisionRecallDisplay.from_estimator(clf_svm_1, X test, y test, name="Ortalama")
display.plot()
plt.show()
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