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OZET

Gliniimiiziin dijital diinyasinda zararli yazilimlar ve zararli yazilimlar tespit etmek igin
gelistirilen giivenlik sistemleri iistiinliik kurma yaris1 igindedirler. Kurumsal ve bireysel bilgi
sistemlerinin zararli yazilim saldirilarindan korunmasi i¢in klasik tespit yontemlerinin
kabiliyeti sorgulanir hale gelmistir. Cilinkii klasik yontemler giin gectikce sayisi ve
karmasiklig1 artan zararli yazilimlar tespit etmekte yetersiz kalmaktadir. Zararli yazilimlar
artik imza tabanli ve sezgisel analiz temeline dayanan giivenlik sistemlerini atlatabilecek
ozelliklere sahiptir. Bu durum zararli yazilim dosyalarinin tespitinde yeni yaklagimlara
basvurulmasini zorunlu hale getirmistir. Bu yaklagimlardan giiniimiizde en ¢ok ragbet goéren
ve gelistirilmeye c¢aligilan yaklasim makine 6grenmesidir. Makine 6grenmesinde amaglanan,
zararli yazilimlar1 temsil edebilecek modeller olusturmak ve bir dosyanin zararli olup
olmadigint miimkiin olan en kii¢iik hata ile tespit edebilmektir. Olusturulan model yiiksek
basar1 oranina sahip ise zararli yazilimin bir Gelismis Siirekli Tehdit (Advanced Persistent
Threat(APT)) ya da sifirinci giin (zeroday) saldiris1 olmasi fark etmeyecektir. Calismada, bu
alanda yapilan diger calismalardan farkli olarak, biri agik kaynaktan olmak {izere statik
analiz ile; digeri bu ¢caligmaya 6zgii olarak dinamik analiz ile olusturulan iki farkli veri seti
lizerinde literatiir taramasi neticesinde belirlenen Oznitelik se¢me yontemleri ve
siiflandirma algoritmalar1 denenmis, karsilastirma yontemi ile 6znitelik segme yontemleri
ve siiflandirma algoritmalarinin performanslari analiz edilmistir. Analiz siirecinde, Ubuntu
ve Windows isletim sistemi yiiklii bir fiziksel makinede iki farkli kum sandig1 (Cuckoo ve
ZeroWine), WEKA agik kaynak veri madenciligi programi, Windows 7 sanal makineleri ile
Python programlama dili kullanilmistir.
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ABSTRACT

In today’s dijital world, malwares and security systems developed to detect malwares are in
a challenging race to overcome each other. The capability of legacy detection systems has
been questioned in protection of organizational and individual information systems since
these systems are inadequate in detecting malwares of which the numbers and the complexity
are increasing day by day. Malwares have characteristics to evade security systems that rely
on signiture-based and heuristic analysis. This situation has made it obligatory to aly new
aroaches to detect malwares. Of all the most aealing and popular one that is being improved
is the machine learning. The ultimate aim of the machine learning is to produce models
which are able to represent the very features of malwares and to detect if a new file is
malware with the minimum error. If the model has a high accuracy rate then it will not be a
deal for the model to detect if the malware is an Advanced Persistent Threat (APT) or
zeroday attack. In this study, unlike the other studies in the field, feature selection methods
and classification algorithms, determined as a result of literature review, are tried on two
different datasets, one of which has been created through static analysis and obtained from
open source and the other, specific to this study, has been created through dynamic analysis,
have been analyzed via comparison method. Throughout the analysis, two different
sandboxes (Cuckoo and Zerowine), an open source data mining program WEKA, Windows
7 virtual machines and Python programming language on a physical host containing Ubuntu
and Windows operating systems have been employed.
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1. GIRIS

Giinlimiizde siber saldirilar ve bu saldirilara kars1 gelistirilen giivenlik sistemleri birbirlerine
kars1 iistiinliik kurma yaris1 igindedirler. Her giin sayist milyonlar1 bulan zararl yazilimlar,
cesitli yontemlerle kullanici sistemlere girerek saldirganlarin mesru olmayan amaglarina
hizmet etmek i¢in kullanilmaktadir [1]. Artik her bilginin dijital olarak saklandigi ve
islendigi goz oniine alindiginda, bu saldirilarin geri doniisii olmayan sonuglar dogurabilecegi
yadsinamaz bir ger¢ek haline gelmistir. Bununla birlikte zararli yazilimlar, gerek maddi
cikarlar saglamak; gerekse hedef birey, kurum ve/veya bazi durumlarda devletlerin itibarini
diistirmek amaciyla giin gectikce daha karmasik ve tespiti zor bir sekilde olusturulmaktadir.
Imza tabanli (signature-based) ve sezgisel (bahviour/knowledge-based) tespit sistemleri gibi
klasik giivenlik sistemleri bu gelisim karsisinda yeteri kadar koruma saglayamamaktadir [3].
Bugiin polimorfik ve metamorfik 6zellikli bir zararli yazilim aktif oldugu her durumda,
kendi imzasmi ve/veya davranmisini degistirebilmekte ve ana fonksiyonunu aym sekilde
yerine getirebilmektedir. Bu durum, zararli yazilimlar1 birebir sekilde tespit edecek
yontemler yerine zararli yazilimlarin ortak 6zellik ve davraniglarini tespit edebilecek
giivenlik sistemlerinin ortaya ¢ikmasini zorunlu kilmigtir. Bu noktada zararli yazilim tespiti,

veri madenciligi ve makine 6grenmesi siirecleri kesismektedir [7].

Veri madenciligi ile veriler arasindaki iliskiler ortaya koyularak, yeni girdilere gore en az
hata orani ile en dogru ciktilar elde edebilmek hedeflenmektedir. Veri madenciligi bir
kurumda iiretilen tiim verilerin belirli yontemler kullanilarak var olan ya da gelecekte ortaya
cikabilecek gizli bilgiyi ortaya ¢ikarma siirecidir. Veri madenciligi ile makine 6grenmesi
birbirinden ayrilmaz kavramlardir. Makine 6grenmesi yontemleri ile verinin anlamli hale
getirilmesi ve islenmis olan veri modeli ile sisteme giren yeni verinin dogru

smiflandirilabilecegi bir yapiya sahip olunmasi amaglanmaktadir [2].

Calistirilan her program/yazilim zararli olsun veya olmasin bulundugu isletim sisteminde
cok sayida degisiklige yol acar. Bu degisikliklere 6rnek olarak kayit defteri kaydi, var olan
bir dosyada degisiklik yapilmasi, yeni bir dosya olusturulmasi, ag trafigi olusturmasi, ag
ayarlarinda degisiklik yapilmasi verilebilir [8]. Bu degisiklikler, yazilimlarin 6zelliklerini
iceren veriler olarak degerlendirilebilir. Elde edilen bu fazla sayida ve farkli yapidaki veri,

dogru bir analiz yontemi ile yazilimlarin zararli veya zararsiz olarak siniflandirilmasinda



etkin rol oynayabilmektedir. Bu sayede imza tabanli tespit yontemi ile ¢alisan bir anti viriis
sistemince tespit edilemeyen bir zararli yazilim, bahse konu yaklasim ile zararli yazilim

olarak siniflandirilabilecektir [9].

Yapilan ¢alismanin amaci ¢ok sayida ve farkli bigimde (sayisal, metin) 6zellikleri bulunan
zararl yazilimlari, makine 6grenmesi yaklasimlarindan olan siniflandirma algoritmalari ile

tespit edebilmektir.

Calismada oncelikle elde edilen ve normalize edilmis iki farkli veri setinde bulunan
Ozniteliklerden hangilerinin sinif degerine daha fazla etkili oldugu Bilgi Kazanimi,
Korelasyon ve Temel Bilesen analizi Oznitelik segme yontemleri kullanilarak tespit
edilmistir. Bu sayede smif degerine etkisi/kazanimi daha yiiksek olan o6zelliklerin
smiflandiricilarin performanslarini olumlu yonde etkileyip etkilemedigi ortaya koyulmustur.
Sonraki adimda literatiir taramasi sonucunda one ¢ikan Naif Bayes, Bayes Agi, C4.5,
Lojistik Regresyon, Destek Vektér Makinelar1 ve Rastgele Orman algoritmalarinin
performanslar1 oncelikle boyutu indirgenmemis ham veri setleri lizerinde; daha sonra
belirlenen Oznitelik segme yontemleri ile boyutu indirgenmis veri setleri {izerinde

kiyaslanmustir.

Bahse konu analizde ilk olarak statik zararli yazilim analizi ile elde edilmis olan ve agik
kaynakta bulunan bir veri seti lizerinde, daha sonra “kelime torbasi (Bag of words)” yontemi
ile sifirdan olusturulan diger bir veri seti ilizerinde yukarida belirtilen yontemler ve

algoritmalar uygulanarak sonuglar gdézlemlenmistir.

Calisma Windows isletim sistemine uyumlu yiiriitiilebilir dosyalar iizerinde yapilan
analizleri kapsamaktadir. Farkli isletim sistemlerinde goriilen zararli yazilimlar ¢alisma

kapsaminda degildir.



2. ZARARLI YAZILIMLAR VE KULLANIM AMACLARI

Kot amaclh yazilim, tek tek bilgisayarlara veya bir agda bulunan tiim sistemlere bulagsmak
hedefiyle kotli amagl yazilim uygulayan kisiler tarafindan olusturulur. Zararli yazilimlar
genellikle hedef sistemde bulunan agikliklardan faydalanilarak veya sistem yoneticilerinin
(admin) yetkileri kullanilarak aktif hale getirilebilirler [6]. Zararli yazilim, bir kurumun ag
trafigine, siiregelen hizmetine veya programlanabilir kritik bir cihazina, zarar vermek veya
bunlar1 istismar etmek tizere tasarlanmis yazilimlar: temsil eden terimdir. Zararl yazilimlari
siber suclular genellikle maddi kazang odakli kullanirlar. Bu kapsamda istismar edilmek
istenen veriler finansal, tibbi ve sistem kullanici bilgileri olabilmektedir [16]. K&tii amagh
yazilim, en bilinen sekli ile virlisleri, fidye yazilimlarim1 ve casus yazilimlar1 kapsar.
Bunlarin diginda farkli amaglarla (reklam vb.) kotii amagh yazilim gesitleri de mevcuttur.
Kotli amaglt yazilimlar, siber saldirganlarca olusturulan ve hedefi; veri biitiinliigline,

sistemin islerligine zarar vermek veya sisteme yetkisiz erisim saglamak olan kodlardir [7].

Kot amagli yazilimlarin, genellikle kullanicilarin e-postasina goénderilen bir baglant1 veya
ek olarak sunulan bir dosya bi¢iminde sistemde yiiriitiilmesi hedeflenmektedir. Kotii amagh
yazilimlarin sistemlerde aktif hale gelebilmesi i¢in kullanicinin zararl dosyay1 ¢aligtirmast,
linke tiklamasi veya saldirganin kullaniciya ait oturum bilgileri vb. bilgileri elde etmesi
gereklidir. Kotii amacl yazilimlar, 1970’11 yillardan bu zamana, kurumlar ve bireyler i¢in
bir tehdit unsuru olmaktadir. Bugiline kadar, milyonlarca farkli kotii amach yazilim
gelistirilmis ve cesitli siber saldirilarda kullamlmstir. Ozellikle 2018 yil1 ilk ¢eyreginde, 40
milyondan fazla zararli yazilimin ortaya ¢iktig1 géz oniine alindiginda, bu alanda ¢ok biiyiik
gayret sarf edildigi anlasilabilir. Bu durum, zararli yazilim saldirilarina karsi alinmasi

gereken tedbirler i¢in de ayni oranda gayretin sarf edilmesini gerekli kilmaktadir [7].

Gilin gectikge zararli yazilimlar daha karmasik hale getirilmektedir. Zararli yazilim
olusturuculari, imza tabanl anti viriis sistemleri gibi klasik (legacy) giivenlik ¢éztimlerini
atlatmay1 amaclamaktadir. Bu durum sistemlerin ve sistemler i¢inde tutulan verilerin
giivenligini saglamaya yonelik olarak farkli ve yeni ¢ézlimler bulma konusunda ¢aligmalar

yapilmasini zorunlu hale getirmistir [50].

Zararli yazilimlar siber suglular tarafindan basta asagida sunulanlar olmak iizere bagka

bir¢cok sebeple de kullanilabilmektedir:



o Kisisel verileri calmak ve kimlik hirsizlig

e Kredi kart1 bilgilerinin veya diger finansal bilgilerin elde edilmesi

e Ag iizerinde herkese verilen bir hizmeti kesintiye ugratmak; bu maksatla birden

fazla bilgisayar1 uzaktan kontrol etmek
e Kullanicilarin bilgisayarlarini dijital para kazanmak amactyla kullanmak [16].
2.1. Zararh Yazilhm Tiirleri

Zararl yazilimlarin sayis1 giinlimiizde milyonlarla ifade edilmekle birlikte, genel olarak her

bir zararh yazilim asagida agiklanan kategorilerden birisine iiye oldugu soylenebilir.
2.1.1. Viriisler

Bir bilgisayar virtisii, baska dosyalar i¢inde gizlenerek sistemin ¢alisma seklini degistirmeyi
amaclayan bir programdir. Bilgisayar viriisleri kendi baslarina diger programlara ve/veya
belgelere yayilirlar. Bir bilgisayar viriisiiniin hedefi, acikligi bulunan sistemlere niifuz

etmek, yonetici roliinii elde etmek ve kullanicilarin hassas bilgilerini calmaktir [41].
2.1.2. Fidye yazilimi1 (Ransomware)

Fidye yazilimi, siber saldirganlarin kullanicilarin dosyalarini veya tiim sabit disklerini
karmasik bir algoritma ile sifreledikten sonra kullanicilardan para (genellikle dijital para
Bitcoin, Eterium vb.) talep etmek i¢in kullandiklari1 bir zararli yazilim ¢esididir. Diger zararlh
yazilimlardan farkli olarak kendini gizlemek yerine bir an 6nce kullanicinin farkina varmasi
ve istenilen fidye miktarin1 saldirganlara ulastirmasi hedeflenmektedir. Kullanici 6deme

yapana kadar veriler sifreli kalir [42].
2.1.3. Solucanlar (Worms)

Viriisler ile solucanlar arasindaki 6nemli bir fark, viriislerin aktif olabilmesi i¢in mevcut bir
program gerekirken, solucanlar kullanic1 eylemi olmadan ¢ogalabilen zararl programlardir.
Bir solucan kendisinin birden fazla kopyasini olusturur ve agda acikliklart bulunan ve

gerektigi gibi korunmayan tiim bilgisayarlar1 ve sunuculara bulagabilir [43].



2.1.4. Casus yazilhim (Spyware)

Casus yazilim, kullanicilarin bilgisi disinda sistemlere yiiklenen ve kisisel bilgileri veya
internette ziyaret edilen sitelerden kullanicinin davranis analizini ¢ikararak saldirgana ileten
bir zararli yazilm g¢esididir. Bu yazilimlar ile kullanicilarin cihaz iizerindeki her tiir
etkilesimi izlemeleri miimkiin hale gelir. Saldirgan casus yazilimlar aracilifiyla sisteme

yiiklenmeye miiteakip kullanicilarin eylemlerini kendi bilgisayarindan izleyebilir [16].
2.1.5. Truva at1 (Trojan Horse)

Truva atlari, kullanicilart kandirmak i¢in zararsiz uygulamalar seklinde davranirlar. Amag
yayilmaktan ziyade girdikleri sistemde fark edilmeden ana fonksiyonu (bilgi ¢calmak vb.)
yiiriitebilmektir. Cogu zaman mesru programlarin igine bilingli olarak yerlestirilirler. Bu
sebeple lisanssiz programlar kullanirken bu husus goz oniinde bulundurulmalidir. Genellikle

saldirgan i¢in sistemde bir arka kap1 (backdoor) agmak i¢in kullanilirlar [44].
2.1.6. Reklam yazilimi (Adware)

Cevrimigi reklamlar olusturmak amaciyla kullanilan koétii amagli yazilimlardir. Bu tiir
programlar, kullanicilara c¢evrimi¢i iken istenmeyen reklamlar veya agilir pencereler
gosterir. Reklam yazilimi programlar1 genellikle, baska bir program yiiklerken sisteme

yiiklenir [17].
2.2. Saldir1 Vektorleri ve Klasik Zararh Yazilim Analiz Yontemleri

Yukarida agiklanan zararli yazilimlarin kullanici sistemlerinde aktif hale getirilmesi i¢in

saldirganlar tarafindan kullanilan yaygin siber saldir1 vektorleri sunlardir:

e Giivenligi Ihlal Edilmis Kimlik Bilgileri
e Zayif ve Calint1 Kimlik Bilgileri

e Fidye yazilimi

¢ E-dolandiricilik

o Sifir Giin Glivenlik Agiklari

¢ Eksik veya Yetersiz Sifreleme

¢ Yanlis yapilandirma

e Giiven Iliskileri



o Sifir giin gilivenlik agiklari
e Kaba kuvvet saldirisi

e Dagitilmis Hizmet Reddi (DDoS)

Kot amacglh yazilimlarin gesitliligi, karmasikligi ve kullanilabilirligi, aglar1 ve bilgisayar
sistemlerini saldirilardan giivence altina almak i¢cin muazzam zorluklar ortaya ¢ikarir. Kotii
amacl yazilimlar giivenlik analistlerini zorlayacak sekilde siirekli gelismektedirler.
Arastirmacilarin siber savunma yontemlerini gelistirerek bu duruma ayak uydurmalar bir
zorunluluk haline gelmistir. Polimorfik ve metamorfik yontemler ile zararli yazilimin
giivenlik sistemlerine yakalanmasinin dnlenebilmesi ve ger¢ek amacinin saklanabilmesi ile
zararli yazilimlarin sayist ve ortaya cikardigi giivenlik tehdidi oldukca artmaktadir.
Polimorfik kotii amaglh yazilim, kodun yapisini degistirecek bir kod barindirir. Bu sayede
hash degeri degisse de yazilim orijinal fonksiyonunu korur. Ayrica statik analiz yapilmasini
neredeyse imkansiz hale getirir. Paketleme ve sifreleme yaygin olarak kullanilan

yontemlerdendir [7].

Metamorfik kotii amagli yazilim, ayni fonksiyonu siirdiirecek bir sekilde kodu yeniden
olusturur. Kotii amacl yazilim yazarlar birden fazla doniisiim kullanabilir. Buna 6rnek
olarak; kayit defteri (registry) yeniden adlandirma, kod genisletme (extension), kod

kiigiiltme ve ¢op (garbage) kodu ekleme buna 6rnek olarak verilebilir [7].

Literatiir taramalaria bakildiginda zararli yazilim analizlerinin genel itibari ile 3 temel

metot kullanilarak analiz edildigi goriilmektedir:

Bunlar statik analiz, dinamik analiz ve hibrid analiz metotlaridir. Bununla birlikte zararli
yazilim tespit yontemleri imza-tabanli ve sezgisel (davranis tabanli) olarak karsimiza
cikmaktadir. Statik analiz kotli amacgli yazilimi galistirmadan incelemeyi igerir. Diger
yandan dinamik analiz yonteminde yazilimin ¢alistirilmasini 6n kosuldur. Hibrid analiz her

iki yontemin harmanlanmig halidir [27].

Kot amagli yazilimin nasil ¢alistigini anlamak, islevselligini, kaynagimi ve potansiyel
etkisini belirlemek i¢in izlenen inceleme siireci kotii amagli yazilim analizi olarak

adlandirilir.



Giivenlik analistlerinin karsilagtigi koti amacli yazilim sayisi, onceden tespit edilen
programlarin farkli versiyonlar ile sayilari milyonlar1 bulacak sekilde siirekli artmaktadir.

Bu sebeple kotii amacli yazilim analizi tiim igletmeler i¢in kritiktir.

Dinamik analiz sayesinde, zararli yazilimin statik analiz ile tespit edilebilmesini zorlastiran
faktorler ortadan kalkar ancak; dinamik analiz siirecinde goz Oniine alinmas1 gereken bazi

hususlar bulunmaktadir:
1. Dinamik analiz i¢in zararli yazilim ger¢ek zamanli olarak c¢alistirilmalidir.

2. Calistirilan sistem giivenli bir ortam olmalidir. Bu sayede zararli yazilimin ortaya

cikarabilecegi geri doniilmez zararlar 6nlenebilir.

3. Bahse konu giivenli ortam gdzden ¢ikarilabilir ve internet baglantis1 olmayan bir fiziksel
sistem olabilir. Ancak bu durumda zararli yazilim iglevine gore internete ¢ikis yapamayacagi

icin hangi domain, IP ile baglanti kurdugu tespit edilemez.

4. Bu durumda sanal makinelar kullanilabilir. Fakat zararli yazilim yazarlari, zararh
yazilimin sanal veya kum havuzu vb. ortamlarda bulunduklarini tespit etmeye ve bu
durumda farkli davranmaya yonelik kod pargaciklarini zararli yazilima ekleyebilecekleri

unutulmamalidir [18].






3. LITERATUR TARAMASI

Calisma 6ncesinde bu alanda yapilmis olan calismalari incelemek adia YOK Tez Merkezi

veritabaninda “Zararli Yazilim Tespiti” ve “Malware Detection” anahtar kelimeleri ile

arama yapilmistir. Arama sonucunda 15 adet tez bulunmustur. Bu tezlerden iki tanesinin

doktora, digerlerinin yiiksek lisans tezi oldugu ve Tiirkiye’de bu alanda ilk kez 2012 yilinda

tez calismasi yapildigir goriilmiistiir. Calismalarin bazilar1 bu tezde incelenen Windows

isletim sistemlerine uyumlu yazilimlardan ziyade android isletim sistemlerine karst {iretilen

zararl yazilimlara yoneliktir. Bu tezde incelenen problem sahasi ile benzerlik gosteren

calisma konusuna sahip tezler hakkindaki bilgiler asagidaki tabloda sunulmustur:

(izelge 3.1. Literatiir taramasinda incelenen tez bilgileri

Yazar/Yazarlar

Yil

Problem

Coziim Yontemi

Tahillioglu
Ersan

2020

Sifirmc1 giin zararli yazilimlarinin

tespiti

Zararli  yazilimlarin  bellek

iizerinde biraktig1 izler resim
formatina dondstiiriilerek 6zellik

¢ikarimi yapilmustir.

Alsumaidaee Yaseen

Ahmed

2019

Kétii amagl yazilimlarin analizi ve

tespiti

Gii¢ Spektral Yogunlugu (PSD)
ile 6zellik ¢ikarimi yapilmis, elde
edilen veri seti Destek Vektor
Makinesi (SVM), Radyal Temel
Ag (RBF) ve c¢ok katmanl
perceptron ( MLP) yontemleri ile

analiz edilmistir.

Mohamed, Sefu

2019

Sifirinct gilin zararli yazilim adi

verilen '"yakalanmayan" zararh

yazilimlarin tespiti

Calistirilabilir dosyalarin niimerik
ve metinsel ozellikleri
kullanilarak olusturulan veri seti
iizerinde Rastgele Orman, KNN,
Karar Agact ve Light GBM
siniflandiricilar: caligtirilarak

analiz edilmistir.
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Cizelge 3.1. (devam) Literatiir Taramasinda Incelenen Tez Bilgileri

Caligtirilabilir dosyalardan elde
edilen, assembly dosyalarindan
harici

cikarllan  yerel  ve

fonksiyonlar1 ile  olusturulan

graflarin benzerlik oranit ve bu

) ) . fonksiyonlara ait opcode
Atasever, Kiibra Nur | 2019 Metamorfik viriislerin tespiti . .
dizilerinin benzerligi en uzun
ortak kiime (longest common
subsequence) algoritmast
kullanilarak metamorfik viriis
varyantlarinin  benzerlii analiz
edilmistir.
) o Derin 6grenme yaklasimi ile bu
Analiz siirecini atlatmaya g¢aligan -
, | tir zararlh yazilimlarin tespitine
Bulut, Irfan 2017 modern zararli yazilimlarin tespit i ) o
) ’ yonelik agik kaynak bir veri seti
edilmesi '
iizerinde ¢aligma yapilmistir.
Bilgisayar Solucanlarmnin ) ] ]
) Kodlart tizerinden genel bir analiz
Spafford ,E. H. 1989 Yayilmast ve Sistemsel
yapilmistir.
Davraniglar

Ayrica Cornell Universitesi “arxiv.org”, ScienceDirect veri tabanlarinda “malware detection

via machine learning” ve ULAKBIM/Harman veri tabaninda “makine 6grenmesi ile zararh

yazilim tespiti”

anahtar kelimeleri yapilan arama sonucunda toplam 168 adet makale

bulunmustur. Caligsmalarin bazilar1 bu tezde incelenen Windows isletim sistemlerine uyumlu

yazilimlardan ziyade android isletim sistemlerine kars1 {iretilen veya ag trafigi analizinde

tespit edilmeye calisilan zararl yazilimlara yoneliktir. Bu tezde incelenen problem sahasi ile

benzerlik gosteren ¢alisma konusuna sahip makaleler hakkindaki bilgiler agagidaki tabloda

sunulmustur:
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Cizelge 3.2. Literatiir Taramasinda Incelenen Makale Bilgileri

Yazar/Yazarlar | Yil Problem Coziim Yontemi
Sinir aglar1 kullanilarak analiz
L ) Zararli yazilim trafiginin analizi ve | ¢aligmas1 yapilmustir.
Galinkin, Erick 2020
zararli yazilim tespiti
Sharif, Mahmood Zararli yazilim yapist
Shintre, Saurabh 2019 Bilinmeyen zararli yazilimlarin | degistirilerek/optimize  edilerek
Bauer, Lujo klasik olmayan yontemler ile tespiti | Derin Sinir aglar1 ile tespit
caligmasi yapilmistir.
Reiter, Michael
Joshi, Levi Zararli URL lerin statik 6zellikleri
Lloyd, Paul 2019 Zararl1 URL tespiti (strings) ¢ikarilarak elde edilen
Westin, Srini veri seti ile analiz yapilmustir.
N-gram ayirma sonucu elde edilen
Kolter 2006 Bilinen zararli yazilimlarin tespiti veri seti Naif Bayes, DVM ve
karar agaglari ile analiz edilmistir.
. o Recurrent Neural network (RNN)
Wang, Xin Zararl yazilim analizi i¢in daha az L
) | ve API c¢agrim dizisi kullanilarak
2016 ama daha kapsamli veri seti i ) ] )
elde edilen veri seti {izerinde
Yiu, Siu Ming olusturma )
analiz yapilmistir.
o Paketlenmis zararli programlarin | Paketlerin agilmasi ve imza tabanli
Perdisci 2008 o ] )
tespiti tespit yontemi kullanilmistir.
PE Miner ile statik Oznitelikler
» ¢ikarilmis, 6znitelik eleme sonrasi
Bilinmeyen zararlh yazilimlarin ) L )
Shafiq 2009 - veri madencilifi yontemlerinden
tespiti

Naif Bayes, DVM, Regresyon

kullanilmustir.



https://arxiv.org/search/?searchtype=author&query=Galinkin%2C+E
https://arxiv.org/search/?searchtype=author&query=Sharif%2C+M
https://arxiv.org/search/?searchtype=author&query=Shintre%2C+S
https://arxiv.org/search/?searchtype=author&query=Bauer%2C+L
https://arxiv.org/search/?searchtype=author&query=Reiter%2C+M+K
https://arxiv.org/search/?searchtype=author&query=Joshi%2C+A
https://arxiv.org/search/?searchtype=author&query=Lloyd%2C+L
https://arxiv.org/search/?searchtype=author&query=Lloyd%2C+L
https://arxiv.org/search/?searchtype=author&query=Westin%2C+P
https://arxiv.org/search/?searchtype=author&query=Westin%2C+P
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Cizelge 3.2. (devam) Literatiir Taramasinda Incelenen Makale Bilgileri

Shabtai

2009

Bilinmeyen zararli yazilimlarin

tespiti

Oznitelik segme teknikleri (Bilgi
kazanimi, Fisher skoru, dokiiman
sikligr (TF)) ve smiflandirma
algoritmalar1 (K-NN, Bayes Net,
Naif Bayes) kullanilmustir.

Bazrafshan

2013

Kotii amagl yazilimlar tespit etmek

(1) imza tabanli yontemler, (2)
sezgisel tabanli yontemler ve
davranig  tabanli  yontemleri
kullanarak  statik  ozellikleri
cikarllan  zararli  yazilimlarin

tespiti i¢in ¢aligma yapilmustir.

Dube T.
Raines R.
Peterson, G.

Bauer K.

2012

Kotii amacl yazilimlar tespit etmek

Zararli  yazilimlarin  sezgisel
olarak ortaya koyulmus statik
ozellikleri karar agac1 (ID3, C4.5)

algoritmalart ile analiz edilmistir.

Mohaisen A.

Alrawi Omar

Mohaisen M.

2015

Klasik yontemler ile modern zararlt

yazilimlarin tespit edilememesi

Yazilimlar  sanal  ortamlarda
caligtirilarak elde edilen
davranigsal ozellikleri ile
denetimsiz  6grenme yaklagimi

kapsaminda kiimelenmislerdir.
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4. VERI MADENCILiGi, ZARARLI YAZILIMLAR VE MAKINE
OGRENMESI

Veri madenciligi temelde, ¢cok sayida yapisal ve yapisal olmayan biiyiik veriden cesitli
matematiksel yontem ve yaklasimlar ile anlamli ¢ikarimlar elde edilmesidir [13]. Bu tanima
verilebilecek en giincel 6rnek online aligveris platformlaridir. Bahse konu platformlarda
miisteri 6zellikleri (yas, cinsiyet, lilke vb.), miisteri hareketleri (alinan iirlinlerin sirasi,
iligkisi vb.) gibi 6zellikler sonucu ¢ok sayida miisteri ve satilan, goz atilan iiriin bilgisi elde
edilmektedir. Bu 6zelliklerin olusturdugu biiyiik veri, analiz edilerek miisterilere satin
alabilecekleri iiriinler, satin alinan {riinlere goére Onerilecek {riinler ortaya
cikarilabilmektedir. Biiyiik verinin ii¢ temel 6zelligi bulunmaktadir. Bunlar verinin miktari,

hiz1 ve degiskenligidir [8].

Benzer sekilde zararli yazilim analizlerinin yapildigi platformlara (¢cevrim i¢i bulut yapilari,
lokal bilgisayarlar vb.) bagli olarak miktar ve hiz degiskenlik gosterebilecektir. Bulut
yapilarinda ¢ok sayida veri ¢ok kisa siirede olusabilirken; lokal ¢alisma alanlarinda (kisisel
bilgisayar) bu sayi nispeten sabit olabilmektedir. Ancak degiskenlik 6zelligi zararli
yazimlarin i¢erdigi yapisal, yar1 yapisal ve yapilsa olmayan veriler géz 6niine alindiginda

her iki taraf i¢in de ayn1 olabilmektedir [8].

Zararli yazilimlarin statik ve dinamik analizleri sonucunda elde edilen 6zellikleri de yukarida
belirtildigine benzer sekilde sayisal, metin vb. degerlere sahiptir. Bu 6zellikler ve degerlerin
hepsi zararli yazilimlarin analizleri i¢in kullanilan biiyiik veri halindedir. Bahse konu
degerler normalize edilmeye miiteakip veri madenciligi yontemleri ile birbirleri ve ¢ikt
degerleri ile iligkileri ortaya koyulur. Nihai olarak bir modelde kullanilabilecek hale getirilir.
Elde edilen model yeni verileri en yiiksek dogruluk oraninda kategorize edebilmek adina bir

karar destek araci olarak kullanilir [13].
4.1. Makine Ogrenmesi, Denetimli-Denetimsiz Ogrenme Modelleri

Makine Ogrenimi, 6grenme yetenegine sahip olan, kendisine verilen verileri kullanarak yeni
veriler hakkinda tahminde bulunan algoritmalar1 kapsayan bir sistemdir. Bu algoritmalar

kendisine girdi olarak verilen verilerden bir model olustururlar. Bu modelin ¢ikt1 kalitesi
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(tahmin/karar) girdilerin niteligi ile dogru orantilidir. Bu sebeple algoritmalara verilecek

olan verilerin segilmesi, elenmesi siiregleri 6nem arz etmektedir [9].

Egitim Verileri

U

Makine Ogrenmesi

<~

Giris Bilgisi » Model »‘ Cikis Bilgisi

Sekil 4.1. Makine 6grenmesi temel akis semasi [9]

Makine 6grenimi algoritmalari, verilerden 6grenen, tecriibi olarak stirekli gelistirebilen ve
nihai olarak insan miidahalesi olmadan ¢alisabilmesi hedeflenen programlardir. Denetimli
ve denetimsiz 6grenme modelleri makine 6grenmesi algoritmalarini kapsayan iki temel

kategori olarak karsimiza ¢ikmaktadir.

Denetimsiz

Ogrenme ' | Kiimeleme

Makine Ogrenmesi ’ Siniflandirma
Denetimli /
Ogrenme

\ Regresyon

Sekil 4.2. Makine 6grenmesi kategorileri [9]
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4.1.1. Denetimli 6grenme

Denetimli 6grenmede model etiketlenmis veriler kullanilarak egitilir. Modelin egitiminde
kullanilacak bir egitim veri seti mevcuttur. Benzer durum olarak, bir 6gretmenin destegiyle
gergeklesen 0grenme siireci verilebilir. Denetimli 6grenme siirecinde model, etiketli egitim
verileri ile 6grenme islemini gerceklestirir, miiteakiben yeni gelen verilerden en dogru

sonuca ulasilmasinda yardimci olur. [10].

Denetimli 6grenme, Onceki deneyimden veri toplamamiza veya bir veri c¢iktisi
olusturmamiza olanak tanir. Deneyimi kullanarak performans kriterlerini optimize etmemize

ve ¢esitli gercek diinya hesaplama problemlerini ¢6zmemize yardimci olur [10].

Simiflandirma Regresyon

o A 4

Sekil 4.3. Denetimli 6grenme yontemleri [10]
4.1.2. Denetimsiz 6grenme

Denetimsiz 6grenmede bir siif degeri/kategori ¢iktist bulunmamaktadir. Denetimsiz
o6grenmede amag, verilerin 6zelliklerine gore kiimeler altinda toplayabilmektir. Kiimeleme
ve birliktelik kurallarina gore verileri gruplara ayirmak, denetimsiz 6grenme yonteminin

temel metotlaridir [11].
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Cizelge 4.1. Denetimli-denetimsiz 6grenme karsilastirmasi [10]

Denetimli Makine Ogrenmesi

Denetimsiz Makine

Perametreler .
Teknigi Ogrenmesi Teknigi
: L o Yal irdi verisi
Islem Girdi ve ¢ikt1 degerleri verilir N ,n_l Zoa girdt verist
verilir.
Girdi Verisi Avlfgf)?itmalar etiketli veri ile Algoritmalar etiketli veri
egitilir. kullanmaz.
Kiimeleme algoritmalari,
Kullanilan SVM, NN, Regresyon, Rastgele En yakin komsu
Algoritmalar Agag, Sniflandirma Agaclari algoritmasi, Hiyerarsik
kiimeleme vb.
Hesaplama Denetimsiz 6grenmeye gore daha | Hesaplama karmasikligi
Karmagiklig1 basittir. nispeten yiiksektir.

Veri Kullanimi

Egitim seti ile modeli 6grenir ve
girdi ¢ikt1 arasinda baglant
kurmaya calisir.

Cikt1 verisi kullanmaz.
Girdiyi uygun kiimeye
ilintiler.

Dogruluk Oran1 | Yiiksek seviyede giivenilirlik Daha az dogruluk orani
" : Og kiimel
Gergek Zamanli | Ogrenme egitim seti ile grenme kimeleme
. . . sirasinda gergek zamanl
Ogrenme cevrimdist gergeklesir
olur.
Sinif yoktur. Optimize
e kiime sayisini belirlemek
Sinif sayis1 Sinif sayis1 bilinir.

ayrica hesaplama
gerektirir.

Temel Sorun

Degisik yapidaki ¢cok biiyiik
verinin analizi sirasinda
problemler ortaya ¢ikabilir.

Kesin ve tam olarak
dogru sonuca her zaman
ulasilamaz.
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Statik Oznitelik
/Dinamik Cikarimi
Karakterler

Makine
Ogrenmesi
Teknikleri ve
Degerlendirme

Oznitelik
Segimi

Sekil 4.4. Makine 6grenmesi tabanli siniflandirma siirecinde izlenen dongii [12]

4.2. Makine Ogrenmesi ile Zararh Yazihm Tespit ve Siflandirmasinda Karsilasilan
Giicliikler [18]
Bu kapsamda sinif dengesizligi, konsept kaymasi ile karsi saldir1 6grenimi ve agik kaynak

riski kavramlar karsimiza ¢ikmaktadir.
4.2.1. Sinif dengesizligi [19]

Makine 6grenmesi temelli olusturulan bir model kendisine verilen egitim setinin kalitesi ile
dogru orantili olarak sonug iiretebilecektir. Veri seti i¢inde farkli siniflara ait dengesiz veri
dagilimi, modelin ¢ogunlukta olan sinifa gére sonug¢ iiretmesine dolayist ile dogruluk

oraninin diismesine sebebiyet verebilecektir.

Literatiirde dogruluk celiskisi olarak yer alan bu duruma bagli olarak dogruluk kendi bagina
yeterli bir gosterge olmamaktadir. Bu kapsamda karmasiklik matrisi (confusion matrix)
icinden elde edilen Kesinlik, Duyarlilik ve F score degerleri de bir smiflandiricinin

performansini 6lgmek i¢in kullanilmaktadir.

Kesinlik (Precision) degeri; dogru pozitif (TP) sayisinin dogru pozitif ve yanlis pozitif
sayilarinin toplamina oranidir. Kesinlik degeri siniflandiricinin pozitif olarak siniflandirdig:
degerlerden kacginin gergekten pozitif oldugunu ortaya koyar. Yanlis dogru sayisi azaldikca

dogruluk oraninin arttig1 matematiksel olarak goriilebilmektedir.

Kesinlik degeri formiilii Es. 4.1°de goriildiigii gibidir.
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Kesinlik= TP/(TP+FP) (4.1)

Duyarhilik (Recall) degeri; dogru pozitif (TP) sayisinin dogru pozitif ve yanlis negatif (FN)
sayilarinin toplamina oramidir. Smiflandiricinin pozitif olarak siniflandirmasi gereken
degerlerden kagini pozitif olarak siniflandirdigini ortaya koyar. Yanlis negatif sayisi
azaldik¢a dogruluk oraninin arttii matematiksel olarak goriilebilmektedir. Zararli bir
yazilimin zararsiz olarak kabul edilmesinin riski géz oniine alinarak, calismada dogruluk
degerleri ile birlikte duyarlilik degerleri de dikkatle incelenmistir. Es. 4.2°de goriildigi
gibidir.

Duyarlilik=TP/(TP+FN) (4.2)

F score degeri; Kesinlik ve Duyarlilik degerlerinin ¢arpiminin toplamina oraninin 2 ile
carpilmast ile edilmektedir. U¢ degerlerin de hesaba katilmasi gereken esit dagilimin
olmadig1 veri setleri analizinde F-score degeri onem tasimaktadir. Es. 4.3’te goriildiigii

gibidir.
F-Score=2*((Kesinlik*Duyarlilik)/(Kesinlik+Duyarlilik)) (4.3)

4.2.2. Konsept kaymasi

Calisilan zararhi yazilim tespit yontemlerinin ileriki donemde ortaya cikabilecek tiim
zararllari tespit edebilecegi yanilgisit bulunmaktadir. Halbuki zararli yazilimlar giin gegtikce
daha karmagik hale gelmekte ve igerdigi 6znitelikler farklilasabilmektedir. Ornegin; zararl
yazilim kodlar1 lizerinde ¢alistiklar1 isletim sistemini analiz ederek buna gore eger sanal
makine tizerinde ise asil fonksiyonlarini gergeklestirmeyecek sekilde olusturulduklar1 goz
Online alindiginda konsept kaymasinin dikkate alinmasi gerektigi daha iyi

anlasilabilmektedir. [19].
4.2.3. Karsi saldir1 6grenimi ve a¢ik kaynak riski

Makine Ogrenmesi her ne kadar yeni nesil bir metot ve zararli yazilim tespit ve
siiflandirmasinda etkin ve modern bir yaklasim olarak kullanilsa da; saldirganlar da
modelin yapisini atlatmaya yonelik Oznitelikler olusturabilecegi akildan ¢ikarilmamalidir.
Modelin tespiti hangi esasalar gore yaptigini1 6grenen bir saldirgan modeli aldatmaya yonelik

sekilde yazilimi sekillendirebilir. Bununla birlikte makine 6grenmesi ile zararli yazlim
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analizine yonelik calismalarin biiyiik cogunlugu agik kaynaktan ulasilabilecek veri setleri
tizerinde yapildigindan, saldirganlarin bu veri setlerine ulagabilecegi ve belirgin 6znitelikleri

saklayacak sekilde yazilimi olusturabilecegi bir gergektir.

Bu geleneksel saldir1 vektorleri yaninda saldirganlar yapay zekayi da bir saldir1 vektorii
olarak kullanmaya baslamislardir. Giiniimiizde yapay zeka kabiliyetleri ile bir insanin sesini

telefonda taklit edip kisi veya organizasyondan para/bilgi calmak yayginlasmaktadir [19].
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5. ZARARLI YAZILIM TESPITINDE KULLANILAN MAKINE
OGRENMESIi METOTLARI

Zararli yazilim tespitinde kullanilan makine 6grenmesi metotlar1 istatistiksel, kural tabanli

ve uzaklik tabanli metotlar olmak iizere ii¢ baslik altinda incelenmistir.
5.1. Istatistiksel Metotlar

Sonuglar olasilik hesaplamalari ile iireten Naif bayes, Bayes aglari ile regresyon ve lojistik

regresyon metotlar1 asagida agiklanmistir.
5.1.1. Naif bayes (Naive bayes)

Naif Bayes olasiliga dayanan bir siniflandiricidir. Bayes Kurali kosullu bagimsizliklari esas

alan bir formiil ile agiklanabilir [12]. Es. 5.1°de goriildiigi gibidir.

P(AB)=P (4) P(B|4) (5.1)
P(B)

Bir Naive Bayes siniflandirici, 6zniteliklerin birbirinden kosulsal bagimsiz ve erisilmek
istenen ¢iktinin (siif degeri) tiim bu 6zniteliklere kosulsal bagli olarak degerlendirildigi bir

siniflandiricidir [38].

P(A|B) ; B olay1 gerceklestigi durumda A olayimin meydana gelme olasiligidir.
P(B|A) ; A olay1 gerceklestigi durumda B olayiin meydana gelme olasiligidir.
P(A) ve P(B) ; A ve B olaylarinin sirasiyla olasiliksal oranlaridir.

Bu makine 6grenimi algoritmasi ile bir egitim veri kiimesi lizerinden kosullu ve kosulsuz
olasiliklar elde edilmektedir. Elde edilen ¢ikti, sorgulanan bir olasiliktir. Bu nedenle,
siniflandirma islemi sonucunda verilen karar, karsilik gelen sinif kiimesinden bir maksimum
degere dayanilarak verilecektir [20]. Naif Bayes algoritmasi tiim 6zniteliklerin birbirinden
bagimsiz, siif degerine kosullu bagimli oldugu ilkesine dayanir. Ozniteliklerin birbirleri ile
olan bagimliliklarin1 géz ard1 ettigi icin dogruluk degeri nispeten yiiksek olmamakla birlikte;

bellek ve hesaplama karmasiklig1 oldukca diistiktiir [38].
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5.1.2. Bayes aglar

Bayes Aglari, yonlendirilmis dongilisel olmayan grafik kullanarak kosullu bagimliliklar
gosteren, olasilik odakli dongiisel olmayan bir grafik modeldir (Literatiirde Bayesian Belief

Networks olarak da adlandirilir).

Bir Bayes ag1, yonlii doniissiiz bir ¢izge modelidir. Naif Bayes’ten farkli olarak birbirleriyle
kosulsal bagimliliga sahip bir degiskenler kiimesini temsil eder [1]. Bayes aglari; bir olay1
olas1 sebepleri ile bagdastirarak agiklamak i¢in kullanilan bir modelleme tiiriidiir. Veri
kiimesine ait tiim 6znitelikler kosulsal bagimli olarak kabul edilerek karar verilmeye calisilir.
Bu kapsamda, ¢aligmada oldugu gibi yazilim 6znitelikleri kullanilarak bir programin zararl
olup olmadigi, semptomlara bagli olarak hastalik tiirii gibi sonuglara ulagilabilir. Bir olayin
bilesenleri ile olay arasinda istatistiksel bir neden-sonug iliskisi ortaya koyabilmektedir. Es.

5.2’de goriildiigli gibidir.

P(y)P(x|y)P(zly)
P(y)P(xly) (5.2)

Bayes Aglar1 siniflandirma i¢in kullanilabilir, bu nedenle uygulanabilir kétii amagl yazilim
tespiti ve siniflandirmasi i¢in de uygun bir metottur. Bayes Agin1 siniflandirmaya uygun hale
getirmek icin, iist diiglimlere sahip olmayan siniflar en {ist ebeveyn (parent) diiglimler olarak

belirlenmelidir [20].

Bayes aginda temel olarak izlenen yontemin, belli bir sonucu (bu ¢alismada programin
zararli ya da zararsiz olmasi) etkileyen parametrelerin (niteliklerin) birbirlerine bagimlilik
durumlarina gore sonuca yonelik olasiliksal olarak tahminde bulunmak oldugu sdylenebilir

[20].
5.1.3. Regresyon ve lojistik regresyon

Verilen bir degerden sinifi tahmin etme islemi olarak bilinir. Regresyonda yonteminin ii¢

adimi mevcuttur:
e R? : Veriler arasindaki korelasyon;

e p-degeri :R?degerinin dnemi;
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e Tahmin edilen sonug.
Lojistik regresyonun lineer regresyondan farki, lojistik regresyon herhangi bir durum
hakkinda sonuca yonelik bir olasilik ortaya koyar. (%100 dogru-yanlis; %50 sinif-1 sinif-2
gibi). Lineer regresyondan farkli olarak bir dogru yerine 'S' seklinde bir egriye uyumlu
degerler iiretilir. Bu kapsamda sonuca yonelik bir olasilik ortaya ¢ikarir. Simiflandirmada
olasilik yaklasimindan ziyade en saglikli tahmini yapmak esas oldugundan, elde edilmek
istenen sonuca uygun olarak modele deneysel (empirical) olarak girilecek bir esik degeri

(threshold) ne gore lojistik regresyon bir sinif degeri ortaya koyar.

1 oo
o ’ S-Egrisi
y=0,8
0,5 ®
Esik
o) Degeri
y=0,3
0 @@

Sekil 5.1. Lojistik regresyon egrisi

Bu uygulamada sezgisel bir esik degerinin tizerindeki degerler bir sinifa altindaki degerler
diger sinifa atanabilmektedir. Burada ulasilmak istenen sonuca yonelik hangi girdilerin baz
alinacagi belirlenmelidir. Bu kapsamda olasilig1 artirmak i¢in kazanimi en yiiksek olan
niteliklerin belirlenmesinde fayda vardir. Lineer regresyon gibi siirekli (agirlik, yas) ve kesik
veriler (tip) ile ¢alisabilir. Wald Test hangi niteligin tahminde etkinligi ne kadar oldugunu
belirlemede kullanilir. Lojistik regresyonda R? kullanilmaz. Bunun yerine maksimum

benzerlik yaklagimi kullanir [22].
5.2. Kural Tabanh Metotlar

Kural tabanli algoritmalar, analiz sonucu kesin veya belirsiz kurallar ortaya koyabilmek i¢in
kullanilir [13]. Kétii amacglh yazilim siniflandirmasina dahil olan mantik kurallarina sahip
olmanin temel avantaji, esit, daha biiyiik, kiiciik ya da esit gibi mantiksal kurallarin donanim

diizeyinde ¢alistirilabilir olmalaridir. Bu durum karar verme hizin1 6nemli 6l¢iide artirir.
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5.2.1. C4.5

Karar agaglar insa etmek i¢in 6zel olarak onerilmistir [14]. Bahse konu agaglar kotii amacl
yazilim tespiti gibi smiflandirma i¢in kullanilabilir. Aga¢ egitimi siireci, Onceden
siiflandirilmig veri setinin islenmesini icerir. Her adimda, en iyi bilgi kazanci saglayan

Oznitelikler bulunarak veri aga¢ yapisina doniistiiriiliir [50].

C4.5'in diger karar agaci algoritmalarina kiyasla birgok faydasi vardir:

* Yalnizca ayrik degil, siirekli niteliklerle de caligir.

* Eksik nitelik degerlerini hesaba katar.

 Farkli maliyetlere sahip 6zniteliklerle ¢alisir. Agacta geriye dogru siirec isletilerek
diisiik bilgi kazanci saglayan dallar kaldirilir (Agag Budama). Bu islem otomatik olarak
fazlalik veriyi modelden kaldirir. Fazlalik (redundant) verinin smiflandiricinin (6zellikle
Naif Bayes) performansina etkisi deneysel calismada agiklanmistir. Calismada 6znitelik
secme yOntemleri ile boyutu indirgenen veri setleri analizi ile ham veri setlerinin C4.5

siiflandirici ile analizinde performansta ¢ok biiyiik fark olugsmayacagi ongoriilmektedir.
5.2.2. Rastgele orman

Adindan da anlasilacagi gibi, bir topluluk olarak ¢alisan ¢ok sayida bireysel karar agacindan
olusur. Rastgele ormanda bulunan her bir agac bir sinif tahmini ortaya ¢ikarir, en ¢ok secilen
sinif, modelin karar1 olarak kabul edilir [50]. Arkasindaki temel kavram, basit ama giiglii bir
yaklagim olan - kalabaliklarin bilgeligidir. Bir komite olarak c¢alisan ¢ok sayida, gorece

iliskisiz modeller (agaglar), her bir kurucu modelden daha iyi performans gdsterecektir [29].



25

Sif 1 Siif 2

o/
\ i «—— Sufn

Siniflandirmada Oylama Y ontemi

v

Karar

Sekil 5.2. Rastgele orman algoritmasi sekilsel gdsterim
5.3. Uzakhk Tabanh Metotlar

Bu yontem seti, 6nceden tanimlanan mesafe Olgiisiinii baz alarak smiflandirma yapar.
Uzaklik temelli yontemler ic¢in veriler dikkatlice hazirlanmalidir. Ciinki hesaplama
karmasikligi, egitim ornekleri sayisina bagl olarak 6nemli dl¢lide artmaktadir. Bu nedenle

uygun 6zelliklerin segimine ve bazen veri normallestirmesine ihtiya¢ vardir [12].
5.3.1. K-en yakin komsular veya k-nn

Bir siniflandirma ve regresyon yontemidir. K-NN algoritmasinda gergek "egitime" ihtiyag
duyulmaz. Veri setinin etiketli olmasina gerek duymaz, veriyi etiketlemekten ziyade
kiimeleme yaparak ayirir. Algoritma bir siniflandirilmasi gereken ve egitimden numunelere
olan mesafeleri hesaplayan numune veri kiimesi, daha sonra k en yakin komsuyu (en kisa
mesafelerle) secer ve bu k en yakin komsunun sinifina dayali karar verir. K-NN, k&tii amacl
yazilim siniflandirmasi ve tespiti i¢in kullanildiginda, aykir1 degerler ve ¢ok karisik verilerle
basa ¢ikmak i¢in bir metodolojinin yan sira 6zellik se¢imine dikkat etmek gereklidir [12].

Denetimsiz bir 6grenme metodu olmasi sebebi ile K-NN caligmada kullanilmamastir.
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Sekil 5.3. Ug kiimeli bir k-means algoritmasi sekilsel gosterimi
5.3.2. Destek vektor makinesi veya SVM

Denetimli bir 6grenme yontemi olan destek vektor makinesinde veri setinin bdliinmesi igin
hiper diizlemler kullanilir. Alt diizlem, en yakin veri noktalarina olan mesafeyi en iist diizeye
cikarmak i¢in yapilmistir. Hiper diizlemleri basitlestirmek icin ¢ekirdek dontisiimler
kullanilabilir. Bir hiper diizlem insa etmek genellikle “bire bir, bire karsi ¢ok™ olmak iizere

iki sinifl1 bir probleme dontisiir [12].

Bir Destek Vektor Makinesi (DVM), ayirict olarak hiper diizlemi kullanan bir
smiflandiricidir. Diger bir deyisle, etiketli egitim verilerine géore DVM siniflandirici
algoritmas1 yeni verileri denetimli 6grenmede uygulandigi hali ile kategorize edebilecek

optimal bir hiper diizlem ¢ikarmay1 amaclar.

Bu diizlemin gelen yeni girdileri dogru kategorize etmesi icin optimize bir sekilde
belirlenmesi gerekmektedir. Rastgele ¢izilen bir ¢izgi 6zellikle belirgin bir sekilde bir sinifa
ait olmayan ve her iki smifin da Ozelliklerini igerebilen yeni girdilerin yanlis
siiflandirilmalarina sebep olabilecektir. Bunu 6nlemek adina SVM egitim setinde bulunan
en ug (extreme) Ornekleri baz alir. Her iki sinifin en ug diger bir deyisle birbirlerine en yakin
orneklerinden ¢izgi c¢ekerek diizlemi olusturur. Bu noktalar1 vektor kabul eder ve diger

ornekleri kullanmaz.

Her iki sinifin en ug noktalar1 arasindaki en kisa mesafeye margin ad1 verilir. Bu mesafenin
yarist esik (threshold) olarak alinir. Bu sayede margin her iki noktaya da esit mesafede

uzakliga sahip olarak olabilecek en uzun mesafeye sahip olacaktir.
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Maksimal marjin siniflandiricilar aykirt verilere karst ¢ok hassastir. Bunu onlemek i¢in
yanls smiflandirmalara izin verilmelidir. Onyarg1/Varyans celiskisi ortaya ¢ikmaktadir.
Sonug olarak esik ¢izgisinin yeri egitim verisinden en az etkilenecek sekilde belirlenmelidir.
Eger herhangi bir sinifta aykir1 veriler var ise bu ornekler veri setinden kaldirilmali ya da

gormezden gelinerek az sayida yanlis siniflandirma géze alinmalidir.

Destek Vektor Siniflandiricida toplamda iki 6znitelik mevcut ise, ayirici (margin) bir dogru

olarak ortaya ¢ikacaktir.
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Sekil 5.4. iki sinifl1 bir problemde maksimum marjin hiper diizlem

Maksimal Kenar Siniflandirici: Smif elemanlar1 ayrik veriler diginda dogru olarak ayrilmis

durumdadir. Ayirici bir dogru olarak karsimiza ¢ikmaktadir.

Destek Vektor Smiflandirict (SVC): Oznitelik sayisi ii¢ oldugunda ayiric1 bir diizlem; dort

ve daha fazla oldugunda SVC bir hiper uzay olarak karsimiza ¢ikar.
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Sekil 5.5. Ug boyutlu destek vektdr smiflandiric

Destek Vektdr Makineleri (SVM): Iki sinif olan ancak lineer bir sekilde ayrilamayan veri
setlerinde kullanilir. Tek boyutlu veri seti verilerin kareleri alinarak iki boyutlu x/y
diizlemlerinde goriilebilecek hale getirili. SVM leri Kernel fonksiyonlarmi bu tiir
durumlarda veriyi dontistiirmek ve Destek Vektor Siniflandirict ortaya koyabilmek igin

kullanir.

Polinominal kernelde D polinom derecesi. D=1 her bir veri ¢iftinin iliskisinden SVC bulur.

D nin uygun degeri cross validation ile bulunur. Es. 5.3’te goriildtigii gibidir.
Polynomial Kernel = (axb+r)? (5.3)

a ve b her iki sinifa ait gozlem noktalarini; r polinom katsayisini ve d polinom derecesini

temsil etmektedir.

Ortiisen verilerin oldugu veri setini analiz etmenin bir yolu da DVM i Radial Kernel diger

bir deyisle Radial Temel Fonksiyonu (RBF) ile kullanmaktir. Es. 5.4’te gortldigi gibidir.
Radial Kernel = ¢/@2 (5.4)

Radial Kernel sonsuz boyutta verinin Destek Vektoér Siniflandiricisin1 bulmaktadir. Radial
Kernel in temel ¢alisma prensibi Agirlikli En Yakin Komsu yaklagimi ile yeni gelen verinin
kendisine en yakin verilere dayali olarak siniflandirilmasidir. SVM, veri setinin dagilimina
ve nitelik sayisina goére en uygun SVC bulmak i¢in kernel fonksiyonlarini; kernel
fonksiyonlarindaki parametrelerin (d polinom derecesi) en optimize degeri i¢in de ¢apraz

dogrulama (cross validation) yontemini kullanan algoritmalardir.
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Capraz dogrulama, veri setinin belli bir oraninin egitim seti kalan oraninin test seti olarak
kullanilmasina dayanir. Bu uygulamada veri seti belirlenecek bir tamsay1 degerinde esit
parcaya boliiniir. Bu parcgalardan biiyiik kisim egitim seti kalan tek kisim ise test seti olarak
degerlendirilir. Her bir parca bir kere test setinde “tamsayi-1” kadar egitim setinde yer
almalidir. Diger bir onemli nokta ise her bir parcada esit oranda sinif elemanlarinin
bulunmasidir. Bu sekilde elde edilen dogruluk oranlarinin ortalamasi alinarak modelin

performansi ortaya koyulabilmektedir.

e Euler sayis1 y gozlemlenen noktalarin birbirlerine olan etki katsayisi a ve b her iki sinifa
ait gozlem noktalarimi temsil etmektedir. Bu denklem Taylor Dizi Genisletmesi ne
dayanmaktadir. Bu denklemin a¢ilimi tez ¢alismasinda incelenmeyecektir. Sonug¢ olarak
Radial Kernel denklemi ile iki nokta arasinda sonsuz boyuttaki iligkinin sonucu elde edilir

[22].

(Calismada polynomial Kernel metodu kullanilmistir. Tanimlardan da anlasilabilecegi iizere
DVM, c¢ok boyutlu (6znitelik sayist ¢ok olan) veri setleri analizinde, yiliksek kaynak

kullanimina bagl olarak bellek ve zamansal karmasiklig1 arttirmaktadir.
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6. EGITIM SETININ OLUSTURULMASI VE ONEMI

Etiketli verilerin ayrilmasinda kullanilan lineer dogru veya egrilerin ¢ok daha saglikli bir
sekilde yeni verileri smiflandirabilmesi, yeterli egitim verisi ile modelin egitilmesine
baghdir. Bu konuda dikkat edilmesi gereken husus, ¢ok fazla egitim verisinin asir
egitilmeye (overfitting); az sayida egitim verisinin ise yeterli egitilmemeye (underfitting) yol
acmasidir. Asir1 egitilme (overfitting) ile tabir edilen durumda, model egitilmesinden ziyade
veriyi ezberlemis hale gelir. Boylece yeni veriyi ancak egitim verisi ile birebir ortilisiiyorsa
dogru siniflandirabilir. Diger durumda (underfitting) ise model yeterince egitilemediginden

yeni veriyi diisiik dogruluk seviyesinde siniflandirabilecektir [33].

Konu ile ilgili olarak iki kritik kavram bulunmaktadir. Bunlardan ilki 6nyargi (Bias) digeri
varyanstir. Onyarg1 (bias), ortalama tahmin ile dogru deger arasindaki farktir. Onyargi
Hatas1 veya Onyargl nedeniyle Hata olarak da bilinir. Varyans, farkli egitim veri setleri
kullanildiginda tahminin degisecegi miktardir. Farkli egitim veri setleri nedeniyle dogru
degerden tahmin edilen degerlerin ne kadar daginik (tutarsiz) oldugunu dlger. Varyans

Hatas1 veya Varyanstan Kaynaklanan Hata olarak da bilinir.

Asirt egitilmis bir model diisik onyargili ve yiiksek varyansli bir modeldir. Yeterli

egitilmemis bir model ise yiiksek onyargili ve diisiik varyansli bir modeldir.

Yiiksek Onyargi - Diisiik Varyans (Yetersiz Uydurma-Underfit): Tahminler tutarlidir, ancak

ortalama olarak yanlistir. Bu, model ¢ok az parametre kullandiginda gerceklesebilir.

Diisiik Sapma - Yiiksek Varyans (Fazla Uydurma-Overfit): Tahminler ortalamada tutarsiz

ve dogrudur. Bu, model ¢ok sayida parametre kullandiginda olabilir [33].

Algoritmik olarak tiim verilerin birbirinden ayrilmasinin miimkiin olmadig1 veri setlerinde
hangi veri 6nemli ise onun dogru siniflandirilmasina yonelik bir yontem iizerinde

durulmalidir [21].
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Yeterli Egitilmemis Optimal Seviyede Asint Egitilmis
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Sekil 6.1 Makine 6grenmesi modelleri 6grenim seviyeleri

Denetimli 6grenmede kullanilan veri setlerinde;
1. Tim veri setinde bulunan verilerin bazilar1 parametre tahmini yani modeli egitmek

i¢cin kullanilir. (TRAIN)

2. Deneysel (empirical) olarak belirlenecek bir kismi dogrulama (validation) seti

olarak kullanilir. (VALIDATE)

3. Makine O6grenmesi metodu ne kadar iyi is ¢ikartyor sorusunun cevaplanmasi

gerekmektedir. (TEST)
Denetimli 6grenmede kullanilan veri setlerinde;

Genellikle iki yontem ile analiz gerceklestirilir. Bunlardan ilkinde tiim verinin egitim seti
olarak kullanilmasindan ziyade veri setinin belli bir oranin1 (genel olarak bu oran %75)
egitim kalan %25 lik kismim test i¢in kullanmaktir [21]. Diger yontemde ise capraz
dogrulama (k-fold cross validation) metoduyla veri seti belirlenecek sayida (k) bloklara
boliiniir her blok kendi iginde k sayis1 kadar boliinerek k-1 parga egitim seti kalan parca test
seti olarak kullanilir. Her bloktan elde edilen analiz degerlerinin ortalamast modelin son

¢iktis1 olarak kabul edilir [33].
6.1. Egitim Setinde Oznitelikler

Ozellik 6nemi, hangi degiskenlerin ilgilenilen bir hedef degiskeni etkileme olasilig
olduguna karar vermek i¢in kullanilabilir, Her degisken, verilere dayali istatistiksel

anlamlilik testleri kullanilarak hedef degiskenle karsilastirilir [33].
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Bazi temel algoritmalarin performansinin, iki veya daha fazla degiskenin siki iliskilerine
bagli olarak bozulmasi durumu ¢oklu dogrusal baglanti (multicollinearite) olarak adlandirilir

[26].

Modeli olustururken ulasilmak istenen sinifi en fazla etkileyen nitelikleri analiz etmek daha
dogru bir sonug¢ ortaya koyacaktir. Bununla birlikte 6znitelik se¢imi veri boyutunun ¢ok
yiiksek oldugu veri setlerinin analiz siirecindeki hesaplama karmasikliginda gozle goriiliir

bir azalamaya sebep olacaktir [32].

Ozellik se¢imi igin siizme (filter) ve siralama (rank) islemleri yapilmaktadir. Siizme islemi
sonucunda hedefledigimiz etiketi/sinifi en ¢ok etkileyen o6zellikler bulunurken, siralama
algoritmalar1 ile bu oOzellikler en 6nemliden Onemsize dogru siralanabilmektedir [31].
Calismada stizme yaklagimi ile smiflandirict performanslarini optimum diizeyde etkileyen

ve deneysel olarak belirlenmis sayida 6znitelik segilerek analizler gerceklestirilmistir.
6.2. Oznitelik Degerlendiricileri

Veri kiimenizdeki her 6zniteligin (siitun veya 6zellik olarak da adlandirilir) ¢ikti degiskeni
baglaminda (6r. Siif) degerlendirildigi tekniktir [32]. Veri kiimesindeki farkli 6znitelik

birlesimlerinin denenmesi i¢in kullanilan teknik arama yontemi olarak bilinir [22].
6.2.1. Bilgi kazanim (Info gain)

Bu 0Oznitelik degerlendirme yonteminde; ¢ikti degiskeninin her bir 6zniteligi i¢in bilgi
kazanci (entropi de denir). Giris degerleri 0 (bilgi yok) ile 1 (maksimum bilgi) arasinda
degismektedir. Ozniteliklerden, yiiksek bilgi kazamim degerine sahip olanlar segilebilir;

bunun yaninda bilgi kazanimu diisiik olan 6znitelikler de kaldirilabilir [33].
6.2.2. Korelasyon

Bu yontem istatistik analizlerinde Pearson korelasyon katsayisi olarak bilinir. Her bir 6zellik
ile ¢cikt1 degiskeni arasindaki korelasyon hesaplanmasina miiteakip, yiliksek korelasyonu

(-1 veya 1'e yakin) olan yani ¢iktiy1 belirledigi degerlendirilen 6znitelikler segilebilir [22].

Pearson korelasyon katsayisi (Karl Pearson olarak adlandirilir), iki veri 6rnegi arasindaki

dogrusal iligkinin biiytlikliigiinli gérebilmek i¢in kullanilabilir.
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Pearson'in korelasyon katsayisi, formiilsel olarak iki degiskenin kovaryansinin her bir veri
Orneginin standart sapmasinin iiriiniine bolinmesiyle hesaplanir. Yorumlanabilir bir puan
elde edebilmek i¢in iki degisken arasindaki kovaryansin normallestirilmesi olarak da

aciklanabilir [24].

Veri kiimesindeki degiskenler arasinda karmasik iligkiler olabilir. Veri kiimesindeki
degiskenlerin birbirlerine bagimlilik seviyelerinin 6l¢iilmesi dnemlidir. Bu sayede, makine
O0grenimi algoritmalarinin performanslarini yiikseltmek i¢in modelin daha iyi veri ile daha

nitelikli hale getirilmesi basarilabilecektir [32].

Bir veri kiimesindeki degiskenler birgcok nedenden dolay iliskilendirilebilir.

Ornegin:

Bir degisken, baska bir degiskenin degerlerinin sebebi olabilir veya bunlara bagh olabilir.
Bir degisken, baska bir degiskenle diisiik seviyede iliskilendirilebilir.

Iki degisken, iiciincii bir bilinmeyen degiskene bagl olabilir.

Degiskenler arasindaki iliskileri daha iyi anlamak igin veri analizi de faydali olabilir. ki

degisken arasindaki istatistiksel iliski, korelasyonlar1 olarak adlandirilir [23].

Bir korelasyon pozitif ise her iki degisken de ayni yonde hareket eder. Negatif ise bir
degiskenin degeri arttiginda diger degiskenlerin degerleri azalir. Korelasyon nétr veya sifir

ise degiskenlerin birbirleri ile tamamen bagimsiz oldugu sonucuna varilabilir.

Olumlu Korelasyon: Her iki degiskenin ayn1 yonde degistigi durumda ortaya ¢ikar.

Notr Korelasyon: Degiskenlerin degisiminde birbirlerine etkileri yoktur.

Negatif Korelasyon: Degiskenler zit yonlerde degisiklik gosterir.

6.2.3. Temel bilesenler analizi (PCA)

Bu kapsamda kullanilan yontemlerden bir tanesi olan Temel Bilesenler Analizi (PCA)’in
amaci, Oznitelik sayisi ¢ok fazla olan veri setlerinde, yiliksek varyans ile veri setini temsil
edebilecek sekilde yeni Oznitelikler olusturmak ve verilerin sikistirllmasi ile boyut

indirgemeyi saglamaktir. Bu yontemde bazi 6znitelikler kaybolacaktir ancak bu 6znitelikler
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smif degerine onemli olciide katki saglamayan veya diger bir deyisle sinif degeri hakkinda
cok az bilgi igeren Oznitelikler olmalar itibari ile goz ardi edilebileceklerdir. Ortaya ¢ikan
yeni Oznitelikler yiiksek korelasyonlu degiskenleri igeren “temel bilesenler” kiimesini

olustururlar [26].

PCA veri seti i¢indeki onem olan bilgileri ayirt edebilen etkili bir yontemdir. Bu yaklagimda
temel mantik, verideki temel 6zellikleri barindiran daha az sayida degiskenle ¢ok boyutlu

bir veriyi gostermektir [26].

X,

N\

Sekil 6.2. Temel bilesen analizi (PCA)

PCA yaklasiminda biz dizi matematik islemi (Eigenvalue, varyasyon vb.) sonucunda hangi
niteliklerin siiflandirmaya veya etiketli veriye daha fazla etkisi oldugu ortaya koyulmaya
calisilir. Bu sayede etkisiz nitelikler veri setinden ayrilarak daha dnemli nitelikler tizerinde
calisilabilecektir. Daha 6nemli nitelikleri ayirt edebilmek i¢in, noktalar kiimesinde ortalama

uzaklig1 biitiin noktalara en diisiik degere sahip "en uygun dogru" segilir [31].
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7. UYGULAMA

Agiklanan kavramlar ve metotlar 1s181inda farkli iki veri seti iizerinde siniflandiricilarin ve

Oznitelik segme yontemlerinin etkileri incelenmis ve ¢ikarimlar yapilmistir.
7.1. Cahsmann icerigi

Calismada iki adet veri seti kullanilmistir. Analizin tekdiize olmasini 6nlemek adina ilk veri
setinde statik analiz metodu ile elde edilen 6znitelikleri; ikinci veri setinde dinamik analiz
metodu ile elde edilen 6znitelikleri kullanilmistir. Her iki veri setinin ilk olarak normalize
edilmis ham halleri, daha sonra Bilgi Kazanimi, Korelasyon ve Temel Bilesen Analizi
Oznitelik segme yontemleri uygulanmasina miiteakip indirgenmis boyutlu halleri {izerinde,
denetimli (supervised) 6grenme yaklagimindan literatiir taramasinda en sik karsilasilan
smiflandiric1 algoritmalarinin (Naif Bayes, Bayes Agi1, Lojistik Regresyon, Destek Vektor

Makineleri, C4.5 ve Rastgele Agag) performanslari gozlemlenmistir.

Deneylerde 6znitelik degerlerinin birbirinden ¢ok farkli degerlere sahip olmalarindan 6tiirti
analiz sonuglarim1 olumsuz etkileyebilecegi g6z Oniine alinarak degerler normalize
edilmistir. Veri setleri 10 lu ¢apraz dogrulama (cross validation) yontemi ile kendi ig¢inde
egitim ve test veri setlerine ayrilarak performans analizi yapilmistir. Bu yaklagim veri setinin
ylzdesel olarak tek seferlik boliinmesi ile ortaya koyulacak olan performansina kiyasla daha

giivenilir bir yontem oldugu degerlendirilmektedir.

Birinci veri seti, agik kaynaktan elde edilmistir [27]. Veri setinde bulunan 6znitelikler statik

zararl yazilim analizi sonucunda elde edilmistir.

Ikinci veri seti agik kaynakta bulunan 50 farkli zararl yazilim ve 17 Windows yaziliminin
sistem davraniglarinin bir python kodu ile toplandig1 kayit dosyalarinda bulunan kelimeler
(strings) inden “kelime torbasi (bag of words)” yontemi ile olusturulmustur. En sik
tekrarlanan ilk 200 kelime 6znitelik olarak veri setinde siitunlari; tekrarlanma sayilari da her

bir zararli/iyi yazilim kaydi i¢in ilgili 6znitelik degerini olugturmaktadir.

Uygulamada, ilk veri seti ile bir yazilimin statik 6zelliklerinin; ikinci veri seti ile sistemde
meydana gelen degisiklik kayitlarinin, yazilimin zararli olup olmadig1 konusunda ne derece

kullanilabilir oldugu goriilmeye ¢alisilmistir. Makine 6grenmesi teknikleri 6znitelik se¢gme
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yontemleri ile birlikte kullanilarak tahmin sonucunun miimkiin olan en yiiksek dogruluk ile

elde edilmesine yonelik bir dizi islem gerceklestirilmistir.

Calismada daha onceki calismalardan farkli olarak yeni bir veri seti olusturulmasinin
yaninda belirtilen ii¢ 6znitelik segme yonteminin de karsilastirilmasi yapilmistir. Her iki veri
seti de oncelikle normalize edilerek 6znitelik elemesi yapilmadan siniflandiricilarda analiz
edilmistir. Daha sonra Oznitelik segme yoOntemleri ile boyutu indirgenmis veri setleri
tizerinde smiflandiricilar tekrar analiz edilerek belirtilen 6znitelik segme yontemlerinin
siniflandiricilarin - performansina olan etkileri goézlemlenmis ve simiflandiricilarin

performanslari kiyaslanmistir.
7.2. Calismanin Amaci

Calismanin ilk amaci veri setlerinde bulunan 6zniteliklerden hedef sinifi belirleyenleri
ayiklamak diger bir deyisle hedef sinifimiza etkisi en az olanlar1 eleyebilmektir. Bu sayede
smiflandiricilar giiriiltiilii veriden ziyade daha saglikli veri ile ¢ikti liretebileceklerdir. Bu

stirecin performans artirimini olumlu yonde etkileyecegi degerlendirilmektedir.

Ikinci safhada simiflandiricilarin veri setleri iizerindeki performanslarinin karmasiklik

matrisi ile kiyaslanmasi hedeflenmektedir.
Calismada odaklandigimiz noktalar;
e Oznitelik segme metotlarimin siiflandirma siirecine etkisi
¢ Siniflandiricilarin performans kiyaslamasi olarak 6zetlenebilir.

Bununla birlikte makine 6grenimini, zararli yazilimlar1 tespit etmek ve siniflandirmak igin
kullanmak, dinamik olarak ayiklanan davranigsal ve bellek ozelliklerini kullanarak
hedeflenen koétii amacli yazilim analizi ile ikili dosyalari iyi huylu ve kotii amagli olacak

sekilde siniflandirmaya odaklanmaktadir.
Ozetle bu tez literatiire asagidaki katkilar1 yapar:

* Hedeflenen kotii amacl yazilimlari klasik yontemlerden ziyade yeni yaklagimlar ile

tespit etmek ve siniflandirmak i¢in bir yontem sunar.
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* Analiz sisteminin, yontem adimlarinin, ¢ikarilan 6zelliklerin ve makine 6grenimi

algoritmalarinin ayrintili bir agiklamasini saglar.
* Onerilen yontemin kapsamli bir degerlendirmesini sunar.
7.3. Birinci Veri Seti Analizi

Birinci veri setinin analizi i¢in Windows 10 Isletim Sistemi iizerinde acik kaynak veri
madenciligi yazilimi olan ve makine Ogrenmesi kullanimina imkan veren Weka

(versiyonunu da yazalim) kullanilmistir. Sistem 16 GB RAM’e sahiptir.

Ik veri seti acik kaynaktan edindigimiz bir veri setidir [27] Bu veri setinde 2501 adet iyi
(benign) 2683 adet zararli (malware) toplam 5184 6rnek mevcuttur. Her bir 6rnege ait 55

adet 6znitelik ve 1 adet sinif (iyi-zararli) bulunmaktadir.

Analizde kullanilan veri setinin elde edilme siireci Sekil-7.1°de gosterilmistir.

Oznitelikler

~—
N
Omitelik [
Cikarimi \ <

Sekil 7.1. Oznitelik elde etme adimlar1 [27]
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Oznitelik dagilimi asagida sunulmustur:

Cizelge 7.1. Birinci veri seti 6znitelikleri

IMAGE DOS
_HEADER FILE HEADER OPTIONAL HEADER
(19 adet (7 adet 6znitelik) (29 adet 6znitelik)
Oznitelik)

e_magic Machine Magic

e _cblp NumberOfSections MajorLinkerVersion

e cp CreationYear MinorLinkerVersion

e crlc PointerToSymbolTable SizeOfCode

e cparhdr | NumberOfSymbols SizeOflInitializedData

e minallo | SizeOfOptionalHeader SizeOfUninitializedData

e maxallo | Characteristics AddressOfEntryPoint"

C BaseOfCode

e ss BaseOfData

e sp ImageBase

e_csum SectionAlignment

e ip FileAlignment

e cs MajorOperatingSystemVersion

e lfarlc MinorOperatingSystemVersion

€_ovno MajorImageVersion

e _res MinorImageVersion

e_oemid MajorSubsystemVersion

e_oeminfo MinorSubsystemVersion

e res2 SizeOflmage

e lfanew SizeOfHeaders CheckSum
Subsystem
DllCharacteristics
SizeOfStackReserve
SizeOfStackCommit
SizeOfHeapReserve
SizeOfHeapCommit
LoaderFlags
NumberOfRvaAndSizes

Oznitelikler oldugu goriilmektedir.

Veri seti incelendiginde statik analiz sonucu programlar yiiriitiilmeden elde edilmis olan
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Istatistiklerde, bir aykir1 deger, diger gézlemlerden 6nemli 6lgiide farkli bir veri noktasidir.
Bir aykirt deger, 6l¢iimdeki degiskenlige bagl olabilir veya deneysel hatay1 gosterebilir;
ikincisi bazen veri kiimesinden c¢ikarilir. Bir aykir1 deger istatistiksel analizlerde ciddi
sorunlara neden olabilir [28]. Bu kapsamda veri setimizde bulunan ayrik (outlier) veriler
diger c¢alismalardan farkli olarak veri setlerinden c¢ikarilmamis; Oznitelik segme

yontemlerinin bu ayrik verileri eleyip elemedigi analiz sonucunda ortaya koyulmustur.

Ik olarak veri setinde herhangi bir oOznitelik elemeden (55 &zniteligin hepsi ile)

siiflandiricilar ile analiz edilmistir. Yapilan analiz sonucunda elde edilen degerler:

Cizelge 7.2. Birinci veri setinin ilk halinde siniflandiricilarin elde ettigi degerler

Siniflandirict Bayes | Naif Lojistik SVM C4.5 Random
Ag1 Bayes Regresyon Forest
Deger
Dogruluk %94,46 | %62,61 | %95,85 %93,42 | %96,83 | %98,43
Duyarlilik %92,7 | %64,3 %95,3 %90,8 | %96 %97.,9
Kesinlik %95,7 | %56,6 %96,1 %95,4 | %97,4 %98,8
F-Score %94.,2 %359,4 %95,7 %86,9 | %96,7 %98.,4

Veri setinin ham hali ile yapilan analiz sonucunda “Random Forest algoritmasinin™ diger
siniflandiricilara gore dogruluk, duyarhilik ve kesinlik degerlerinin belirgin sekilde yiiksek

oldugu tespit edilmistir.

Nitelikli 0znitelik se¢imi ile simiflandiricilarin  performanslarinda  degisikligi tespit

edebilmek adina ilk olarak infogain (bilgi kazanimi) 6znitelik degerlendirici ile en iyi 25

Oznitelik secilmistir. Bu 6znitelikler ve bilgi kazanim oranlart:
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Cizelge 7.3. Bilgi kazanimina gore segilen en iyi 25 6znitelik

Bilgi Kazanim Oram Secilen Oznitelik
0,4695 Characteristics
0,3883 DIllCharacteristics
0,2942 CheckSum
0,2762 ImageBase
0,2565 MinorLinkerVersion
0,2466 SizeOfStackReserve
0,2049 AddressOfEntryPoint
0,2017 MajorImageVersion
0,1949 CreationY ear
0,1942 MajorOperatingSystemVersion
0,1865 MajorLinkerVersion
0,1762 MajorSubsystemVersion
0,1606 SizeOfStackCommit
0,1581 Subsystem
0,1571 SizeOflmage
0,152 MinorlmageVersion
0,1465 MinorOperatingSystemVersion
0,1448 MinorSubsystemVersion
0,1371 SizeOflnitializedData
0,1218 NumberOfSections
0,1144 SizeOfCode
0,095 SizeOfHeapReserve
0,093 e lfanew
0,0812 BaseOfData

Elde edilen bilgi kazanim oranlar1 incelendiginde veri setindeki 6zniteliklerin nispeten diigiik
bilgi kazanimina (yliksek entropi) sahip olduklari gériilmektedir. Bu sekilde siniflandiricilar

ile yapilan analiz sonucunda elde edilen degerler:



43

Cizelge 7.4. Bilgi Kazanimina Gore Siniflandiricilarin Elde Ettigi Degerler

Siniflandirict Bayes Naif Lojistik SVM C4.5 Random
Agi Bayes Regresyon Forest
Deger
Dogruluk %94,65 | %68,83 | %95,71 %93,44 | %96,93 %98,3
Duyarlilik %92,1 %67,6 | %94,8 %90,8 | %96 %97,6
Kesinlik %96,6 %67,3 %96,3 %95,4 | %97,7 %98,7
F-Score %94,3 %67,4 | %95,5 %93 %96,8 %98,2

Degerler incelendiginde dogruluk oraninin tek basina yeterli olmamasina ragmen, dogruluk
orani diisiik oldugunda kesinlik ve/veya duyarlilik degerinin de diisiik oldugu goriilmektedir.
Bu ¢izelgede Naif Bayes siniflandiricisinin zararl sinifi icin yanlis negatif (FN) sayisini cok
yiiksek hesapladigi ve buna bagli olarak dogruluk basta olmaz lizere diger istatistiksel
degerlerinin de dislik oldugu tespit edilmistir. Yani diger bir deyisle zararli oldugu bilinen

orneklerden bir¢ogunun iyi olarak siniflandirildigi soylenebilir.

Infogain 6znitelik degerlendiricinin sectigi 6znitelikler ile yapilan analiz veri setinin ilk hali
ile kiyaslandiginda ¢ok belirgin bir iyilesme olmadig1 goriilmistiir. Bilgi kazanim degerleri
incelendiginde en yiiksek bilgi kazanimiin bile 0,5 ten diisiik oldugu, dolayisi ile sinif
degeri hakkinda belirgin seviyede bilgi sahibi olan bir 6zniteligin bulunmadig: sdylenebilir.
Buna ragmen 06zellikle Naif Bayes algoritmasi i¢in %6 oraninda bir iyilesme sagladigi
gorlilmiistiir. Bunun nedeni olarak bilgi kazanimu ile ayrik verilerin bir dl¢iide veri setinden

c¢ikarilmasi gosterilebilir.

Bununla birlikte diger siniflandiricilarin basari oranlarinda ¢ok belirgin bir diisiis/ytikselis

tespit edilmemistir.

Ozniteliklerin bagimsizlig1 prensibine gore siniflandirma yapan bir algoritma oldugu igin

bilgi kazanimi ile 6znitelik se¢iminin, deneysel bir esik degeri ile sinirlandirilmadig: siirece



44

performansi pozitif yonde etkilemedigi ¢ikarimi yapilabilir. Bu 6nermenin ispati niteliginde

yapilan ¢aligmada bilgi kazanimi 0,2 iistii olan 6znitelikler segilmistir.

Cizelge 7.5. Bilgi kazaniminda esik degerine (0.2) gore secilen en iyi 6znitelikler

Bilgi Kazanim Oram Secilen Oznitelik
0,4695 Characteristics
0,3883 DI1lCharacteristics
0,2942 CheckSum
0,2762 ImageBase
0,2565 MinorLinkerVersion
0,2466 SizeOfStackReserve
0,2049 AddressOfEntryPoint
0,201 MajorlmageVersion

Bu oOznitelikler ile yapilan analizde Naif Bayes siniflandiricisinda dogruluk, kesinlik
(precision) ve Duyarlilik (recall) degerlerinin %85 seviyesine ulast1g1 goriilmiistiir. Oznitelik
secme algoritmalari, farkli matematiksel yaklagimlar ile Ozniteliklerin sinif degerlerine
etkisine gore siralanabilmesi maksadiyla kullanilir. Esik degeri olarak performansa etki
edebilecek Oznitelik sayisi veya belirlenecek bir oranin iizerindeki (bilgi kazanimi,
korelasyon, skor vb.) 6zniteliklerin secilmesi ile siniflandiricilarin daha yiiksek dogruluk ve

duyarlilik ile ¢ikt1 liretmeleri saglanabilecektir [37].

Nitelikli 06znitelik se¢imi ile smiflandiricilarin performanslarinda  degisikligi tespit
edebilmek adina ikinci olarak korelasyon 6znitelik degerlendirici ile en iyi 25 6znitelik

se¢ilmistir. Bu 6znitelikler ve bilgi kazanim oranlari:
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Cizelge 7.6. Korelasyona gore segilen en iyi 25 dznitelik

Korelasyon Degerleri Secilen Oznitelik
0,3801 ImageBase
0,3376 MinorSubsystemVersion
0,3191 DIlICharacteristics
0,3004 MajorSubsystemVersion
0,2805 MinorOperatingSystemVersion
0,2662 Subsystem
0,2572 Characteristics
0,2439 SizeOfStackReserve
0,2357 SizeOfHeapCommit
0,2352 SizeOfHeapReserve
0,2117 MajorOperatingSystemVersion
0,1964 SectionAlignment
0,1921 CreationYear
0,188 FileAlignment

0,17 € _ovno

0,1296 e lfanew
0,1248 NumberOfSections
0,0993 MinorLinkerVersion
0,0928 MajorLinkerVersion
0,0769 e _cparhdr
0,0698 e lfarlc
0,0695 e maxalloc
0,0649 SizeOflmage
0,0589 BaseOfData
0,0569 SizeOflnitializedData

Elde edilen korelasyon oranlari incelendiginde veri setindeki Ozniteliklerin sinif degeri
(iyi/zararh) ile diisiik korelasyona sahip olduklar1 goriilmektedir. Bu sekilde siniflandiricilar

ile yapilan analiz sonucunda elde edilen degerler:
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Cizelge 7.7. Korelasyona gore siniflandiricilarin elde ettigi degerler

Siniflandirict Bayes Naif Lojistik SVM C4.5 Random
Agi Bayes Regresyon Forest
Deger
Dogruluk %93,96 | %75,93 | %95,48 %93,5 | %96 %97,8
Duyarlilik %92,4 | %84 %94,3 %90,9 | %94,8 %97,2
Kesinlik %94,9 %78,2 %96,3 %95,4 | %96,8 %983
F-Score %93,7 %80,8 %95,3 %93,1 | %95,8 %97,7

Korelasyon 6znitelik degerlendiricinin sectigi 6znitelikler ile yapilan analiz sonucunda géze
carpan ilk husus Naif Bayes siiflandiricisinin performansinda “Bilgi Kazanim1” metoduna
kiyasla gerceklesen iyilesmedir. Naif Bayes her bir 6zniteligin birbirinden bagimsiz oldugu
prensibine dayanarak ¢alisan bir algoritmadir [12]. Korelasyon katsayilarina bakildiginda en
yiiksek degerin (0,38) de nispeten diislik bir deger olmasina ragmen, sinif degerini dogru
orantili olarak belirleyen 6zniteliklerin bulundugu ve veri setinin bu dogrultuda iyilestirildigi
sOylenebilir. Elde edilen bu sonug ile, matematiksel deger olarak bilgi kazanimina goére daha
diisiik degerler ortaya korelasyon yonteminin Naif Bayes performansina daha olumlu katki

sagladig1 sonucuna da ulagilmistir.

Bununla birlikte diger siniflandiricilarin bagar1 oranlarinda ¢ok belirgin bir diisiis/yiikselis

tespit edilmemistir.

Nitelikli Oznitelik se¢imi ile simiflandiricilarin  performanslarinda  degisikligi tespit
edebilmek adina son olarak Temel Bilesen Analizi (PCA) 6znitelik degerlendirici, sezgisel
olarak belirlenmis esik degeri (“1”) ile calistirilmis bdylece ortaya c¢ikan yapay

degiskenlerden en 1yi 25 Oznitelik secilmistir. Bu 6znitelikler ve bilgi kazanim oranlart:



Cizelge 7.8. PCA’e gore olusturulan 6znitelikler ve sapma degerleri

PCA ile Olusturulan Yeni
Standart Sapma
Yapay/Yeni Degiskenler

2,513 Oznitelik 1
2,279 Oznitelik 2
2,108 Oznitelik 3
1,918 Oznitelik 4
1,876 Oznitelik 5
1,822 Oznitelik 6
1,749 Oznitelik 7
1,688 Oznitelik 8
1,571 Oznitelik 9
1,551 Oznitelik 10
1,533 Oznitelik 11
1,47 Oznitelik 12
1,415 Oznitelik 13

1,4 Oznitelik 14
1,383 Oznitelik 15
1,361 Oznitelik 16
1,327 Oznitelik 17
1,298 Oznitelik 18
1,279 Oznitelik 19
1,273 Oznitelik 20
1,242 Oznitelik 21
1,234 Oznitelik 22

1,2 Oznitelik 23
1,19 Oznitelik 24
1,187 Oznitelik 25
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Elde edilen 6znitelikler ile amaglanan sinif degerini etkileyen ve mevcut 6zniteliklerden

daha etkili yeni 6znitelikler olusturarak veri setini daha saglikli hale getirebilmektir. Bu

sekilde siniflandiricilar ile yapilan analiz sonucunda elde edilen degerler:
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Cizelge 7.9. PCA’e gore smiflandiricilarin elde ettigi degerler

Siniflandirict Bayes Naif Lojistik SVM C4.5 Random
Agi Bayes | Regresyon Forest
Deger
Dogruluk %92,4 | %83,1 | %93,7 %92 %95 %96,91
Duyarlilik %91,6 %83,7 | %91.,8 %87,8 | %94,6 %96,7
Kesinlik %92,6 %81,7 | %95 %95.,4 | %949 %96.9
F-Score %92,1 %82,7 | %93,4 %91,4 | %94,8 %93,8

Temel Bilesen Analizi 6znitelik degerlendiricinin segtigi Oznitelikler ile yapilan analiz
sonucunda goze c¢arpan ilk husus Naif Bayes siniflandiricisinin veri setinin ilk haline ve
infogain metoduna kiyasla performansinda gerceklesen 1iyilesmedir. Veri seti
Ozniteliklerinin simif degerine gore bilgi kazanimi oranlarinin yliksek olmadigim
belirtmistik. Ozniteliklerin simif degerine etkilerinin bireysel degerlendirildigi Naif Bayes
gibi analiz metotlarinda bu sebeple diisiik performans elde edildigi goriilmektedir. PCA
metodunda ise veri seti, tiim 6zellikleri korunurken daha az veri ve daha genis varyans ile
temsil edilmesi amag¢lanmaktadir. Bu sayede 6zellikle Naif Bayes gibi bagimsiz 6znitelik
prensibine dayanan algoritmalarda her bir Oznitelik daha Onemli hale gelebilmektedir.

Karmagiklik matrisinde goriilen belirgin artisin sebebi bu sekilde acgiklanabilir.

Diger smiflandiricilar arasinda Rastgele Orman algoritmasinin en basarili siniflandirict
oldugu goriilmektedir. Farkli karar agaglar ile her bir girdinin sonucu degerlendirilerek en
cok secilen ¢ikt1 algoritmanin ¢iktisi olarak belirlenmektedir. Bununla birlikte analiz
sirasinda segilen 10 Iu c¢apraz dogrulama diger bir kontrol mekanizmasi olarak
kullanilmaktadir. Algoritma yetenegi ile bahse konu dogrulama mekanizmasi birlikte

calistiginda bu sonucun elde edilmesinin beklenen durum oldugu sdylenebilir.

Bununla birlikte diger siniflandiricilarin basari oranlarinda ¢ok belirgin bir diisiis/yiikselis

tespit edilmemistir.
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Diger siniflandiricilarin 6nemsiz  Oznitelikleri analiz siirecinde eledigi goéz Oniine
alindiginda, 6znitelik segme yontemleri ile ¢cok belirgin bir iyilesme saglanmadigi sonucuna

varilmustir.

Ayrica ayni veri seti lizerinde yapilan diger bir ¢alisma incelenmistir [48]. Bu ¢alismada da
Rastgele Orman algoritmasinin diger etiketli siniflandirma tekniklerine gére %98 dogruluk
orani ile daha iyi bir performans gosterdigi goriilmistiir. Bu kiyaslama, calismada elde
edilen sonuglarin, uygulanan yaklagimin ve 6znitelik segme yontemlerinin tutarli oldugu

hipotezini gliglendirmistir.
7.4. Ikinci Veri Seti Analizi [45]

Ikinci veri setimizde metodolojiye sifirdan baslayarak ilerlemek esas alinmistir. Bu maksatla
kendi veri setimizi olusturmak adina Ubuntu 18.04.4 isletim sistemi iizerinde VirtualBox,
Cuckoo Sandbox 2.0.7 ve Zero Wine kurulmustur. Bahse konu sanal ortamlar i¢inde dinamik
analiz geregi Windows isletim sisteminde calisabilecek sekilde olusturulmus 67 adet PE
dosyast (17 iyi [40], 50 zararli [39]) kum havuzunda calistirilarak isletim sisteminde
meydana gelen degisiklikler (sistem ¢agrilar1 (API calls), kiitliphaneler (.dll), kayit defteri
degisiklikleri vb.) 67 farkli kayit dosyasinda saklanmistir. Miiteakiben bahse konu kayit
dosyalar iizerinde Python 3.6 programlama dilinde yazilan betik ¢alistirilarak 67 6rnekli,
200 Oznitelikli ve 2 sinifli bir veri seti elde edilmistir. Zararli yazilimlarin sanal ortami
algilayabilecek yetenekleri goz oniine alinarak sanal makinelerde 2 CPU ve 2048 MB RAM
olacak sekilde konfigiire edilmistir. Ayn1 zamanda programlarin ¢alisma zamaninda olasi
insan hareketleri (Mouse hareketi vb.) otomatik olarak uygulanmaktadir. Siniflandiric
scriptleri Python 3.6 programlama dilinde yazilmig ve karmasiklik matrisi olusturulmustur.

Bununla birlikte Weka, siniflandirma analizi i¢in ayrica kullanilmistir.

Kullandigimiz phyton kod parcasi ile kayit dosyalarinda gecen tiim kelimeler tekil (distinct)
diger bir deyisle tekrarlamali olmayacak sekilde c¢ikarillarak (extract) bir liste
olugturulmustur. Bunlarin arasindan en sik tekrarlanan 200 kelimeyi Oznitelik olarak
cikarmaktadir. Bu literatiirde kelime torbasi (bag of words) metodu olarak bilinmektedir [30]
Bahse konu yaklasimda dokiimanlarda bulunan kelimelerin dizilisi veya icerdigi anlam
(semantic) yerine sadece kelimelerin birbirinden bagimsiz olarak tekrarlanma sayilari
dikkate alinir. Dizilis ve anlamsal farkliliklar dogal dil isleme problemlerinde dikkate

alinmaktadir [38] Daha sonra bir vektor/0znitelik olarak kullanilacak bu kelimelerin
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tekrarlanma sayilarinin (Term Frequency/TF IDF) 6znitelik degeri oldugu bir csv dosyasi
olusturmaktadir. ilk veri setinde oldugu gibi bu veri setimizde de etiketli veri yani
siniflarimiz (iyi “-17; zararl “1”) olarak tanimlanmustir. Islemi yapan python kodu EK-1'de

sunulmustur.

Olusan veri setimizde degerler normalize edilmeye miiteakip ayni siniflandiricilar ile analiz

yapilmistir:

Veri setinin gegerliligini kontrol etmek maksadiyla tiim veri seti kendi i¢inde egitim ve test
veri kisimlarini igerecek sekilde 10'a boliinerek (10-fold cross validation) Naif Bayes, Bayes
Ag1, Lojistik Regresyon, Destek Vektor Makinesi ve Rastgele Orman siniflandiricilar

performanslari karsilastirilmstir.

Cizelge 7.10. ikinci veri setinin ilk halinde simiflandiricilarin elde ettigi degerler

Siniflandirict Bayes | Naif Lojistik SVM C4.5 Random
Ag1 Bayes | Regresyon Forest
Deger
Dogruluk %77,6 | %64 %85,5 %91 %92,5 %94
Duyarlilik %72 %66 %84,2 %94 %94 %94,2
Kesinlik %97,3 %68,5 | %85,3 %94 %96 %93,8
F-Score %82,8 | %674 | %85,1 %94 %95 %94

Elde edilen sonuglar incelendiginde Rastgele Orman siniflandiricisinin en yiiksek dogruluk,
kesinlik, duyarlilik ve F-skor degerlerine sahip oldugu goriilmektedir. Bununla birlikte
olusturdugumuz veri setinin siiflandirma analizlerine uygun oldugunu ve elde edilen

karmasiklik matrisi degerlerinin tatmin edici seviyede oldugu sdylenebilir.

Bir sonraki asamada sirasi ile bilgi kazanimi (infogian), korelasyon ve temel bilesen analizi

ile veri setimizde bulunan 200 6znitelik arasindan en iyi 15 (esik degeri) 6znitelik se¢ilmistir.
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Cizelge 7.11. Bilgi kazanimina goére siniflandiricilarin elde ettigi degerler

Siniflandirict Bayes Naif Lojistik SVM C4.5 Random
Agi Bayes | Regresyon Forest
Deger
Dogruluk %88 %94 %91 %92,5 | %92,5 %95,5
Duyarlilik %86 %94 %92 %96 %94 %98
Kesinlik %97,7 %98 %96 %94,1 | %96 %96,1
F-Score %91,5 %96 %94 %95 %95 %97

Bilgi kazanimima gore secilen Oznitelikler ile yapilan analizde Rastgele Orman
siniflandiricist en iyi degerlere sahip olmakla birlikte, diger tiim siniflandiricilarda
performansin yiikseldigi goriilmektedir. Yontem ile veri setinde bulunan ayrik verilerin
elendigi sonucuna varilabilir. Bilgi kazanim oranlarinin 0,6-0,4 araliginda oldugu

gorilmiistiir.

Cizelge 7.12. Korelasyona gore siniflandiricilarin elde ettigi degerler

Siiflandiric Bayes Naif Lojistik SVM C4.5 Random
Ag1 Bayes | Regresyon Forest
Deger
Dogruluk %89,5 | %91 %91 %94 %92,5 %94,3
Duyarlilik %88 %90 %92 %96 %94 %96
Kesinlik %97,8 | %97,8 | %96 %96 %96 %96
F-Score %92,6 | %93.8 | %94 %96 %95 %95.,4
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Korelasyona gore secilen 6znitelikler ile yapilan analizde Rastgele Orman ile Destek Vektor
Makinesi smiflandiricilart en 1iyi degerlere sahip olmakla birlikte, diger tiim
siniflandiricilarda performansin ilk duruma gore yiikseldigi goriilmektedir. Korelasyin
oranlarinin 0,8-0,6 araliginda oldugu goriilmiistiir. Korelasyon degerlerine gore segilen

Ozniteliklerin siif degerini 6nemli dl¢ilide etkiledigini sOylenebilir.

Cizelge 7.13. PCA’e gore siniflandiricilarin elde ettigi degerler

Siiflandiric Bayes Naif Lojistik SVM C4.5 Random
Ag1 Bayes | Regresyon Forest
Deger
Dogruluk %380,6 | %88 %86,6 %92,5 | %92,7 %94,6
Duyarlilik %84 %96 %88 %96 %92 %92
Kesinlik %89,4 | %889 | %93,6 %94,1 | %92 %93,6
F-Score %86,6 | %92,3 | %90,7 %95 %91,6 %92,3

Temel Bilesen Analizi’ne gore sec¢ilen 6znitelikler ile yapilan analizde Rastgele Orman
siiflandiricisinin en iyi performansa sahip oldugu goriilmektedir. Bununla birlikte diger
smiflandiricilarin performanslarinda ilk duruma goére bir miktar iyilesme oldugu tespit

edilmistir.
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8. SONUC VE ONERILER

Gilinlimiizde zararli yazilimlarin giin gectikge daha karmasik ve klasik tespit sistemlerini
yaniltict hale gelmesinden 6tiirii makine 6grenmesi ile zararli yazilim tespiti bir segenekten
ziyade zorunluluk haline gelmistir. Bu kapsamda statik ve dinamik analiz yontemleri ile
zararl yazilimlarin sahip oldugu ve/veya c¢alistirilmasina miiteakip sistemde sebep oldugu
degisiklikler elde edilerek biiyiik veri analizi/veri madenciligi yaklasimlar1 ile analiz
edilmektedir. Bu yaklasimlarda zararli yazilimlar1 en fazla temsil edebilecek o6zellikleri
(0znitelikleri) bulacak bir model gelistirmek ve yeni bir yazilimin zararli olup olmadigini

miimkiin olan en yliksek dogruluk orani ile tespit edebilmek hedeflenmektedir.

Bu kapsamda statik veriler ile olusturulan bir veri seti, dinamik analiz sonucu olusturulan
diger veri seti ile ayn1 yontemlerle iki ayr1 analiz gerceklestirilmistir. Her iki yontemde
secilen Oznitelik se¢me ve siniflandirma algoritmalarimin sonuglar1 karsilagtirilarak
cikarimlar yapilmistir. Her iki ¢alismada da Rastgele Orman siniflandiricisinin digerlerine
gore daha iyi sonuglar {irettigi sonucuna varimistir. Bununla birlikte 6znitelik se¢gme
(feature selection) yontemleri birbirlerine bariz bir {istiinliik kurmadiklar1 ancak veri setinin
ilk hali ile kiyaslandiginda siiflandiricilarin performansinda bir iyilestirme sagladiklar

tespit edilmistir.

Oznitelik se¢me siirecinde esik degeri (8znitelik say1s1 ve/veya bilgi kazanim/korelasyon vb.
oran) belirlemenin 6nemi ortaya koyulmustur. Naif Bayes algoritmasinin 6zniteliklerin
bagimsiz olarak siif degerini belirlemesi yaklagimina bagli olarak digerlerine gore nispeten
daha diisiik siniflandirma kabiliyeti oldugu ancak tecriibi olarak segilecek ozniteliklere ve
Ozniteliklerin siif degerine etkisine gore Naif Bayes algoritmasinin da yiliksek dogruluk
oranina sahip olabilecegi goriilmiistiir [45]. Ayn1 zamanda ayrik verilerin 6znitelik segme
yontemleri ile elenmesinin de Naif Bayes performansina olumlu katki sagladig: goriilmiistiir.
Bu iyilesmenin diger siniflandirici performanslarinda nispeten daha diigiik seviyede oldugu;
bu durumun, diger smiflandiricilarin analiz siirecinde etkisi diisiik Oznitelikleri

hesaplamalarinin disinda tutmasi (budamasi) sonucu gergeklestigi sonucuna varilmistir.

Calismada kullanilan veri setinin olusturulmasi i¢in kullanilan String/Kelime Torbasi
mevcut olan bir¢ok yontemden bir tanesidir. Elde edilen 6znitelikler ve degerleri ile yapilan

analizlerin sonuglar1 tatmin edici seviyede olmakla birlikte, zararli yazilim konusunda
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sistemlerin daha yiiksek tespit oranina sahip algoritmalar ile korunmasi gerekmektedir. Bu
kapsamda farkli yontemler ve Oznitelikler ile elde edilecek yeni veri setleri ve analiz igin
kullanilacak etiketsiz siniflandirma algoritmalar1 gibi farkli algoritmalar ile %100 e yakin
dogrulukla sonucglar elde edilmesi bu alanda yapilacak miiteakip c¢alismalarda
hedeflenmelidir. Bu cer¢evede analizler sonucunda yalnizca dogruluk orani degil yanlis
negatif (FN) oranin1 da kapsayan duyarlilik (Recall) degeri de goz Oniine alinmistir.
Oznitelik se¢me algoritmalari ile optimize edilen veri setlerinin bu kapsamda da tatmin edici

(%90 tizeri) seviyede duyarli sonug iirettigi sdylenebilir.

Calismada kullanilan etiketli siniflandirma teknikleri farkli alanlarda (hastalik teshisi [46],
balik yas gruplandirma [47] vb.) da kullanilmistir. Bahse konu calismalarda elde edilen
sonuglar incelenerek bu ¢alismada varilan sonuglarin tutarliligl ayrica incelenmistir. Bahse
konu c¢aligmalardan hastalik teshisi analizinde [46] genetik algoritma Oznitelik se¢me
yontemi temelli rasgele orman algoritmasinin ve baliklarin 3 6znitelige bagli yas gruplarina
ayrilmasi analizinde [47] yine rastgele orman algoritmasinin nispeten daha yiiksek dogruluk

oranina sahip oldugu tespit edilmistir.

Bununla birlikte zararli yazilim tespitinde statik analiz yontemi ile elde edilen 6zniteliklerin
bulundugu ayr1 bir veri setinde yapilan analizde [49] RF algoritmasinin Sci-kit kiitliphanesi
kullanildiginda %99 civarinda dogruluk ve duyarlilik orani ile diger etiketli siniflandirma

algoritmalarindan daha iyi bir sonug verdigi tespit edilmistir.

Yapilan karsilastirmalar, calismada kullanilan veri setinin ve elde edilen siiflandirict

performanslarinin dogruluk/duyarlilik oranlarini pekistirir niteliktedir.

Miiteakip ¢aligmalarda farkli isletim sistemlerine uyumlu zararli yazilimlar iizerinde derin
O0grenme ve yapay sinir aglari ile yapilacak analizlerin literatiire katki saglayabilecegi,

dogruluk, duyarlilik ve kesinlik degerlerini artirabilecegi ongoriilmektedir.
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import os
import pandas as pd
from sklearn.feature extraction.text import CountVectorizer # kelime torbasi i¢in#
Dizin="kayit dosyalarr’
etiket =[]
metin = []
#Dizin = (Ckayit_dosyalar1’)
for dosya_a in os.listdir(Dizin):
if "m" in dosya_a:
labels.aend("-1")
else:
labels.aend("1")
dosya_a = os.path.join(Dizin, dosya_a)
print(dosya a)
with open(dosya a) as f:
icerik= f.read()
icerik.replace(",", " ") # «,” karakterini silmek ve aralara bosluk koymak icin#
icerik.replace("", " ") # «“ ’ ” karakterini silmek ve aralara bosluk koymak i¢in#
metin.aend(icerik) # dosya icerigini ciimleye ¢evirmek i¢in#
vectorizer = CountVectorizer(stop words='english', max_features=200)
dtm = vectorizer.fit_transform(text)
df = pd.DataFrame(dtm.toarray(), index=etiket, \
columns=vectorizer.get feature names()) #veri seti burada olusuyor#
df.index.name = "labels"
dfito_csv(r'BilesikMatris.csv')
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