A 600W ON-COIL CLASS-E RF POWER
AMPLIFIER ARRAY WITH DYNAMIC
PHASE CONTROL FOR 3T MRI

A THESIS SUBMITTED TO
THE GRADUATE SCHOOL OF ENGINEERING AND SCIENCE
OF BILKENT UNIVERSITY
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR
THE DEGREE OF
MASTER OF SCIENCE
IN

ELECTRICAL AND ELECTRONICS ENGINEERING

By
Abdullah Erkam Arslan
September 2022



A 600W On-Coil Class-E RF Power Amplifier Array with Dynamic
Phase Control for 3T MRI

By Abdullah Erkam Arslan

September 2022

We certify that we have read this thesis and that in our opinion it is fully adequate,

in scope and in quality, as a thesis for the degree of Master of Science.

Ergin Atalar(Advisor)

Abdullah Atalar

Barig Bayram

Approved for the Graduate School of Engineering and Science:

Orhan Arikan
Director of the Graduate School

i



ABSTRACT

A 600W ON-COIL CLASS-E RF POWER AMPLIFIER
ARRAY WITH DYNAMIC PHASE CONTROL FOR 3T
MRI

Abdullah Erkam Arslan
M.S. in Electrical and Electronics Engineering
Advisor: Ergin Atalar
September 2022

Due to their size and cooling constraints, conventional Magnetic Resonance
Imaging (MRI) places radio frequency (RF) amplifiers away from the scanner.
These RF amplifiers have relatively low efficiency due to the matching of 5052
output impedance for means of transmission with cables. Switching Class-E
amplifiers on the other hand, by default need a bare RLC network as their load
and thus can be directly integrated with the bare unmatched coils and reduce the
cost and power losses significantly. This thesis aims to build up on the previous
theses’ line of work including [1, 2, 3, 4, 5]. Instead of mitigating the symptoms,
chronic problems of artifacts have been fixed by focusing on their root causes
in the FPGA side of the updated design.The driver has been updated, timing
problems have been resolved. FPGA design is also extended to support multi-

channel phase control.

A dual channel imaging configuration of on-coil Class-E amplifiers with on-
the-fly digital fine phase control is presented for 3T MRI. The system can control
the phase with less than 2° granularity (this setting can be fine-tuned down to
0.15°). Without any mechanical intervention with the coil setup, using merely
phase control, illuminated slice depth is modulated to three times its base-size

during scantime. B1 field maps are also extracted for another setup.

Periodically linear switching (PLS) circuit model of the Class-E amplifier is de-
rived and computed, yielding a simulator with fast and customizable optimization
capability. The PLS model is also verified by SPICE and theoretical analysis.

Keywords: MRI, Class-E amplifier, RF amplifiers, Parallel transmit array.
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OZET

3T MRG IQIN DINAMIK FAZ KONTROLU OZELLIKLI
BOBIN-UZERI 600W E-SINTFI GUC YUKSELTECI
DIZISI

Abdullah Erkam Arslan
Elektrik ve Elektronik Miihendisligi, Yiiksek Lisans
Tez Danmigmani: Ergin Atalar
Eylil 2022

Manyetik Rezonans Gériintiilleme (MRG), radyo frekansi (RF) yiikselteglerini
boyutlar: ve sogutma kisitlamalari nedeniyle tarayicidan uzaga yerlestirir. Bu RF
yikseltecleri lineerdir ve kablolarla iletilmeleri icin tipik 50€2 ¢ikis empedansina
gore tasarlandiklarindan dolay: nispeten diigiik verimlilige sahiptir. Ote yandan
E-Siifi yiikseltegler dogal olarak giic gondermek i¢gin RLC devre agina ihtiyag
duyar ve bu sayede tipik bobinlerle (anahtar kilit uyumu gibi) dogrudan entegre
edilebilir ve bu da gii¢ kayiplarini ve maliyeti énemli 6lciide azaltir. Onceki te-
zlerin [1, 2, 3, 4, 5] {izerine kiimiilatif ilerleyen bu tezde giincellenen tasarimin
FPGA tarafinda artefaktlar, kronik sorunlarin semptomlarini hafifletmek yer-
ine kok nedenlerine odaklanilarak giderildi. Transistor siiriiciisii giincellendi, za-
manlama sorunlart ¢oziildii. FPGA tasarimi ayrica ¢ok kanalli faz kontroliini

destekleyecek sekilde genigletildi.

Bobin tistii ¢ift kanalli E-Sinifi yiikseltecler i¢in 3T MRG’de ince ayarlanabilen
anlik dijital faz kontroliine sahip bir tasarim sunulacaktir. Tasarlanan sistem,
faz1 2°’den daha hassas ayarlanabilirlik diizeyinde kontrol edebiliyor. Bobin ku-
rulumuna herhangi bir mekanik miidahale olmaksizin, yalnizca faz kontroli kul-
lanilarak, goriintiilenen derinlik, tarama aninda taban boyutunun ii¢ katina kadar

modiile edildi. B1 manyetik alan haritalar1 da baska bir deney ile ¢ikartilmistir.

E-Smufi yiikselteglerin periyodik anahtarlamali lineer (PAL) devre modeli
tiiretilmig ve bilgisayar ortaminda hesaplanmigtir. Hizli ve yiiksek uyarlanabilir-
likli optimizasyon yetenegine sahip bir similator elde edilmistir. PAL modeli
ayrica SPICE ve teorik analiz sonuglariyla kargilagtirmali olarak dogrulanmigtir.

Anahtar sézcikler: MRG, E-sinifi yiikselteg, RF yiikseltecler, Paralel vericiler.

v



Acknowledgement

First, I would like to express my thanks to Prof. Dr. Ergin Atalar, my advisor,
for his essential guidance and insights throughout my studies. I also want to
express my gratitude to Prof. Dr. Abdullah Atalar and Prof. Dr. Barig Bayram

for being my jury members.

I would like to also thank the precious members of UMRAM, Said Aldemir,
Ziba Arghiani, Reza Babaloo, Manouchehr Takrimi, Musa Aslandogdu, Fatma
Giil Uyar, Bilal Tagdelen, Ehsan Kazemivalipour for their kindness and support

that helped me get the most out of my time here.

Last but not least, I would like to thank my family for their continuous support

along this journey.



Contents

1 Introduction

2 Theory

28]

2.2

2.3

2.4

2.5

2.6

The Class-E amplifier . . . . . . . .. .. ... ... ... .....
2.1.1 Background . . . . ... ..o
2.1.2  Nonlinear Drain Capacitance . . . . .. .. ... ... ..

The Periodically Switched (Pseudo-)Linear Model of Non-Ideal
Class-E Amplifier . . . . ... ... ... .

Driver and Supply Modulation . . . . . . .. ... ... ... ...

2.3.1 Gate Driver: “Skipping Glitch”, its Artifacts in MRI Image
and Theory of its Solution . . . . . ... .. .. ... ...

Magnetic Field Analysis of Two Circular Loop Coils . . . . . . ..

B1 Mapping Theory: DAM . . . . ... .. ... ... ... ...

Theoretical Update to the Amplifier Design Topology, its Simula-

tion and the Previous Driver’s Frequency Response . . . . . . ..

vi



CONTENTS vii

3 Methods 34
3.1 Periodically Switched Linear (PSL) Circuit Simulator Methodology 34
3.2 FPGA Design Methodology . . . . . ... ... ... ... .... 35

3.2.1 Robust FPGA design: Clearing the Gate Driver Glitches
Causing MRI Artifacts . . . . . ... ... ... ... ... 35
3.2.2  Supply Modulation: FPGA Update . . . . . .. ... ... 35
3.2.3 Dynamic Phase Control On-the-fly . . . ... .. ... .. 36

3.3 MRI Experiments: Dynamic RF Field Modification with On-Coil
Class-E Amplifiers . . . . . .. ... 0o 39
331 MRIsetup. ... .. .. ... ... . 39
3.4 MRI Experiments: B1+ Field Mapping with DAM . . . . . . .. 41
341 MRIsetup. . ... ... ... 42
342 T1 Mapping . . . . . . . . . 44
343 T2Mapping . . . . . . ... 44
344 T2* Mapping . . . . . . . . . 44
3.5 Replacing MRI Spectrometer with External RF Generator . . . . 45

3.5.1 Pitfalls of Using Continuous RF generator as Larmor Input:
RF Interference at Larmor Frequency . . . . . . . . . . .. 45

4 Results 48
4.1 PSL Circuit Simulator/Optimizer for Class-E Amplifier Results . 48



CONTENTS viii

4.2 FPGA Design Results . . . . ... ... ... ... ... .. 54

4.2.1 Before and After the Skipping Glitch: Performance of the
Gate Driver . . . . . . ..o 54

4.2.2  Dynamic Phase Shifting Bench-testing Experiments: Logic
Signals and RF Pulse Waveforms . . . ... ... .. ... 55

4.3 MRI Experiment Results: Dynamic RF Field Modification with

On-Coil Class E Amplifiers . . . . . .. . ... ... .. ... ... 58
4.4 Bl Field Mapping Results . . . .. .. ... ... ... ... ... 59
44.1 TI1, T2, and T2* Mapping Results . . . . . ... ... ... 59
4.4.2 Bl Mapping Results . . . . . .. ... .. ... ... ... 60

4.5 Results of Replacing MRI spectrometer with External RF for Lar-

mor Frequency . . . . .. ..o 63
4.5.1 Shielding Only Solution . . . . .. ... ... ... .... 63

4.5.2 Combination of Shielding and RF Transmit Gating Solu-
tlon . . . .o 64

4.5.3 Final Images After Clearing Interference . . . . . . . . .. 66

4.6 Nonlinear Transistor Drain Capacitance: LTSPICE Simulation Re-

SUltsS . . . 68
5 Discussion and Conclusion 75
A Schematics 83

A.1 FPGA Design Schematic with Integrated Dynamic Phase Shifting 83



List of Figures

2.1

2.2

2.3

Class-E amplifier circuit. The switch is a MOSFET. In this ab-
straction, the sum of capacitances of switch MOSFET (C,ss) and
the additive matching parallel capacitor is represented as a single

Cp capacitance . . . . .. ...

The switch voltage (solid), switch current (dashed), and parallel

capacitor current (red dash-dot) of an ideal Class-E amplifier . . .

Switch voltage (black solid line), switch current (black dashed line),
and the parallel capacitor voltage (red dash-dotted line) of the non-
ideal Class-E amplifier (Rgson Z0) . . . . . o o oo oo o oL

1X



LIST OF FIGURES

2.4

2.5

2.6

2.7

Summary of the architecture of the on-coil Class-E amplifier inte-
gration into the RF-chain. This is to recall the basic blocks and
their functions. Dotted lines represent the edges of the PCB. Main
MOSFET was either BLF871 or BLF573 detailed in Table 2.1. The
trigger is asserted high and stays high during the RF pulse, and it
is either active high (Left-side X9 Port of Siemens 3T TIM TRIO
Scanner), or active low (Scimedix 1.5T Scanner) depending on the
vendor. Coil impedance value of 1.22+1.40j €2 is an example typ-
ical coil impedance value valid for the new coil tuned in Fig. 3.3.
The transmission line (TL) effect (non-lumped) of ~2cm 502 TL
segment from coil edge to amplifier drain will be first discussed
here in Sec. 3.4.1. The block of Supply Modulation will further
be detailed in Fig. 2.5. The block of gate-driver and its inherent
errors will be discussed in Fig. 2.11 (part of the update sections).
Up until now, the external RF generator® was not yet integrated as
part of MR imaging (heavy artifact presence was noted) and was
used only for bench testing. Credits for LTC6957 board diagram:

Analog Devices, Inc. . . . . . . ...

Summary of the the supply modulation block diagram for the de-

signs used up to now in the line of thiswork . . . . . . . ... ..

(Black dots) Data of Cs output (Cys+Cyq) capacitance of BLF573
and its two-term exponential curve fit (blue curve) in the range of
(0-50V). This fit resulted in a 10pF RMSE error. . . . . ... ..

The circuit diagram prepared for modified nodal analysis. Linear
well-defined elements simply transform into diagonal matrices. To
exploit parallel combinations particular elements (such as Y, )
are quoted with their respective admittances. To relate to common
case of switch and being the transistor, switch voltage is referred

to as the drain voltage with label Vp . . . . . . .. .. ... ...



LIST OF FIGURES

2.8

2.9

2.10

2.11

2.12

2.13

2.14

PSL circuit model’s generated switch resistance model in time do-
main (N=15, M=50), a single period(T~8.11ns) for fy = 123.24
MHz. The Gibbs oscillations are due to finite number of harmon-
ics. Particularly oscillations at lower end is more important (for
which y-axis is zoomed at the bottom graph). Due to limited har-
monic count, the target 100m¢2 ON resistance is only achieved on

average at the OFF-cycle. . . . . . . ... ... ... ... ...,

Demonstration of 1 missing line out of 50 k-space lines, its effect
in the image is ghosting perpendicular to the direction of missing
line (Data taken using FFT algorithm with 20 sample upscaling).
k, (phase encoding axis) in our case, for each phase encoded, a
line of k, values are sampled during readout, i.e., k, data comes in

chunks as response to each RF-pulse at each k, value . . . . . ..

Setup modeling the loop coils for the analytical solutions of the

magnetic field . . . ..o

Analysis of the gate driver diagram of the earlier design(green:

correct high side waveform countering negative feedback) . . . . .

Gate voltage waveform’s important parameters for a range for drive

frequencies of the gate driver . . . . . . . ... ...

Simulated LTSPICE circuit with parameter extractor and sweep

capability for theoretical analysis of rise-fall times . . . . . . . ..

(a) Drain voltage and current SPICE simulation of the circuit in
Fig. 2.13 for R9=R10=10mS2 - the spike is due to misalignment
in tuning latency adjustment in the EPC2036 GaNFET, (b) while
stepping parameters, zoomed in version the gate voltage of GaN-
FET of the same circuit (time axis shifted and zoomed in for better
detail), (c¢) 10%(0.5V), 90%(4.5V) thresholded rise and fall times

extracted for the swept values of damping resistors R9=R10

x1

33



LIST OF FIGURES

3.1

3.2

3.3

3.4

3.5

4.1

4.2

4.3

Dynamic phase control bench testing set-up (a) Pickup coil and the
placement of the channel coils tuned while on phantom(loaded), (b)
Amplifier] and Amplifier2 driving CH1 and CH2 coils, respectively,
(c-d) Overlap decoupled coils dimension detailed with a ruler (cm

scale) oL

Dynamic phase control set-up for MRI imaging (a) FPGA and its
PCIE controlling PC, (b) Set-up and cabling in MRI bore room,
(c) Overlap decoupled coils, (d) Amplifiers driving the coils, (e)
Zoomed-in image of the phantom, coils and the amplifiers inside
scanner room, (f) Control room with remote desktop for control
of the phase, and DC supplies for the amplifiers, (g) Zoomed-in
image of the DC supplies . . . . . . .. .. .. .. ... .....

Coil tuning and amplifier used for B1 mapping (a) The coil tuned
on the phantom (b) The amplifier, (¢) Measurement of impedance
of the coil (excluding the the 2cm TL path from packaged drain
of BLF573 to its SMA connector) . . . . . ... ... ... ....

Unifying LVDS RF pulse information carrier CAT7 ethernet cable’s

shield with the main MRI scanner room’s Faraday cage . . . . .

RF gating circuit diagram implementation for bench testing. The
trigger stays high during the RF-pulse (TIM TRIO scanner’s left-
side X9 RF pulse trigger output port). . . . . ... ... ... ..

Efficiency vs Cg and C, capacitor values fast scanned using the

PSL circuit simulator . . . . . . ...

Output power vs Cg and C,, capacitor values fast scanned using

the PSL circuit simulator . . . . . . . . . . . . ... ... ...

Custom optimization variable PL2 /P, vs Cq and C,, capacitor val-

ues fast scanned using the PSL circuit simulator . . . . . .. ..

xii



LIST OF FIGURES

4.4

4.5

4.6

4.7

4.8

4.9

4.10

4.11

4.12

4.13

Time domain solution results of circuit in switch current and switch

voltage using the PSL circuit simulator in MATLAB. . . . . . ..

LVDS signals of high side gate driver: (top) Previous design which
suffers from skipping (marked with red arrows), (bottom) updated
design . . . . ..

MRI images of before and after the FPGA update to the gate
driver to solve skipping glitch . . . . . ... .. ... ...

LVDS signals of high side driver signals of channel 1
(cyan:stationary) and channel 2 (brown:phase shifting) captured
by the scope. With a granularity of 192 steps (00h-CO0h:0-192) a
phase lag of 270° at channel 2 gate control signals with respect to

channel 1 is achieved (1.41° granularity< 2°) . . . . ... ... ..

Pickup coil probed RF-pulse waveforms for V;; =5V, attenuator
level=0dB (no attenuation). Under different phase delay inputs
outputs effectively summed up on the pickup coil (for the coils of
Fig. 3.1) . . .

Resulting MR images due to (a) constructive, and (b) destruc-
tive interference between the channels. (All from the same set-up

shown in Fig. 3.2) . . . . . .. ...

T1 and T2 map estimations of the Siemens phantom of set-up of
Fig. 3.3 . . . .

T2* map estimation of the Siemens phantom of set-up of Fig. 3.3

T1 corrected flip angle () map in units of degrees (°) at low power

operation (Vzg=15V 7pp=2ms), using small loop coil of Fig. 3.3

T1 corrected Bl field map at low power operation (Vgz;=15V

Trr=2ms), using small loop coil of Fig. 3.3 . . . .. ... ... ..

xlil

61



LIST OF FIGURES

4.14

4.15

4.16

4.17

4.18

4.19

4.20

4.21

Performance of Faraday cage shield unifier solution . . . . .. ..

RF gating method signals for a 1.25ms RF pulse from top to bot-
tom: (yellow) 3.2x scaled version of logic buffer output signal,
(green) output RF pulse sensed by the pickup coil, (blue) V45 volt-
age of the Class-E amplifier, (red) Output voltage level feeding the
logic buffer . . . . . . ...

Performance of RF gating method solution (left side image: before)

(right side image: after) . . . . ... ... ... ... ... .. ..

Ghosting artifact example while using external RF generator as the
RF-pulse frequency input. This was only the case in long sequences
(TR=2000ms) . . . . . . . .. it

Demonstration of slice selection using external RF generator in a

fruit (loquat) imaging example . . . . . . . . . ... L.

(top) Linear C,, capacitance case, (bottom) the same case compo-
nents are kept the same except adding voltage dependency prop-

erty of Sec. 2.1.2 to the C,, capacitor. . . . . ... ... ... ...

Extended look at the limited range (0-50V) (erroneous) curve fit
of Sec. 2.1.2. Although the fit was decent within the data range,

values beyond the fit-range are extremely unrealistic even ranging
down below 20pF. . . . . . . .. ..

New fit also considering the convergence of C,;s by employing
padded data beyond the scale of datasheet values. The new fit
has an RMSE value of 11pF . . . . . . .. ... ... ... ....

Xiv



LIST OF FIGURES

4.22 Results of new fit in comparison with misleading old fit, the new
fit also retuned to very close to original values. In the bottom-
most case: The resulting additional capacitance had to be set to
OpF. This showcased the 100pF convergence capacitance taking

the entire job of the amplifier’s C), capacitance. . . . . . ... ..

XV



List of Tables

2.1

4.1

4.2

Transistors of interest and their important parameters . . . . . .

Comparison between resulting circuits of 3 different optimiza-
tion goals (R, = 1.22Q,M = 50,N = 15. Switch Model:
Rason = 100mSY, Rysopp = 2k2) fo = 123.24 MHz. Opt-var =
PL2/P,, =nP%2. Coil inductance: 159nH, Vu=31V. Next column
is to compare against class-E theory from background equations
of Sec. 2.1.1, last column is from the LTSPICE simulation of cir-
cuit given in Fig. 2.13 for EPC2036 GaN transistor with realistic

driving scheme (with custom SPICE circuit parameter extractor)

Custom 3-term modified fit parameters of Eq. (4.1) Please note
that E=100pF is now actually inclusive and defining the high volt-

age state converging capacitance . . . . . . . ... ...

XVvi

53



Chapter 1

Introduction

Magnetic resonance imaging (MRI) is a noninvasive imaging technique to image
anatomy and the physiological processes of the body. MRI uses a powerful magnet
in combination with gradient and RF coils. Gradient and RF coils need to be
driven by amplifiers. Driving RF amplifiers poses a problem as the proximity of
these coils to the strong magnetic field in the MRI bore makes the cooling on them
extra challenging and costly. To circumvent this, conventional MRI places the RF
amplifiers either in a secondary system room or inside the scanner room, outside
the bore. In either case (although cables and cable-induced losses are generally
smaller in the latter case), distancing between the amplifier and the body coil
requires cabling and additional matching networks to the intrinsic impedance of
the cables. Moreover, cable losses introduce additional stress and cost to the
system. Class-E amplifier which needs an RLC network as its load simplifies this
by removing intermediate matching circuits, which greatly simplifies the job to

nothing but placing a switch and a choke inductor on the coil’s terminals.

At ultra high field (>7T), transmit array systems (pTx) [6, 7, 8] become the
only option due to tightening constraints such as increased attenuation due to
decreasing wavelength. One novel design approach uses controlling channel am-
plitudes and phases in real time to modify the B1 field inside the subject. This

proved useful in MR safety applications where we want RF fields to avoid certain



areas with implants. On the other hand, it also proves useful in correcting B1-field
non-uniformities in large organs such as the heart [9]. One method to achieve
such field modifications is to introduce interchannel phase delays to achieve a
“steering” of the Bl field within the subject [10].

Several novel designs using switch-mode on-coil Class-D amplifiers have been
proposed [11, 12, 13|, and proved highly power efficient. To further reduce the
costs and complexity, this thesis proposes Class-E amplifiers (which are basically
Class-D amplifiers cut in half at the axis of symmetry). Without any intermediate
matching networks, with the coil itself being part of the matching network. This
integration, combined with the Class-E topology, further projects to reduce the

cost, complexity and area of the design by more than half.

The precursors of this work was started and mostly formed its backbones by [1]
for a 100W design with high efficiency using supply modulation. Next, the power
output capability is further increased to 300W (at the cost sacrificing some per-
formance at 3T) with a larger transistor by [2]. Furthermore, eliminating the
need for supply modulation [3] a purely gate modulated design has also been
proposed at 1.5T. Although in the latter, the efficiency takes a hit at high-power
outputs, the dynamic range of the amplifier has increased. Finally [4] detailed
the optimization with a simplified discrete time numerical model for quad-channel
coupled Class-E amplifiers and expanded the concept to (closer to real-life ap-
plication with coil distancing) a quad-channel imaging under full stress on the
amplifiers. Work in [5] further extended the quad-channel numerical model to
generalized n-channels and focused on gallium-nitride (GaN) HEMT transistors.
In collaboration, also with my help in simplifying the earlier (and faulty) gate
driver topology by more than half through the use of a dedicated transistor driver
instead of an obsolete half-bridge, the costs have further been decreased while the

driver’s performance more than doubled.

The work in this thesis is organized as follows. Chapter 2 will detail the theory
of class-E amplifiers, their optimization process, the analytical solution of fields
arising from the 2-channel loop setup, and the used B1 field estimation method.

In Chapter 3 methods used for B1 field mapping and its modification, updates,



fixes and improvements to the design will be given. In Chapter 4 results using the
methods of Chapter 3 and the analysis and comparison with the earlier designs
in line of this work will be detailed. In concluding Chapter 5, the complications

noted during the design steps and the goals of the future work will be discussed.



Chapter 2

Theory

2.1 The Class-E amplifier

The following section will detail the theoretical analysis in the literature. Sim-
plified design equations will be extracted as the final step used to determine the

starting points of tuning of the amplifier.

2.1.1 Background

Proposed by Sokal and Sokal [14], its analysis expanded by Raab [15, 16], Class-
E power amplifiers can have theoretical efficiencies up to 100%. As with the
simplified switch model, the topology of the Class-E amplifier can be found in
Fig. 2.1, The amplifier is composed of a parallel capacitor (C, or also known in
literature as C; or Cy,), a choke inductor (L), a supply voltage (Vyg), and a
load network which includes a series resonator (L,-Cy or also known in literature
as the pair of Ly-C5) and a load resistor (Ry). The main exploit for us here is
that our load network in MRI is already an RLC network, with impedances very

close to perfect match for a Class-E amplifier with only minor modifications.
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Figure 2.1: Class-E amplifier circuit. The switch is a MOSFET. In this ab-
straction, the sum of capacitances of switch MOSFET (C,,) and the additive
matching parallel capacitor is represented as a single C), capacitance

We can start by defining a unitless variable representing time, and call it § (=
wt). For the following analysis of the circuit in Fig 2.1, since they are in parallel,
we can use parallel capacitor voltage and switch voltage interchangeably as vp
(named after drain voltage vp for a typical MOSFET switch). The waveform set
of the ideal Class-E amplifier is given in Fig. 2.2. In the steady state assumption
for Class-E amplifier operation for a sufficiently large choke inductance, I, will
converge to a DC value Ipc. ip is defined as the sum of the currents going into
C, and the switch.

ip=is+ic, Ipc=ip(0)+iL(0) (2.1)

As we will see later, the load current ir(f) can be defined as a sinusoid with

amplitude 7, and phase ¢ to hold all boundary conditions.

ir(0) = L, sin(0 + ¢) (2.2)
5



Next, the 50% duty ratio case will be detailed below. For the solution, we separate
the waveforms into two parts as switch OFF and switch ON and combine them
in the middle (0 = 7) ZVS (for maximum efficiency) and ZVDS (capacitor C,
voltage continuity) boundary conditions. While the switch is OFF, switch current

is 0. Combining Eq. 2.1 and Eq. 2.2, we have Eq. 2.3 for icp.

SWITCH OFF

SWITCH ON

4

PETYS
PL ~

4

1S

\\\
\\
\

\

z

/" (switch current)

a_‘

0 (= wt)

Figure 2.2: The switch voltage (solid), switch current (dashed), and parallel
capacitor current (red dash-dot) of an ideal Class-E amplifier

icp(0) = Ipc — Iy sin(6 + ¢) — 0 SWITCH OFF (2.3)

While the switch is ON, the switch voltage will stay at zero for the ideal amplifier.
As necessitated by load waveform and ZVDS condition, the switch current must

follow the path of parallel capacitor current from the first part’s Eq. 2.3. For the



ideal amplifier, among these three waveforms only the switch current ig will be

non-zero in this interval:

ig(0) = Ipc — Lpsin(@+¢)—0 : SWITCH ON (2.4)

Continuing the switch OFF case, writing out the parallel capacitor
voltage(=ve, = vp) as the integral of its current we get Eq. 2.5 (For the perfectly
ideal Class-E amplifier where Ry, = 0, the capacitor voltage vp should start
from OV at @ = 0 and end at OV at 6 = 7, for 50% duty ratio solution). This

means vp(0) = 0 for the ideal Class-E amplifier.

6
UD<9) — UD(()) I Cip /0 icp(el) éd&l (25)

Plugging Eq. 2.3 into Eq. 2.5, we finally have Eq. 2.8:

1 /° . i,
UD(G) = ’UD(O) -+ ? / (IDC — [m Sln(9 + (b)) 5d(9 (26)
» Jo
1 0'=0
vp(0) = vp(0) + oC, {]DCG' + I, cos(6' + ¢)} . (2.7)
]m IDC Im
vp(0) = vp(0) — - cos(¢) + - 0+ e cos(6 + ¢) (2.8)

Eq. 2.8 denotes the interesting shape of the switch voltage (drain voltage). It
has a DC term vp(0) — ;—gpcos(aﬁ), a ramp term iLCi 0, and a sinusoidal term
wl—gp cos(f + ¢). The behavior of these terms at the boundary (verge of switching)
will be of interest. For a smooth switching, which is necessary to avoid a singu-
larity in parallel capacitor current (any excess voltage over 0V would have been
immensely discharged into Ry, = 0 -singularity in capacitor current- ) vp must
reach zero at the § = 27D point (ZVS) which is § = 7 for D=50%. Moreover the
first derivative of the switch voltage which also characterizes the capacitor current
should also be smoothly reaching zero (ZVDS). This is to satisfy a continuous
flow of sinusoidal current into the load, since as asserted before in connection with
steady state choke current, the switch current and capacitor current combined
should be the DC shifted version of the load current.



Applying the ZVS and ZVDS conditions on vp(6) at § = 27D, we have Eq.
2.9 and 2.10.

27TDIDC Im (
vp(6 =0=wvp(0)+ + cos(2D + ¢) — cos ¢)> 2.9)
ol )9=27rD o(0) wC, wC, ( ( (
d'UD(e) [DC [m . 1 .
T N = Ipc—1I,sin(2xD
df  |p_srp 0 {pr wC, Sm(9+¢)} - pr( pc— Iy, sin(27 +¢)>

(2.10)

Subsequently, for D=50%, we have Eq.2.11 and 2.12 ( sin(7 + ¢) = —sin(¢)
and cos(m + ¢) = —cos(9) ).

0=wvp(0)+ wLC'p <7TIDC -2, cos(¢)) (2.11)

IDC [m .
— — 7
0 {pr oC, sin( +¢)}

Using Eq. 2.12 irrespective of ideality of switch we have found a distinct rela-

:wl(bc+%mmw) (2.12)

2w D CP

tionship between choke current Ipc and load sinusoidal current amplitude I,,, as

Eq. 2.13

IIP—C = —sin(¢) (2.13)

Note that angle solution for angle ¢ is negative. Using Eq. 2.13 with we can

acquire another additional boundary condition at the end of the cycle § = 2.
i5(27T) = IDC — [m Sin((27T) + ¢) = IDC + IDC = QIDC (214)

Moreover, combining Eq. 2.13 with Eq. 2.11 and boundary condition vp(0) =
vp(2m) = i5(27)Rason = 2IpcRason (which follows from Eq. 2.14), we get an
exact expression for the ratio of cos(¢) and sin(¢) which gives an exact solution
for tan(¢) and the angle ¢ itself.

—wCyup(0) = —wCp2Ipe Rason = (W(—Im sin(¢)) — 21, cos(¢)) (2.15)

2wC’desonIID—C = —2wWC, Ryson sin(¢) = (7r sin(¢) + 2 cos(qﬁ)) (2.16)
Rearranging terms
sin(¢) 2
= = — 2.1
cos() tan(¢) 7+ 2wC, Ryson (2.17)



2
~ arctan [ — 2.18
¢ = arctan ( G, Rdson) ( )

For the special case of ideal switch with Ry, = 02 Eq. 2.18 collapses into its

well-known specific value for D=50% case.

2
¢ = arctan < — —> ~ —32.48° (2.19)
T
As for the DC input current to sinusoid output current conversion ratio, following
Eq. 2.13 we have Eq. 2.21:
. : 2 2
—sin(¢) = —sin | arctan | — — | | = —— (2.20)

s w2 4+ 4

I[D_mC = — cosec ((¢)) = # ~ 1.862 (2.21)

For 50% duty ratio solution, the optimum load angle of the RLC coil load
network (ratio of real part of tuned load to its imaginary part) can be found by
utilizing in-phase and quadrature (I,Q) component analysis. In (I,Q) domain,
dividing the total coil current (load current, as a complex number, written as
sum of (I,Q) components) to the total voltage of the branch (drain voltage, again
as a complex number representing (I,Q) components), one can find the total coil
impedance for this optimum solution. Following the analysis in [17], we have
Eq. 2.22 for the optimume-efficiency load angle, and Eq. 2.23 for the optimum-

efficiency X¢, reactance for the 50% duty ratio case.

Zeon = Xcp(0.1836 + 0.21165) = Rp + jwL + — (2.22)
jwCs
1 Ry,
Xpp = —— = 2.23
T wC,  0.1836 (2.23)

As stated in Eq. 2.23 for a given load resistance direct mapping to the C), parallel
capacitor value. After we calculate C),, having a fixed L, of the manufactured
coil final step is to adjust C value such that Eq. 2.24 is also satisfied.

102116
wCy  wC,

X;. — Xo, = wlL, — (2.24)
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For example, a coil with Ry ~ 1.22Q) (further away the phantom load, the smaller
the real part of load) as in Sec. 3.4.1, will need C}, ~ 194pF and Z.; ~ 1.22 +
1.405€2 coil impedance.

2.1.1.1 Non-Ideal Switch Theory

The extra steps leading to the following equations will be skipped and can be
found in [18] for general duty cycles. For a non-ideal switch, at 50% duty ratio

the power dissipated on the switch [18] compacts into the form in 2.25.

R SON
Prason = 1.37 ]d%

12 (2.25)
L

1
= 100% 2.26
i 1 + 1.37—R§5Lon 0 ( )

In the non-ideal case, angle ¢ becomes dependent on Ry, and the shunt
capacitor (. As detailed by the theory in [19] we have the following equation
for ¢

-2
= arct 2.27
¢ = arctan (W n QWRdsonCp> ( )

which for Rgs,n, = 0, converges to ¢ = arctan(_??) = —32.48° ideal case value as
expected. It is important to note that for this special ideal case the phase shift

¢ becomes independent of all other circuit components.

For the non-ideal case, voltage and current waveforms of a generic case is given
in Fig. 2.3. Examining the waveforms for this tuned case, total current bypassing
the load 75+ i1 complement each other and they effectively form a DC up shifted
sine wave (unnoticeable ripple for a sufficiently large L.,). This DC shift is still

equal to the choke current.
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Figure 2.3: Switch voltage (black solid line), switch current (black dashed line),
and the parallel capacitor voltage (red dash-dotted line) of the non-ideal Class-E
amplifier (Rgson # 0)
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2.1.1.2 Summary of The Line of Work up to Now

The diagram of the architecture that has been started by [1], and cumulatively
building up until now is summarized in Fig. 2.4, where the coil and the amplifier
integration is also depicted. The coil uses distributed capacitors to achieve high
quality factors (Q-factors) [20, 21]. The supply modulation block of the original
design is given in Fig. 2.5. Specifically, the gate driver block (and its errors) will
be investigated under Sec. 2.6 in Fig. 2.11. The transistors (except the introduc-
tion of GaN transistors) used and their parameters of interest are summarized in
Table 2.1. More details on the system blocks can be found in [1, 2, 3].

Characteristic Parameters BLF871 BLF573
Bandwidth(MHz) 870 225
Output Power (W) 100 300
Drain-Source On Resistance Ry, (m) 210 90
Feedback Capacitance C,; (pF) 1 2.3
Input Capacitance Cjs; (pF) 95 300
Output Capacitance C,,; (pF) 30 103
Maximum Vpg (V) 89 110
Threshold Voltage (V) 2 2
Operating Frequency (MHz) 123.24 63.78

Table 2.1: Transistors of interest and their important parameters

12



(12pH, 22pF LC section

low pass filter) 5-31V
(~10 KHz cut-off'ed low pass Vad Example: For Vg4 =5V
filtered version of this) X V4 envelope's peak reaches:
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3%-t0-85% | ,2UPPIY |envelope :
Modulation
1 MHZ PWM Block
8V | Cs
Chlp/_brldge . Whenever a trigger is asserted, 1
bias 2 (PWMHigh,,PWMLow,) pairs
- of LVDS signals are read from
Trigger / BRAM (like a record player). R .
PWM Dead time of 40ns coil o
envelope/ | between high-side and . (in-vivo)
LVDS low-side. x={p.n} = loading from the body
FPGA * LVDS (carrier) Driver or Cs,
. = loading from the
- ’ phantom (in-vitro)
L (gate-driver)w Zi
i - Rcoil + xcml
| 2 (High,,Low,) =1.22 + 1.40j Q
pairs of LVDS o # 50 Q
‘ ‘ ~ .signals at Larmor . gogl}e?;gjeMHz. Lo CS3
LTC6957 | frgquenc_y. agserted for 1':he
:;?ﬁ;; H'_ghx = Low, duration of RF pulse. 3.3V
x={p.n}. Zero outside the duration. LTC6957 I | 1
High-side signals are normally OFF i -
Low-side signals are normally ON FILTA V S0l
FILTB OUT1
—

IN*
IN"

GN
LTC6957 is a low jitter/fast comparator
SINE WAVE — SQUARE WAVE converter

SINE WAVE at Larmor frequency
(either from MRI spectrometer for imaging
or RF generator* for bench testing only)

Figure 2.4: Summary of the architecture of the on-coil Class-E amplifier inte-
gration into the RF-chain. This is to recall the basic blocks and their functions.
Dotted lines represent the edges of the PCB. Main MOSFET was either BLF871
or BLF573 detailed in Table 2.1. The trigger is asserted high and stays high
during the RF pulse, and it is either active high (Left-side X9 Port of Siemens
3T TIM TRIO Scanner), or active low (Scimedix 1.5T Scanner) depending on
the vendor. Coil impedance value of 1.2241.40j ) is an example typical coil
impedance value valid for the new coil tuned in Fig. 3.3. The transmission line
(TL) effect (non-lumped) of ~2cm 5002 TL segment from coil edge to amplifier
drain will be first discussed here in Sec. 3.4.1. The block of Supply Modulation
will further be detailed in Fig. 2.5. The block of gate-driver and its inherent
errors will be discussed in Fig. 2.11 (part of the update sections). Up until now,
the external RF generator® was not yet integrated as part of MR imaging (heavy
artifact presence was noted) and was used only for bench testing. Credits for
LTC6957 board diagram: Analog Devices, Inc.

13



Supply Modulation Block
(MIC4104 Half-bridge Driver)

=
=
=

BRAM inside FPGA PWM High-
=1 million bits deep side
1 bit wide storage. J'IJ_I—I NMOS
It is a type of RAM,
with very low latency C
in access times "._E =
(the record of | ﬁ- —_ 1 OKHZ
a sinc pulse). +
The record is played M | C4 104 Isolated high side
whenever a trigger Vs output L O W
is asserted. . (Drain of low side —
FPGA Half‘b“dge referenced) pass
'"'I |—| i to RF
Base PWM freq. is: Dr|Ver |— flt Choke
1MHz if BRAM is read ||.’_ leer
@200 MHz process — — 10 pH
clock, Low side Vs output L'O.IJJ-
) . of MIC4104 side
500 KHz if Bram is read (Ground referenced) | NMOS 22 FF
@100 MHz process _-
clock, etc. The Half-bridge
PWM HIGH SIDE
Loyt Lo o]
Example view: : B ;0 50)/1000 -14% (high side)
(with dead-time) EWMILOWISIDE n — At this instant, output is going to be 14% of V44 :
fowm = 1IMHz 39.984 ns

(5V x0.14 = 0.7V)
200

100 ns
[ I RV N

(Tpwy = 1ps) . 220/1000 = 22% (low side)
*dead-time (=40ns here) : @
a time when both high and low side is OFF 1“5

(assures safety against current surges)

Figure 2.5: Summary of the the supply modulation block diagram for the designs
used up to now in the line of this work

2.1.2 Nonlinear Drain Capacitance

Previously on the line leading to this work (summarized in Fig. 2.4), we had
modeled the drain capacitance as the parallel combination (sum) of two constant
capacitances (C] + C,ss = Cp). Capacitance that the designer externally intro-
duces is modeled as C) and the output capacitance (C,ss) of the drain of the
MOSFET transistor is also modeled as a linear capacitance independent of volt-
age. But, in general, depending on the operating drain-source voltage, C,ss can be
heavily voltage dependent [22] (especially near low Vpg voltage regime). Quoting
the datasheet of the BLF573 (Ampleon, Nijmegen, Netherlands) MOSFET [23],
we have the following voltage dependance given in Fig. 2.6. Using this model, we
apply a two-term exponential function fit by using MATLAB’s (Mathworks, MA,
USA) curve fitting toolbox. The result is a reasonable root mean square error
(RMSE=10pF). The good thing about having a functional dependance is that,

we can than easily employ this data with minimal number of terms in SPICE,
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as LTSPICE (LTspice IV, Analog Devices, MA, USA) allows entering nonlinear
capacitances by defining the charge (Q) as a function of voltage across its termi-
nals similar to our example case given in Eq. 2.28 (with corresponding constants

with units to adjust units).

1.578 142
_ 10—12 % C V o —4.06V —0.1977V 2.98
@ ( T 06 ¢ 0.1977° (2.28)
® (C573vs. vds573
600 bifs7 3t
500
(™
o
- 400 F
B
(&)
300
200
100 [
0 5 10 15 20 25 30 35 40 45 50
vds573 (V)

Figure 2.6: (Black dots) Data of C,ss output (Cys + Cyq) capacitance of BLE573
and its two-term exponential curve fit (blue curve) in the range of (0-50V). This
fit resulted in a 10pF RMSE error.
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2.2 The Periodically Switched (Pseudo-)Linear
Model of Non-Ideal Class-E Amplifier

The so-called Augmented Time Invariant Nodal Analysis (Modified Nodal Anal-
ysis (MNA)) model of several switching circuits were proposed by Trinchero [24]
focusing on periodically switched linear (PSL) circuits focusing on their steady
state solutions. This section aims to extend this analysis with limited num-
ber of harmonics to the Class-E amplifier shown in Fig. 2.1 for a time varying
“sufficiently-smooth” (represented by limited harmonics) model of the switch.
The circuit model translated into f-domain prepared for this analysis is given in
Fig. 2.7. The case of modeling the Class-E amplifier with limited harmonics of
the base switching frequency is of particularly of interest because in real life the
switch does not have abrupt changes. By this way we aim to have a fast simu-
lator which also coincides with real life voltage and current waveforms. On the
other hand, using this simulator in combination with multivariable optimization,
we examined if there exists a better topology of circuits with better custom effi-
ciency and replacing parallel capacitor C},’s susceptance with a modified discrete

susceptance function that the optimizer converges to.

It is also important here to note that the most efficient solution of the PSL
circuit solver will not be the most useful one. Output power should also be
monitored. To have also have a decent level of output power while maintaining
efficiency, we chose an optimization variable geometrically custom weighting them
as described in Eq. 2.29.

Opt-var : opt = P52/ P;,, = n x P22 (2.29)

out

PSL circuit solver needs definitions of each element, node voltage, node current
with the same limited number of harmonics (N) (with frequency span -Nwy to
Nwp , wp being the constant switcing frequency of the Class-E amplifier). Under
a full frequency span from -Mwj to Mwy the f-domain analysis collapses to sets of
matrix equations that can be quickly dealt with using a computational software
(MATLAB (Mathworks, MA, USA) is used here).
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Figure 2.7: The circuit diagram prepared for modified nodal analysis. Linear
well-defined elements simply transform into diagonal matrices. To exploit parallel
combinations particular elements (such as Y, ) are quoted with their respective
admittances. To relate to common case of switch and being the transistor, switch
voltage is referred to as the drain voltage with label V

To exploit parallel combination of the branches in the class E amplifier of Fig.
2.1, it is better to look at admittances rather than impedances. Load network’s
(R, — Ls — Cs), (to which we can also refer as “the coil”) admittance is defined
same as their phasor forms, a diagonal matrix as shown in Eq. 2.30. Since there
is no inter-frequency interactions for these linear elements their models intuitively
come out to be diagonal matrices. For a matrix size of M, a 2M~+1 (always odd-
DC component at its isocenter) sized matrix is formed. At the isocenter of the
matrices we have the so called DC-term describing the DC behavior of elements
or DC component of voltage/currents. For DC analysis with no switching (M=1),
the matrices turn into numbers describing DC nodal analysis, which also conforms

intuition.
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Yload = . (230)
Mol — j=b + Rp)

The parallel matching capacitor C), can be defined using again the admittance

of it phasor form, another diagonal matrix of a linear element follows in Eq. 2.31

~M/(~j5)
Y, = (2.31)
+M/(—j=)

woCyp

Apart from these admittances writing the impedance of the choke inductor
will also prove useful in this analysis. Again, closely following its phasor form,

we have Eq. 2.32 for the choke inductor impedance.

_M(ijLch>
Zooh — (2.32)
+M(jw0Lch))

In this analysis, the most challenging concept to define with limited number of
harmonics here is the switch admittance (Y). Being both abruptly switching at
the midst of the period and being defined with limited harmonics are contradicting
each other. In this situation we can increase harmonic content N at the cost of
additional computation time. With N=15 harmonic frequencies, the synthesized
actual time-domain switch resistance is given in Fig. 2.8. The model of the
switch arises from a jump between ON (Ry5,,=100m€2) and OFF (Rys.rr = 2k2)
conductance at the edge of the duty cycle. An N term Fourier series expansion
of this square wave function yields the harmonic coefficients of the switch. We
wanted this to represent an accurate model for the rise and fall behavior of the
main LDMOS transistor (BLF573), but the limited number harmonics impacts
the behavior significantly. Especially in low resistance region the behavior is

critical, where for our case Ry, becomes comparable to load resistance value,
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whereas for values above 1k, the behavior can be safely ignored (very little
impact on SPICE waveforms, since Rgson/Rr > 1). Even then, high to low
transition and staying at the constant low resistance value is not completely

achieved due to limited harmonic components (bottom of Fig. 2.8).

More generally, the switch admittance matrix Y is defined through an analysis

analogous to a Fourier series given in pages 31-33 of [25].

Combining these for the class-E amplifier of Fig. 2.1, we have as the equivalent

impedance (Z,) seen from the choke branch to the bottom as in Eq. 2.33:
Zeq = [YS + Yload + YC’p]_1 (233)

The choke current can also be extracted using V;; supply voltage. Vyq supply
voltage will effectively be draining down to series combination (sum) of choke
impedance Z., and the equivalent impedance of Eq. 2.33. Following this step we
arrive at Eq. 2.34

L, = [Zeg + Zen) ' Vaa (2.34)

If we matrix multiply the Eq. 2.33’s equivalent impedance with choke current

we will get the switch (drain) voltage in vector form.
VD = [Ys + Yload + YCp]illch = Zquch = Zeq[zeq + Zch]ilvdd (235)

Eq. 2.35 looks similar to the well-known scalar formula of voltage division, instead
to be done with matrices and vectors. We can also calculate the expression of
switch current in terms of known set of vectors using 2.35. Vp being the voltage

on a switch admittance path of Ys the current follows with a simple multiplication.
L =Y, Vp =Y. Zy[Zeg+ Zer] "V (2.36)

Similarly, on the branch of parallel capacitor we get Eq. 2.37.
Lo, =Y, Vp =Y ZeyZey + Zer) ' Vaa (2.37)

Using this Vp voltage which is also present on Y;,.q Load current can then be
calculated by finding the current I,,,q escaping through the path of Y;,.q load
network.

Lioad = Yi0aaVD = YioaaZeg[Zicg + Zer) * Vaa (2.38)

19



The current I;,,4 can be used to calculate the output power consumed by Rj,.
Pout = IgadIloadRL (239)

where super script H denotes transpose conjugate operation (Hermitian). For

the supplied input power (by the Vg ;) we can form Eq. 2.40
Py =15 Va (2.40)

As the final step of substituting I;,.q in Eq. 2.39 with its solution in Eq. 2.38.
And dividing it side by side with Eq. 2.40 we get the compact efficiency expression

for a given Class-E amplifier.

| 00 Y 295
= P,/ P, = —leadfoac
& 1 Vi

which can then be expanded if wanted to by plugging in the value of I;,,4 from
Eq. 2.38 and value of 1, from Eq. 2.34.

(2.41)

(Yloadzeq[zeq + Zch]_lvdd)H(Yloadzeq[Zeq + Zch]_lvdd>RL
([Zeq +Zen] ' Vaa)T Vg

n= (2.42)

The target of the above equations has always been to leave the right hand sides
full of known quantities for a given Class-E circuit. In the next step of analysis,
we can fix some parts of the matrices and force optimization on the remaining
parameters. Computational matrix tools such as MATLAB’s function optimizers
arms us with the ability to optimize full length vectors subject to sets of boundary
conditions. Vector optimization of Y, for example may lead to some interesting
results, and may even suggest better circuit topologies at the cost overheads in

circuit complexity.
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Figure 2.8: PSL circuit model’s generated switch resistance model in time domain
(N=15, M=50), a single period(T~8.11ns) for fy = 123.24 MHz. The Gibbs
oscillations are due to finite number of harmonics. Particularly oscillations at
lower end is more important (for which y-axis is zoomed at the bottom graph).
Due to limited harmonic count, the target 100mf2 ON resistance is only achieved
on average at the OFF-cycle.
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2.3 Driver and Supply Modulation

Main focus on updates in the driver and supply modulation aspects was in FPGA
(XILINX Inc., KCU105, California, USA) design of Fig. 2.4, which consisted of
better utilization of clocking, fixing clock domain crossings and timing errors due

to those.

2.3.1 Gate Driver: “Skipping Glitch”, its Artifacts in
MRI Image and Theory of its Solution

The skipping glitch for this context can be defined as the system not responding to
triggers from time to time, hence skipping some RF pulses when the system vitally
needs them. This issue is extremely important because it creates a empty line
on the k-space of the readout data which translates to ghosting artifacts (shifted
replicas) on the phase encoding axis. As an example the pair representative
constant k-space signal with a dent and its Fourier transform can be examined
in in Fig. 2.9. This dent clearly creates ghosting effects off the main center

frequency (which is DC for the constant signal).
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k-space Data
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Transform

:i L il *

0 50
Figure 2.9: Demonstration of 1 missing line out of 50 k-space lines, its effect in
the image is ghosting perpendicular to the direction of missing line (Data taken
using FFT algorithm with 20 sample upscaling). k, (phase encoding axis) in our
case, for each phase encoded, a line of k, values are sampled during readout, i.e.,
k, data comes in chunks as response to each RF-pulse at each k, value
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2.4 Magnetic Field Analysis of Two Circular
Loop Coils

Following the analysis [26] employing off-axis whole space solution to Maxwell’s
equations for a loop coil set-up shown in Fig. 2.10, we arrive at the following set
of Eq. 2.43 and Eq. 2.44 for the magnetic field’s axial z and radial p components
[27], respectively in cylindrical coordinate system (p, ¢, z). It is important to
note that this z-axis of our regular coordinate system in Fig. 2.10 [26] is not the
direction of the 3 Tesla main MRI field (the bore’s axis). For the experiment,
the bore’s axis is the y-axis and we have two coils loop coils placed at ©z = d
and x = —d (the factor of 2 for convenience in equation terms). Exploiting the
symmetry about the y-z plane, at x = 0 plane (which will be the sagittal plane),
these two coils will excite a Bl field in z-direction at the (B0 field in y-direction),
and only the field component inside the z-z plane will matter because of basic
MRI principals of torque and precession (y-component cannot rotate the spins

and cause a flip angle).

The current in the context of near field can be thought of as a quantity with
a phase and magnitude. Hence the phasor notation I can be put to use for the
loop currents. The assumption here is that, since A > D (dimensions of our
maximum depth of imaging), the retarded vector potential’s phase terms can be
ignored which makes it purely real in our case of near field. Only the currents will
carry the complex phase information (as phasors) due to their rapidly changing

nature.

- ol 1 - (- )
B. =3, W\/(1+( N+ (2)? _(1+(£))2+(§)2_4(£)E(k)+K(k:)_ (2.43)

Lol z/r L+ (2)?+(2)? E
,= ko : (b - k()| (249)
e T o) e L ) e - _

where K (k) and E(k) are the complete elliptic integral functions of first and

Q=

second kind, respectively, and the input k to the elliptic integral functions is
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Figure 2.10: Setup modeling the loop coils for the analytical solutions of the
magnetic field

defined as in Eq. 2.45.

W
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In MRI, flip angle () of the sinc RF-pulse determines the image intensity S.

(2.45)

For a sinc pulse, flip angle can be defined as o = y7 By where 7y is the gyromagnetic
ratio of hydrogen, 7 is the duration of the RF sinc pulse and B is the magnitude
of the RF-pulse (typically a few pT'). The image intensity is directly related to
S o sin(a). In the near field solution of two shifted coils on the x-y plane with
separation 2d , we will have the components of the B; magnetic field from the
left (at © = —d) and right (at = d) loop coils adding up in phasor domain.
The equation of a shifted coil barely change. The only change will be in the
coordinate term r (measuring the distance from the origin of a coil to the point
of measurement). 7 will be substituted by r, = V72 + d2 and k(r) of Eq. 2.45
will be substituted by ki = k(7).

Bl = Bz,total = ’Bz,left + Bz,right’ (246>
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By = |Liegt + Liighe| 5—253(7“1 =Vr2+d? z) (2.47)

where the unitless 3, factor contains the spatially dependent scaling term as given
in Eq. 2.48:

1

B.(r1, 2) = -
(L (2)) + ()2

T B+ K (k)

(2.48)
Focusing on the first term of Eq. 2.47 ( |Les + Lrigne| ), we see that changing the
phase of difference between the currents will have an impact on the overall magni-
tude of B; field excited inside the phantom. Phasors will add up constructively or
destructively based on the phase difference between them. Since the wavelength
at 123.24 MHz Larmor frequency in air (A = 2.43 m) is much larger than the coil
dimensions and the dimensions of our phantom (22.4 cm, actual excited region is
at most half of this as we will see in results Sec. 4.3), we neglected phase terms
resulting from the exact retarded magnetic vector potential solution. It is also
important to note that in the experiment, the coils are decoupled (S; < —40 dB)
using the method of overlap decoupling [28], and thus the theoretical analysis is

further simplified by neglecting the terms due to coils exciting each other.
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2.5 B1 Mapping Theory: DAM

B1 (the term used short form of Bi in this context) field mapping and its ef-
ficiency (measured pT per VW of consumption) are important characteristics
describing how good an amplifier is in terms of converting its input power to
what really matters as an end product while imaging. A high B1 efficiency is
indicates being able to reach a dynamic range of flip angles without the need
of sophisticated hardware for cooling in bore which is much more difficult in
the presence of high magnetic fields (artifacts/eddy currents/(safety: can’t use

magnetic elements like motors/fan)).

The challenge here is, being a switch mode amplifier, in converting DC power
to AC power, Class-E amplifier suffers from inherent non-linearity. Here we aimed
to observe the non-linearity by constraining the amplitude while varying the RF
pulse duration. On the next stage duration is kept constant while varying the

amplitude to observe the gain compressing (saturation) behavior of the amplifier.

The conventional double angle method (DAM) uses two images with two known
flip angles (o and 2a) (typically a = 60° and 2a = 120°), and dividing their
output images to obtain a map of flip angle (and using either one of the images)
and B field. Following the analysis in [29] and [30], since the image intensity S
(where S stands for signal: the greater the signal the brighter, i.e., more intense

the MRI image) for a gradient echo (GE) sequence can be written as in Eq. 2.49
Sap(r) = K p(r) C(r) sin (a(r)) e TE/TZ®) R (TR, Ti(r), a(r)) (2.49)

where r is the position vector (r = (z,y, z)), K is a system constant, p is the spin
density, C' is the coil sensitivity, « is the flip angle, T'F is the echo time, T'R is
the repetition time, and R is the longitudinal relaxation term mainly affected by
T)-relaxation and flip angle (if 7} effects are not negligible, the term maximizes
when the flip angle equals to the Ernst Angle [31]):

1 — o~ TR/Ti(x)
" 1 cos (a(r)) e TR/T)

Eq. 2.50 denotes that to be able to ignore T} effects in the analysis , T'R should be

R (2.50)

kept high enough so that the relaxation term is sufficiently close to unity. Here,
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TR > 5T} is the chosen criteria (e™® < 0.007). This will simplify the analysis
and will enable us to end up in the well-known compact form of the double angle
method. Dividing the two intensities arising from « and 2« side by side and

utilizing the trigonometric identity sin(2a) = 2sin(a) cos(«) we have Eq. 2.51.

Sep2a  sin(2a)

Sepa  sin(a) = 2cos(a) (2.51)

What we can do next is to get an expression for o (but need to be careful since
arccos function is defined as a 1-to-1 function from [-1,1] to [0,7] and its output
range ([0,180°]) will not be able to cover the full range of possible flip angles.
In any case, we need to keep the cyclical nature of sin(2«a)/sin« function in
mind and its sin(2«)/sina = 1 intercepts will be of interest.) And then use this
expression to plug into the expression of a in terms of B, field for the sinc pulses
to end up with Eq. 2.54.

a(r) = %arccos (%) =By (r)T (2.52)
By(r) = 27% arccos (EZ—?&?) (2.53)

To avoid possible non-linear effects when changing voltage to scale By, instead of
trying to scale Bj, it is much a better practice to use the pulse length 7 from 7
to 279 to obtain the two target flip angles a and 2« and take the images under

the same B; field condition:

Bi(r)

arccos (M) (2.54)

SGE,a,To (I')

DAM can be slow and due to this impractical for in-vivo commercial applications,

- 2970

but it is still kept as the state of the art error-calculative comparison case in the
literature [32]. Novel methods also use low TR sequences for double angle B1 map-
ping on the condition of accounting for so called “T1 correction” [33], i.e., instead
of the simpler sin(2«)/sin(«) division we must use sin(2a)R(2«)/ (sin(a) R(«))
the full form of the expression. This makes the inverse function not as straight-
forward as before to express. Computational tools such as Matlab can be used
to solve this as a system of equations for each pixel. Parallel computing toolbox,
which come in handy in cases of image processing like this, can be employed to

make the rendering of B1 maps up to 12 times faster on a 12 threaded CPU.
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2.6 Theoretical Update to the Amplifier Design
Topology, its Simulation and the Previous

Driver’s Frequency Response

The gate driver designed by Poni [1] is examined in Fig. 2.11. After also extract-
ing the frequency responsiveness of gate voltage waveform parameters, which is
given in Fig. 2.12. The driver uses series resistors and damping circuits composed
of capacitors and inductors to cope with ringing in the voltages. This, in turn,
combined with the intermediate chips’ responses, limits the bandwidth of the
driver and gives it a unique frequency response that can be taken a glimpse at in
2.12. But the main problem with it here is not the latter. One can point out that,
in its high side portion, the driver lacked one of the most important principles
of half bridge driving: using feedback to counterbalance the output gate voltage
with a clamped high side switch voltage. A conventional half bridge driver uses
two NMOS FETs (high side MOSFET and low side MOSFET) to drive another
main NMOS (switch of the Class-E amplifier). On the portion of time when the
high side MOSFET is on, the gate voltage of the main MOSFET builds up. This
is a direct negative feedback as the source of the high side MOSFET rises, its Vgg
voltage decreases if left uncompensated. A conventional half bridge driver chip,
sees this and accommodates for higher voltages (even higher than Vg in some
cases) at the gate of the high side transistor (green marks on Fig. 2.11 [1]). Our
earlier design did not have this kind of chip as we could not find candidates of
half bridge drivers satisfying the frequency range. This is the part GaN HEMT
transistors and their fast drivers comes to rescue. In the next version of the de-
sign our group aims to correct this error by using a proper low-side transistor
driver (LMG1020 (Texas Instruments, TX, USA)) instead of trying to emulate
it. My contribution to this work mainly comprised of suggesting the elimination
of bridge driver topology altogether because the Class-E amplifier itself can be
thought of as a single low side transistor (high side part is composed of connec-
tivity to Vi via a choke inductor), a single low side transistor driver can do the

job.
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to counter, a conventional half bridge driver 8V
should clamp up the high side gate voltage 4]
using feedback from its source output voltage D

High Side V¢

5V 6.6V ~ 6.6V VG -V
1.1 Non-invertin| LDMOS
ol
LVDS input LVDS to Single verting | ¢
1 ended converter Opamp with Gain G N-channel 1.1V
1.?' - 2 (charge path) 7 (negative feedback)
* 5.5 V VOutput
V h
GS
(highside) ™

FPGA Input
| Capacitance of

the switch
(300pF)

LVDS input LVDS to Single o Non'i"vehm"g . ':DhMOS | Ehuirgn paiti s
2200 gl ended converter pamp with Gain _N channe obstructed by the
1. 2 (discharge path) main gate voltage
(The same
S capacitance we
This isn’t a correct half bridge driver! charge, slows the

In effect, this especia"y worsens the Currently at 2-3ns rise time. Charging 3 merely 300pF charge path)

rise time of the main switch MOSFET. Ciss cap_aclltanc.e, we should be getting a lot better
than this, if driven correctly.

Figure 2.11: Analysis of the gate driver diagram of the earlier design(green:
correct high side waveform countering negative feedback)

With the help of new generation fast GaN transistor drivers (LMG1210 and
LMG1020), there is actually barely any change in performance using two other
transistors to drive one main transistor. Using two other transistors complicates
the design requiring each of them to have driver paths and signals and necessitates
extra supply voltage levels, which in turn introduce design cost and size overheads.
With the help of preliminary simulations I proved the successful integration of
a single LMG1020 driver directly driving the main GaN switch. The work will
be followed and explained up to manufacturing in Arghiani’s thesis [5] as the 4th
generation of our on-coil Class-E amplifiers targeting magnetic resonance imaging.
In her results, (including the hardware) we will see that the proposed ON voltage
for the gate is reached, and rise and fall times of the driver more than halved
(i.e, the performance is doubled). The updated design can even now be further
overclocked by decreasing the 2Q) anti-oscillatory damping resistors (R1 and R5
in Fig. 3.6 or R9 and R10 in 2.13 or Fig. 3.4 of [5]), at the cost of additional
waveform overshoot and undershoot. As the series resistor values gets increase
we have the following trend in the rise and all times of the transistor simulated
in LTSPICE.

Although the quoted frequency limit of 60MHz can be misleading, because it is
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Figure 2.12: Gate voltage waveform’s important parameters for a range for drive
frequencies of the gate driver

given for InF load, LMG1020 [34] advertises capability of TA peak and 5A source
currents. With direct contact under the condition that these aforementioned re-
sistors are zeroed, the rise time of the transistor gate under direct drive condition
of the input capacitance of C;s=75pF [35] EPC2036 GaN can be estimated using
Eq. 2.56, employing the source current (Ispuce=7A) parameter and frequency
123.24 MHz (T=8.11ns)

Ciss AV
= Isource 2.55
Atrise ( )
OissAV = [sourceAtm’se (256)

Plugging in the values (where we need a rise to AV=5V within a time less than

1ns, Ciss=T5pF ) we finally have the numerical value for At in Eq. 2.58

Cios AV
Aty = Z27 (2.57)
[SOUTCG
75 x 10712 x 5 [Farad Volt
Atysge = 225 x5 [Farad Volts] _ o o (2.58)

7 [Coulombs/sec]
which comfortably satisfy the criteria of at most 1ns rise time. Analogous analysis
can be done for fall times, this time using the sink current as the determining fac-

tor. In the presence of damping path resistors, the behavior can either be solved
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by using the natural exponential solution to the differential equation counterpart
of RC with 10% (0.5V) to 90% (4.5V) thresholds, or be simulated in SPICE with
readily available models of LMG1020 and EPC2036. The results of such a sim-
ulation (Fig. 2.13) covering a stepped range of series resistors are given in Fig.
2.14 . The results are in the order of the theoretical capacitance charge speed

equation of 2.58.

.meas Pout AVG V(V_out)*I(R1)
.meas Pin AVG I(L4)*V(Vdd)
.meas eff AVG Pout/Pin

.meas IDC AVG I(L4)

CIRCUIT .meas Pc1 AVG V(V_sw)*I(C1)

.meas Psw AVG V(V_ sw)*(Ix(US:d)rainin))
L2,

K “sw,mid)*
PARAMETER  meas pL2 AVG V(V swmid)X(

eas PC2 AVG V(mid,V_out)*I(C2)

EXTRACTOR .meas PL4 AVG V(Vdd,V_sw)*I(L4)

.meas PL2min MIN V(V_sw,mid)*I(L2)

.meas PL2max MAX V(V_sw,mid)*I(L2) Vi

.meas PL2ave AVG (PL2max+PL2min)/2

.meas PC2max MAX V(mid,V_out)*I(C2)

.meas PC2min MIN V(mid,V_out)*1(C2)

.meas PC2avg AVG (PC2max+PC2min)/2 5

.meas V_sw MAX V(V_sw)

10.62pF

75pF+124pF =—C1 R1
=199pF -(124p|=

159nH

PULSE(0 3.3 0 100p 100p 4.05712431n 8.114248620)—INP INM =Cp

1

.tran 0 5u 4.96u 10p {ro}

.meas Tfall_gate_EPC2036 time TRIG V(V_gate)=4.5 TD=0 FALL=1 TARG V(V_gate)=0.5 TD=0 FALL=1
.meas Trise_gate_EPC2036 time TRIG V(V_gate)=0.5 TD=0 RISE=1 TARG V(V_gate)=4.5 TD=0 RISE=1
.step param ro list 0.010.10.5124

Figure 2.13: Simulated LTSPICE circuit with parameter extractor and sweep
capability for theoretical analysis of rise-fall times
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Figure 2.14: (a) Drain voltage and current SPICE simulation of the circuit in
Fig. 2.13 for R9=R10=10mS2 - the spike is due to misalignment in tuning latency
adjustment in the EPC2036 GaNFET, (b) while stepping parameters, zoomed in
version the gate voltage of GaNFET of the same circuit (time axis shifted and
zoomed in for better detail), (c) 10%(0.5V), 90%(4.5V) thresholded rise and fall

times extracted for the swept values of damping resistors R9=R10

The results of this custom transistor circuit will be given in Table 4.1 for a

SPICE comparison case of the switch as the transistor with more realism in its

gate driver scheme.
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Chapter 3

Methods

3.1 Periodically Switched Linear (PSL) Circuit
Simulator Methodology

MATLAB (R2021b, Mathworks, MA, USA) is used for the transcription of the
matrix equations of Sec. 2.2 into the computational environment. For M=50
and N=15, 27610 combinations (251 Cy values and 110 C, values) of Class-E
amplifiers are (for the coil of Fig. 3.3 with the load impedance of the measured
case 1.22Q0) simulated using MATLARB’s parallel computing toolbox and solutions
are recorded for further analysis in terms of maximum efficiency, power, and the
opt-var of Eq. 2.29. All of this process took less than 40 seconds on a 12 threaded
CPU (12 parallel cluster workers). Example resulting simulation waveform results
for the maximum efficiency n, maximum output power P,,, and the maximum

optimization variable opt-var = P%2P, ./ P;, = P%2n are particularly examined.
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3.2 FPGA Design Methodology

3.2.1 Robust FPGA design: Clearing the Gate Driver
Glitches Causing MRI Artifacts

The glitch that was first mentioned in 2.3.1, was due to the system not satisfying
the timing constraints. A “flag” signal was generated in a process of 200MHz
that ultimately drove the gate modulation clock multiplexer at 123.24 MHz. As
this was attempted to be done without timing constraints in mind (no clock
domain crossing) the design in this state was failing timing. Up to 10% of the
overall asserted RF pulses’ gate driver signals in the pool of asserted RF pulses
were missing, while a trigger source requested 80 RF pulses back-to-back within
a 1 second time interval. The same was true on a larger time scale. Even at
TR=100ms or TR=1sec the system behaved erratically by not responding to RF

pulse requests from time to time.

To correct this error, any dependence on processes is completely removed from
the path of gate modulation clock signals. In this update, the unblanking of
this clock is done using only combinatorial logic elements (as we will see in the

corresponding results section) which completely removed the glitching issue.

3.2.2 Supply Modulation: FPGA Update

The block diagram of the early design is given in Fig. 2.4. FPGA generates the
necessary pulse width modulation (PWM) signals by reading them out from a set
of pre-recorded streams in its block memory. Supply modulation of our design in
FPGA was based on a Mealy state machine taking a trigger (unblank) as input
whenever the external system needs an RF-pulse. Whenever a trigger is asserted,
the state machine goes from IDLE-STATE (blank state) to TX-STATE (transmit
RF pulse state) and when the end of the pulse is reached IDLE-STATE takes over
[1]. The block RAM initializer coefficient files carry the pulse width modulation
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PWM information of the envelope. During initialization, these files are dumped
into memory during bitstream programming. The limitation of maximum Block
RAM (BRAM) memory depth (1048000 bits ~ 1 million bits), limits the maxi-
mum length of the pulses that can be created. The concept of time (duration of
pulse) is introduced while these bits are read at a constant bitrate of 200Mbps
(process clock). In the previous design, a single BRAM module is initialized to
hold both the high side and the low side (40ns dead time in between them to
provide safe switching with less dissipation) PWM signals of the RF pulse. Con-
sidering this 1 million bit depth limitation combined with 200Mpbs read rate, we
could get at most 2.5ms of RF pulses (2.5ms high side , 2.5ms low side; total
of 5ms; 5msx200Mbps = 1 Million bits). In the updated version of the design
BRAM are initialized for each of the high and low side bitstream coefficient files.
In this state, the system could now support generation of up to bms lengths of RF
pulses. Moreover, as part of eliminating clock domain crossings, the rather un-
necessarily fast 200MHz system clock is also pulled back to default sync clock of
100MHz (from the top scale block design including PCIE and GPIO interfaces),
which enabled the design to satisfy timing constraints with minor disadvantages
in quantization levels (1IMHz PWM signalling is now done at 100 Mbps, which is
still 100 fold and will provide 100 quantization levels between 13.5% and 86.5%
PWM boundaries).

3.2.3 Dynamic Phase Control On-the-fly

Dynamic phase control is achieved using a dynamic phase shift interface of the
Mixed-Mode Clock Manager (MMCM) module [36] of the Kcul05 FPGA. The
created top the design schematic can be found in Appendix Sec. A.1. A Mealy
State Machine is employed to control the phase and make it approach to a desired
input state from a general purpose Input/Output (GPIO) ”state register” which
is represented by a 9 bit binary number. The GPIO state register is written
using the PCIE interface of the FPGA communicating through an AXI interface.
For 123.24 MHz (Siemens 3T TIM TRIO (Siemens, Munich, Germany) scanner’s

Larmor frequency), phases in range 0-708° has been fully covered for the input
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range 0-511 (000h to 1FFh). This over coverage is to make the design versatile
enough to also cover the range of all phases for 63.78 MHz (for 1.5T Scimedix
Scanner (Scimedix Inc., Incheon, South Korea)) operation (0-367°). The phase
coverage can be further adjusted by changing the voltage controlled oscillator
(VCO) frequency as the phase shifting still occurs in 1/32 of the full period of
the VCO (set Tyco = 1ns). For this design, the VCO frequency is configured
to 1GHz by applying multiplication and division factors of 10 to a default 100
MHz input. The design also includes forward compatibility by employing DDR4
memory and its control modules, all again communicating through AXI interfaces.
In the case of 32 channels (the goal of future work), with its accomodating space,
DDR4 memory can be used to store and well-defined and fine-tuned states of

phases for all channels.

The Mealy State Machine reads its input from a 10-bit GPIO desired state
register (D), compares it with the current state register(C'), as long as there is
a mismatch (C' < D — set PSINCDEC set to 1, C' > D — set PSINCDEC
to 0) between the two, it asserts a PSEN bit for one clock cycles and waits 16
clock cycles to guarantee finishing a single shift operation, which shifts (lags)
channel 2 with respect to stationary channel 1 by T‘g% = 31.25ps. According to
[36], a single shift takes 12 clock cycles and it is deterministic. A 4 clock cycle
tolerance is added for system stability and robustness. The 16 clock cycle wait
time is assured by raising a flag after overflowing a 4 bit counter. Only after
this overflow, the current state register is incremented/decremented. This cycle
continues until the current state register and the desired state registers become
equal to each other. Upon preliminary post-implementation timing simulations
using a subdesign (no testbench is available for PCIE and AXI and will be too
cumbersome to write from scratch), for a 100 MHz common process state-machine
clock, it is noted that it takes 173us to complete a full scale phase shift from 0° to
360°. This delayed response is not critical and well within range to be dynamically

adjusted/controlled during a pulse sequence.
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Figure 3.1: Dynamic phase control bench testing set-up (a) Pickup coil and the
placement of the channel coils tuned while on phantom(loaded), (b) Amplifierl
and Amplifier2 driving CH1 and CH2 coils, respectively, (c-d) Overlap decoupled

coils dimension detailed with a ruler (cm scale)

The setup for bench testing the phase delay control is given in Fig. 3.1.
Dimensions of the coils and positions with respect to pickup coils are detailed
(kept equal). While the two amplifiers drive their own coils (overlap decoupled),
the sum of the responses manifesting the effect phase delays appearing on the
pickup coil will be observed. This is expected to be basically a complex vector

summation as in Eq. 2.47
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3.3 MRI Experiments: Dynamic RF Field
Modification with On-Coil Class-E Ampli-

fiers

The main purpose of our study is to have a 32-channel(300W each) 9.6kW array
of transmit and receive array of coupled amplifiers. The motivation behind this
originates from preliminary simulation studies shown in Arghiani’s thesis[5]. It
is shown that coupled class-E RF amplifiers will have highly efficient modes of

operation at certain phase patterns to the channels.

3.3.1 MRI setup

Two amplifiers driving two overlap-decoupled coils targeting a sagittal slice
imaging is sent inside the bore. The set-up and its details are illustrated
in Fig. 3.2. The pulse sequence is defined in Pulseq, with FOV=300mm,
Trr=2ms, TR=100ms, TE=6.8ms, readout duration of 3.2ms, and a matrix size
of N, x N,=256x256. For two different phase offsets between the channels (at
maximum constructive interference and maximum destructive interference), a
single sagittal slice image is taken to demonstrate flip angle modification in the
depths of the phantom. The slice is aligned at the center of the phantom and

located at the overlapped coils’ axis of symmetry.
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Figure 3.2: Dynamic phase control set-up for MRI imaging (a) FPGA and its
PCIE controlling PC, (b) Set-up and cabling in MRI bore room, (c) Overlap
decoupled coils, (d) Amplifiers driving the coils, (e) Zoomed-in image of the
phantom, coils and the amplifiers inside scanner room, (f) Control room with
remote desktop for control of the phase, and DC supplies for the amplifiers, (g)
Zoomed-in image of the DC supplies
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3.4 MRI Experiments: Bl4 Field Mapping
with DAM

After solving the glitch issue which creates an line-impulse dents in the k space
image, which in turn created ghosts along the horizontal axis, the image data
could finally be worked on (Otherwise division between images with artifacts
created extremely noisy data). The theory of Bl mapping is given in Sec. 2.5.
It is evident from Eq. 2.49 that for a fast gradient echo sequence (TR<5T1) the
need for T1 data of the subject under test is necessary. Therefore, to have a
better idea of where we are in Eq. 2.49, T1 T2 and T2* maps are extracted for

reference. These will be detailed in the sections following the experiment setup.
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3.4.1 MRI setup

For the coil, a single loop coil etched on FR4 PCB is used. While loaded with
phantom, the coil is initially tuned to optimal Class-E impedance according to the
results of Sec. 2.1. The coil is sensitively tuned while loaded with the phantom.
For tuning, distributed capacitors are used for better Q-factors and efficiency
20, 21]. While changing the series distributed capacitors, coil input impedance
and S-parameters are monitored using Agilent E5061B (Keysight, CA, USA)
network analyzer. In this step, it is also important to note that the extra length
of transmission line (TL) from the coil port to the drain of the main BLF573
transistor should also be taken into account. This line segment is also marked in
Fig. 2.4. Since for the Class-E topology, (without any intermediate matching)
we are working with very small impedances far away from the 50€2 origin of the
Smith chart, even a small rotational shift (3-5cm of TL— 9.4°-15.6° in FR4 at
123.24 MHz) causes a change in the Class-E load impedance by up to 100% (in
terms of load phase and imaginary part; the real part does not vary much, as we
mostly stay on on constant resistance circles of 50 2 Smith Chart on the its far
left side, while 2cm TL segment is giving a phase shift to the impedance). This is
expected as matching and tuning generally get harder as we move away from the
Smith Chart’s origin. Therefore (missing the transmission line compensation),
the final tuned value of output impedance may appear different than Sec. 2.1’s

load angle results.

For the phantom, a 0.5 gallon (1900mL) 8624186 K2285 standard Siemens
phantom with composition 3.75g NiSO4 x 6H20 + 5g NaCl per 1000g of water

is used.

For the FPGA RF-pulse frequency input signal, Sec. 3.5’s method to get

constant amplitude RF from the scanner is used.
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Figure 3.3: Coil tuning and amplifier used for B1 mapping (a) The coil tuned
on the phantom (b) The amplifier, (¢) Measurement of impedance of the coil

(excluding the the 2cm TL path from packaged drain of BLF573 to its SMA
connector)

43



3.4.2 T1 Mapping

For T1 mapping, two spin echo sequences with the same TE (40ms) and two
distinct TR parameters (one smaller than the initial guess of T1 (200ms), the
other (400ms) larger than that) are employed. The image intensities are then
divided to each other to get the T1 weighting. The reason we used spin echo is
to get a clear image with the least vulnerability to background noise, as noise in

a quotient’s denominator can yield the data useless.

3.4.3 T2 Mapping

For T2 mapping, again we exploited the image weighting with two spin echo
sequences. Two spin echo sequences with the same TR and two distinct TE
parameters (one smaller than T2, one larger than T1) are used. The image
intensities are then divided to each other to get the T2 weighting. Common TR
value of the images kept sufficiently large as (TR>5T1) to get high signal values
and reduce the effect of noise. Again, the use of spin echo is to eliminate the

effect noise as much as possible.

3.4.4 T2* Mapping

In T2* mapping same technique as T2 Mapping is used except with two gradi-
ent echo sequences (instead of spin echo) to achieve T2* weighting without the

refocusing pulses.
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3.5 Replacing MRI Spectrometer with External
RF Generator

Pulseq [37] is used to have full control over the sequence parameters such as the
RF-pulse shape (which better be constant amplitude and loss-compansated (high
amplitude) since only after after >10m cabling it will be fed to the FPGA after
being converted to LVDS logic signals by the LTC6957 (Analog Devices Inc.,
MA, USA) logic converter board), and RF-spoiling settings. These settings are
not straightforward to change in the scanner’s own environment. Ease of use in

Pulseq was the main factor in our choice.

3.5.1 Pitfalls of Using Continuous RF generator as Lar-

mor Input: RF Interference at Larmor Frequency

As the following subsections will demonstrate, the main interference source in
the experiment set-up is the LTC6957 logic buffer whose outputs feed the FPGA
with clock-level information of the MRI’s RF pulse frequency. This device should
be gated on/off for an interference free imaging when using an external frequency
source as the RF-pulse (e.g., the signal generator Keysight Agilent N5171B-501
(Keysight, CA, USA)).

3.5.1.1  Shielding only Solution

The shields of the main MRI Faraday cage and all of the cables in the experiment
setup going into the scanner room have been unified. The main contribution was
thanks to setting the LVDS RF pulse information carrier CAT7 Ethernet cable’s

shield unification as shown in Fig. 3.4
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Figure 3.4: Unifying LVDS RF pulse information carrier CAT7 ethernet cable’s
shield with the main MRI scanner room’s Faraday cage

3.5.1.2 Gating the RF Generator with RF Pulse Trigger (Unblanking

Solution)

The circuit implemented for the purpose of unblanking the RF logic buffer is
given in Fig. 3.5. A sensitive NPN BJT (BD675G (Onsemi, AZ, USA)), is
used at its base port to detect an active high trigger coming from the trigger
source (whenever the scanner needs an RF pulse, this signal is pushed high).
Naturally, a level above the Vgg.on & 0.7V voltage triggers the BJT. Any level

below this voltage is ignored which aims to decrease false detection due to possible
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interference picked up on the cabling. Whenever the trigger passes above 0.7V,
the BD675G BJT turns on and therefore the voltage on the collector is lowered.
The delay (due to on-path BJT junction capacitance component) in this response
is measured to be no more than 250ns (for R3=1k€2) . This less than 250ns delayed
response is not critical, because for a typical sinc pulse, the RF pulse will have

negligible level at its start.

(8]
S Vcc=4.0V
\
$R3
1kQ pnp
. > Bc3oz
pn
Trigger I Q1 Q2
(active-high) BD675G
;:;‘700hml\:1 Current draw: "y
.
resho 82mA @3.3V " _400 |_-l-
LTC6957

Diiferential

logic signal pair

carrying RF

pulse frequency
ﬂf’ormation

to the FPGA

Replacement:
. External RF: 123.24+Slice MHz e ywae  1F =
SINE WAVE 316mV peak I I
Normally taken from (0 dBm) from N5171B-501 %osz
MRI spectrometer: RFin  signal generator 10nF
to the TIM TRIO scanner's (omitting the need for spectrometer) =
own RF amplifier

Figure 3.5: RF gating circuit diagram implementation for bench testing. The
trigger stays high during the RF-pulse (TIM TRIO scanner’s left-side X9 RF
pulse trigger output port).

In the following stage, a PNP transitor (BC307 (Onsemi, AZ, USA)) is used,
which requires an active low input level to turn on. BC307 transistor can supply
> 100mA [38] of collector current in its rated continuous operation mode (pulsed
mode current output capability, which is our case, is even higher) which is on par
with the supply current needs of the LTC6957 logic buffer. The power ratings of
the BC307 will not be violated because in typical MRI application an RF pulse
is needed with at most 10% duty cycle, in our case this duty cycle is typically
2ms 7rr (RF pulse duration) per 100ms TR, which is only 2%.
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Chapter 4

Results

4.1 PSL Circuit Simulator/Optimizer for Class-
E Amplifier Results

Figures 4.1, 4.2 and 4.3 show the results of the 27610 (251 C, and 110 C,)
combinations of sweep using the fast PSL circuit simulator. The resulting optimal
efficiency solution combination of Cs, C, pairs are in close agreement with the
background section of chapter 1. The solution provided a baseline for tuning of

Class-E amplifier coil of 3.3.

Despite not being the most efficient case, custom optimization variable pro-
vided a decent trade off between output power and efficiency in this model. Com-
pared to most efficient case, only for a loss of 4.5% in efficiency output power
showed a 2.5x increase at the output power optimization case. Moreover the
optimal point of the optvar design proved closer to theoretical initial guess of
Sec. 2.1.1 (194pF initial guess supported by 190pF here). The placement of the
custom optimization variable in the Cs—C,, space proved to support a decent lever

action between most efficient and most power output states.
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Efficiency: 5 = Pout/Pin

[X,Y] [140 10.78] [X.Y][190 10.82]
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max power max opt-var '
407

[X.Y] [230 10.94] 1
value 0.865 06

max efficiency

(=%

100 200 300 400 500 600 700 800 900 1000 1100
c, (°F)

Figure 4.1: Efficiency vs Cs and C,, capacitor values fast scanned using the PSL
circuit simulator

The resulting of MATLAB PSL circuit simulator results for the maximum ef-
ficiency n, maximum output power P,,;, and the maximum optimization variable
opt —var = P%2P,.,/ Py, = P%2n can be found in Fig. 4.4. The translation back
to time domain is done using the fast fourier transform (FFT) algorithm (syn-
thesizing the waveform by adding the harmonics described in output 1x(2M+1)

column vectors)
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[X.,Y] [140 10.78] [X,Y] [190 10.82] 4350
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Figure 4.2: Output power vs Cg and C,, capacitor values fast scanned using the
PSL circuit simulator
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Compromise opt-var: Pout’?/Pin [wn.Z]

[X,Y] [140 10.78] [X,Y] [190 10.82] 125
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Figure 4.3: Custom optimization variable P.2/P;, vs Cg and C,, capacitor values
fast scanned using the PSL circuit simulator
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Figure 4.4: Time domain solution results of circuit in switch current and switch
voltage using the PSL circuit simulator in MATLAB.
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PSL Circuit Optimizer (MATLAB) | Theory LTSPICE
Sec.2.1.1 EPC2036
(realistic)
Max n Max P, Max nP%2 | Max n Max n
Cy(pF) 230 140 190 194 124475
Cs(pF) 10.94 10.78 10.82 10.83 10.62
n (%) 86.5 75.2 82.0 90.0 80.9
P, [W] 128 363 316 342 366
nPY%2[(W92] | 2.283 2.443 2.595 2977 2.634

Table 4.1: Comparison between resulting circuits of 3 different optimization goals
(R = 1.22Q, M = 50, N = 15. Switch Model: Rgson = 100m€, Rysorr = 2k€2)
fo = 123.24 MHz. Opt-var = P.2/P,, = nP% . Coil inductance: 159nH,

out out*
Vaa=31V. Next column is to compare against class-E theory from background

equations of Sec. 2.1.1, last column is from the LTSPICE simulation of circuit
given in Fig. 2.13 for EPC2036 GaN transistor with realistic driving scheme (with
custom SPICE circuit parameter extractor)

The results of the three optimization cases are summarized in Table 4.1. The
custom optimization variable draws attention with its close results to the most
realistic driver simulation case with the EPC2036 transistor with transient rise
and fall time’s bearing effect on its continuous transitional behavior between ON-

OFF resistances.

One of the conclusive remarks of this optimizer is its speed improvements
compared to conventional SPICE based methods. While a single simulation in
SPICE would take this amount, here the proposed method leaps forward with over
SPICE based time domain

methods are also restrictive in parallelization of the computation. Iterative time

27000 circuits simulated in the same time interval.
domain methods are heavily single threaded (result of present operation affecting

the future chain of events), whereas the PSL circuit simulator is matrix based

and can be parallelized much more effectively.
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4.2 FPGA Design Results

4.2.1 Before and After the Skipping Glitch: Performance
of the Gate Driver

To evaluate the driver’s responsiveness, a number of 40 LVDS pulses have
been captured over a time interval of 500ms (for a repetition time scenario of
TR=12.5ms). As illustrated in Fig.4.5 while the previous design missed 2 out of
those 40 pulses, the updated design missed none. Furthermore, over a course of
30 seconds the pulse trains have been recorded. The missed pulse count reached

over 50 in the previous design compared to new design’s perfectly zero miss count.

B g' .}20.0 MSa/s |[10.0 Mpts |

IBEFORE

-20ms -199ms -1 ms 994 ms.

-249 m -199 -149ms -99.0 ms -490 ms Oms ms ms 151 ms 201 ms

@) (50.0ms/ [1.0034500000 ms| @ € » O

Figure 4.5: LVDS signals of high side gate driver: (top) Previous design which
suffers from skipping (marked with red arrows), (bottom) updated design

The effect of ghosting in output images and its removal with this update is
shown side-by-side in Fig. 4.6. Another note here is that, although much harder
and time consuming, taking MRI images with the glitchy gate driver is also
possible (the chance that none of the MRI pulse requests gets missed by the
driver.), which was the case for the some of the results in the previous theses
[1, 2, 3, 4] results, though, the artifacts in Figures 4.37-40 (especially 4.37, 4.39(a-
c¢) and 4.40(a)) of [4] have clear traces of the pulse skipping glitch.
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Figure 4.6: MRI images of before and after the FPGA update to the gate driver
to solve skipping glitch

Just as we have hypothesized in Chapter 2, the ghosting has one main lobe
and saturatingly decreasing amplitude lobes moving away from the centre similar
to that of Fig. 2.9. Compared to 1D ghosting of Fig. 2.9, the ghosting manifests
itself as 2D replicas of the image along the phase encoding axis (in k,-k, space
one line ot k,’s is missing at certain value(s) of k, = ky,,, which results in set of

sinc weighted ghosts along y(phase encoding)-axis).

4.2.2 Dynamic Phase Shifting Bench-testing Experi-

ments: Logic Signals and RF Pulse Waveforms

While the phase shift is slowly introduced, resulting LVDS gate driver control
signals of the two channels are observed. A 9-bit (0-511) resolution of phase
delays in steps of 31.25ps up to 15.97ns is achieved. For the 123.24 MHz case
study (T=8.11ns), inter-channel delay results are captured with the DSOS104A
(Keysight, CA, USA) oscilloscope. Fig. 4.7 demonstrates a full cycle of phase

shifting in channel 2 driver signals with respect to stationary channel 1.

For different phase cases the mutual pickup coil (same distance from each of
the coils’ isocenter) voltage is also noted for different inputs of phase to observe

the interference action. These results are given in Fig. 4.8.
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Figure 4.7: LVDS signals of high side driver signals of channel 1 (cyan:stationary)
and channel 2 (brown:phase shifting) captured by the scope. With a granularity
of 192 steps (00h-C0h:0-192) a phase lag of 270° at channel 2 gate control signals
with respect to channel 1 is achieved (1.41° granularity< 2°)

It should also be noted that pickup coil samples a different aspect of regions

(because of inherently built-in regional averaging due to pick-up pattern of the

pickup coil) in space compared to slices captured in MRI (next section).
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Figure 4.8: Pickup coil probed RF-pulse waveforms for V;; =5V, attenuator
level=0dB (no attenuation). Under different phase delay inputs outputs effec-
tively summed up on the pickup coil (for the coils of Fig. 3.1)
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4.3 MRI Experiment Results: Dynamic RF
Field Modification with On-Coil Class E
Amplifiers

The resulting images when constructive and destructive interference phases are

inputted are shown in Fig. 4.9.

Figure 4.9: Resulting MR images due to (a) constructive, and (b) destructive
interference between the channels. (All from the same set-up shown in Fig. 3.2)

The depth of the 90% of peak image intensity moves from 12mm deep in the
destructive interference case to 27mm deep in the constructive interference case.
Average depth of the 10% of peak image intensity moves from 36mm to 100mm.
On top of this low power operation, the amplifier can be placed away from the
subject providing more degrees of freedom. While each channel is retaining the
300W output power capability [2] (summation of 600W output capability at tuned
phase-shift settings), the power output of the two channel design can be spatially
and dynamically modified.
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4.4 B1 Field Mapping Results

4.4.1 T1, T2, and T2* Mapping Results

For the standard Siemens 1900mL phantom, division results of the spin echo
images and the resulting T1 and T2 maps can be seen in Fig. 4.10. Amongst
the two, the most confident (2% variance) results were in T2 mapping with an
estimate of T2~78ms. T1 mapping results showed bias towards the field peak of
the TIM TRIO’s body coil. For this reason the experiments are repeated for a
different orientation of the phantom. T1 estimate stayed within 9% margins of
140ms. T2* estimate on the other hand, showed positive bias towards the edges
of the phantom and the experiment again repeated for a different orientation of
the phantom. The initial results stayed within 20% margins of T2*~40ms. The
results for the T2* mapping are given in Fig. 4.11. Although the experiment
is repeated for different matrix size (reduce to increase SNR) T2* map results
had higher standard deviation. There was bias towards the edges of the phantom.
One possibility of such phenomenon is the oscillatory edge artifacts, that manifest
themselves in an amplified manner when used in image data divisions. Therefore,
the inner depths of the phantom produced more reliable data.

Exact T1 (ms) map from SE: TR, ,: 200ms / 400ms TE=40ms T2 (ms) Map From SE: TR=1000ms TE, = 15ms TE, = 80ms
- 170

85
165
160
155
150
145
140
135

130

125

120
50 100 150 200 250 50 100 150 200 250

70

Figure 4.10: T1 and T2 map estimations of the Siemens phantom of set-up of
Fig. 3.3

T1 estimate will also be employed in T1 correction equation for short TR
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Figure 4.11: T2* map estimation of the Siemens phantom of set-up of Fig. 3.3

Bl-mapping estimates of the next section.

4.4.2 B1 Mapping Results

For the loop coil amplifier combination of Fig. 3.3, the estimated flip-angle and
Bl-maps for the set-up are given in Figures 4.12 and 4.13, respectively.

In Fig. 4.12 the position of the main lobe of field is partially illuminating the

phantom.
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Figure 4.12: T1 corrected flip angle () map in units of degrees (°) at low power
operation (Vzgu=15V 7pr=2ms), using small loop coil of Fig. 3.3
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Figure 4.13: T1 corrected Bl field map at low power operation (Vj=15V
Trr=2ms), using small loop coil of Fig. 3.3

Note that in Fig. 4.13, the position of the main lobe of field (pixel number:
y ~138) misses the axis of symmetry and is partially illuminating the phantom.
That explains why the size of the bright region (most of it illuminating the void
space without the phantom) appeared smaller than the case set-up of Fig 3.2,
whose phantom is vertical position, its sagittal imaging results are given in Fig.
4.9. The Bl field efficiency is again of the same spatial distribution as B1 and flip
angle maps normalized to per vWatt of the input power. Compared to Fig. 4.13
at V;q=15V operation, it ranges up to (the peak) 17.4uT/v/95W ~ 1.78uT /v/W.
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4.5 Results of Replacing MRI spectrometer
with External RF for Larmor Frequency

4.5.1 Shielding Only Solution

In the case of shielding-only solution, the difference is given in Fig. 4.14.

(a)

Before

Figure 4.14: Performance of Faraday cage shield unifier solution

Although the performance of such a simple shield connection is remarkable,
this was not enough to fully clear the interference. The line interference is still a
definite indicator of RF leakage into the scanner room. In the next section RF

gating solution will be combined with and the results will be evaluated.
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4.5.2 Combination of Shielding and RF Transmit Gating

Solution

The gating circuit’s resulting output logic signal and the resulting output RF
pulse and the BLF573 transistor’s drain voltage (V3q=5V) is given in Fig. 4.15.
In the experiment stage we noted an output pulse peak-to-peak voltage scaling
due to a voltage dropout on the output stage PNP transistor. To counter this
effect, we increased the initial main supply voltage level to (only in short pulsed

mode) 5.9V to guarantee satisfying full scale pulsed operation of the logic buffer.

150V
1.00v
500 mv
o.ov
-500 mV

a
-100 ps

500 s 300 s
| @200 s/ [ag9.9500000 ps| @ T » O

Figure 4.15: RF gating method signals for a 1.25ms RF pulse from top to bottom:
(yellow) 3.2x scaled version of logic buffer output signal, (green) output RF pulse
sensed by the pickup coil, (blue) Vg5 voltage of the Class-E amplifier, (red) Output
voltage level feeding the logic buffer
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On top of the shielding methods, RF gating circuit is employed. The resulting
image comparison is made in Fig. 4.16. In MRI, a straight line of interference
denotes a single frequency interference with varying phase. When we changed the
RF excitation frequency, this line moved left and right as many pixels according

to the the pixel bandwith of the image .

Figure 4.16: Performance of RF gating method solution (left side image: before)
(right side image: after)

65



4.5.3 Final Images After Clearing Interference

For short sequences we managed to get clear slice images. There are artifacts
of ghosting visible for rather long sequences (> 10 minutes) as shown in Fig.
4.17. We suspect this artifact is due to the phase drift of the RF generator.
This hypothesis is supported by the fact that the drift is expected to be less in

a shorter time-span (i.e., as it was the case in our shorter (TR=100ms) sequence
results of Fig. 4.18).

%1078

0

Figure 4.17: Ghosting artifact example while using external RF generator as the
RF-pulse frequency input. This was only the case in long sequences (TR=2000ms)

Slice selection performance is demonstrated using fruit imaging (of the loquat
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fruit) while RF input external frequency is shifted by 110Hz and 1100Hz is shown
in Fig. 4.18. As necessitated by the pulseq sequence’s generated slice selecting
z-gradient parameter (33.3 KHz/m) for a 1.1 KHz shift we have approximately
0.033m=3.3cm shift in the selected slice. Since this distance is almost as large
as the radius of the loquat fruit, at the bottom of Fig. 4.18, the slice barely
touches the juicy parts of the fruit (mostly its shell) and the signal is smaller,
being emitted from a smaller mass of spins (the higher the slice mass (in terms of
hydrogen content), the higher the signal). One other reason the signal is smaller
there is that the RF coil’s transmit pattern favors the middle of the loop coil

where the center of the fruit resides.

123237900 Hz 123238010 Hz

123239000 Hz

Figure 4.18: Demonstration of slice selection using external RF generator in a
fruit (loquat) imaging example
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4.6 Nonlinear Transistor Drain Capacitance:

LTSPICE Simulation Results

The LTSPICE simulation results case with voltage dependent nonlinear capaci-
tance, and its comparison with constant capacitance case will be detailed. The
results are given and compared for the same class-E amplifier topology in 2.1
for coil inductance of L =589.92 pH, coil tuning capacitance Cy=2.7565pF,
load Ry, = 1.614Q, L.,=5 pH, V3u=31V, switch on resistance Rgs,, = 90mS2,
C,=135pF, and switching frequency fy=125 MHz. The waveforms of linear vs.
nonlinear (voltage dependent) parallel C,, capacitance cases are given in Fig. 4.19
(for Vzgq=31V). We note here that the nonlinearity property also interferes with
and disturbs the tuning of the amplifier. Although this change may at first ap-
pear impactful, there is only a 2% reduction in efficiency. Also, in real-life cases,
we rarely see these kinds of capacitor discharge current surges as in the bottom

of Fig.4.19 since their equivalent series resistance (ESR) will greatly limit those.

With the nonlinear capacitance of model of Sec. 2.1.2 accounted for, in SPICE
simulations in the high-voltage input case (Vzy = 31V), the resulting efficiency
decreased by 2%, input (+6%) and output (+4%) powers increase, while the
power dissipated by the switch increases by 18%. The most notable change was
observed in the switch peak voltage, which increased from 107V target in the
linear capacitance model to 172V in the nonlinear model. On the low voltage
Vg input case (5V) the jump in switch voltage was only from 17.3V to 26.2V.
This is expected as at the lower voltage operation of 5V in Fig. 2.6 the higher
capacitance slows the voltage change and the peak can now build up to a reduced

voltage.

The most notable characteristic change in the shape of the drain voltage is in
its overshoot and shrinkage on the time axis. High capacitive regions (marked
with circles in Fig. 4.19) tend to suppress voltage levels more, compared to low
capacitive parts in the middle parts of the drain voltage. This composes its
shrinked shape, while making it shoot up to a higher value at its peak. This

particular modeled LTSPICE 2.6 nonlinear capacitance case has a non-ordinary
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Figure 4.19: (top) Linear C, capacitance case, (bottom) the same case compo-
nents are kept the same except adding voltage dependency property of Sec. 2.1.2
to the C), capacitor.

shape when it comes to its high power output and efficient solution. After some
more examination, we saw that this fit is not doing its job properly. As we look
at the region beyond 50V data range, we see that the capacitive fit goes all the
way down to zero as shown in Fig. 4.20, this is troubling news as such low values
of this capacitance is not realistic. We need to look at the fit on a larger data

scale. The two-term exponential fit is not enough.

To correct the error shown in Fig. 4.20, the quoted convergence value of the
output capacitor is padded at the end of the data vectors. Beyond 50V up until
310V the capacitance is assumed to adopt the constant value of 100pF. The fit

also made to include a term with ze =% type of behavior, as follows in Fig. 4.21.
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Figure 4.20: Extended look at the limited range (0-50V) (erroneous) curve fit of
Sec. 2.1.2. Although the fit was decent within the data range, values beyond the
fit-range are extremely unrealistic even ranging down below 20pF.

Table 4.2: Custom 3-term modified fit parameters of Eq. (4.1) Please note that
E=100pF is now actually inclusive and defining the high voltage state converging
capacitance

A B G D E F K
424.7 | -0.3567 | 189.3 | -0.06978 | 100 | -871.1 | -1041

The fit equation translated into the capacitance equation is given as in Eq.
4.1.
C(V)=10"" x ((E+ Ae”Y + Ge”Y + FVePV /K) (4.1)

where the fit constants A, B, G, D, E, F and K are given in Table 4.2.

The RMSE value of the new fit is 11pF, slightly worse than the first case study
of Fig. 2.6, but this time with much better coverage. Integrating Eq. 4.1 with
respect to voltage yields Eq. 4.2, which describes the capacitor charge form that
can be entered directly into LTSPICE. Notice that any linear term here represents

the linear constant capacitance component of the total C), capacitance of Fig. 2.1.
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Figure 4.21: New fit also considering the convergence of C,, by employing padded
data beyond the scale of datasheet values. The new fit has an RMSE value of
11pF

Q(V) = 1072 x (C,V + 100 x V — 1190 x ™67V _ 05769 x ¢~ 006978V

— 11.99 x Ve 097
(4.2)

where C) again represents the externally added capacitance (Cy 4+ Coss = Cp).
The final results of the LTSPICE simulations with the corrected model is given
in Fig. 4.22.
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Figure 4.22: Results of new fit in comparison with misleading old fit, the new
fit also retuned to very close to original values. In the bottom-most case: The
resulting additional capacitance had to be set to OpF. This showcased the 100pF
convergence capacitance taking the entire job of the amplifier’s C), capacitance.
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Final results to achieve a re-tuning with the nonlinear capacitance case needed
additional (waveforms are very sensitive to the value, hence the detailed signif-
icant figures) 0.123% of the base capacitance value of the series Cs compared
to the starting design (changed from 2.7565pF to 2.7599pF). The most notable
change was in the Cp capacitance which needed no capacitance except the one
characteristically inside the BLF573 MOSFET (high voltage the built-in 100pF
capacitance of the model took over the job) from 135pF starting value linear case.
Thus, the amplifier did not even need an external Cp capacitor. This result can
be interpreted as (135pF to 100pF) 26% reduction of linear capacitance com-
ponent. Unlike the limited-range erroneous model, the corrected model shows
that the situation is not that grim. The results are as follows (again, using the
SPICE circuit parameter extractor described in 2.13). With the new corrected
non-linear voltage dependent capacitance of model of Sec. 2.1.2 accounted for, in
SPICE simulations in the high voltage input case (Vzu=31V), (again, compared
to the linear capacitance base case) the resulting efficiency stayed within margin
of error, the input (—24%) and the output (—23%) powers decreased significantly.
The power dissipated by the switch decreased by 35%. The switch peak voltage
jumped from the 108V for the linear capacitance model to 117V in the nonlinear

model.

On the low voltage Vy, input case (5V), interestingly as expected, the non-
linear model lost its initial high voltage tuning point almost completely. The
amplifier could not be re-tuned because the switch capacitance was already in-
trinsic to the transistor, which could not be modified. 100pF base capacitance
behavior was completely lost, at low voltage values the drain capacitance started
to behave like the far left end of Fig. 4.21. With increased capacitance, which
forced a much lower value of X, of Eq. 2.23 due to their direct link (0.1836
constant for D=0.5), the tuning for the load of 1.614€2 was not possible without
changing duty cycle.

One conclusive remark of this section is that the nonlinear Cp case still warns
the designer that the switch voltage is actually jumping to a higher value than
is initially guessed. Thus, the importance of leaving sufficient tolerance in break-

down voltage-bound designs is stressed. The other remark is that tuning at low
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voltage cannot be applied to high voltage operation without making a modifi-
cations. The path of this work gains extra importance if we also consider that
previous designers [1, 2, 3, 4] in the line of this work heavily depended on tuning
at the low voltage case (typically at 5V Vg drive due to the limitation of probe
maximum voltage of 20V for N2795A ( Keysight, CA, USA)).
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Chapter 5

Discussion and Conclusion

About the previous line of designs, the reason we are not reaching a good threshold
voltage (and the rise and fall times of the gate voltage appear exaggerated) in Fig.
2.12 is because of the fundamental fault in the gate driver topology [1] of the old
design. The reasons for this is given in Sec. 2.6. For example, for the BLF573
transistor to act as its Ryse, value of 90m() it needs voltages well above (2 +
3.75 = 5.75V [23]) its rated threshold voltage given in Table 2.1. Half bridge
driving cannot be achieved by merely feeding inverted signals into two series
NMOS MOSFETs. For the high side, a conventional half-bridge driver would
take rise in the gate voltage (which is the ground of high side) into account and
over shoot (up to >9V which is 4V above nominal 5V gate turn on voltage) the
high side NMOS gate preemptively to tackle this negative feedback on the charge
path. The previous designs was faulty in this aspect, hence the gate voltage
never reached 5.5V peak target value[l, 2, 3]. We expect this to increase effective
Rison and degrade efficiencies especially at low load cases (high coil to phantom

distance) according to Eq. 2.26.

It is also important to have some words about the equivalent series resistance
(ESR) of the supply modulation block’s parallel reserve charge capacitors. No
matter how powerful our supplies are, since there is a long transmission line (/=10

m) that has to be travelled by that voltage, during strong RF pulses especially at
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high power operation, the amplifier becomes limited by the tantalum capacitors
(of 10uF, and 22uF TAJ seris [39] (Farnell, Leeds, UK)). These reserve capacitors
are non-magnetic and MRI safe but their ESR’s are not remarkable. When the
low ESR 1nF block capacitor’s charge depletes (that can happen at high power
draws) this raises a problem. One amplifier suffered from this at high voltages and
struggled to keep up. This remains as another type of deficiency to be addressed in
the future that might be resolved by updating capacitors with better candidates
or using droop compensation methods for amplifiers with or without feedback

(theory of [40], counterpart for RF amplifiers).

The course of this work also revealed one of the main pitfalls of failure of
our amplifiers. For magnetic evaluation of the amplifier boards (for possible
ferromagnetic parts/impurities causing artifacts), MR images while the amplifier
inside the bore needs to be taken extra cautiously and only should be done at low
flip angles (< 5°). It has been revealed that RF pulses of the external scanner
causes gate-oxide breakdown in the main MOS transistors. Especially the weaker
chain of BLF871 (Ampleon, Nijmegen, Netherlands) transistors are vulnerable.
For a typical 10uT RF pulse (for large flip angle sequences like spin echo), the
electric fields of RF pulse can reach well over (3 x 108 x 10 x 107% = 3000 V/m)
thousand volts per meter. This electric field dumped on the gate oxide of the
MOS capacitor (even a few millimeters distancing results in 10s of volts which
can be well over its 13V [41] maximum rating of Vi;5 voltage), has high chances of
resulting in irreversible failure/breakdown of the oxide, which has been the case

for one of the specimens.

Dynamic phase control managed to successfully control the phase with less
than 2° granularity (1.41°). This phase shift step can be further tuned down 1/32
of the period of the voltage controlled oscillator. By utilizing the phase shifting
capability, for the near future work, in collaboration with [5], a real-time delay
control for the generalized n-channel coupled amplifiers is to be tested. Also,
B1 mapping with different orientations and larger coils needs to be addressed.
The B1 mapping should also be repeated for different voltage levels to have an
idea about how the Class-E amplifier’s (being inherently nonlinear) saturation

takes its place and to quantify its gain compression. It is of essence to emphasize
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that the tuning of coil-integrated Class-E amplifier is load sensitive. Although
using the coil as the load network without intermediate matching to 502 has
its advantages, the body-loading sensitivity also increases. That is why other
goals of future work include introducing a feedback control for actively tuning
the amplifier. Also, we aim to utilize a feedback control that makes the amplifier
operate in a predetermined output power, sensing the output power level to adjust
the necessary gate control waveforms. Digital control in this context is of key

essence.

The PSL circuit simulator provided fast and realistic results for a wide range of
circuits by exploiting the software packages’ capabilities in matrix equations and
independent parallel computing algorithms. Compared to its iterative counter-
parts, huge reductions in computation times are achieved. Custom optimization
goals should be evaluated with a better translation of the switch model into the
computational domain. Future work also aims to better utilize parallelization of
computing tools used (for PSL circuit solver or in the rendering of B1 map with
T1 correction), which can be further divided into smaller sub-clusters using a
graphical processing unit (GPU). This aims to further speed up the result gener-
ation and with the speed advantage, the headroom can be expanded for solving a
larger array of coupled Class-E amplifiers (with multiple phased switches) using
the PSL circuit solver.

Replacing the conventional MRI RF chain’s spectrometer with the external
generator by sorting out its complications in the process also proved useful as a
step towards building one’s own low-cost MRI machine (with the Class-E ampli-

fier, FPGA, and the signal generator composing the RF chain).

The end goal of this line of work is the integration of 32-channel (300W each)
on-coil Class-E amplifiers under heavily coupled conditions such as driving of the
conventional widespread birdcage coil, with modes of operation such that steering

of RF power inside the birdcage with digital control is also possible.
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Appendix A

Schematics

A.1 FPGA Design Schematic with Integrated
Dynamic Phase Shifting

The schematic is given in the next page. It is also of PDF type and can be zoomed

in without loss in resolution.

83



Channel-1 gate driver's are reference modulation CHANNEL 1
Top_module_0 clocks and are not delayed. Hence they come GATE DRIVER
directly out of original Top_module
1= Toulp T ok _125_out_p_ck 0
clk_wiz_0 ck_125_out pN [ clk_125_out_pN_ck_0
ck 125 out n {7 clk_125_out_n_clk_0
user_prog_clock [y 4 CLK_IN1_D backup_6378_clk ok 125 out nN {7 clk_125_out_nN_clk_0
reset backup_6378_90deg_ck m———— | 100MHZz K 200MHz_ ok output_en_out
Clocking Wizard ‘ out_clk b > tig_out 0
i jocking Wizar [Ehteel output1_p| outputl_p_O : :
unblank:ER>F-puIse trigger e i Dot nc01-High Side
Snan output2_p Dompmzipio B
clk_125:external RF output2_n Doutputz_"_002-Low Side
External RF-pulse|Clock util ds buf 1 . Doutput3 p 043 Hinh Sid
(Larmor+Slice Freq) —— outputa_n Soutputa n_003-HIgh Side
B outputd_p Doutput4_p_044_| ow Side
C|k_125_P_C|k_0D : :;’:‘i‘;:ip[u 0 1BUF_OU ‘ outputd_n {>outputd_n_0
ck 125 N ck 0> »1BUF_DS_N00] ‘ T i CHANNEL_1 (01,02)
T clk_in1_125 | DELAY_CTRL_Module_0 r clk_wiz_1 and 2 (03,04) (01=03,02=04)
reset o — - o MMCM SUPPLY MODULATION
I p "";Ebulimlsl;?l psen_out K ind 125 psdone PWM SIGNALS
2 axi_smc pSCik_C . psincdec_ou | psclk clk_125_out dy.
§ = psdone_in | psen scked [
rst_ddr4_0_300M 4 +500_AXI b— v oo psincdec CHANNEL_2
aclk B®Moo_AxI+ axi_gpio_0 Lo GATE DRIVER
100MHZ |5 owest_sync_clk mb_resetm aclkl HEW MO1_AXI+ (Dynamic Phase)
lext_reset_in bus_struct_reset{0:0] m 100MHz——aclk2 2 m M02_AXI+ s Axi GPIO _ r one7t07470 bl
aux_reset_in eripheral_resei[0:0] mm aresetn 100MHz i . N
mh:dehu:_sys_vst mm:m::m_;m:tz 21,. 7:7:2:&%[)'0—'0—0[31'0]’ § CH2.ck 125 0t P oK fam B CH2 clk_125_out_p_ck_0
{dom_locked peripheral_aresetn[0:0 AXI SmartConnect - output_en CH2 ok 125 ot pN_ck PN 0
i D—I AXTGPIO § ’7 dk_lZS_out_dy_phi‘hL_ Ji CH2-clk 125_out n_cH ut_n_clk_0
default_sysclk_300 rocessor System Reset CH2_ck_125_out nN_cK 25_out_nN_clk_0
[ - - J
axi_pcie3_0 ddr4_0 L R d]
X =] ddr4_sdram
M_AXI C0_DDR4 +]]} {7 pci_express x4
. M Il+co sys cLk c0_init_calib_complete m= -
AT il +.C0 DDRA_ S AXI dog = Add these 3 modules (clk_wiz_1, DELAY_CTRL_Module, one_to_4)
| - T - " - - = dbg_bus[511:0] mm
) " —:|+S_AXLCTL cfg_tssm_statel50]fm _ddrd_aresetn coﬁ:;,]iu[ic.k] per delayed channel. Note that clk_wiz (MMCM) IPs have to be at
pete_persint> util_ds_buf_0 ! ’;‘[gl uw;nfi ol R 0_ddr4_ui_ck_sync_rst— the outermost block design hierarchy since they cannot be referenced
I gy = 100MHz process clock: addﬂ_Ul_ClkOiJ&l) H when inside. For the rest of the delayed channels, split the GPIO
pie_refelk [m———{|+cucno ] ={msi_vector_num[4:0] T (comm¢ DDRA SORAM (VIG) register output bus to 9 bit buses using SLICE IP blocks for
s ¢ refclk m:ﬂ":::::‘_ ila_0 (debug) each delayed output channel
ity Buffer el enatle: : 4-sLoT_0_Axi

msi_vector_width(2:0]

'AXI Bridge for PCI Express Gen3 Subsystem

ILA (integrated Logic Analyzer)

Important Note: Inputs are always shown on the left sides of each block, outputs are shown on the right

one_to_4 0: This block generates gated low and
high side gate LVDS signal pairs /total of 4) from one
signal (2 Multiplexers+2 LVDS buffers)

clk_125 out_dy ph_in_clk is equal to
external RF frequency (clk_in1_125). It
can be 63.78MHz (1.5T) or 123.24 MHz
(3T) or anything else, basically. The same
125 label is kept to show that MMCM
does not alter the input frequency, only
the phase is altered.



	Introduction
	Theory
	The Class-E ampliﬁer
	Background
	Non-Ideal Switch Theory
	Summary of The Line of Work up to Now

	Nonlinear Drain Capacitance

	The Periodically Switched (Pseudo-)Linear Model of Non-Ideal Class-E Amplifier 
	Driver and Supply Modulation
	Gate Driver: ``Skipping Glitch", its Artifacts in MRI Image and Theory of its Solution 

	Magnetic Field Analysis of Two Circular Loop Coils
	B1 Mapping Theory: DAM
	Theoretical Update to the Amplifier Design Topology, its Simulation and the Previous Driver's Frequency Response

	Methods
	Periodically Switched Linear (PSL) Circuit Simulator Methodology
	FPGA Design Methodology
	Robust FPGA design: Clearing the Gate Driver Glitches Causing MRI Artifacts
	Supply Modulation: FPGA Update
	Dynamic Phase Control On-the-fly

	MRI Experiments: Dynamic RF Field Modification with On-Coil Class-E Amplifiers
	MRI setup

	MRI Experiments: B1+ Field Mapping with DAM
	MRI setup
	T1 Mapping
	T2 Mapping
	T2* Mapping

	Replacing MRI Spectrometer with External RF Generator
	Pitfalls of Using Continuous RF generator as Larmor Input: RF Interference at Larmor Frequency
	 Shielding only Solution 
	Gating the RF Generator with RF Pulse Trigger (Unblanking Solution) 



	Results
	PSL Circuit Simulator/Optimizer for Class-E Amplifier Results
	FPGA Design Results 
	Before and After the Skipping Glitch: Performance of the Gate Driver
	Dynamic Phase Shifting Bench-testing Experiments: Logic Signals and RF Pulse Waveforms

	MRI Experiment Results: Dynamic RF Field Modification with On-Coil Class E Amplifiers
	B1 Field Mapping Results
	T1, T2, and T2* Mapping Results
	B1 Mapping Results

	 Results of Replacing MRI spectrometer with External RF for Larmor Frequency
	Shielding Only Solution
	Combination of Shielding and RF Transmit Gating Solution 
	Final Images After Clearing Interference

	Nonlinear Transistor Drain Capacitance: LTSPICE Simulation Results 

	Discussion and Conclusion
	Schematics
	FPGA Design Schematic with Integrated Dynamic Phase Shifting 


