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OZET

Nesnelerin Interneti (Internet of Things - IoT) uygulamalarmin sayisi arttikga, bu
uygulamalar tarafindan tiretilen verilerin merkezi bir bulut sunucusuna verimli bir sekilde
iletilmesi zor bir konu olmaktadir. Tez kapsaminda, sis hesaplama ve Yazilim Tanimli Ag
(Software Defined Network - SDN) teknolojilerini kullanarak iletimi kolaylastirmay1
amaglanmistir. Bu amagla, IoT aglar1 i¢in iki yeni i¢erik tabanli yonlendirme (Content Based
Network - CBF) modeli énerilmistir. ilk model, iletimi ve hesaplama gecikmesini azaltmak
i¢in sis hesaplama ve igerik tabanli yonlendirmeden yararlanmaktadir. Birinci modele dayali
olarak, ikinci model, veri hizi ve gecikme gereksinimlerini saglarken kritik verilerin
zamaninda iletimini saglamak icin onceliklendirme konseptini kullanmaktadir. Onerilen
modelleri degerlendirmek ve bunlarin verim, gecikme ve kayip orani metrikleri tizerindeki
etkilerini ortaya ¢ikarmak icin kapsamli simiilasyonlar ger¢eklestirilmistir. Sonuglara gore,
onerilen modeller verimli iletim ve diisiik zaman gecikmesi saglamistir. Ayrica ikinci model,
kritik verileri daha etkin bir sekilde iletme yetenegine sahiptir. Onerilen modellerin
etkinligini artirmak i¢in, Kontrolor Yerlestirme Problemi (Controller Placement Problem -
CPP) igin matematiksel bir model 6nerilmistir. Kontrol6riin hatali olmasi durumunda agin
esnekligi ve giivenilirligi saglanmalidir. Bu nedenle, 6nerilen model, kontrolér arizalanmasi
problemini dikkate alarak agdaki kontrolor(ler)in sayisini ve konumunu optimize etmistir.
Simiilasyon sonuglari, ag stirekliligi ve iletisim gilivenligini saglarken ortalama gecikme
siiresinin biraz arttifim1 gostermektedir. Calismanin devaminda, veri analizi hizmeti
saglayan iliskili Sunucular1 Yerlestirme Problemi (Server Placement Problem - SPP) i¢in
tam sayili dogrusal programlama ve sezgisel yaklasimli iki model 6nerilmistir. Her bir sis
sunucusuna farkli veri tiirleri iletilmektedir. iletilen veri tiirleri analiz edilerek yeni bir veri
iiretmekte ve bu veri bir baska sunucuda islenmek iizere aga iletilmektedir. iliskili sis sunucu
konumu i¢in p-medyan tabanli tam sayili dogrusal programlama modeli ve aggdzlii sezgisel
model Onerilmistir. Onerilen modeller ile ortalama gecikme siiresi azaltilmis ve tez
kapsaminda onerilen iletisim modellerinin etkinligi artirilmistir.
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ABSTRACT

As the number of Internet of Things (1oT) applications increases, efficient data transmission
to a central cloud server is a difficult issue. Within the scope of the thesis, it is aimed to
facilitate transmission by using fog computing and Software Defined Network (SDN)
technologies. For this purpose, two new Content Based Network (CBF) models have been
proposed for 10T networks. The first model uses fog computing and content-based routing
to reduce transmission and computational delay. Based on the first model, the second model
uses the concept of prioritization to ensure timely transmission of critical data while ensuring
the data rate and delay requirements. Extensive simulations are conducted to evaluate the
proposed models and uncover their impact on throughput, delay, and loss rate requirements.
According to the results, the proposed models ensure efficient transmission and low
computational delay. In addition, the second model has the ability to transmit critical data
more effectively. A mathematical model for the Controller Placement Problem (CPP) is
proposed to increase the effectiveness of the proposed models. The flexibility and reliability
of the network must be ensured in case the controller fails. Therefore, the proposed model
has optimized the number and location of the controller(s) in the network, considering the
controller failure problem. The simulation results show that the average latency slightly
increases while ensuring network continuity and communication security. In the
continuation of the study, two models with linear programming and a heuristic approach are
proposed for the associated Server Placement Problem (SPP), which provides a data analysis
service. Different types of data are transmitted to each fog server. The transmitted data types
are analyzed, then new data is produced, which is transmitted to the network for processing
on another server. A p-median based integer linear programming and the greedy heuristic
models are proposed for the associated fog server placement. The average delay time has
been reduced in the proposed models, and the effectiveness of the communication models
proposed in the thesis has increased.
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1. GIRIS

Gilinimiizde kullanilan geleneksel aglar esnekligini yitirmis, donanima bagimli bir hal
almistir. Sisteme yeni cihazlarin eklenmesi, giincellenmesi ve son teknolojilerin eklenmesi
donanimsal ve yonetimsel zorluklar ortaya ¢ikarmistir. Bu zorluklarin ¢6ziimii i¢in agin
yazilim ile merkezi kontroliiniin saglanmasi ve sanallastirilmast gibi ¢oziimler
gelistirilmistir. Yazilim Tanimli Aglar (Software Defined Network, SDN) ile var olan ag alt
yapist donanim bagimliligin1 ortadan kaldirmistir. SDN terimi ilk olarak Stanford
tiniversitesinde gelistirilen OpenFlow protokolii ile ortaya ¢ikt1 [1]. SDN’in temel prensibi
kontrol ve veri katmanlarin1 birbirinden ayirmasidir. Bu ayrim, ag alt yapisinda iiretici
yazilimi ve donanimi bagimliligini ortadan kaldirmaktadir. SDN aga esneklik kattigi gibi agi
yazilim ile merkezden kontrol etme imkani tanmidigindan agi dinamik bir yapiya da
doniistiirmektedir. Bu dinamik yap1 agin gergek zamanl yonetilmesine, hata kontroliiniin

saglanmasina ve gecikme optimizasyonlarinin saglanmasina olanak saglamaktadir [1].

Bulut bilisim sistemleri, Nesnelerin interneti (Internet of Things, 10T) verilerinin yiiksek
hizini, hacmini ve boyut sayisini ele almak i¢in tasarlanmamistir ve sinirh bilgi islem ve
depolama yetenekleri nedeniyle gelecek vaat eden 10T teknolojilerinin taleplerini
karsilayamamustir. Bu sistemlerde, biliyiik miktarda veriyi tek bir merkezi sunucuya iletmek,
trafik yogunlugunda artis, tikaniklik, gecikme, bant genisligi darbogazi, hizmet kalitesinde
azalma (Quality of Services, QoS) ve giivenlik gibi istenmeyen sonuglara neden olmaktadir
[2,3]. Buna ek olarak, IoT uygulamalari, ger¢ek zamanl olarak islenmesi gereken cografi
olarak dagitilmis, gecici ve anlik veriler iiretmektedir ve literatiirde, bulut bilisimin bu
gereksinimleri karsilayamayabilecegini gostermektedir [4,5]. 10T verilerini islemek igin
dagitilmis bir yaklagima ihtiya¢ vardir, bu nedenle sis hesaplama kavrami bulut bilisim i¢in

yardimet bir degerler dizisi olarak ortaya ¢ikmistir [6,7].

Sis hesaplama, bilgi islem, depolama ve ag olusturma siireglerini agin kenarina tasiyarak
bulut bilisim i¢in ek 6zellikler sunan yeni bir teknolojidir. Uygulamalarin1 ve hizmetlerini
son kullanicilara daha yakin bir yere dagitarak gecikmeye duyarli ve konuma duyarlt
uygulamalar1 destekleyen tamamlayici bir teknolojidir [8]. Sis sunuculari, bulut
sunucusunun ve son kullanicilarin ortasinda bulunur ve bulut sunucusundaki yiikii

hafifletmek i¢in sunucuya iletmeden once verileri 6nceden islemektedir [3,9].



IoT cihazlarindan ilgili sis sunucularina veri aktarimi sirasinda, aga bagli ¢ok sayida cihaz
nedeniyle topoloji degisiklikleri meydana gelebilir. Cevresel kosullara bagli olarak, bazi
etkin diiglimler basarisiz olabilir veya yeni diiglimler aga katilip etkinlesebilir. Boyle bir
agda aninda dinamik degisiklikler meydana geldiginde, agin yonetimi veya kontrolii
geleneksel yontemlerle oldukg¢a zorlasir [10]. SDN, ag1 veri diizlemi ve kontrol diizlemi
olarak ayirarak, daha esnek ve yonetilebilir hale getirmekte ve bu soruna umut verici bir
¢ozlim olarak sunulmaktadir. SDN dagitilmis sis sunucularinin merkezi kontroliinii saglar
ve igerik tabanli yoOnlendirme, Oncelik yonetimi, hata kontrolii ve gecikme

optimizasyonlarin1 gergeklestirir [1,11].

Icerik tabanli yonlendirme (Content Centric Network, CCN), verinin icerigine gore agda
iletilmesi gereken sunucuya iletilmesidir. SDN destekli aglarda CCN kontrolor yazilimi veya
kontroldr ile yonetilen igerik yonetim sunucular yardimi ile gerceklestirilmektedir. CCN,

paketin tiiriine gore yonlendirme saglarken hatali veri iletiminde azaltmaktadir [12].

Sis sunucu mimarisinde, farkli uygulamalarin farkli gereksinimleri ve oncelikleri vardir. Bir
veri iletiminde ag tikanikligi olmasi durumunda, verilerin zamaninda aktarilamamasi, bir
uygulamanin performansinin 6nemli 6l¢iide diismesine neden olabilir. Belirli bir diizeyde
QoS memnuniyeti gerektiren kritik bir uygulama i¢in ciddi bir basarisizlikla sonuglanabilir,
bu nedenle, ag tikanikliginda bile yiiksek oncelikli verilerin diger trafikler ilizerinden
aktarilmasini saglamak icin verimli yonlendirme teknikleri hayati 6nem tasir. SDN’in, ag
akislarim1 dinamik olarak ag trafigine uyum saglayacak sekilde yeniden yapilandirmasi
miimkiindiir. Kritik bir verinin gerekli bant genisligi, SDN denetleyicisi tarafindan yonetilen
bir veri merkezi agindaki Oncelik siralart yapilandirmasiyla bant genisligi tahsisi ile de
garanti edilir. Elde edilen sensor verisinin tiirli veya degeri bu 6nceligi belirlemektedir. Agda
bu tarz verilerin donanim ve yazilim destekli Oncelikli iletilmesi gergeklestirilebilir.
Oncelikli verilerin iletildigi aglarda farkli kuyruklar olusturularak verilerin bu kuyruklara
atanmas1 gerceklestirilir. SDN destekli aglarda, bu kuyruk derecelendirilir. En yiiksek
dereceye sahip kuyruktaki veriler 6nce iletilir [13,14].

SDN, kontrol mantigini veri diizlemi cihazlarindan ve harici ag varliklarindan, kontrolérlere
tasir. SDN'nin ana ilkesi, tiim kontrol islevlerini veri diizlemi diiglimlerinden
programlanabilir bir ag varlig1 olan denetleyiciye kaydirmaktir. Kontrolér Yerlestirme

Problemi (Controller Placement Problem, CPP), agda bir veya birden ¢ok kontrolériin



konumun belirlenmesidir. Kontroloriin agin beyni oldugu varsayildigindan, CPP ag
performansin1  dogrudan etkilemektedir. Birden c¢ok kontrolér bulunduran aglarda,
kontrolorler fiziksel olarak dagitilmis ancak mantiksal olarak merkezilestirilmis ve
yerlestirilmistir.  Bu mimari sis hesaplama mimarilerinde daha kisa mesafe ile iletisime
gectigi icin gecikmeyi azaltabilmektedir [15]. Kontroloriin servis dis1 kalmas1 durumunda
kontrolore bagl anahtarlarin agda iletisime devam edebilmesi gerekmektedir. Bu probleme
literatiirde hiyerarsik kontrolor mimarisi gelistirilmistir. Hiyerarsik mimari, kontrol
diizlemini birden ¢ok seviyeye boler. Her seviyeden farkli kontrolér sorumludur ve bu

kontrolorleri yoneten merkezi bir kontrolér bulunmaktadir [16,17].

Sis diigiimleri olarak adlandirilan ag kenarina yakin cihazlar, yakinindaki ug cihazlara diisiik
gecikme siiresi ile bilgi islem yetenekleri sunar. Ortaya ¢ikan sis bilisim paradigmasinda,
uygulama bilesenleri hem bulut veri merkezlerini hem de sis diiglimlerini i¢eren dagitilmis
bir altyapiya yerlestirilebilir. SDN destekli sis bilisiminde sunucularin konumu performansi
dogrudan etkilemektedir. Bu sebeple, agda gorev atanmis sunucularin konumunun
belirlenmesi QoS hizmeti saglamaktadir. Literatiirde, Sunucu yerlestirme problemi (Server
Placement Problem, SPP) olarak adlandirilan bu probleme tam sayili dogrusal ve sezgisel

algoritmalar ile ¢oziimler nerilmektedir [18,19].

Tez kapsaminda ele alinan problem ve arastirmanin amaci

Geleneksel IoT aglarinda, sensorlerden elde edilen veriler, igerik veya uygulama tiirii dikkate
alinmadan verileri belirlenmis sunucuya gondermektedir. Bu nedenle, 6zellikle biiyiik
olgekli IoT aglart igin IoT cihazlar1 arasinda iletilen veri miktari, tikaniklik, gecikme ve\veya
daha diisiik QoS hizmeti gibi istenmeyen durumlarla sonug¢lanabilmektedir. Belirlenmis
sunucu konumlarinin gilincellenmesi gelisen ve degisen ag topolojilerinde karsilasilan
zorluklardan bir digeridir. SDN destekli aglarda kontrolor ve sis kenar sunucularin konumu
ag iletisim performansini dogrudan etkilemektedir. Geleneksel aglarda, sensorlerden elde
edilen veriler dogrudan aga iletilmekte ve hedef cihaza gonderilmektedir. Tez kapsaminda
onerilen modelde sensor verileri aga, igerigine gore iletildigin hatali/eksik verilerin iletimi

ve bu verilerin giiriiltiiden etkilenmesi engellenmektedir.

Geleneksel aglarda, sensorlerden elde edilen verilerin tamami aga iletilmektedir. Sensorler

tiirlerine ve yapilarina gore belirli zaman araliklarinda 6l¢lim yaparak veri liretmektedir.



Oysa veri analizinde tiim sensdr verileri kullanilmayabilir. Onerilen (icerik olarak
kullanilacak) veya veri analizi igin belirli zaman araliklarinda iiretilen veriler aga iletilerek
gereksiz verilen iletimi azaltilmaktadir ve bu biiylik 6lgekli aglarda performanst dogrudan

etkilemektedir.

Gelencksel aglarda, agda kullanilan cihazlar iletilen verinin i¢erigini bilmemektedir. Ancak
CCN aglarda veri icerigi bilgisi cihazlar tarafindan bilinmektedir. Onerilen modelde, verinin
icerigi  kontrolor ve anahtarlar tarafindan bilinmektedir. Bu sebeple agdaki
gergeklestirilebilecek  sunucu  konum  degisimleri merkezi yazilim ile kolayca

gergeklestirilebilmektedir.

Sensorlerden elde edilen verilerin 6nem derecesi farkli olabilir. Veri analizi yontemleri
sonrasi belirlenmis esik degerlerinden yiiksek degerlere sahip verilerin iletilmesine dncelik
tanimlanabilir. Acil durum karar verme mekanizmalarinda bu yapi kolaylik saglamaktadir.
Ornegin, hava kalitesi 6l¢iimiinde birden fazla veri tiirii analiz edilerek hayat yasam kalitesi
ol¢tilmektedir. Ancak tek bir verinin ¢ok yiliksek ¢ikmasi hayat yasam kalitesini dogrudan
etkileyebilmektedir. Bu sebeple sensorlerden elde edilen verilerin belirlenmis esik degerinin
tistiinde oldugu zaman Onceliklendirilmesi gerekmektedir. Bu 6ncelige sahip verilerin ag
donanimlarin1 daha fazla kullanmasi saglanarak etkin iletisim gergeklestirilebilir ve acil

durum senaryolarina cevap verilebilir.

Literatiirdeki ¢alismalar incelendiginde, SDN destekli sis mimarisinde kurulan aglarda
kontroldr ve sunucu konumu performanst dogrudan etkiledigi goriilmektedir. Bu sebeple,
daha 6nce Onerilen SDN destekli igerik ve oncelik tabanl iletisim modelleri igin CPP ve SPP

i¢cin optimizasyon ¢alismalar1 gergeklestirilmistir.

CPP i¢in aglarda birden fazla kontrolér oldugu durumlarda hangi konumlara
yerlestirileceginin tespiti 6nemli sorunlardan biridir. Ek olarak, olas1 bir veya birden fazla
kontroloriin  hizmet saglayamamasi durumunda agin siirekliligini ve giivenilirliginin
saglanmasi gerekmektedir. Agda var olan anahtarlarin bagli bulundugu kontroloriin servis
dis1 kalmasi durumunda agin iletisimi nasil devam edecegi karsilasilan zorluklardandir.
Kontrolor ile bagi kopan anahtarlarin yeniden aga dahil edilmesi i¢in hiyerarsik kontrolor

modeli gelistirilmistir. Onerilen modelde, kontrolér ¢okme olasiligi dikkate alinarak



dogrusal bir model Onerilmistir. Onerilen modelin NP-zor gergeklesmesi sebebiyle de

sezgisel bir modelde onerilmistir.

Sis sunucular1 bagimsiz is veya gorevler atanabilmektedir. Bazi sis sunuculart replika
(kopya) sunucu olarak galismaktadir. Dagitik veri isleme mimarileri sis sunucularinda
dogrudan gergeklestirilebilir. Biiyiik 6lgekli veri analizinde, islemler farkli sis sunucularinda
gerceklestirilebilir. Buda sis sunucularini iligkili hale getirmektedir. Literatiirde, SPP i¢in
yapilmis ¢alismalar bulunmaktadir. Ancak iligkili sunucularin konumlarinin belirlenmesi ile
ilgili yapilmis ¢alismalar bulunmamaktadir. Tez kapsaminda Onerilen mimaride, Sis
sunucularinda sensorlerden gelen verilerin islenmesi sonucu yeni anlamli bir veri
iiretilmektedir. Bu yeni veri bir diger sis sunucusunun girdi verisi olabilmektedir. Bu da
sunuculart iligkili hale getirmektedir. Bu probleme 6nerilen tam sayili dogrusal programlama

¢ozliimiine sezgisel ¢oztiimlerde tiretilmistir.

Tezin katkilan

Tez kapsaminda, Yazilim tanimli ag tabanli nesnelerin internetinde yonlendirme, kontrolor
ve sunucu yerlestirme problemlerine bes farkli model ile ¢6ziim onerileri sunulmustur. Tezin

katkilar1 dort farkli problem icin ayr1 ayr1 ele alinmugtir.

SDN destekli aglarda sensorlerden elde edilen verilerin igerigine gore yonlendirilmesi
saglanmistir. Bu yap1 aga gereksiz verilerin iletilmesini engellemektedir. Temel ag
cihazlarmin iletilen paketin i¢erigini bilmesini saglamaktadir. Veri analizi, sunucu is atama

gibi problemlere kars1 merkezi yonetim imkan1 saglamaktadir.

Sensor verilerinin tiirline veya belirlenmis esik degerinden yiiksek olmasina bagli agda iletim
onceligi verilen mimari Onerilmistir. Oncelik atanmasi igin veriler farkli kuyruklara
eklenerek iletisimi gergeklestirilmektedir. Bu kuyruklara SDN kontrol6rii ile daha fazla bant
genisligi saglanarak agda etkin ve hizli iletisimi saglanmaktadir. Kritik verilerin gecikmesi

veya kaybolmasi (agda diismesi) engellenmistir.

SDN destekli aglarda veri iletigim siirekliligi ve ag giivenilirligi 6nemli bir parametredir. Bu

sebeple agda kontroldriin servis disi kalma ihtimali dikkate alinarak birden fazla kontrol6riin



yerlestirilmesi i¢in dogrusal ve sezgisel modeller &nerilmistir. Onerilen modeller SDN

destekli IoT aglarda simiile edilmis ve etkinligi gosterilmistir.

Sis hesaplama mimarisinde iliskili sunucularin agda en uygun konumlara yerlestirilmesi
saglanmistir. Is/gdrev atanmis sunucularin, sunucu — anahtar ve sunucu — sunucu konumlari
dikkate alinarak tam sayili dogrusal ve sezgisel modeller onerilmistir. Onerilen modeller
SDn destekli IoT aglarda simiile edilmistir ve etkinligi ortalama gecikme, atlama sayisi ve

link verimi metrikleri ile gosterilmistir.

SDN destekli IoT sensor aglarinda etkin iletisim icin yeni bir model onerilmistir. Literatiirde
ilk defa iligkili sunucularm konumlar1 tartistlmustir. Icerige dayali, dnceliklendirmeli
verilerin iletildigi agda CPP ve SPP igin ¢oziim Onerileri derlenmis, yeni ¢oziimler
gelistirilmis ve simiile edilmistir. Onerilen modellerin ag performansina etkisi ve literatiire

katkis1 farkli metriklerle ol¢iilerek gdsterilmistir.

Tezin Organizasyonu

Boliim 2°de SDN teknolojisi hakkinda detayli bilgi verilmistir. SDN destekli aglarda i¢erik
tabanli yonlendirme ve oncelikli verilerin iletimi agiklanmistir. SDN destekli aglarda CPP

ve SPP’nin terminolojisi, 6nemi ve literatiirde 6nerilen ¢ozlimler belirtilmistir.

Bolim 3°te, Sis sunucularinda 6ncelikli verilerin iletiminin 6nemi ile ilgili ¢alismalar
derlenmistir. Onerilen modeller gercek veri seti ile simiile edildiginden toplanan veri seti
aciklanmistir. Bu boliimde igerik tabanli yonlendirme ve oOncelige dayali icerik tabanli
yonlendirme olmak iizere iki farkli model Onerilmis ve bu modeller detaylar ile
aciklanmistir. Toplanan veriler ile onerilen modeller simiile edilmek icin gerekli alt yap1
kurulumu bir diger alt boliimde detaylica agiklanmistir. Bu alt boliimde kullanilan SDN
teknolojileri agiklanmistir. Kullanilan kontrolor yazilimi ve akis protokolleri detaylica
gosterilmistir. Boliim 3’te 6nerilen modellerin karsilastirilmasi, sagladigi avantajlar bolim

degerlendirmesi alt basliginda agiklanmistir.

Boliim 4°’te hatali/¢okme olasiliklt kontrolor yerlestirme problemi i¢in Onerilmis model
aciklanmistir. CPP igin literatiirde yapilan ¢alismalar derlenmistir. Gelistirilen modeli

degerlendirmek i¢in gerekli simiilasyon ortami kurulmus ve detayli agiklanmistir. Ortaya



konulan probleme dogrusal programlama ve sezgisel modeller ile sunulan ¢6ziimler
aciklanmistir. Son olarak belirlenen hesaplama metriklerine uygun analiz sonuglar

aciklanmis ve boliim degerlendirmesi gerceklestirilmistir.

Boliim 5’te iligkili sis sunuculart konumu problemi ele alinmistir. Literatiirde yapilmis
benzer calismalar derlenmis ve Onerilen ¢oziim yontemleri agiklanmistir. Onerilen
yontemleri test etmek i¢in simiilasyon ortami kurulmus ve agiklanmistir. Daha sonra
simiilasyon sonugclar1 analiz edilmistir. Son olarak analiz sonuglar1 boliim degerlendirmesi

alt baglig1 altinda tartisilmis ve degerlendirilmistir.

Son olarak boliim 6’da ortaya konan problemlere firetilen ¢oziimler Ozetlenmis ve

degerlendirilmistir. Calismanin literatiire katkis1 agiklanmistir.






2. YAZILIM TANIMLI AGLAR, iCERIK TABANLI VE ONCELIKLI
VERILERIN iLETiMi VE SUNUCU YERLESTiRME PROBLEMI

Bu boliimde tez kapsaminda kullanilan yazilim tanimli aglar, SDN destekli aglarda igerik

tabanli ve oncelikli verilerin iletimi, kontrolor ve sunucu konumu problemleri agiklanmistir.
2.1. Yazihm Tanimli Aglar (SDN)

Kablosuz ag teknolojisinin yayginlagsmasi ve kullanic1 gereksinimlerin hizla artigi
giinlimiizde var olan ag alt yapisinin eksikliklerinin giderilmesi i¢in yeni teknolojiler
gelistirilmektedir. Bu teknolojilerin basinda ag yapisinin yonetilmesi ve sanallagtirmasini
saglayan yazilim tanimli aglar (SDN) ve Ag Fonksiyonlarinin Sanallagtirilmasi (Network
Function virtualization, NFV) gelmektedir [1,20]. SDN terimi ilk olarak Stanford
tiniversitesinde gelistirilen OpenFlow protokolii ile ortaya ¢ikti [21]. SDN, veri diizlemi ile
kontrol diizleminin ayrilmasi ve agin merkezi bir kontrolor vasitasiyla yonetilmesine dayali
bir mimari olarak gelistirilmistir. NFV, ag mimarisini esnek hale getirmek ig¢in
donanimindan bagimsiz, sunucu merkezli sanallagtirma saglar. SDN ile ag yonetiminin
saglanmasinin temel islem adimlarindan biridir. Yonlendirme, denetleme islevlerini

gerceklestirmek i¢in aga esneklik kazandirmaktadir [22].

Literatiirde yazilim tanimli aglarin en temel amaci, kontrol diizlemi ile veri diizleminin
birbirinden ayrilmasi olarak ifade edilmektedir. SDN’de kontrol diizlemi ag1 yoneten bilesen
oldugundan agin beyni olarak da tanimlanmaktadir. Var olan ag alt yapisinda, ag anahtarlar
arasindaki haberlesme, gonderici paketin ulastirilmast gereken noktaya ulasiminin
saglanmasinda kullanilmasi gereken yolun ag cihazlari tarafindan varig adresine gore
belirlenmesi ile gerceklesmektedir. SDN tabanli olusturulan ag mimarisinde, yonlendirme
politikalar1 varis noktas1 yerine akis kontrolii dayalidir. Kaynak ile hedef arasindaki
iletisimde; akis soyutlamasi, yonlendiriciler, anahtarlar, giivenlik duvarlar1 vb. gibi ag
kurallarinin birlestirilmesine olanak tanimaktadir [23]. Bu yap1 agda uygulanmis ve
olusturulmus yonlendirme tablolarinin aksine aga biiylik bir esneklik ve dinamiklik

kazandirmaktadir.

Yazilim tanimli aglarin kontrol mantigi, SDN kontroldr veya A§ Isletim Sistemi (Network

Operating System, NOS) tarafindan mantiksal olarak soyut bir ag goriinlimiine dayanan
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yonlendirme aygitlarinin programlanmasin1 saglamaktir. NOS, yonlendirme aygitlarin
programlamay1 kolaylagtirmak i¢in gerekli kaynaklari ve soyutlamalar1 saglayan yazilim
platformudur. Bu nedenle, geleneksel isletim sistemleri gibi ¢alisma mantigina sahiptir [24].
Ag1 yoneten yazilimlar NOS un iizerinde calisir. Bu yap1t SDN’in ag alt yapisini yonetmesini

saglar.

Kontrol katmaninin veri diizleminden ayrilmasi, agda diisiik diizeyli cihazlarin
yapilandirilmasini, ag politikalarinin {ist diizey diller ve yazilim bilesenleri ile yonetilmesini,
veri transferinde olusan sahteciliklere kars1 yazilimsal ¢éziimler {iretilmesini ve ag durumu
ile ilgili bilgilerin kayit altina alinmasimi kolaylagtirmaktadir [24]. Sekil 2.1‘de SDN
mimarisi gosterilmektedir. Sekilde kontrol katmani ile veri diizlemin ayrildigi gosterilmistir.
Uygulama katmaninda, SDN destekli aglarda gerceklestirilebilen yonetim uygulamalari
gerceklestirilmektedir. Veri katmaninda, ag cihazlari bulunmaktadir. Southbound ara yiizii
ile veri katmaninda bulunan kontroldrler ile iletisime gegmektedir. Northbound ara yiizii,

veri katmani ile uygulama katmani arasinda iletisimi saglamaktadir.

- Uygulama
Katmani

Northbound Arayuzu

Southbound Arayiizii

Kontrol
- Katmani

Veri
Katmani

Sekil 2.1. SDN mimarisi
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2.1.1. Kontrol katmam

Programlanabilirlik, SDN tarafindan sunulan temel paradigmadir. Ag cihazlarinin tiim bir
aginin tek bir varlik olarak programlanmasina veya diizenlenmesine izin vermektedir. Bagka
bir deyisle, SDN kontrolodrii, agin dinamik olarak yeniden yapilandirma yetenegine sahip
mantiksal olarak merkezilestirilmis bir zeka olarak hizmet eden kontrol diizlemini
olusturmaktadir. Kontrol diizlemi, ag yapisinin yonetilmesinde kullanilan katmandir. Bu
sebeple agin beyni olarak da tanimlanmaktadir. Yonlendirme cihazlari, kontrol diizlemi
elemanlar1 tarafindan programlanirlar. Tiim kontrol uygulamalar1 ve kontroldrler bu
katmanda yer almaktadir. Gelistirilmis birgok kontrolér yazilimi bulunmaktadir. Kullanilan
yazilim alt yapisi, performans ve kullanici isteklerine gore farklilik gostermektedir.
Literatiirde NOX, POX, Floodlight, Beacon, DIFANE, OpendayLight (ODL) vb. gibi farkli

kontrolor yazilimlart mevcuttur [1,25-27].

Kontrol diizlemi, ag denetimi ve c¢alisma mantigin1 uygulamak i¢in sunulan islevleri
kullanan bir dizi uygulamay1 barindiran katmandir. Yonlendirme aygitlarinin davranisini
programlayan, 6zel talimatlar veren ve talimatlar1 southbound API ile veri katmanina

yonlendiren politikalar1 igermektedir.

2.1.2. Veri katmani

Geleneksel ag alt yap1 Uriinleri ve yazilim tanimli a§ mimarisinde kullanilabilir cihazlarin
bulundugu katmandir. Var olan yonlendiricilere ek programlanabilir ydnlendiricilerin
bulundugu ve kontrol diizlemi tarafindan yonetilebilen alt yap1 katmanidir. Donanim veya
yazilim tabanli temel ag islevlerini yerine getiren birbirleri ile baglantili aygitlarinin
bulundugu katmandir. Yonlendirme aygitlari, gelen paketler iizerinde islem yapmak veya
yonlendirmek i¢in tanimlanmistir. Bu aygitlar gelen paketleri, belirlenmis portlara veya
kontrolore iletmek gibi islemler yapar. Yonlendirme islemini gerceklestirmek icin
OpenFlow, ForCES, POF gibi farkli akis protokolleri mevcuttur ve bu protokoller

kontroloriin ag cihazlarini yonlendirmesini saglar [28].
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2.1.3. Southbound arayiizii

Yonlendirme aygitlarinin komutlariin veri katmanina iletildigi ve donanimin ile iletigimin
saglandig1 gecis katmanidir. Yonlendirme aygitlari ile kontrol diizlemi elemanlar1 arasindaki
baglantiy1 saglayan protokoldiir. Bu amagla kullanilan en onemli protokol OpenFlow
protokoliidiir. OpenFlow, kontrolor ile a§ donanim elemanlar1 arasindaki veri akisini ve

yonlendirme tablosunun giincellenmesini saglar [21].
2.1.4. Northbound arayiizii

Ag isletim sistemi ve bu isletim sistemi iizerinde ¢alisan uygulamalar ile kontrol katmani
elemanlar1 arasindaki baglantiy1r kuran protokoldiir. Uygulamalar agi programlanmasina
olanak saglamaktadir. Yiiksek seviyeli diller kullanarak tasarlanan akis kurallar1 ile
kontrolor ile iletisime gegilir. Kontrolorde ag cihazlarini yonlendirerek gerekli uygulamalari

gergeklestirir [23].
2.1.5. Uygulama katmam

Uygulama katmani, istenen ag davranisini ve ag gereksinimlerini SDN kontroldriine acik ve
programli bir sekilde ileten programlari igerir. Kontrolor yazilimi tizerinde gergeklestirilen
uygulamalara; yiik dengeleme, giivenlik dnlemleri, yonlendirme algoritmalart, igerik tabanl
yonlendirme, Oncelikli verilerin yonlendirilmesi, ag sanallagtirma uygulamalart 6rnek

gosterilebilir [29].
2.2. SDN Destekli Aglarda icerik Tabanl ve Oncelikli Verilerin fletimi

SDN destekli aglarda, kontrolor yazilimi ile veriler igerigine ve Onceligine gore
iletilebilmektedir. Literatiirde gelistirilmis farkli yontemler bulunmaktadir. Tezin bu

boéliimiinde bu ¢alismalar iki alt baglikta aciklanmistir.
2.2.1. Igerik tabanh yonlendirme

Literatirde SDN destekli aglarda icerik tabanli yoOnlendirme konusunda farkli
isimlendirmeler ile gerceklestirilmis ¢aligmalar bulunmaktadir. Bunlar, Icerik Tabanl

Yénlendirme (Content Based Routing, CBR), I¢erik Merkezli Ag (Content Centric Network,
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CCN), Bilgi Merkezli Ag (Informatin Centric Networking, ICN), Adlandirilmis Veri Ag1
(Named Data Networking, NDN) calismalaridir. Her bir uygulamanin birbirinden farkli
yonleri bulunsa da SDN ¢aligma mimarisi olarak benzerdirler. Sekil 2.2’de igerik tabanl
yonlendirme mimarisi verilmistir. Kontrolor tarafindan yonetilen aglarda, igerik yonetimi

harici bir sunucu ile gerceklestirilen iletisim sayesinde gerceklestirilir.

ICN, bilgi ve icerigi belirleyen ve yonlendirme kriteri olarak mevcut hedef adresinden ziyade
icerik adin1 dikkate alan yeni bir ag paradigmasidir. SDN, esnek ve siirekli yonetime sahip
bir ag sagladigr i¢in ICN'nin uygulanabilirligini saglamakta ve kolaylastirmaktadir. ICN,
icerik tabanli yonlendirme icin gelistirilmis yeni bir paradigmadir. Bu paradigma,
kullanicilarin istedigi icerik veya bilgilere odaklanir. Hedef adres yerine igerigi gore
yonlendirme gerceklestirir. Ayrica, igerik veri trafigini saglayan yonlendirici, icerigi
onbellege alarak ayni icerige yonelik istekler olustugunda hizli bir sekilde yanit verebilir
[30-33]. ICN aglarinda igerigi tanimlamak ve yonetmek i¢in farkli bir sunucuya ihtiyag
vardir [34].

CCN, igerigin dogrudan yonlendirilebilir ve adreslenebilir olmasini saglayarak igerik
dagitimina saglar. Temel amaglari, ag ekipmaninin ana bilgisayar adresi yerine igerigin adina
bagli olarak yonlendirme kararlari almasina izin vererek geleneksel ag operasyonlarin
gelistirmektir. [Pv4/6'dan farkli olarak, CCN adlar1 hiyerarsik olarak yapilandirilmistir. Bu
adlar, degistirilebilir ve sinirsiz uzunluklara sahiptir, bu da hizli ad aramasin1 yeni bir sorun
haline getirir [35,36]. CCN aglari, kontrolor ve OpenFlow akis protokolleri arasinda bir
CCNx sunucu modiiliine sahiptir. Denetleyici iletisimi tanimlarken, igerik saglayict CCNx

sunucularimna ihtiyag¢ duyar [37].

NDN, farkli konumlarda iiretilen devasa miktarda verinin islenmesinde devrim yaratan yeni
bir ag mimarisidir. NDN, konum tabanl1 Internet ag sistemleri zorluklarini azaltmak icin en
faydal1 6zellik olan ag i¢i bir dnbellek sunar. Sisteme dahil edilen ara bellek sunucusu, agda
kullanicilarin siklikla kullandig1 veri veya uygulamalar1 6n bellege almaktadir. Bu mimari,
ara bellege alinan verilere diger kullanicilarin dogrudan ve hizli bir sekilde ulasmasini saglar.
Bu yap1 agda tikanikligimmi azaltir. Ayrica veri indirme prosediiriinde ara bir bellek

olusturarak avantaj saglar [38,39].
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OF Kontrolor

CCN Sunucusu

Sekil 2.2. SDN destekli aglarda igerik tabanli yonlendirme mimarisi

Sonug olarak literatiirde igerik tabanli yonlendirme konusunda farkli 6neriler ve uygulamalar
bulunmaktadir. SDN destekli ag yapist sorunlarina farkli ¢oziimler iiretmektedir. Ortak
gorlise gore, igerik tabanli yonlendirme, kontrolor ve akis protokolleri arasina yeni bir
referans sunucusu yerlestirilerek gergeklestirilir. Sunucu, igerigin bulundugu konumlarin IP
adresleri gibi fiziksel adres bilgileri tutar. Kontrolor, icerik verilerine dayali olarak

yonlendirme i¢in sunucuya bagvurmalidir.

2.2.2. Oncelikli verilerin iletimi

SDN destekli 10T aglarda kaynak yonetimi, ag performansi igin dnemli parametrelerden
biridir.  Ag cihazlart ve kaynaklart kontrolor destegi ile kullanici veya uygulama
gereksinimleri karsilamak i¢in optimize edilebilir. Bu sebeple agda dncelige sahip veri veya
uygulamalar icin farkli ydntemler gelistirilmistir. Oncelikli verilerin iletilmesinde farkli akis
kurallar1 ve kuyruk yapilart olusturulur. Akis kurallar1 ile ag kaynaklar1 tahsisi

gerceklestirilirken, kuyruk yapist olusturularak iletisim 6nceligi taninir.

Agda oOncelik tanimlamasi gerceklestirilerek kritik verilerin iletilmesi sorununa ¢oziimler

iiretilmekte ve ag performansi artirilmaktadir. Oncelik tanimlama sadece bir veri setinin
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degerinden kaynakli yapilmamaktadir. Islem onceligi olan paketlerinde bu mimaride
iletilmesi ortalama gecikme ve is akis siirecini dogrudan etkilemektedir. SDN, oncelikli
iletisim i¢in en verimli ve yaygin kullanilan teknolojidir [40]. Veri iletiminde yogun
tikaniklik ve diisiik servis kalitesine sahip bir tiniversite kampiis ag1 i¢gin SDN tabanli bir
kontrol diizlemi gelistirilmistir. Onemli olarak tanimlanan veri paketlerine dncelik verilerek,

onemli hizmetler igin daha yiiksek Servis kalitesi saglanmistir [41].

2.3. SDN Destekli Aglarda Sunucu ve Kontrolor Yerlestirme Problemi

SDN destekli IoT aglarda sunucu ve kontrolor konumu ag performansini dogrudan
etkilemektedir. Calismamizin bu alt boliimiinde CPP ve SPP sorunlar1 ve ¢oziim Onerileri

aciklanmustir.

2.3.1. Kontrolor yerlestirme problemi

SDN destekli aglarda kontroldriin konumu ag performansmi dogrudan etkilemektedir. ilk
arastirmalar, tek bir denetleyicinin ger¢ek aglar igin yeterli olacagimi gozlemledi [42].
Ancak, yapilan c¢alismalarda o6lgeklenebilirlik, giivenlik ve esneklik gibi sebeplerden
kaynakli birden ¢ok denetleyiciye olan ihtiyag¢ ortaya ¢ikmistir [43]. Yapilan ¢alismalarda
SDN’nin 6nemi ortaya konulmustur ancak CPP gibi bir¢ok zorluk hala devam etmektedir.
CPP, bir veya birden fazla kontroloriin agda nasil yerlestirileceginin belirlenmesi
problemidir. Belirli sayida diigiime sahip bir agda, kontrolor sayisi ve konumu agik bir
sorundur. Bu sorunu ¢6zmek i¢in genellikle gecikme, esneklik, giivenilirlik, enerji tasarrufu

ve yiik dengeleme gibi dlgiitler kullanilmaktadir.

Literatiirde CPP problemi ele alinirken ortalama gecikme siiresini en aza indirgenmesi
amaclanmistir. Kontroloriin  konumu agda gecikmeyi, enerji tliketimini ve kaynak
kullannmin1  dogrudan etkilemektedir. Birden fazla kontroloriin yerlestirilmesi agda
esnekligi, giivenilirligi ve ag siirekliligini etkilemektedir. Olasi bir kontrolori hizmet
saglayamadiginda diger kontroldrlerin devreye girmesi agda giivenligi, esnekligi ve
stirekliligi saglamaktadir. Cok kontrolor bulunduran aglarda, her kontrolore farkli gorevler
verilerek agda dinamiklik ve esneklik elde edilebilir. Literatirde CPP ig¢in genellikle

dogrusal programlama ile ¢Oziimler iretilmistir. P-medyan, k-medyan gibi kiimeleme
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algoritmalar1 temel aliarak dogrusal modeller énerilmistir [42,44,45]. Onerilen bu modeller

genellikle NP-zor ¢iktigindan sezgisel modeller gelistirilmistir [46-49].

2.3.2. Sunucu yerlestirme problemi

Nesnelerin Interneti teknolojisinin hizla gelismesiyle, agin ucunda olusturulan biiyiik veriler,
merkezi bilgi islem merkezinin biiyilk miktarda veriyi verimli bir sekilde islemesini ve
kullanicilarin  gergek zamanli gereksinimlerinin karsilanmasini zorlastirmaktadir. Bu
zorluklarin iistesinden gelmek i¢in ug bilgi islem teknolojisi ortaya ¢ikti. Ger¢ek zamanli ig
ihtiyaglarin1 saglamak igin merkezi bilgi islem yeteneklerini agin ucundaki sunuculara
indirir. Ug bilgi islem, sis hesaplama, bulutguk (cloudlet) vb. gibi teknolojiler ile
gerceklestirilmektedir. Bu teknolojilerde sunucu konumlarmin belirlenmesi performansi
dogrudan etkilemektedir [50,51]. SPP, var olan veya yeni olusturulacak olan ag alt yapisinda
sunucularin konumlarmin belirlenmesi problemdir [52]. Kenar, kontrolor, merkezi ve bulut

sunucularinin konumlar1 SPP kapsamindadir.

Literatiirde SPP ¢6ziimii i¢in farkl kisitlar dikkate alinmistir. Ag performansini iyilestirmek
icin 6nerilen modellerde, yiik dengeleme, gecikme zamani, bant genisligi, enerji tiiketimi,
donanim kaynaklar1 kullanimi vb. kisitlar kullanilmigtir. SDN destekli aglarda SPP’ye tam
say1lt dogrusal programlama ile ¢oziimler 6nerilmistir. Ancak genellikle NP-zor sonug elde
edildiginden sezgisel algoritmalar ile ¢oziimler onerilmistir. Literatiirde, p-medyan, aggozlii,

k-medyan vb. gibi algoritmalar1 temel alan sezgiseller gelistirilmistir [18,53-55].
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3. SIS SUNUCULARINDA ICERIK TABANLI VE ONCELIKLI
VERILERIN SDN DESTEKLI AGLARDA {LETiMi ICIN
YONLENDIRME YONTEMLERI

Bulut bilisim sistemleri, IoT verilerinin yiiksek hizini, hacmini ve boyut sayisini ele almak
icin tasarlanmamustir. Smirli bilgi islem ve depolama yetenekleri nedeniyle gelecek vaat
eden IoT teknolojilerinin taleplerini karsilayamamistir. Bu sistemlerde, biiyiilk miktarda
veriyi tek bir merkezi sunucuya iletmek, trafik yogunlugunda artig, tikaniklik, gecikme, bant
genisligi darbogazi, hizmet kalitesinde azalma ve giivenlik gibi istenmeyen sonuglara neden
olmaktadir [2,3]. Buna ek olarak, IoT uygulamalari, gergek zamanl olarak islenmesi gereken
cografi olarak dagitilmis, gecici ve anlik veriler tiretmektedir ve literatiir, bulut bilisimin bu
gereksinimleri karsilayamayabilecegini gostermektedir [4,5]. 10T sensor verilerini islemek
icin dagitilmis bir yaklagima ihtiyag vardir, bu nedenle sis hesaplama kavrami bulut bilisim

i¢in yardimci bir paradigma olarak ortaya ¢ikmustir [6,7].

Sis hesaplama, bilgi islem, depolama ve ag olusturma siire¢lerini agin kenarina tagiyarak
bulut bilisim i¢in ek 6zellikler sunan yeni bir teknolojidir. Uygulamalarini ve hizmetlerini
son kullanicilara daha yakin bir yere dagitarak gecikmeye ve konuma duyarl uygulamalari
destekleyen tamamlayici bir teknolojidir [56]. Sis sunuculari, bulut sunucusunun ve son
kullanicilarin ortasinda bulunur ve bulut sunucusu iizerindeki yiikii hafifletmek i¢in verileri

sunucuya iletmeden dnce On isleme tabi tutarlar [3,9,57].

Tiim verilerin ag lizerinden iletilmesi yerine, sis sunucularinda toplanmasi veya veri tiirlerine
gore onceliklendirilmesi, trafik yogunlugunu biiyiik 6l¢lide azaltabilir ve agin performansini
artirabilir [58-60]. Ornegin, saglik hizmetleri veya hava kalitesi izleme gibi bazi durumlarda,
sis sunucular1 belirli bir hizmet tiirli i¢in 6zellestirilebilir. Bu gibi durumlarda, cografi olarak
dagitilan IoT cihazlar tarafindan iiretilen ilgili veriler, ag lizerinden s6z konusu hizmet i¢in
uzmanlagmig ilgili Sis sunucusuna yonlendirilmektedir. Bu amagla, verileri ilgili sis
sunucularina iletmek i¢in oncelik tabanli yaklagimlar kullanilabilir. Veri aktarimi sirasinda
oncelik dikkate alinarak, 6nemli verilerin ilgili sis sunucusuna daha hizli ulagsmasi saglanir.
Daha diisiik indirme gecikmeleri, daha az bant genisligi kullanimi, gelismis igerik
kullanilabilirligi ve diisiik maliyetle sis hizmetlerinin siirdiiriilebilirliginin saglamasina

yardimet olur [61].
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IoT cihazlarindan ilgili sis sunucularina veri aktarimi sirasinda, aga bagli ¢ok sayida cihaz
nedeniyle topoloji degisiklikleri meydana gelebilir. Cevresel kosullara bagl olarak, bazi
etkin diigiimler basarisiz olabilir veya yeni diigiimler aga katilip etkinlesebilir. Bu ve benzeri
problemlerde agda aninda dinamik degisiklikler meydana geldiginden, agin yonetimi veya
kontrolii geleneksel yontemlerle oldukga zorlagsmaktadir [62]. SDN, ag1 veri diizlemi ve
kontrol diizlemi olarak ayirarak, daha esnek ve yonetilebilir hale getirmek amaciyla bu
soruna umut verici bir ¢oziim olarak sunulmaktadir. Dagitilmis sis sunucularinin merkezi

kontroliinii saglarken, 6ncelik yonetimi, hata kontrolii, enerji ve gecikme optimizasyonlarini

destekler [24].

Tezin Bu boliimiinde, Sis hesaplama ve SDN teknolojilerini kullanan IoT aglarinda 6ncelik
tabanl veri iletme problemini ele almmustir. Iki yeni igerik tabanli veri iletme modeli
onerilmistir. Bu modelleri gercekei bir IoT tabanli hava kalitesi izleme aginin ag akigini
kullanarak uyguladik. Sebeke akisi, sadece Tiirkiye'nin degil, ayn1 zamanda diinyanin en
kalabalik sehirlerinden biri olan Istanbul'un gergek hava kalitesi izleme veri seti kullanilarak
olusturulmustur [63]. Geleneksel IoT aglarinda, toplanan veriler genellikle igerik veya
uygulama tiirii dikkate alinmadan tek bir sunucuya iletilir. Onerilen modellerde trafik
yogunlugu ve bant genisligi darbogaz1 dikkate alinarak her biri belirli bir veri tipine ve/veya
uygulamaya tahsis edilmis sis sunucularina iletilir. Sis sunucular ana bulut sunucusuna
baghdir ve farkli tiirde verilerin iiretilmesinden sorumlu IoT sensorleri bulunmaktadir.
Ayrica, hangi verilerin hangi sis sunucusuna yonlendirilecegini yonetmekten sorumlu bir

SDN kontrolort bulunmaktadir.

SDN destekli Igerik tabanli yonlendirme (Content Based Forwarding via SDN, CBF-SDN)
adi1 verilen onerilen ilk modelimizde, SDN denetleyicisi, IoT veri igerigine dayali olarak
yonlendirme kurallarini belirler. Bu yaklasimin amaci, aym tiir verileri tek bir sis
sunucusunda toplamak ve bdylece hesaplama gecikmesini azaltmaktir. Onerilen ikinci
model, SDN Destekli Oncelikli Verilerin igerik Tabanli Yénlendirilmesi (Priority Content
Based Forwarding via SDN, PCBF-SDN), IoT verileri islenirken iki tiir kuyruk yapisi
kullanilir. Tlk modelde, tiim IoT verileri esit kabul edilir ve ilgili sis sunucularma gonderilir.
Onerilen ikinci modelde ise, uygulamaya ve/veya veri tiiriine gore IoT verilerine dncelik
verilir. Bu onceliklendirmeye bagl olarak, kritik verilerin etkin bir sekilde ve daha az
gecikmeyle tasiabilmesini saglanmaktadir. PCBF-SDN herhangi bir acil durumda sis

sunucular ile es zamanli ana sunucuya verinin bir kopyasin1 génderir. Buradaki amac, acil
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bir durumda bulut sunucusu iizerinde hizl karar vermektir. Onerilen modellerin avantajlarini
sunmak icin gercekei bir ag akisi kullanilarak kapsamli simiilasyonlar gerceklestirilmistir.

Modellerin sagladigi avantajlar tartisilmis ve agiklanmistir.

3.1. Tlgili Cahsmalar

SDN destekli aglarda kaynak yonetimi yonlendirme ve veri 6nceligine gore yapilir. Kaynak
yonetimi, SDN destekli bulut sistemlerinde ag hizmet kalitesini saglamak i¢in 6nemli bir
parametre oldugu literatiirde vurgulanmigtir. Farkli akis kurallar1 ve kuyruk yapilari
olusturmak, oncelikli verilere daha fazla kaynak tahsis ederek performansi artirir [40]. Ag
akislarinin ve paketlerinin Onceliklendirilmesi, ¢ok sayida ag performansi sorununun

iistesinden gelmek i¢in kullanilir.

Lara ve Quesada [41], yogun tikaniklik ve diisiik QoS sorunlarindan muzdarip bir tiniversite
kampiisii icin SDN tabanli bir kontroldr yazilimi gelistirilmistir. Onemli olarak tanimlanan
veri paketlerine oncelik verilerek, 6nemli hizmetler i¢in daha yiliksek QoS seviyeleri elde
edilmigtir. Kampiis aginda trafik {i¢ ayr1 kuyruk yapisina boliinmiistiir ve her bir kuyruga
onceliklerine gore farkli veri indirme hizlar1 tanimlanmistir. Oncelik tabanli yonlendirme
problemine en uygun ¢ziimii bulmak igin dogrusal programlama modeli gelistirmisler. iki
farkli kampiis ag1 onerilmistir ve Mininet ortaminda simiilasyonunu gerceklestirmislerdir.
Sonuglar, SDN destekli aglarda oncelikli verilerin iletiminin basarili oldugunu
gostermektedir. Yasanan darbogaz ve ortalama veri hizinda %40’lara varan iyilestirmeler

elde edilmistir.

Oh ve arkadaslar1 [28], SDN kontrollii aglarda akis kurallarinin dinamik degisimi sirasinda
meydana gelen iletim kesintileri ve paket kayiplari i¢in bir ¢dziim énermislerdir. Onerilen
yontem, Oncelige dayali akis kontrolii diye adlandirmis ve kesintisiz veri akislari
saglamaktadir. Akis kurallarina oncelik vererek, Onerilen bu yontem akis degistirme
slirecinin karmagikligini azalmistir. Bu nedenle, kontrol diizlemi islemlerinin zaman
karmagsikligin1 ve paket kaybini azalttigi gozlemlenmistir. SDN destekli anahtarlar i¢in

dinamik ve kayipsiz trafik kontrolii sunmustur.

Lu ve arkadaslar1 [64], SDN destekli aglarda acil durumlar i¢in ag kaynaklarimin kullanimini

optimize eden bir model 6nermislerdir. Acil durumlarda dncelikli olan siire¢ veya veri iletimi
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icin QoS saglanmas1 amaglanmistir. Operasyonlarin oncelik ve temel gereksinimlerine gore
ag1 ¢oklu akis yollarma bolmektedir. Agda trafik yiikiinii dengeleyen model akis kontrol
mekanizmasi ile desteklenmistir. Onerilen modelde, ¢ok amagli optimizasyon ile diigiim ve
onceliklendirme gercgeklestirilmistir. Agda farkli rotalar olusturulmus ve her bir rotaya yiik
dengelemeye uygun bant genisligi tahsis edilmistir. Onerilen modelin farkli iletisim yollarm1

hesaplayarak maksimum verim sagladig1 deneysel sonuglar ile gosterilmistir.

Shinkuma ve arkadaslar1 [65], SDN destekli aglarda ger¢ek zamanli verileri oncelikli
iletmeyi saglayan bir model dnermislerdir. Onerilen modelde, makine 6grenmesi yontemleri
kullanilarak verilerin ve akislarin 6nemi belirlenmis ve matematiksel optimizasyonlar
gerceklestirilmistir. Yapilan ¢alismada, veriye veya akisa bir dnem puani belirlenmistir ve
bu puan verinin énceliginin belirlenmesinde kullanilmistir. Onerilen model mobil trafik log
kayitlarindan olusan gercek bir veri seti kullanilarak simiile edilmistir. Onerilen model ile
rastgele segim yapilan model kiyaslanmis ve basarisi gosterilmistir. Onerilen modelde

kontrolor yazilimini gelistirmek i¢in makine 6grenmesi teknikleri kullanilmistir.

Qin ve arkadaslar1 [66], heterojen kablosuz ag senaryolarinda farkli IoT gorevleri atanmis
sis sunucularina, dinamik olarak farklilastirilmis kalite seviyelerine ulagsmak i¢in yazilim
tanimli bir ag modeli tasarlamislar. Bu model, katmanli bir SDN denetleyicisi ile
gergeklestirilmistir. Onerilen model Multinetwork Information Architecture (MINA)
mimarisinin gelistirilmesi ile gergeklestirilmistir. Onerilen model, gérev bazli heterojen
gecici yollar saglayarak akis planlamasi gerceklestirmektedir. Mevcut IoT aglarinda
kullanimu igin ag analiz ve genetik algoritmalar kullanilmustir. Onerilen genisletilmis MINA,
elektrikli araglarin, elektrikli sarj sitelerinin ve akilli sebeke altyapilarinin genis dlgekli
entegrasyonu senaryosunda uygulanmistir. Simiilasyon sonugclari, Onerilen modelin, 10T
coklu ag yeteneklerinin verimli bir sekilde kullanilmasini destekleyebilecegini gostermistir.
Deng ve Wang [67], SDN destekli aglarda sis sunucularinda gergeklestirilen uygulamaya
duyarl1 yeni bir model énermislerdir. Onerilen model Qin ve arkadaslarinin [66], énerdigi
MINA modelinin gelistirilmesi ile elde edilmistir ve Apalication-aware QoS Routing
Algorithm (AQRA) diye isimlendirilmistir. AQRA, yiiksek oncelikli IoT uygulamalarinin
gereksinimlerini  karsilamak icin gelistirilmistir. MINA’ya oranla ugtan uca akis
performansi, gecikme ve paket kaybi oranlari sirasiyla %10,75, %11,88 ve %10,82
oranlarinda 1iyilestigi belirtilmistir. Calisma siiresi olarak AQRA %38,56 oraninda
MINA’dan daha kisa siirede gerceklesmektedir.
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Diro ve arkadaslar1 [68], ag performansini artirmak i¢in SDN destekli aglarda dncelik tabanli
yeni bir model onermislerdir. Makalede, farkli 6ncelik seviyelerine sahip IoT verileri i¢in
farkli akis yollar1 olusturulmustur. IoT verilerinin aktarilacagi akis semasi, verilerin
onceligine gore belirlenmistir. Oncelikli veriler dogrudan iletilirken, oncelikli olmayan
veriler ayr1 bir kuyrukta tutulur. Gergeklestirilen simiilasyonda, geleneksel ag mimarisi ile
oncelikli ve oncelikli olmayan verilerin iletisimi verim, paket kayip orani metrikleri ile
kiyaslanmistir. Elde edilen sonuglar SDN destekli aglarda dncelikli verilerin iletisiminde
basaril1 sonuglar ortaya koymustur. Onerilen model, acil (&ncelikli) paketleri ileterek verim

ve kayip orani avantajlar1 elde etmistir.

Bardalai ve arkadaslar1 [69], IoT cihazlarindan elde edilen verilerin saglik sistemlerindeki
onceligine ve onemine gore OpenFlow (OF) akis kontrollii yonlendirme ydntemleri
onermislerdir. Yazarlara gore, Covid-19 sonrasi saglik verilerinin analiz edilmesi ve
iletilmesinin 6nemi oldukga artmistir. Bu nedenle, bu veriler veri kaybi olmadan ve 6ncelikli
olanlarin ag altyapisinda minimum gecikme ile iletilmesi saglik verileri analizi i¢in kritik
Ooneme sahiptir. Saglik verilerini islemek i¢in OF akis kurallari ile yonetilen kuyruk yapisi
kullanan OF tabanli bir trafik sekillendirme modeli olan OpenHealthQ Onerilmistir.
OpenHealthQ, agin ucundaki SDN tabanli sis diigiimlerine ve dagitilmis bulut mimarisinde
tasarlanmis bilgi islem altyapisina giivenli, istege bagh (6ncelikli) ve diisiik maliyetli erigim
saglamaktadir. Iletisim, Verinin dnem derecesine gore ¢oklu kuyruklardan biri iizerinden
gerceklesmektedir. Onerilen model, Best Effort yaklasimu ile karsilastirilmistir. Simiilasyon

sonuglarina gore, yliksek oncelikli verilerin iletiminde verim ve gecikme iyilestirilmistir.

Ghazi ve arkadaglari [70], acil durum mesajlarina dncelik veren ve bunlar1 aga ileten Araglar
Arasi Iletisim Aglari (Vehicular ad-hoc network, VANET) tabanli ¢alismalar incelemis ve
derlemislerdir. Calismada, oncelikli verilerin ayricalikli iletilmesinin 6nemi belirtilmis ve
VANET uygulamalarinin simiile edilebilecegi NS2, NS3, mininet, Qualnet, MATLAB,
NetSim ve OMNet++ uygulamalart tamitilmistir. Aglarda artan veri trafigi, oncelikli veri
iletiminin Oonemini ortaya ¢ikarmaktadir. Ayrica, kontrolor yazilimimin dinamik olarak
uygulanabilmesi biiyiik bir avantaj saglamaktadir. Bu nedenle aglar degisen veri
onceliklerine ve sistemlerine gére yeniden diizenlenebilir. SDN destekli ara¢ aglarinda, acil
ve Oncelikli durumlarda 6ncelige dayali ¢ok yollu modelin kullanilmas1 6nerilmektedir. Cok
yollu kuyruk modelin uygulanmasiyla ag siirekliligi, esneklik ve hizmet kalitesinde artig
saglanir [71,72].
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3.2. Veri Seti

Onerilen modellerin etkinligini gdstermek icin gercek¢i bir uygulama senaryosu
gelistirilmistir. Tiirkiye Cevre, Sehircilik ve iklim Degisikligi Bakanlig1 veri portalindan
saglanan hava kalitesi verileri kullanilarak bir veri seti olusturulmustur. Bakanlik tarafindan
izlenen kirleticiler arasinda azot dioksit (NO2), kiikiirt dioksit (SO2), 10 mikrometre
boyutundan kiigiik partikiil madde (PM10), ozon (O3) ve karbon monoksit (CO) segilmistir.

Elde edilen bu veri seti kullanilarak bir hava kalitesi tahmin senaryosu olusturuldu. Veri seti
islenerek gercekei bir sensor ag akisi olusturuldu. Ardindan, 6nerilen modelin etkinligini
gostermek i¢in Onerilen modeller kullanilarak ag akisi simiile edildi. Tirkiye Cevre,
Sehircilik ve Iklim Degisikligi Bakanlhg: iilke geneline yayilmis 339 hava kalitesi izleme
istasyonundan olusan bir hava kalitesi izleme agna sahiptir. Istanbul, Tiirkiye'nin en
kalabalik sehri ve en fazla istasyon sayisina sahip oldugu i¢in calismamizda Istanbul hava
kalitesi Ol¢tim verileri kullanilmistir. Sonug olarak, Sekil 3.1°de gosterildigi gibi, ¢calisma
icin Istanbul'dan 29 istasyonun hava kalitesi verileri secilmistir. Sekilde beyaz daireler 0T

cihazlarini, kirmiz1 diigtimler sis cihazlarini ve sar1 diigiim bulut merkezini simgelemektedir.

O loT Device @
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Sekil 3.1. Istanbul hava kirliligi sensér konumlari

Veri analizi sonucunda hava Kkalitesini belirleyen veriler etki degerlerine gore
siiflandirilmaktadir. Daha yiiksek kirletici konsantrasyonlar1 insanlar i¢in daha yiiksek risk

olusturmaktadir. Cizelge 3.1'de gosterildigi gibi, hava kalitesini belirleyen verilerin deger
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araliklar1 5 seviyeye ayrilmistir. Seviye 1 en diislik etkiyi, seviye 5 ise en yiiksek etkiyi

gostermektedir. Cizelge 3.2'de toplanan 2.300.681 paket verinin sayisal degerleri ve hangi

sis sunucusunda oldugu gosterilmektedir.

Cizelge 3.1. Verilerin etki deger araliklar

Seviye 1 Seviye 2 Seviye 3 Seviye 4 Seviye 5
Min Max Min Max Min Max Min Max Min Max
CO 0 4999 5000 9999 | 10000 | 14999 | 15000 | 19999 | 20000 ~
NO2 0 49 50 99 100 149 150 199 200 ~
03 0 59 60 119 120 179 180 239 240 ~
PM10 0 24 25 49 50 74 75 99 100 ~
SO2 0 174 175 349 350 524 525 699 700 ~
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Cizelge 3.2. Sensorlerden toplanan verilerin 6ncelik seviyeleri ve paket sayilari

Kirletici Oncelik Seviyesi
madde Seviye 1 Seviye2 | Seviye3 | Seviye4 | Seviye5
Co 165 878 0 0 5 0
NO?2 43 550 17 884 4676 406 31
Sis 03 31570 876 0 0 18
sunucusu 1 PM10 55918 19 289 4677 1340 841
S02 49 497 0 0 0 1
Toplam 346 413 38 049 9353 1751 891
Oran (%) 87,38 9,60 2,36 0,44 0,22
coO 32546 0 0 1 0
NO2 159 883 61 251 9837 802 173
Sis 03 29 459 2 486 8 0 9
) PM10 36 275 9541 1904 482 220
sunucusu 502 0 0 0 0 0
Toplam 258 163 73278 11 749 1285 402
Oran (%) 74,86 21,25 341 0,37 0,12
CO 16 680 0 0 0 0
NO?2 52 497 11 339 2131 245 27
Sis 03 118 354 24 951 580 5 763
sunucusu 3 PM10 37 968 14 235 7 351 3088 2757
S02 65 402 0 0 0 0
Toplam 290 901 50 525 10 062 3338 3547
Oran (%) 81,17 14,10 2,81 0,93 0,99
[o%e) 49 393 0 0 1 0
NO2 62 232 3630 103 0 6
Sis 03 39 598 8671 361 2 104
sunucusu 4 PM10 124 205 105 986 37 252 12 644 11 197
S02 65 271 1 0 0 2
Toplam 340 699 118 288 37716 12 647 11 309
Oran (%) 65,44 22,72 7,24 2,43 2,17
[ele) 24 646 0 0 0 0
NO2 42 384 6 558 552 15 66
Sis 03 35663 4717 175 1 54
sunucusu 5 PM10 56 049 16 605 5 436 1947 1720
S02 202 509 0 0 0 9
Toplam 361 251 27 880 6 163 1963 1849
Oran (%) 90,52 6,99 1,54 0,49 0,46
CoO 66 631 0 0 1 0
NO2 50 800 14 333 1316 38 1
Sis 03 28 816 4032 13 0 3
sunucusu 6 PM10 56 502 13535 6 876 2575 2725
S02 33009 0 0 0 3
Toplam 235 758 31 900 8 205 2614 2732
Oran (%) 83,84 11,34 2,92 0,93 0,97
Tool Toplam 1833185 339 920 83248 23 598 20 730
oplam Oran (%) 80 15 4 1 1
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3.3. Onerilen Modeller

Geleneksel IoT aglarinda sensorler, bulunduklari ortamdan gerekli dl¢iimleri yaparak veri
toplar ve veriyi talep eden uygulamanin tiirli veya igerigine bakmaksizin tek bir sunucuya
gonderirler. Bu nedenle, 6zellikle biiyiik 6lgekli IoT aglari igin IoT cihazlar1 arasinda iletilen
veri hacmi, tikaniklik, daha yiiksek iletim gecikmeleri ve diisiik QoS gibi istenmeyen
sonuglara sebep olmaktadir. SDN destekli sis tabanli IoT aglar1 i¢in iki yeni igerik tabanli

veri iletme modeli 6nerilmistir.

Sekil 3.2'de 6nerilen modellerin SDN mimarisi gosterilmistir. Kontrolor ile yonetilen agda
verilerin saklandigi bulut sunucusu ve sis sunucular1 bulunmaktadir. Ag alt katmaninda SDN
ile yonetilebilen OpenvSwitch (OVS) anahtarlar ve bu anahtarlara bagli son kullanicilar ile

sensOrler bulunmaktadir.

Kontrolor — OVS s s+ S 20

Bulut Sunucusu Kontrolér Sissunucusu—bulut - e

1oT Sensor - OVS

Sis sunucusu
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Sekil 3.2. Onerilen modellerin SDN destekli IoT/sis a§ mimarisi
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Onerilen modeller, IoT aginin birka¢ sis sunucusuna (diigiimlere) sahip oldugunu ve
bunlarin her birinin belirli bir veri tipine ve/veya uygulamaya tahsis edildigini
varsaymaktadir. Ayrica modellerde paketlerin kendi sis sunucularina ulagmasindan SDN
kontrolérii sorumludur. Onerilen modeller, Istanbul ilinin hava kalitesi 6l¢iimlerinden elde

edilen gercekei ag akisi kullanilarak uygulanmis ve degerlendirilmistir.

Tezin bu alt boliimiinde oOnerilen CBF-SDN ve PCBF-SDN modelleri detaylar: ile

aciklanmstir.

3.3.1. Onerilen SDN destekli icerik tabanh yénlendirme yéntemi (Content based
forwarding via SDN, CBF-SDN)

Iot sistemlerinde, birden fazla sensor bir bilgisayara baglanabilmektedir ve bu sistemlere
binlerce bilgisayar (son kullanici) dahil edilebilmektedir. Bu sistemler dinamiktir bu sebeple
ihtiyaglar zaman i¢inde degisebilmektedir. Gereksinimler degistiginde, her bilgisayar,
sensorler ve anahtarlar yeniden optimize edilmelidir. Bu islem, biiylik sistemlerde
tekrarlanan ve zahmetli bir is yiikii olusturmaktadir. Onerilen modelde, yénlendirme
anahtarlarda kontroloriin destegi ile gergeklestirilmektedir. Tim sistem, kontrolor

yaziliminda yapilacak basit bir merkezi giincelleme ile ihtiyaca gore degistirilebilmektedir.

CBF-SDN ile sensorlerden elde edilen veriler, veri tipine gore etiketlenerek aga
iletilmektedir. Verileri igerik tiiriine gore etiketlemek, agdaki anahtarlarin ve denetleyicilerin
verileri tantmlamasini saglamaktadir. Etiketler denetleyici tarafindan bilinmektedir ve SDN
ozellikli veri diizlemi cihazlarma iletilmektedir. Ote yandan, geleneksel ag yapisinda, ag
katmaninda veri paketinin igerigi, ag cihazlar tarafindan bilinmemektedir. Bu, 6nerdigimiz

modeli geleneksel modellerden ayiran en 6nemli farktir.

Aga bagli cihazlar denetleyici tarafindan iletisime gecirildiginden ilk adimda sadece
cihazlarin birbirleri ile haberlesmesi saglanmaktadir. Bu nedenle, veriler iletilmeden o6nce,
anahtarlar {izerindeki akis tablolarinda paketler hakkinda her hangi bir bilgi
bulunmamaktadir. Sensorlerden elde edilen veriler ag cihazlarma iletilmeden
etiketlenmektedir. Bu etiketleme Hizmet Tirii ( Type of Service, ToS) bit degerlerinin
degistirilmesi ile gergeklesmektedir. Yani, her veri tiirline gore farkli ToS bit degerleri

kullanilmaktadir ve bu degerler kontrolor tarafindan bilinmektedir.



27

Kontrolor basla
A 4
AE kesfet
‘ Paketi dusur '
A
A4
Akis tablolanni o
guncelle E
Evet
y
Kontrolor veri
- hakkindz bilgi
Veriyi al

sahibi mi?

y

ToS bit kontrol et

Veriyi sis Veri tiru akis
sunucusuna ¢—Evet kurallarinda Hayir— Kontrolore sor
gonder tanimhmi?

Sekil 3.3. Onerilen CBF-SDN modelinin akis semas1

Sekil 3.3’te CBF-SDN modelinin akis semas1 verilmistir. Ilk adim olarak kontroldr agda
iletisimi baglatir. SDN destekli aglarda ¢ekirdek agda bulunan cihazlarin iletisimini
kontrolor saglamaktadir. Agda bulunan cihazlar kesfederek tiim cihazlardaki akis tablolarini
giincellemektedir. Bir sonraki adimda sensodrden gelen verinin ToS biti kontrol edilir. ToS
bitine gdre veri tiirii bilgisinin akis kurallarinda var olup olmadigi kontrol edilir. Akis
kurallarinda bu bilgi mevcutsa veri belirlenmis sis sunucusuna iletilir bilgi mevcut degilse
kontrolore veri igerigi sorulur. Kontrolor veri igerigi bilgisine sahipse agdaki tiim akis
tablolarin1 giinceller ve iletisim devamini saglayarak verinin belirlenmis sunucuya

iletilmesini saglar. Kontrolor veri igerigi hakkinda bilgi sahibi degilse paket agdan diistiriiliir.
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Onerilen CBF-SDN modeli, sis sunucularinin yerini belirleme, a1 optimize etme, en kisa
yolu belirleme ve segme vb. gibi ag performansini gelistirmede avantajlar saglamaktadir.
Denetleyicinin ve SDN destekli anahtarlarin, verilerin igerigini tanimasi ag yonetiminde

bir¢ok avantaj saglamaktadir. Bu avantajlar asagidaki gibi siralanabilir;

1. Sensorlerden elde edilen verilerin tamami veri isleme i¢in kullanilmayabilir. CBF-SDN
modelinde sensdrlerden elde edilen verilerin belirli esik degerlerinden yiiksek olmasi
istenebilir. Buda aga kullamlmayacak verilerin iletilmesini engeller. Onemsiz/ gereksiz
verilerin iletilmemesi agda verimi artirmaktadir.

2. Acil durum senaryosu, iletilen sensor verisi belirtilen esik degerinden daha yiiksek
olmasi hizli karar almay1 gerektirebilir. Ornegin CO gazinim belirli seviyeden yiiksek
olmasi canlilarin yagamsal fonksiyonlarini olumsuz etkileyebilmektedir. Bu tarz acil
durumlarda CO verisinin diger veriler ile islenerek anlamli sonug ¢ikarmasini beklemek
yerine direk karar verilmesi saglanabilir. Onerdigimiz model, o6rnekteki gibi
tanimlanacak acil durum senaryolarinda kullanilabilir.

3. Etiketleme veri tiiriine gore yapildigindan, sensorler veya ¢evresel faktorler tarafindan
hasar goren veriler kontrolor tarafindan tanimlanamadig igin gereksiz yere sunuculara
iletilmesi onlenmektedir.

4. Icerige dayali yonlendirmede, kullanici isteklerine gore belitlenen veri tiiriiniin
degistirilmesi, belirli veri tiirlerinin sis sunucularina aktarilmasi veya ag altyapisinda
degisiklik yapilmasi hizli ve dinamik bir sekilde gerceklestirilmektedir.

5. Sensorler belirli zaman araliklarinda veri iiretir. Veri islemede, bu zaman aralig1 farklh
olabilir. Ornegin, CO sensdrii her 5 dakikada bir veri olusturur, ancak veri isleme icin
yalnizca her 30 dakikada bir olusturulan veriler kullaniliyor olabilir. Kontrolor yazilimi
ile sensorlerden elde edilen tim veriler degil sadece kullanilacak olan veriler
iletilebilmektedir. Kullanilmayan veriler denetleyici tarafindan iletilmediginden, ag
performansi artmaktadir.

CBF-SDN'de gonderilmemis verilerin veri isleme icin 6nemli olma olasili§i goz ardi
edilmistir. Bu nedenle, 6nerdigimiz ikinci modelde, yalnizca 6nemli verilerin (6ncelikli) bir
kopyast bulut sunucusuna iletilmektedir, boylece veri kayb1 nedeniyle olusabilecek hatali

analiz sonuglar1 azaltilmaktadir.

3.3.2. Onerilen SDN destekli oncelikli verilerin icerik tabanl yonlendirme yontemi
(Priority content based forwarding via SDN, PCBF-SDN)

Bazi veri tiirlerinin analiz sonucuna etkisi diger veri tiirlerine gore daha fazla oldugu tespit
edilmistir (Bkz. Cizelge 3.2). Bu nedenle verilerin sayisal degerleri, analiz sonuglarini

etkiledigi Ol¢iide verilerin onceliginin tanimlanmasinda kullanilmistir. Sonug olarak, veri



29

analizi sonuglar tizerinde yiiksek etkiye sahip verilerin ayr1 bir kuyruga aktarilmasi ve bu
kuyruga ayricalik taninmasi, analiz sonuglarini ve ag performansini etkilemektedir. CBF-
SDN yapisina oncelik kuyrugu eklenerek genisletilmis ve bu yeni mimariye PCBF-SDN

ismi verilmistir.

Belirlenen esik degerinden daha yiiksek degere sahip olan veri tiirleri analiz sonuglarini
dogrudan etkilemektedir. PCBF-SDN'de, bu veri tiirleri ayr1 bir kuyruga yerlestirilerek agda
daha yiiksek oncelik ve daha fazla bant genisligi ile iletilmektedir. PCBF-SDN, bu verilerin
olasi acil durum iletimi i¢in daha hizli kararlar almakta ve sis sunucusunu atlayarak verileri
dogrudan ana sunucuya iletmektedir. Ornegin, CO gazi sayisal degeri 15.000'den yiiksek
oldugunda, ortamin yasam kalitesi onemli Olgiide azalmaktadir. Bu nedenle, 15.000’den
daha biiyiik degere sahip veriler sadece sis sunucusuna degil, ayn1 zamanda ana sunucuya

da iletilmektedir. Bu, acil durumlarda kararlarin daha hizli alinmasini saglamaktadir.
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Sekil 3.4. Onerilen PCBF-SDN modelinin akis semasi

Sekil 3.4’te PCBF-SDN modelinin akis semas1 verilmistir. Ilk adim olarak kontrolor agda

iletisimi baglatir. SDN destekli aglarda ¢ekirdek agda bulunan cihazlarin iletisimini

kontrolor saglamaktadir. Agda bulunan cihazlar kesfederek tiim cihazlardaki akis tablolarini

giincellemektedir. Bir sonraki adimda sensorden gelen verinin ToS biti kontrol edilir. ToS

bitine gore veri tiirii bilgisinin akis kurallarinda var olup olmadigi kontrol edilir. Akis

kurallarinda bu bilgi mevcut degilse kontrolore veri igerigi sorulur. Kontroldr veri igerigi

bilgisine sahipse agdaki tiim akis tablolarini giinceller ve iletisim devamini sagla. Kontrolor

veri igerigi hakkinda bilgi sahibi degilse paket agdan diisiiriiliir. Akis kurallarinda sensér
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gelen veri bilgisi mevcut ise verinin onceliginin var olup olmadigr kontrol edilir. Veri
herhangi bir 6ncelige sahip degilse kuyruk-1’e aktarilir daha sonra hedef IP’si glincellenerek
sis sunucusuna iletilir. Veri oncelige sahipse bir kopyast bulut (ana) sunucuya iletilir ve
kuyruk-2’ye aktarilir. Kuyruk-2’ye aktarilan veri hedef IP’si giincellenerek sis sunucusuna

iletilir.

Daha once  belirtildigi gibi PCBF-SDN, CBF-SDN modelinin  genisletilmis
versiyonudur. Bu nedenle, ¢alismanin geri kalaninda PCBF-SDN modeli teknik detaylarla
aciklanmistir. Sekil 3.2°te goriildiigii gibi, onerilen model SDN kontrolér tarafindan
yonetilmektedir. Agda cihazlarin iletisimi, ag cihazlarina akis protokollerinin iletilmesi ve
paketlerin yonlendirmesi kontrol birimi tarafindan gergeklestirilmektedir. Ayrica model,
paketlerin (icerige dayali olarak) hangi sis sunucusuna iletilecegine ve bir kopyanin ana

sunucuya iletilip iletilmeyecegine karar vermektedir.

PCBF-SDN modelinde yonlendirme, veri analistlerinin taleplerine gére merkezi, dinamik ve
yazilim destegi ile kolayca giincellenebilmektedir. Bagka bir deyisle, bazi verilerin 6nemi
veri analizinin sonuglarina gore degistiginde, onceligi degisebilir ve bu degisim kontrolor

yaziliminin giincellenmesi ile akis tablolarinda degistirilebilir.

Algorithm 1: PCBF-SDN modelinin algoritmasi
Input: Sensir verisi p, ToS bit degeri T, Paket zaman asmu t, Anahtarlarin akis tablosu ft
Output: Hedef IP dest-ip, Kuyruklar g1 g2
baslangic:
while = 0 do

if f1, T hakkinda bilgi sahibi then
| dest-ip = ft ile hedef IP giincelle;

else

kontrolére sor;

if Kontroldr paket hakkinda bilgi sahibi then
| akiy tablolarim giincelle;

else
| Paketi agdan diigiir;

end

end

end

if p dncelikli veri then

p'nin bir kopyasint ana sunucuyu ginder;

p'vi g2 kuyruguna aktar;

else
| p'vi gl kuyruguna aktar;

end

p'vi hedef sis sunucusuna génder;

Sekil 3.5. Onerilen PCBF-SDN modelinin akis kurallari
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3.4. Deneysel Calismalar

Tezin bu alt boliimiinde 6nerilen modellerin performans analizi i¢in gerekli deneysel ortam
kurulmustur. IoT sensdrlerinden elde edilen verilerin SDN destekli sis sunucularinda
islenmesini ve ag performansi incelenmistir. Alt1 farkli sis sunucusunda toplanan veriler
analiz edilerek, analiz sonuglar1 ana sunucuya iletilmektedir. Veri analizi islemleri ana
sunucuda toplanan verilerle gergeklestirilmektedir. Sensorlerden elde edilen verilerin tek bir
sunucuda toplanmas1 ve islenmesi ile karsilastirilmaktadir. Onceki boliimde belirtildigi gibi,
sensorlerden gelen veriler analiz sonucu iizerindeki etkiye gore oncelikli ve 6ncelikli
olmayan diye iki ayr1 gruba ayrilmistir. Onerilen kuyruk yapismin kullanilmasinin etkileri

ve veri Onceliklendirmenin ag performansi tizerindeki etkisi incelenmistir.
3.4.1. Deney ortami

Onerilen modellerin test edilebilmesi igin gerekli platform bu béliimde agiklanmustir.
Onerdigimiz iki model ve geleneksel IoT ag yapisi karsilastirilmaktadir. Geleneksel IoT
modelinde, sensorlerden gelen veriler dogrudan sunucuya iletilmektedir. CBF-SDN
modelinde, sensorlerden gelen veriler igerigine gore yonlendirilmektedir ve sis
sunucularinda islendikten sonra ana sunucuya iletilmektedir. Ote yandan, PCBF-SDN
modelinde, sensorlerden gelen veriler 6nceliklerine ve igeriklerine gére sis sunucularina
yonlendirilerek veri analiz islemleri gerceklestirilmektedir. Daha sonra bu veriler, ana
sunucuya iletilmektedir. Ek olarak PCBF-SDN modelinde, yiiksek oOncelikli sensor

verilerinin bir kopyasi sis sunucusunda islenmeden dogrudan ana sunucuya iletilmektedir.

Sekil 3.6’da deneysel kurulumu gergeklestirilen platformlarda uygulanan adimlar
gosterilmistir. Onerilen modeller uygulama katmaninda ODL kontroldr yazilimi ile
gergeklestirilmistir. OF ile akis kontrolleri kontrol katmaninda gercgeklestirilmis. Veri

katmani cihazlart GNS3 platformunda simiile edilmistir.

Test ortami, her biri farkli sanal makinelerde kurulu kontrolér sunucusu, OpenFlow Manager
(OFM) sunucusu, verilerin saklandigi ana sunucu ve GNS3 platformunun kuruldugu

sunuculardan olusmaktadir. Sanallastirma ile 4 farkli sanal sunucu baglantis1 saglanmistir.
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Sekil 3.6. Onerilen SDN destekli modellerin kontrolér, openflow ve GNS3 igerikleri

GNS3 kurulu sunucuda ag alt yapisi (veri katmani) kurulmustur. Bu ortamda, 70
OpenvSwitch (OVS), 6 sis sunucusu, bu sunucularin her birine bagli 6 bilgisayar (son

kullanici) ve her bilgisayara bagl sensorlerden olusmaktadir.

OVS, hem akis protokolii olarak OpenFlow’u kullanan hem de bir denetim programi1 olan
OFM tarafindan yonetilebilen agik kaynakli, ¢ok katmanli ve SDN destekli sanal bir
anahtardir [73]. OFM, OF topolojilerini gorsellestirmek, istatistik toplamak ve akis kodlari
yazmak i¢in kullanilmaktadir [74]. Ag simiilasyon ortami Sekil 3.7 te gosterilmistir.

Onerilen modeller Graphical Network Simulator-3’de (GNS3) simiile edilmistir. GNS3
2.2.5 versiyonu kullanilmistir. GNS3, test ve uygulama gelistirme amactyla kullanilan agik
kaynakli bir yazilimdir ve Cisco I0S yazilimlarini desteklemektedir [75]. VMware ve
VirtualBox gibi sanallagtirma yazilimlartyla olusturulan sanal makineleri desteklemekte ve
uyumlu bir sekilde caligmaktadir. Ayrica, Wireshark gibi ag izleme, paket yakalama
programlarini desteklemektedir. GNS3'te Onerilen modelleri test edebilmek igin Docker
container’larda OVS anahtarlar1 kuruldu [76]. OFM, ODL kontrolér yazilimi ile paralel
caligsan bir uygulamadir. Bu nedenle OFM, VMware ile olusturulmus linux igletim sistemine

sahip sanal bir makinede kurulmus sunucuda ¢alismaktadir [77].



34

Sis
Sunucusu

Sunucu

OFM

ODL Kontrolor

IS
Sunucusu

Sekil 3.7. Onerilen modellerin GNS3 simiilasyon ortamindaki ag topolojisi
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Sensorlerin bagli oldugu linux isletim sistemine sahip bilgisayarlar, Docker container’lara
kuruldu. Docker, linux veya Windows igletim sistemlerinde olusturulan sanal makinelere
yiiklenebilen ve MS Windows, linux ve macOS isletim sistemleri kurulabilen agik kaynakli
bir sanallastirma aracidir [78]. GNS3 ile entegre edilebilen bu yazilim, diger sanallastirma

programlarinin aksine, sistem araglarini paylasimli kullandigi i¢in daha hizli ve dinamiktir.

Veriler Netcat yardimci program yazilimi ile ToS bitleri degistirilerek aga iletilmektedir.
Netcat, iki bilgisayar arasinda TCP veya UDP baglantis1 kurabilen ve agik bir baglanti
noktasi iizerinden iletisim saglayabilen bir programdir. Netcat ile bilgisayarlar arast dosya
transferi gerceklestirilebildigi gibi, hedef IP, hedef baglanti noktasi, ToS bit vb. bilgiler
degistirilebilmektedir [79].

Literatiirede, ODL, POX, Ryu vb. gibi birgok SDN kontrolorii kullanilmaktadir. Bu
calismada, ODL kontrolorii kullanilmistir. Ciinkii OFM, OVS ve GNS3 platformlar: ile
uyumludur. ODL, Windows isletim sistemine sahip sanal bir makineye kuruldu. Bu sanal
makine GNS3 ile entegre edilerek ag yonetimi ODL kontrolorii ile gergeklestirildi. ODL
kontrolorii agdaki aygitlari ve iletim yollarim1 tanimlayarak agdaki aygitlarin iletisim

kurmasini saglamaktadir [25,80,81].

ODL denetleyicisi en kisa yollar1 bulmak i¢in Dijkstra algoritmasini kullanmaktadir ve her
anahtardaki her vert tiirli i¢in bir sonraki atlamaya karar vermektedir. Ardindan, yonlendirme
kararlarin1 uygulamak igin tiim anahtarlara akis kurallarin1 gonderir. Sistemdeki her anahtar
akig tablolarindaki kurallara gére yonlendirme gerceklestirir [82]. Paketler bir anahtara
ulastiginda, veri tiirlerini temsil eden onceden tanimlanmis ToS bit’e dayali olarak akis
tablolarindaki kurallardan biriyle eslestirilmektedir. Kuralda tanimlanan ilgili yonlendirme
eylemi, paketin veri tiiriinlin Onceligine bagli olarak dogru kuyruga alinmasmi da
icermektedir. Paket mevcut bir kuralla eslestirilemez ise, kontrolore gonderilmektedir. Bu
noktada, kontrolor ToS bit degerine gore verinin hedef IP’sini belirleyerek anahtarlara

iletmektedir ve verinin dogru sunucuya iletilmesi gergeklestirilmektedir.

Bu calisma, 64 bit linux isletim sistemine, 3.4 GHz islemciye ve 32 GB RAM'e sahip bir
sunucuda gercgeklestirilmistir. GNS3 ile tasarlanan ve simiile edilen topolojide, Docker
container’da galisan 70 OVS ve 36 sanal bilgisayar, VMware lizerinde ¢alisan 4 sanal sunucu

bulunmaktadir. Sensorlerin her biri saatte 90 paket veri liretmektedir ve ortalama paket
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boyutu 75 byte olarak kabul edilmistir. CBF-SDN modelinde bant genisligi 10 Mbit/s olarak
belirlenirken, PCBF-SDN modelinde kuyruk 1 igin 6 Mbit/s ve kuyruk 2 i¢in 4 Mbit/s olarak

belirlenmistir.

3.4.2. Hesaplama metrikleri

Bu alt béliimde, bu caligmada tartigilan tic modeli degerlendirmek i¢in kullanilan metrikler
aciklanmaktadir. Cizelge 3.3’te, verilerin oncelikli kuyruga alinmasi i¢in belirlenmis esik

degerleri gosterilmektedir.

Cizelge 3.3. Simiilasyon ortaminda kullanilan veri seti i¢in esik degerleri

Vert tiirti Esik degeri
CO >1500
NO2 >200

03 >120
PM10 >100

SO2 >175

Geleneksel 10T ag1 ve 6nerilen modelleri simiile etmek i¢in belirlenen metrikler:

» Verim (Throughput), birim zamanda alinan ve iletilen toplam paket boyutudur.
» Ortalama gecikme siiresi, verinin kaynaktan hedefe ulasincaya kadar gecen siiredir.

» Ortalama kayip orani, hedefe ulagamayan paket sayisinin toplam paket sayisina
oranidir.

Bu ii¢ metrige iliskin simiilasyon deneylerinden elde edilen sonuglar, bir sonraki boliimde

sunulmus ve tartisilmstir.
3.4.3. Analiz sonuclari

Onerilen modeller kurulan deneysel ortamda test edilmistir ve onceki boliimde aciklanan
hesaplama metrikleri ile analiz edilmistir. Onerilen iki model geleneksel IoT ag mimarisi ile

karsilastirilmis ve sonuglar asagida verilmistir.

Sekil 3.8”da gosterildigi gibi, ti¢ modelin verim degerleri iletilen veri paketleri sayisina gore
karsilastirilmistir. Onerilen CBF-SDN ve PCBF-SDN modellerindeki verim degerleri

geleneksel IoT aglarindan daha diisiiktiir. Onerilen modellerde, sensorlerden gelen veriler
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sis sunucusunda analiz edilmekte ve kontrolor yazilimi ile igerigi kontrol edilmektedir. Bu
sebeple aga iletilen paket sayisi geleneksel aglarda gonderilen paket sayisindan daha azdir.
CBF-SDN modelinde aga iletilen paket sayist daha diigiiktiir. Bununla birlikte, PCBF-
SDN'de, toplam bant genisligi 6ncelikli veri ve Onceliksiz verile i¢in iki ayr1 kuyruga
boliinmektedir. Bu sebeple herhangi bir kuyrukta gonderilen paket sayis1 degiskenlik
gostermektedir. ~ Ek olarak oncelikli verilerin bir kopyasi farkli bir sunucyada
gonderildiginden aga gonderilen paket sayisi artmaktadir. Yani, hem sis sunucularindan hem
de sensorlerden eszamanli olarak iletildikleri i¢in toplam paket sayisi artmistir (Sadece
oncelikli veriler i¢in). Bu sebeplerden kaynakli CBF-SDN modelinde verim PCBF-SDN

modeline gore daha diisiik oldugu gozlemlenmistir.

0.9
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Sekil 3.8. Paket sayisi ve verim (Throughput) arasindaki iliski

Sekil 3.9 ve Sekil 3.10°da gosterdigi gibi, birim zamanda sensorlerden gonderilen paket
sayis1 ne kadar fazla olursa, ortalama paket kaybi orani1 ve gecikmesi o kadar yiiksek
olmaktadir. Onerilen modeller, paket kayb1 ve ortalama gecikme siiresi agisindan daha diisiik
oranlara sahiptir. Bagka bir deyisle, onerilen modellerde, veriler 6nce sis sunucularinda
islenmektedir, bu sebeple aga gonderilen ortalama paket sayisi azalmaktadir. Paketler
icerigine gore yonlendirildiginden agda giiriiltii ve ¢evresel etkilerden daha az

etkilenmektedir. PCBF-SDN modeli, dnceliksiz verilere daha az bant genisligi ayirmakta ve
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oncelikli verilerin bir kopyasinin sunucuya dogrudan iletilmesini saglamaktadir. Bu sebeple

CBF-SDN modelinden daha yiiksek degerlere sahip oldugu gézlemlenmistir.
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Sekil 3.10. Paket sayisinin ortalama gecikme siiresine etkisi
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PCBF-SDN'de veri iletim performansini etkileyen faktorler; oncelik kuyrugundaki veri
orani, atlama sayisi, paket sayis1 ve paket boyutudur. Oncelik kuyrugundaki veri oraninin
verim ve gecikme tizerindeki etkisi Sekil 3.11'de gosterilmistir. Bant genisligi iki boliime
ayrildigindan ve oncelik kuyrugu i¢in daha genis bir alan tanimlandigindan, oncelik
kuyrugundaki veri orani % 50 veya iizerinde oldugunda verimin artmaya basladig
goriilmektedir. Oncelikli kuyruktaki veri orani diisiik oldugunda, diger kuyruktaki veri orani
daha yiiksek olacagindan ve oncelikli kuyruga daha genis bir bant aralig1 tanimlandigindan,
ortalama bant genisliginin daha diisiik oldugu goriilmektedir. Ornegin, veri oran1 dncelikli
kuyrukta % 50'yi astigi durumda, oncelikli kuyruga aktarilan bant genisligi daha fazla
oldugundan agda ortalama bant genisligi daha yiiksek olmaktadir. Buda verimin daha yiiksek
olmasmi saglamistir. Ote yandan, dncelik kuyrugundaki veri oran1 % 80'e ulasana kadar
ortalama gecikme siiresi azalmaktadir, ¢iinkii bu asamadaki Oncelikli kuyrugun bant
genisligi daha yiiksektir. Ancak, bu kuyruktaki verilerin oran1 % 80'i astiginda ortalama
gecikme siiresi artmaktadir. Bunun nedeni ise, gecikmedeki artigin her zaman bant genisligi

kullanimindan etkilenmesidir.
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Sekil 3.11. Oncelikli kuyruktaki veri oranin ortalama gecikme siiresi ve verim iizerine etkisi

Atlama ve paket sayisinin verim tizerindeki etkisi Sekil 3.12'de, ortalama gecikme siiresi

iizerindeki etkisi ise Sekil 3.13’te gosterilmistir. Onerilen PCBF-SDN modelinde atlama



40

sayist arttikga, verim ve ortalama gecikme siiresi de artmaktadir. Verimdeki artig, hedef
sunucuya alternatif yolun artmasindan etkilenirken, ortalama gecikme siiresi atlanan anahtar
sayisindan daha fazla etkilendigi gézlemlenmistir. Atlama sayisinin etkisi incelendiginde,
ana sunucunun konumunun performans iizerinde Onemli bir etkisi oldugu
gbzlemlenmistir. [oT sunucularinin sensorlere olan ve kullanilan topolojide sensorlerin
birbirlerine olan uzakligi atlama sayisin1 ve ortalama gecikme siiresini etkilemektedir.
Sensdrlerden ve sis sunucularindan aga gonderilen paket sayisi arttikga ve atlama sayisi sabit
kaldik¢a verim artmaktadir. Bununla birlikte, ortalama gecikme siiresi dogrusal olarak
artmamaktadir.  Saniyede gonderilen paket sayisinin artmast ile verimin  artmasi
beklenirken, ortalama gecikme siiresindeki artis bant genisliginin verimli kullanimindan
etkilenmektedir. Ozelikle PCBF-SDN modelinde &ncelikli verilerin iletildigi kuyruga
ayrilan bant genisligi orani bu siireyi etkilemektedir. Daha 6nce bu oranin performansa olan

etkisi (Bkz. Sekil 3.11) agiklanmusti.

Throughput (Mbps)

Paket say1st 30
Atlama sayist

50 20

Sekil 3.12. Paket sayisi ve atlama sayisinin verim {izerindeki etkisi
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Sekil 3.13. Paket sayis1 ve atlama sayisinin gecikme siiresi lizerindeki etkisi

Son olarak Sekil 3.14 ve Sekil 3.15’te atlama sayisinin ve oncelikli verilerin bulundugu
kuyruktaki veri oranmin verim ve ortalama gecikme siiresi tizerindeki etkisi
gosterilmistir. Atlama sayisi arttikca ve oncelikli verilerin iletildigi kuyruktaki veri orani
sabit oldugunda, verim ve ortalama gecikme birlikte artmaktadir. Ayrica, atlama sayisi
arttikca ve oncelik kuyrugundaki veri oran1 % 50'ye ulastiginda, ortalama gecikme siiresi
artmaktadir. Ancak, 6ncelikli verilerin iletildigi kuyruktaki veri oran1 % 50'yi astiginda,
ortalama gecikme siiresi azalmaktadir. Bu azalma, saniyede iletilen veri sayisi arttikca,
oncelikli verilerin iletildigi kuyruktaki paket sayisinin daha fazla bant genisligine sahip

olmas1 nedeniyle gerceklestigi gozlemlenmistir.
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Sekil 3.14. Atlama say1st ve Oncelikli kuyruktaki veri oraninin verime etkisi
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Sekil 3.15. Atlama sayis1 ve oncelikli kuyruktaki veri oraninin gecikme siiresine etkisi
3.5. Boéliim Degerlendirmesi

Hava kalitesini 6lgmek i¢in elde edilen veriler, bir IoT ag1 gibi simiile edilmistir. Simiilasyon
verilerinin toplandigr ger¢ek sensér konumlarina uygun gergeklestirilmistir. Yapilan
analizler sonucunda verilerin dncelik degerleri belirlenmistir. Onerilen model, bu verilerle
ortalama gecikme ve verim agisindan geleneksel aglarla karsilastirilmistir. Cizelge 3.4°te
gosterildigi gibi, geleneksel aglarda ortalama 1,1 ms'lik, CBF-SDN modelinde ortalama 1,02
ms gecikme gozlemlenmistir. Ayrica PCBF-SDN modelinde 6ncelikli verilerin ortalama
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gecikmesi 0,8 ms, oncelikli olmayan verilerin 1,3 ms ve tiim verilerin ortalama gecikmesinin
1,23 ms oldugu gozlemlenmistir. Oncelikli verilerde daha az gecikmeye sahip olmasimin
faydalar1 6nceki boliimlerde agiklanmistir. Bu gecikmeler, oncelikli verilere tahsis edilen

daha genis bant genisliginden ve 6ncelikli verilerin toplam verilere oranindan etkilenir.

Cizelge 3.4. Onerilen modellerin ortalama gecikme siireleri

Model Ortalama gecikme stiresi (ms)
Geleneksel 10T 1,10

CBF-SDN 1,02

PCBF-SDN Oncelikli veri 0,8

Oncelikli olmayan veri | 1,3

Tum veriler 1,23

CBF-SDN modelinde kontroloriin tanimlayamadigi kayip veri orami yaklasik %3'tiir.
Sensorlerden gelen veriler sis sunucusunda analiz edildiginden, bu aga iletilen paket sayisini
etkiler. Bu nedenle, CBF-SDN modelindeki verim degerleri geleneksel IoT'lerden daha
diisiiktiir. Onerilen modelimizin (CBF-SDN) daha az ortalama gecikmeye sahip olmasinin
ana nedeni, Onerilen modelimizin bozuk/eksik verileri tespit etme ve bunlar aga
iletmemesinden kaynaklanmistir. Aga iletilen veriler azaldik¢a, verim azalmakta ve

dolayisiyla ortalama gecikme siiresi de azalmaktadir.

Cizelge 3.5’te i modelin verim degerleri ve paket sayisi karsilagtirilmistir. Geleneksel
aglarda ortalama 2.03 Mbitlik bir aktarim hiz1 ve saniyede 15 paket iletimi gézlemlenmistir.
Ancak CBF-SDN modelinde ortalama 1,86 Mbitlik aktarim hiz1 ve saniyede 13 paket iletimi
gozlemlenmistir. Ayrica PCBF-SDN modelinde 1,69 Mbitlik ortalama verim ve saniyede 17

paket iletimi gozlemlenmistir.

CBF-SDN modelindeki verim degerleri geleneksel IoT'dekinden daha diisiiktiir. Verilerin
sis sunucusunda analiz edilip aga iletilmesinden kaynakli paket sayisi degismektedir.
Sensorlerden gelen bozuk/eksik veriler aga iletilmediginden saniyede iletilen ortalama paket
say1s1 azalmigtir. Ayrica PCBF-SDN modelinde toplam bant genisligi dncelikli ve dncelikli
olmayan kuyruklara ayrildigindan ve 6ncelikli kuyruga %60 olarak tanimlandigindan verim

azalmistir. Verim, belirlenmis bant genisligi orani ile dogru orantili olarak azalmistir.
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Onceki boliimde agiklandig: gibi (sadece dncelikli veriler igin) verilerin bir kopyasini ana

sunucuya ilettikleri i¢in toplam paket sayist da artmistir.

Cizelge 3.5. Onerilen modellerin verim ve paket say1si

Model Verim (Mbits) Paket sayisi
Geleneksel loT | 2,03 15
CBF-SDN 1,86 13
PCBF-SDN 1,69 17

Sekil 3.16’te onerilen modellerin ortalama gecikmesi, 6ncelikli verilerin atandigi Kuyruga
tahsis edilen bant genisligine gore karsilastirilmistir. Toplam bant genisligi, 6ncelikli ve
oncelikli olmayan kuyruklara bolinmustiir. Sekil 3.16’te kuyruklara tahsis edilen bant
genisligi yiizdesel olarak ifade edilmistir. Bu nedenle, kalan kisim oOncelikli olmayan
kuyruga tahsis edilen bant genisligini ifade etmektedir. Daha 6nce oncelikli verilerin toplam

verilere oraninin %10,67 oldugu belirtilmisti.

Oncelikli verilerin iletildigi kuyruga ayrilan bant genisligi arttikga, ortalama gecikme
artarken Oncelikli verilerin gecikme siiresi azalmistir. Onerilen model igin ideal bant
genisligi oran1 %40 oldugu gozlemlenmistir. Ciinkii oncelikli verilerin iletildigi kuyruga
atanan bant genisligi orani %40°’1 astig1 durumlarda gecikme siiresinde herhangi bir iyilesme
olmadig1 gdzlemlenmistir. Onerilen modelin en uygun sekilde kullanilabilmesi igin dncelikli

verilerin iletildigi kuyruga en uygun bant genisligi belirlenmelidir.
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Sekil 3.16. Ortalama gecikme siiresi ve dncelikli kuyrugun bant genisligi orani iliskisi

SDN destekli 10T aglarinda sensor verilerinin verimli bir sekilde iletilmesi igin sis
hesaplama tabanli bir mimari 6nerilmistir. Bu mimaride iki veri yonlendirme modeli
onerilmektedir. Ilk model, SDN kullanarak igerige dayal veri iletiminden yararlanirken,
ikinci modelde veri iletimi sirasinda oncelik kavramimi Kkullanmaktadir. Performans
degerlendirme  sonuglari, Onerilen sis tabanli mimari modelinin  biiyiik
olgekli 10T aglarinda gecikme ve bant genisligi tiiketimini azalttigini
gostermektedir. Ayrica, SDN destekli aglarda veri iletiminde Oncelik kavrami

kullanilarak kritik verilerin zamaninda teslimi de saglanmistir.
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4. KONTROLOR YERLESTIRME PROBLEMINE ONERILEN
COZUM YONTEMLERI

SDN destekli IoT aglarda igerik tabanli ve oncelikli veri iletimi modellerini 6nerdik ve
deneysel calismalar ile avantajlarmi Onceki boliimde sunduk. Onerilen modellerde
performansi1 etkileyen ©Onemli parametrelerden biride kontroloriin agda bulundugu
konumdur. Bu sebeple, tezin bu bélimiinde, SDN’de kontrolor yerlestirme problemi igin
matematiksel bir model 6nermekteyiz. 3. Bolimde dnerilen ve deneysel ortamda uygulamasi

gerceklestirilen SDN destekli ag mimarisi i¢in kontrolor konumunun etkisi incelenmistir.

SDN destekli aglarda, kontrolor sayisi, kontrolorler arasi iligki ve kontrolér konumu
performansi dogrudan etkilemektedir. Birden fazla kontrol6r bulunduran sistemlerde sunucu
hata tolerans1 dikkate alinarak gerekli kontroldr sayisini ve konumunu belirleyen
matematiksel bir model Onerilmistir. Modelin amaci, kontrolor kapasite ve kontroldriin
servis dis1 kalma olasiligi kisitlamalarini g6z oOniinde bulundurarak, agin siirekliligini
saglamak ve ortalama gecikmeyi en aza indirmektir. Simiilasyon sonuglari, agin siirekliligini
saglarken ortalama gecikme siiresinin az da olsa arttigim gostermektedir. Onerilen model,
cesitli aglar tarafindan SDN’i uygulamak veya yeni bir SDN agi planlamak igin

kullanilabilir.

Geleneksel IP aglari, ag anahtarlari iizerinde ¢alisan kontrol ve ag protokolleri araciligiyla
yonetilmektedir. Bu mimari, her cthazda ayr1 ayr1 uygulanmasi gerektiginden ve her cihaza
0zel komutlar gerektiginden ag yonetimi karmasik bir hale gelmektedir [83]. Geleneksel ag
mimarilerinde, kontrol diizlemi ve veri diizlemi ayrilmasina olanak saglayan anahtarlar
kullanilmamaktadir. Bu sebeple, aglarda degisen trafik kosullari, ag hatalar, giivenlik
tehditleri vb. gibi ihtiyaglara dinamik ve esnek ¢oziimler getirilememektedir. SDN, aglara
esneklik ve yazilimsal ¢6ziimler iireten ve dinamik ag yonetimini kolaylastiran yeni gelismis
bir teknolojidir [20,24,84,85].

SDN, veri merkezi aglarinda ve Genis Alan Aglarinda (Wide Area Network-WAN) giderek
daha fazla kullanilmaktadir. Google gibi sirketler, diinya genelindeki veri merkezlerinde
SDN kullanmaktadir [86]. Son yillarda SDN’in, 5G [87], u¢ bilgi islem [18], nesnelerin
interneti [88], mobil/kablosuz aglar [89], ag islevi sanallastirmasi (NFV) [90] gibi birgok

yeni nesil ag teknolojisi uygulamalarinda kullanimi 6nem kazanmistir. SDN'i 6nemli hale
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getiren ana fikir, veri ve kontrol diizlemlerinin birbirinden ayirmasi ve merkezi bir kontrol
diizlemini saglamasidir. SDN kontrol diizlemi, tiim a1 izleyerek ve yapilandirarak, yeni bir
yonlendirme protokoliinii test etmeyi veya yeni bir trafik mithendisligi politikasini tek bir

kontrol noktasindan uygulamayi kolaylastirmaktadir.

[k arastirmalar, tek bir denetleyicinin gergek aglar icin yeterli olacagini gozlemledi [42].
Ancak, yapilan calismalarda olgeklenebilirlik, gilivenlik ve esneklik gibi sebeplerden
kaynakli birden ¢ok denetleyiciye olan ihtiyag¢ ortaya ¢ikmistir [43]. Yapilan ¢alismalarda
SDN’nin dnemi ortaya konulmustur ancak birden fazla kontrol6r kullanilan sistemlerde yeni
zorluk ortaya c¢ikmustir. CPP, bir veya birden fazla Kkontroloriin agda nasil
konumlandirilacagi problemidir. Belirli sayida diigiime sahip bir agda, kontrolor sayisi ve
konumu agik bir sorundur. Literatiirde bu sorunu ¢ézmek i¢in genellikle gecikme, esneklik,
giivenilirlik, enerji tasarrufu ve yiik dengeleme gibi dl¢iitler/kisitlar kullanilmistir. Kontrolor
konumu belirlemede gecikme Onemli Olgiitlerden biridir. Gelisen ve hizla artan veri
trafiginde zaman ¢ok Onemli bir metrik haline gelmistir. Bu sebeple, bu g¢alismada

gecikmeyi en optimum seviyede saglamayr amaglamaktayiz.

Cok kontrolorlii aglarda, herhangi bir veya birden fazla kontrolor servis dist kaldiginda agin
nasil yoOnetilecegi O6nemli bir diger sorundur. Calismamizda kontrolér konumlari
belirledikten sonra olas: gerceklesebilecek kontrolor hatalarinda agin optimum gecikme ile
siirekliliginin saglanmasi amaglanmistir. Onerdigimiz model, Capacity and Fault Tolerant
Controller Placement Problem (CF-CPP, Kapasite ve Hata Toleransli Kontrolor Yerlestirme

Problemi) diye isimlendirilmektedir.

CF-CPP, baslangigta k-median kiimeleme algoritmasi kullanilarak kontrolor sayist ve
konumlart belirlenmistir. Kontrolor sayist belirlenirken kontrolor hata toleransi kisit olarak
dikkate alinmigtir. Ag iletimi gergeklesirken, herhangi bir kontrolor servis disi kaldiginda
hangi anahtarlarin hangi kontrolorlere baglanmasi gerektigi 6nerdigimiz lineer programlama
ile cozlimlenmektedir. Kontroldr sayis1 ve kontroldrdeki bos port sayisi kisitlari ile minimum
gecikme hedeflenmistir. Agin siirekliligini saglamay1 ve ortalama gecikme siiresini en aza

indirgemeyi saglarken kontrolor sayisi ve hata toleransinin etkilerini inceledik.
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CF-CPP’nin ana katkilar1 asagida kisaca vurgulanmaktadir.

e SDN destekli aglarda kontrolor konumu belirleme ve olasi kontrolor hatasi durumu igin
¢Ozlimler sunulmustur.

e CF-CPP, matematiksel olarak formiile edilmis ve simiilasyon ortaminda test edilmistir.
Bu caligmanin asil amaci ortalama gecikmeyi minimuma indirmek olsa da, agda
gergeklesebilecek hatalara karsi aga esneklik ve dinamiklik kazandirmaktir.

e Agn esnekligini ve siirekliligini saglamak i¢in k-median kiimeleme algoritmasi tabanli
dogrusal programlama ile yeni bir model 6nerilmistir.

e Kontrolor konumlari belirlenmis bir agda olasi kontrolor arizasi durumunda, bu
kontrolore bagl anahtarlarin sistemdeki diger kontrolorlere atanmasi saglanarak agin
stirekliligi saglanmustir.

4.1. Tigili Cahsmalar

SDN destekli aglarda CPP onemli problemlerden biridir ve literatiirde genis bir sekilde
incelenmistir. Yerlestirme gerceklestirilirken farkli amaclar belirlenmektedir. Bunlar,
minimum gecikme, maliyet, giivenilirlik, dayaniklilik vb. gibi amaglardir. Bu amaglari
saglarken farkl kisitlar kullanilmistir. Kontrolor sayisi, yiik dengeleme, kontrolor yazilim

giincelleme maliyeti vb. gibi kisitlar kullanilmistir [46-49,83,91].

Literatiirde, Kontrolor ve anahtarlar arasindaki gecikmeyi optimize eden ve CPP’ye ¢6ziim

sunan ¢alismalar incelenmis ve Cizelge 4.1°de gosterilmistir.

Literatiirde kontrolor yerlestirme problemini ilk kez Heller ve arkadaslar1 [42] ortaya
koydular. Kontrolorlerin sayist ve konumu belirlemek i¢in k-means kiimeleme algoritmasi
kullandilar. Bu ¢alismada, anahtarlar ve kontrolor arasindaki gecikmeyi optimize ederek
CPP’ye ¢oziim sundular. Kontrolor sayisini artirmanin gecikmeyi azalttigi gézlemlenirken,

kontrolor hata toleransi ve kapasite sinir1 dikkate alinmamustir.
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Cizelge 4.1. Kontrolor yerlestirme problemi ¢aligmalari
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Cizelge 4.1. (devami) Kontroldr yerlestirme problemi ¢aligmalari

|enp-jewnd
“IIPIP[AULIISOF TZIPIo)sOS sueurio)ad QA dwRUINY|
IAT BURDP UBPIR[WISE[YRA [} OA USPUWIAIUQA 11 JOFT 4 4 oihoquinioq (vor]
IAL BUEp UBpIe] [FeA [os) PWSIUQA DI I9SIP ‘josibzag  1S1A®S 10[0NUOY| 1S31nS J1ue A
UIWRIUOA [9SI3Zas N[ZQ35e US[LIAUQ ‘LIB[ONUOS UOASB[NUWIS| nzo3 dv| S00 1stfojodoy 3y
INSIU PR TUISAINS vwusI{ed ynsnp ud
“Ye1e[o o auIsawIo)sQ3 sueuloyrad 141 eyep ueple[eunLIos|e A A ewliobe [00T]
JOZIp ‘[opour US[LISU() INSIWLISEISIEY O[T LIB[EUNLIOS ¢ |as16zas 1sa}isedey|
sueaw-3 oA nuns yroedred ‘133009 $9je TOpoOW US[LISU() ‘Isejued 11| aW 1936 wnwiui Io[onuoyy
-msrwe[ges Je[dnuos 141 eyep e[seAny eursewlliobe WISO[IAA]
10AANY BQRY A SULINSI[IOA d[9F1sel ‘WwiseyeA n[zgs) A A A alabisey 1saysedey| [66]
Se uorunSIen ISTwLIOUQ [dpow ueAe[des 13I[IxyoIns epde 19AANY| BaRD I0[01U0Y]
EpPWININD ISEWUE[BZLIR UNIQ[ONUOY ‘epIe[ge I[1sop NdS| ‘01203 S| aw{1986 winwiulpy| ISIABS I0[0NUOY]
“ImSTLNS$ed103 1SoWLISO[IoA]
IQ[OXIUOY] BF. 1ZOXIOW 9A BIR[FR J[E J[I LIe[ew)LIoF[e N N Va suesw-y| [86]
QWY-dgN A 1ZaxJaw-J N epuLe[3e uele S1uaD) ‘daN| w1936 winwiulpy| 1SIARS IQ[OHUOT]
"INSIWUS(II[Rq
wnuoy| yeJeur[e oJeIp ISIIAINS dA IF1[U0ANT N N N n[z03 9V [26]
ge of1 ISLIRWIW JQ[ONUOY N[0 US[LIOUQ BPUIUBUNEY [01UOY] ‘SueaWU-Y| BWI290 WNWIUI| TSIABS JQ[ONUOY
INS1uI9IS03
nungnpani$njo JoAT[ew ZIS)I03 9A TUISIPIIIIR [UISAINS N QW[OS UAP N A [96]
oUNI0a3 uruBWUR[[NY JQ[0NUOY B[z} eyep uepikes [ewndQ SUBIWI-Y| awix109f winwiul| 1SIABS IQ[OHUOY
11[15e[0 NIATUSAND) | JIIF[RINS
eleyoURQ) | T T T TwoJuQA
e[ [ejueA® urfopow UQLINSIAN : dSewry NSy Meuley

1suewiojrod 3y

uoAseziwundo




52

Kobo ve arkadaslar1 [92], yazilim tanimli kablosuz sensor agilarinda uygun kontrolor
yerlestirme ve herhangi bir kontrolor arizast durumunda kontrolor degistirilmesini 6n géren
modeller &nerdiler. Oneriler gergek veri seti ile deneysel ortamda test edilmistir. Onerilen
modelde, bir cihazin en az bir denetleyiciye baglanmasi gerektigi, ancak herhangi bir
zamanda en fazla bir denetleyici tarafindan kontrol edildigi kabul edilmistir. Kontrol6r
yerlesimi, ag cihazlarn ile kontrolor arasindaki ve yerel ile merkezi kontrolorler arasindaki
gecikmeyi azaltmaktadir. Bu ¢alismada, yerel kontroldrler ve merkezi kontroldrler atanmasi
icin iki ayr1 model Onerilmistir. Yerel kontrolér yerlesimi i¢in k-median algoritmasi
kullanilirken, yeniden atama ve merkezi kontrolor yerlesimi igin genisletilmis k-medyan
algoritmasi kullanilmigtir. Kontrolor arizasi sonrasi, cihazlarin yeni bir kontrolore atanmasi
saglanmis ve yasanan gecikme dikkate alinmistir. Bu degisim agda kisith bir gecikmeye
sebep olmustur. Sonug olarak, K-median algoritmasini kullanarak minimum gecikmeyi ve
esnekligi saglayan bir ¢6ziim Onerdiler. Simiilasyon sonuglari, yerel ve merkezi kontrolor
kullanilarak daha iyi performans elde edildigi ve kontrolor degisikliginin ortalama

gecikmeye etkisinin ¢ok az oldugunu gostermektedir.

Guang Yao ve arkadaslar1 [44] gecikme, kontrolor yiikii ve kapasitesini dikkate alan bir
model 6nerdi. Bu model, K-medyan (k-center) algoritmasinin probleme uyarlanmast ile elde
edilmis Capacitated Controller Placement Problem (CCPP) olarak isimlendirilmistir.
Minimum kontrolor sayisini belirlemek icin cihazlar arast mesafeyi dikkate alan dogrusal
programlama kullanilmistir. Simiilasyon sonuglari, dnerilerinin kontroldr sayini ve kontrolor

yiikiinii azalttigin1 gostermistir.

Kuang ve arkadaslar1 [93], genis alan aglarinda gecikme ve giivenilirligi hesaba katarak,
kontrolor konumu belirlemede hiyerarsik k-means algoritmasini kullanan bir ¢6ziim
onerdiler. Biiyiik 6lgekli aglari alt-aglara boldiiler ve her bir alt aga bir kontrolor atayarak
gecikmeyi optimize ettiler. Deneysel sonuglar 6nerilen algoritmanin, kontroldr ve anahtarlar

arasindaki gecikmeyi azalttig1 ve kontrolor yiiklerini dengeli dagittigin1 gostermektedir.

Wang ve arkadaslari [94], CPP’ye ag1 alt boliimlere ayirip k-means algoritmasi temelli yeni
bir yontem oOnerdiler. Calismalarinda problemi iki alt baslikta incelidir. Bunlar, biiyiik
Olgekli ag1 daha kiictik alt aglara bolmek ve her alt aga bir kontrolor ile merkezi bir kontrolor
atamaktir. Onerilen model kapsamli ve tekrarli sekilde simiile edilmistir. Simiilasyon

sonuglari, Onerilen algoritmanin, standart K-means algoritmasina kiyasla, merkez ve
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diiglimleri arasindaki maksimum gecikmeyi Onemli Ol¢lide azalttigin1 gdOstermistir.
Maksimum gecikmenin, standart k-means algoritmasiyla elde edilen ortalama gecikme

stiresinden 2.437 kat daha kisa oldugu gbzlemlenmistir.

Xiao ve arkadaslar1 [95], biiyiik olgekli aglarda CPP problemine spektral kiimeleme
algoritmasi ile ¢6ziim Oonermislerdir. Ag: alt aglara bolerek kontrolér konumu belirlenerek
agda gecikme optimize edilmistir. Jimenez ve arkadaslar1 [96], Kkontrolor yerlestirme
problemini minimum gecikme ve yilik dengeli kontroldrler yerlestirerek ¢dzen k-kiimeleme
algoritmas1 temelli yeni bir model Onermisler. Sonuclar, optimal sayidan daha fazla
kontrolor kullanmanin gecikme siiresini artirdigin1 ve gereksiz maliyet olusturdugunu

gostermistir.

Hu ve arkadaslar1 [97], CPP’ye ¢6zlim olarak uygulanan rastgele yerlesim, aggozlii yaklagim
ve k-means tabanli yerlestirme algoritmalarini kargilagtirmigtir. Kontrol katmaninda 6nerilen
coklu kontrolér mimarisi ile ag gilivenligi ve siirekliligi dikkate alinarak konum
belirlenmistir. Kontrolor yerlestirme stratejilerinin SDN performansi i¢in ¢ok Onemli
oldugunu ve aggozlii bir algoritmanin optimuma yakin yerlestirme ¢oziimleri sagladigini

gostermektedir.

Alenazi ve Cetinkaya [98], CPP’ye ¢oziim olarak Nodal Disjoint Path (NDP) yaklagimli
model 6nermislerdir. Genis alan aglarinda NDP-merkezi ve NDP-kiime algoritmalari ile alt
aglara ve merkezi aga kontrolor yerlestirilmesi gergeklestirilmistir. Analiz sonuglari, NDP-
kiime, k-medyan ve k-merkez algoritmalari ile karsilastirilmistir. NDP-merkezi algoritmasi
tarafindan kontrolor yerlestirilmesinin, kontrolor hatalar1 karsisinda daha iyi ag esnekligi
sagladigint  gostermektedir. NDP-kiime algoritmasinin k-medyan algoritmast ile
karsilastirilabilir bir gecikme performansina sahip oldugunu ve daha yiiksek ag esnekligi

sagladigin1 gostermektedir.

SDN, geleneksel aglarda karsilasilan sorunlara ¢éziimler iiretmekle birlikte yeni sorunlari da
ortaya ¢ikarmaktadir. Kontrolor sayist ve konumu belirlemede giivenilirlik saglamak énemli
bir sorundur. Aglarda bir veya daha fazla kontroloriin servis disi kalmasi karsilasilan
problemlerden biridir [83,102,103].
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Yannan ve arkadaslar1 [99], kontrolér konumu belirlemede giivenilirlik ve siirekliligi
tanittilar. Yazarlara gore, kontroloriin konumu ve giivenilirligi ag performansin
artirmaktadir. SDN destekli aglarda, kontroldriin arizalanmasi ile ag basarisiz olabilir. Boyle
bir sorunla kargilasmamak i¢in ag mimarisinin hataya dayanakli olmasi gerekmektedir.
Kontroloriin arizalanmasi beyinsiz bir ag anlamina gelmektedir. Yazarlar, SDN'de giivenilir
kontrolor yerlesimi igin rastgele yerlestirme, kaba kuvvet ve aggozlii (greedy) algoritmasi
onerdiler. Greedy algoritmasi, rastgele yerlestirme ve kaba kuvvet algoritmasina kiyasla
daha iyi sonuglar sagladi. Onerilen modelde, ag olusturulurken maksimum sayida kontrolor
ve her anahtarin bagl oldugu birden fazla kontroldr noktasi belirleyerek problemi ¢6zmeye
caligmislardir. Her ne kadar bu yontem probleme ¢6ziim iiretse de donanim maliyetini
artirmaktadir. Ag performans metriklerinden ortalama gecikme siiresi bu ¢alismada dikkate
alimmamistir. Ag esnekligi, giivenilirligi ve siirekliligi saglanirken donanimsal maliyet ve

ortalama gecikme siiresi artmustir.

Torkamani-Azar ve Jahanshahi [100], ugtan uca gecikmeleri azaltmak i¢in kontrolorlerin
kapasitesini dikkatte alan yeni bir model onermisler. Sirt ¢antasi algoritmasini temel alan
Garter Snake Optimization Capacitated Controller Placement Problem (GSOCCPP) isimli
sezgisel bir algoritma Onerilmisler. Bu algoritma, minimum gecikmeleri elde etmek icin
makul miktarda hesaplama siiresi kullanir. Topology-Zoo veri setleri ile simiile edilen
GSOCCPP, ates bocegi, parcacik siirli ve k-means algoritmalar ile karsilastirilmistir.
Onerilen model, diger algoritmalardan daha iyi performans gostermesine ek olarak, en diisiik
caligma siiresini elde etmistir. Ayrica, onerilen bu ¢6ziim, farkli ag topolojilerinde kontrol6r

yerlesimi i¢in diger algoritmalara kiyasla daha verimli bir bellek tiiketimine de sahiptir.

Cheng ve arkadaglar1 [101], Kontrolor konumu belirlerken QoS saglayan bir model
onermislerdir. Ag topolojisi ve yanit siiresi kisit olarak belirlendiginde, kontrolor sayist ve
konumunu belirleyen sezgisel modeller gelistirilmistir. Ac¢gdzlii, boliimleyici kiimeleme ve
primal-dual algortimasi tabanli {i¢ farkli sezgisel yaklasim gelistirmisler. Onerilen modeller.
Topology-Zoo veri setleri ile simiile edilmis. Simiilasyon sonuglari, onerilen aggdzlii
sezgisel yontemin diger iki yontemden ve temel yaklasimlardan daha iyi performans

gosterdigini gostermektedir.
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4.2. Onerilen Model

SDN destekli aglarda kontroldr yerlestirme, sayisi ve servis dist kalmasi 6nemli bir sorundur.
Tezin bu bolimiinde belirtilen sorunlara ¢oéziim {ireten bir model tanitilmaktadir.
Onerdigimiz model k-medyan kiimeleme algoritmasi kullanilarak kontrolér konumu ve
sayisin1 belirlemektedir. Ag iletimi gergeklestikten sonra olasi bir/birden fazla kontrolor
hizmet saglayamadiginda agin siirekliligini saglamak i¢in servis dis1 kalan kontrolore bagh
anahtarlarin sistemde var olan diger kontrolorlere atanmasini saglayan bir model

Onerilmektedir.

K-medyan, k-kiime merkezlerini, merkez ile kiimedeki diger tiim noktalar arasindaki
mesafelerin toplamini en aza indiren bir kiimeleme algoritmasidir. K-medyan, k-means
yaklagiminin gelistirilmis bir modeli olarak kabul edilmektedir ve merkez ile kiime noktalar1

arasindaki mesafeyi en aza indirmektedir [92].
K-medyan modeli:

Ag grafigi G(V,E), kenar agirhiklart gecikmeleri temsil etmektedir, d(v,s), veEV
diigiimiinden s € V ‘ye en kisa yolu temsil etmektedir, n = |V|, diigiim sayisidir. S', tiim
olast kontrolér yerlesim noktalari S se¢ilen noktalardir. |S'| = K yerlestirilecek
kontroldrlerin sayisidir, kontroldrlerin yerlestirilmesi i¢in ortalama gecikme Lg,q(S")

asagidaki sekilde formiile edilmistir.

1
Lavg (S,) = Ez Tglelg,l d(v,s) (41)

veEV

K-medyan ile kontrolor sayis1 belirlenirken kontrolor hata toleransi dikkate alinmistir. Hata
toleransi, sistemde var olan kontrolorlerin servis dist kalma olasiligi yiizdesidir. Bu oran ile
agda en az kag adet kontrolor olmasi gerektigi hesaplanmaktadir. Deneysel ¢aligmalar ile bu
oranin ortalama gecikme siiresi lizerine etkisi incelenmistir. Elde edilen sonuglar ile SDN

destekli aglarda isleyise ve isterlere en uygun sekilde kontrolor sayisi belirlenmektedir.
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k, kontroldr sayisini, p, kontroloriin port sayisini, a, anahtar sayisini (Switch node), ht, hata

tolerans oranini ifade etmektedir.

m>— m € tamsay1 (4.2)

k = m(1 + ht) k € tamsayi (4.3)

Onerdigimiz modelde, veri iletisimi gerceklestikten sonra kontroldriin servis dis1 kalmasi
sorununa lineer programlama ile ¢6ziim tretilmistir. Servis dig1 kalan kontrolore bagli olan
anahtarlarin hangi kontrolore baglanarak agin siirekliligini saglayacagi tanimlanmustir.
Kontrolorlerin bosta bulunmasi gereken port sayisi bu olasilik yiizdesi ile hesaplanmaktadir.
Dolayzisi ile agda bulunan kontrolor sayisi artirilirken, her kontrolor i¢in bos port sayist da
ayn1 oranla artirtlmaktadir. Bosta kalan anahtarlar, en az gecikme ile siirekliligi saglamak

i¢cin var olan kontrolorlere atanmaktadir.
CF-CPP’nin matematiksel modeli asagidaki gibidir.
Indisler

| : anahtar sayisi

J : kontroloriin sayisi

Parametreler

d; : i anahtarindan j kontroldriine gidis maliyeti

M;: j kontrolor kapasitesi
Degiskenler
X; : 1 anahtarindan j kontrolériine gidilip gidilmemesi (0-1) degisken

b;: j kontroldriiniin bozulup bozulmadigini belirleyen (0-1) degiskeni
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Amag fonksiyonu:

iel Jej

Kisitlar:

Z xij =1 Vi el 45
JEJ

in,- < M(1-b) Vj€J (4.6)
i€l

Z by =1 (4.7)
JE€J

Amag fonksiyonu Es. (4.4), anahtar ve kontrolor arasindaki toplam maliyeti minimum
yapmay1 hedeflemektedir. Es. (4.5), her bir anahtarin yalnizca bir kontrolére atanmasini
saglayan kisittir. Es. (4.6), segilen kontroloriin kalan kapasitelerinin asilmasini engelleyen
kisittir. Es. (4.7) ise kontrolorlerden yalnizca birinin servis dist kalacagini digerlerinin

aksamadan calisacagini saglayan kisittir. Es. (4.8), degisken ozelliklerini tanimlayan kisittir.

Onerilen model SDN destekli aglarda CPP’ye kontroldr servis dist kalma olasiligini
hesaplayarak yeni bir Oneri getirmektedir. Bu model, kontroldr ile anahtarlar arasindaki
iletisimi minimum gecikme ile saglarken, kontrolor kapasitesi (port) ve kontrolor servis dist
kalma olasilig1 kisitlarin1 dikkate almaktadir. Agda en az ka¢ adet kontroldr olacag: ve
kontrolor sayisinin artirilmasinin sistemin siirekliligi ve ortalama gecikme siiresi {lizerine
etkileri simiile edilmis ve incelenmistir. Deneysel incelemeler, baslangi¢c durum ve 6nerilen
dogrusal modelin {irettigi sonuglara gore ayr1 ayri simiile edilerek gergeklestirilmistir ve

karsilagtirilmistir.
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Onerilen modelin avantajlari;

e Kontrol6riin hizmet saglayamama olasiligi dikkate alinarak gerekli kontrolor sayisini ve
konumunu belirlemektedir.

e Anahtarlar ile kontrolorler arasindaki minimum gecikmeyi sagladigindan iletisim
performansini artirmaktadir.

e Servis dis1 kalan kontrolore bagli olan anahtarlarin minimum gecikme ile var olan
kontrolorlere aktarilmasi ile sistemin siirekliligin saglanmaktadir.

Modelin dezavantajlari;

e Ag performansini (Minimum gecikme) saglarken ve kontrolor servis disi kalma olasiligi
hesaplanarak kontrolor sayisi belirlendiginden kontrolor sayisi artmaktadir. Bu sebeple,
donanimsal maliyet artirmaktadir.

4.3. Deneysel Calismalar

Bu alt boliimde, kontrolor servis digi kaldiginda agin stirekliligini saglamak ve CPP’ye
¢Oziim sunmak i¢in 6nerdigimiz CF-CPP modelinin ortalama gecikme siiresine ve kontrolor
sayisina olan etkisi incelenmektedir. K-medyan ile anahtar sayisin1 kargilayan en az sayida
kontrolor i¢in ortalama gecikme hesaplanmakta ve bu siireler kontrolér servis dist kaldiginda

gerceklesen ortalama gecikme siiresi ile karsilagtirilmaktadir.

4.3.1. Hesaplama metrikleri

Onerilen modeli degerlendirmek igin literatiirde yaygin olarak kullanilan metrikler

kullanilmuistir. Bu metrikler:

e Gecikme (Latency), CPP’de dikkate alinan temel faktorlerden biridir. Diigimler
arasindaki mesafeye baglidir ve kontroldr ile anahtarlar arasindaki yanit siiresidir.

e Optimal kontrol6r sayisi, ag performansimni artirmak ve QoS saglamak ic¢in anahtar
sayisina ve kontroloriin konuma bagli olarak belirlenmesi gereken sayidir.

e Hata toleransi, anahtarlarin kontroldrler ile olan iletisim kopma olasiligidir. Genellikle
kontrolor hatalarindan kaynaklanmaktadir. Ag performanst ve maliyet icin en 1iyi
konumda ve en az sayida kontrolor yerlestirmek dnemlidir.
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4.3.2. Analiz sonuclari

CF-CPP, Sekil 4.1°’de gosterilen 45 diigiim ve 61 kenardan olusan bir ¢izelge ile GNS3
platformunda test edilmistir. Diigiimler anahtarlari temsil etmektedir. Kontrolorlerin 6 portu
oldugu varsayilmistir. Bu sebeple kontrolorlere baglanabilecek maksimum anahtar sayisi

6’dir.
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Sekil 4.1. Ag modeli

K-medyan kiimelemede agin kag¢ alt kiimeye ayrilacagini belirtmek gerekmektedir. Es.
(4.2)’de her anahtarin en az bir kontrolore atanmasi i¢in gerekli say1 hesaplanmaktadir.
Kontrolor sayisi, toplam anahtar sayisinin, kontroldr port kapasitesine oranindan biiyiik olan
en kiiciik tam say1 se¢ilmelidir. Kontrolor port kapasitesi 6 olarak kabul edilmistir. Bu

sebeple, 45 anahtarli test ortamimiz igin kontrolor sayist 8 olmalidir.
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Sekil 4.2. 8-Medyan ile optimal yerlestirme

CF-CPP’de, kontrolor sayisini hesaplarken Es. (4.3)’te goriildiigii gibi hata tolerans oranini
katmaktayiz. Hata toleransi, sistemde yerleri ve sayisi belirlenmis kontrolorlerin servis disi
kalma olasiligidir. Bu sebeple, kontrolor sayisi belirlenirken bu olasiligina gore kontrolor
sayis1 artirtlmaktadir. Buradaki asil amag kontrolor servis disi kaldiginda, bosta kalan her
bir anahtar1 atayacak en az bir kontrolor bulunmasimi saglamaktir. Cizelge 4.2’de hata

tolerans oranina gore kontroldr sayilar: gosterilmistir.

Cizelge 4.2. Hata tolerans oranina gore kontroldr sayisi
Hata tolerans orani (%) 0 10 |20 |30 |40
Kontrolor sayisi 8 9 |10 |11 |12

CF-CPP’nin asil amaci agm siirekliligini ve giivenilirligini saglamaktir. CF-CPP-(n)
Onerilen modelde hicbir kontroloriin ¢okmedigi durumdur. CF-CPP-(n-1) ise bir
kontroldriin servis dis1 kaldigr durumu temsil etmektedir. Sekil 4.3’te CF-CPP-(n), CF-CPP-
(n-1) ve (n-1) medyanin ortalama gecikme siiresine etkisi gosterilmistir. CF-CPP hata
toleranst ile birlikte hesaplanan sayida kontroldriin yerlestirilmesini saglayan modeldir. ilk

yerlestirme k-medyan ile gerceklestirilmektedir.

CF-CPP-(n-1), agin siirekliligini saglamak i¢in dnerdigimiz lineer modeldir. Bu modelde

agda iletisim gerceklesirken atanmis herhangi bir kontrol6riin devre dis1 kalmasi durumunda,
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ona bagli olan anahtarlarin minimum gecikme ve kontrolor port kisiti ile en uygun kontroldre
atanmasidir. Ortalama gecikme hesaplanirken hangi kontroloriin bozulacag: belli degildir.

Bu sebeple tiim olasiliklar denenerek ortalamasi alinmistir.

(n-1) medyan, sistemde CF-CPP ile hesaplanmis ve bir kontrolériin bozuldugu
varsayllmigtir. Ag yeniden (n-1) adet kontrolor i¢in k-medyan ile kontrolér konumu
belirlenerek ortalama gecikme hesaplanmistir. (n-1)’de asil amag agda bir kontrolor ¢oktiigi
zaman Yyeniden tiim anahtarlar1 kontrolorlere atamaktir. Sirayla tiim atanmis kontrolorler

sistemden atilarak gecikme hesaplanmis ve ortalamas1 alinmistir.

Sekil 4.3’te goriildiigii lizere, hata tolerans orani artikca ortalama gecikme siiresi
azalmaktadir. Ciinkii hata tolerans artik¢a aga atanan kontrolor sayisi artmaktadir. CF-CPP-
(n-1)’de iletisimin ortalama gecikme siiresi (n-1) medyan’a gore daha yiiksek ¢ikmaktadir.
Ancak onerilen modelde agin siirekliligi saglanirken, yeniden atama yapildiginda agda

iletisim kesintisi ve veri kayb1 gerceklesmektedir.

181
I CF-CPP-(n)
I CF-CPP-(n-1)
1.6 [C(n-1) Medyan

Ortalama gecikme siiresi (ms)
o o © = =
B (@)] oo - N B

o
[N

10 15 20 25 30 35 40
Hata tolerans orani (%)

Sekil 4.3. Hata tolerans oranina gore ortalama gecikme siireleri
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4.4, Boliim Degerlendirmesi

SDN destekli aglarda, kontrolor sayisi, kontrolorler arasi iliski ve kontrolor konumu
performansi dogrudan etkilemektedir. Cok kontrolorlii aglarda, herhangi bir veya birden
fazla kontroloriin servis dis1 kalmasi durumunda agin nasil yonetilecegi dnemli bir sorundur.
Calismamizda kontrolér konumlar1 belirledikten sonra olasi gergeklesebilecek kontrolor
hatalarinda agin optimum gecikme ile siirekliliginin saglanmas1 amaglanmistir. Onerdigimiz
model, Capacity and Fault Tolerant Controller Placement Problem (CF-CPP, Kapasite ve
Hata Toleransli Kontrolor Yerlestirme Problemi) diye isimlendirilmistir. Birden fazla
kontroloér bulunduran sistemlerde sunucu hata toleransi dikkate alinarak gerekli kontrolor
sayisin1 ve konumunu belirleyen matematiksel bir model 6nerdik. Modelin amaci, kontrolor
kapasite ve kontroloriin servis dis1 kalma olasiligi kisitlamalarini goz éntinde bulundurarak,
agn stirekliligini saglamak ve ortalama gecikmeyi en aza indirmektir. Simiilasyon sonuglari,
agin siirekliligini saglarken ortalama gecikme siiresinin az da olsa arttigin1 gostermektedir.
Onerilen model, gesitli aglar tarafindan SDN’i uygulamak veya yeni bir SDN ag1 planlamak

i¢in kullanilabilir.

CF-CPP, baslangigcta k-median kiimeleme algoritmasi kullanilarak kontrolér sayisit ve
konumlar1 belirlenmistir. Kontroldr sayisi belirlenirken kontrolor hata toleransi ve kontrolor
bos port sayisi kisit olarak dikkate alinmistir. Ag iletimi gergeklesirken herhangi bir
kontrolor servis dist kaldiginda hangi anahtarlarin hangi kontrolore baglanmasi gerektigi
Onerdigimiz lineer programlama ile ¢éziimlenmektedir. Agin siirekliligini ve ortalama
gecikme siiresini en aza indirgemeyi saglarken kontrolor sayis1 ve hata toleransinin etkilerini
inceledik. Sonuglara gore, siirekliligi saglamak igin kontrolor hata toleransi artirilabilir.
Onerdigimiz model ile ortalama gecikme siiresi az artmasina ragmen, agin giivenilirligi ve
stirekliligi onemli 6l¢iide artmaktadir. Ek olarak, elde edilen sonuglar ile dinamik bir sekilde

agin performansi iyilestirilmektedir.
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5. ILISKILI SIS SUNUCULARI YERLESTIRME PROBLEMINE

ONERILEN COZUM YONTEMLERI

Nesnelerin internetine bagli cihaz sayisi hizla artig1 giinlimiize bu cihazlardan elde edilen
verilerde hizla artmaktadir. Bolim 3’te onerilen modellerde sunucu konumu bu verilerin
islenmesinde ve ag performansinda kritik bir dnem tasimaktadir. Onerilen modellerde veriler
islem/ gérev atanmis sunuculara iletilmekteydi. Bu sebeple sunucularin IoT cihazlarina olan

konumu ortalama gecikme, verim vb. QoS gereksinimlerini dogrudan etkilemektedir.

Tezin bu boliimiinde, 10T sensor verileri ilgili sis sunucularinda islenmekte ve ortalama
gecikme igin optimize edilmektedir. Oncelikle her bir sis sunucusuna farkl bir gérev atanur.
Daha sonra her gorev i¢in belirlenen ayni sensér verileri bu sunuculara iletilir ve islenir. Bu
sis sunucularinda gorev gergeklestirildikten sonra yeni bir veri tipi olustur ve bu veri baska
bir sis sunucusunun girdi verisi olabilir. Bu yap1 sis sunuculari arasinda bir iligki
olusturmaktadir. Iligkili sunucularin konumu, sadece IoT sensérlerine olan mesafeye degil

ayn1 zamanda ag alt yapisinda bulunan diger sis sunucular1 konumuna da baglidir.

SDN destekli sis hesaplama yontemlerinde, sis sunucularmin konumunun belirlenmesi
performansi etkilemektedir. Literatiirde SDN kontrol6riiniin, sis sunucularinin konumlarinin
belirlenmesi iizerine ¢alismalar mevcuttur. Literatiirde ki ¢calismalarin ¢ogu, sensorlerden
elde edilen verilerin tek bir sunucuda islem gérmesinin getirdigi dezavantajlar1 ortadan
kaldirmak icin belirli bolgelerde ayni islemleri yapan kopya (replica) sunucularin
yerlestirilmesi ile performans Olgiitlerinin iyilestirilmesi tizerine gerceklestirilmistir [104-

108].

Farkli noktalarda bulunan sensorlerden elde edilen veriler, islenmesi gereken sunuculara
iletilmektedir. Sis sunucularina iletilen veriler islendikten sonra elde edilen sonuglar baska
bir analiz veya yeni bir veri isleme i¢in diger sis sunucularinin girdi verisi olabilmektedir.
Kisaca agiklamak gerekirse, hiyerarsik ve dagitik veri islemeye uygun sis sunucu sistemi

tasarlanmaktadir.

Sis sunucularinin konumunun belirlenmesinde, belirli veri tiplerinin ayni sunucuya iletilmesi
ve minimum gecikme, maksimum verim ve sunucular arasi iletim dikkate alinarak

gerceklestirilmistir. Tlgili sunucu yerlestirme problemi i¢in p-medyan yaklasimina sahip tam



64

sayil1 dogrusal programlama modeli 6nerilmistir. Biiyiik aglarda daha kisa siirede ¢6ziim
iiretebilmek i¢in a¢gozlii yaklagimli sezgisel bir model dnerilmistir. Sezgisel model, biiyiik
Olcekli aglarda ¢ok daha kisa siirede ¢oziimler liretmis, ancak ortalama gecikme siiresini

kismen artirmistir.

5.1. Tlgili Calismalar

Literatiirde SDN ve sis hesaplama teknolojilerini birlestirerek sunucu yer se¢iminde QoS
ihtiyaglarina daha etkin ¢ozlimler iireten ¢alismalar incelenmistir. Ag alt yapilarinda sis
sunuculari, ana sunucu ve kontrolor sunucu konumlarinin belirlenmesi ag performansini
dogrudan etkilemektedir. Literatlirde hizmet saglayan sunucularin konumunun belirlenmesi
problemleri incelenmistir. Bunlar, SDN kontroldriiniin konumu, sis sunucularinin konumu
ve ana (main) sunucularinin konumunun belirlenmesidir. Tiim bu problemlerin ¢oziimii ag
optimizasyonunu gergeklestirerek ag performansini artirmaya yoneliktir ve ¢6ztim onerileri
benzerlik tagimaktadir. Yapilan ¢alismalarda SDN destekli aglarda kontrolér sunucusunun
konumunun belirlenmesi lizerine bir¢ok calisma mevcuttur. Kontrolér sunucusunun
konumunun belirlenmesi ana sunucusunun veya servis hizmeti veren sunucularin

konumunun belirlenmesi ile benzer bir problemdir [46,109].

Literatiirde, bir ag altyapisina kritik hizmetler saglayan 6gelerin yerlestirilmesinin, s6z
konusu altyapinin sagladigi QoS iizerinde etkileri oldugu fikri, SDN arastirmalarinda yaygin
olarak goriilmektedir. SDN destekli aglarda sis sunucularinin konumlarinin belirlenmesine
farkli yontemler kullanilmaktadir. Bu yontemler ile ag performansi iyilestirmeye
caligtlmistir. Kiimeleme algoritmalari, sezgisel algoritmalar, yapay sinir aglari, makine
ogrenmesi, derin 6grenme kullanilan yontemlerdendir Literatiirde yaygin olarak sis
sunucularinin - kopyasinin olusturularak yerlestirilmesi problemi incelenmistir. Sis
sunucularinin farkli islemler gerceklestirecek sekilde tasarlanan c¢aligmalar oldukca azdir
[110]. Sis hesaplama, depolama ve ag olusturma kaynaklarina sahip kiiciik tesisler olan sis
diigiimlerinden olusur ve son kullanicilar i¢in yerel islem saglamak iizere cesitli konumlara

yerlestirilir [104,105].

Literatiirde gerceklestirilen sunucu yerlestirme problem c¢alismalar1 Cizelge 5.1°de

derlenmistir.
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Cizelge 5.1. Sunucu yerlestirme problemi ¢alismalari
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Cizelge 5.1. (devami) Sunucu yerlestirme problemi ¢aligmalari
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Cizelge 5.1. (devami) Sunucu yerlestirme problemi ¢aligmalari
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Xu ve arkadaslar1 [106], sis sunucu konum belirleme problemini tamsayi dogrusal
programlama ile ¢oziimlemektedir. Kapasiteli sis-kenar-bulutcuk (cloudlet) yerlestirme ve
dinamik istek atama problemini ¢ozmektedirler. Ortalama erisim siiresini en aza indiren
kapasiteli sis-bulutguk sunucularin yerlestirme problemine ¢6ztiim Onerilmistir. Gelistirilen
dogrusal programlama isterleri tam karsilayamadigindan sezgisel model gelistirilmistir.
Tiim sis sunucularinin ayni kapasiteye sahip oldugu kabul edilmistir. Bununla birlikte, mobil
kullanicilar genellikle hareketli durumda olmasina ragmen ¢alismada kullanicilar sabit kabul
edilmistir. Bulut bilisim sunucu konumu problemine k-medyan ve aggozlii algoritmalari ile
yeni bir yontem onermislerdir. Simiilasyon sonuglari, 6nerilen algoritmalarin umut verici ve

olgeklenebilir oldugunu gostermektedir.

Q Shi ve arkadaslarni [107], Icerik dagitim aglarinda ihtiyac duyulan kopya-proxy
sunucularin yerlestirme problemini incelediler. Ortalama gecikmeyi azaltmak ve sunucu yiik
dengelemeyi saglamay1 amaglamislardir. Ozelikle biiyiik dlgekli ve yiiksek hacimli aglarda
cok sayida sunucu ihtiyaci dogmaktadir. Bu sebeple, ¢ogaltilmis (kopyalanmis) web
sunucular1 yerlestirme stratejisi i¢in a¢gozli algoritma temelli sezgisel model
onermektedirler. Onerilen model Capacitated Facility Location Problem with Edge Capacity
(CFLPEC) olarak isimlendirilmistir. CFLPEC, ag1 bdliitlemek i¢in k-medyan algoritmasini
ve her bir alt aga sunucu atamak i¢in acgozlii sezgisel algoritmasini kullanmaktadir. Her bir
alt ag icin yapilan atamalar, alt ag sinir noktalar1 i¢in yeniden degerlendirilerek
birlestirilmistir. CFLPEC, simiilasyon ortaminda farkli biiyiiklikte aglar i¢in
gerceklestirilmistir ve analiz sonuglart Onerilen algoritmanin uygulanabilirligini ve

etkinligini gostermektedir.

da Silva and Nelson [108], diisiik gecikmeli kisitlamalarla agir is yiiklerini isleyebilen Sis
diigiimii konum sorununa bir ¢6ziim 6nermektedir. Onerilen yaklagim enerji tiikketimini en
aza indirgemek icin sis sunucularinin konumunu belirlemektir. Problem i¢in ¢dziim
onerileri, ¢ok kriterli karma tamsay1 dogrusal programlamadir ve kiigiik 6lgekli aglarda
basarili performans gostermistir. Buna ek olarak biiyiik 6lgekli aglarda yerlestirme problemi
icin sezgisel bir model 6nermisler ve Energy and Demand Tradeoff Algorithm (EDTA)
olarak isimlendirmislerdir. Gergek bir veri seti kullanilarak elde edilen sonuglar, EDTA nin
cok kriterli karma tamsay1 dogrusal programlama sonuglarina benzer sonuglar elde ettigini
gostermistir. EDTA ile son kullanicilar igin 6nemli Sl¢iide enerji tasarrufu sagladigim

gostermektedir.
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Huang X. Arkadaslar1 [111], en az sayida sis sunucusu kullanarak enerji tiiketimini en aza
indirirken, ortalama gecikme siiresi ve giivenlik kisitlarin1 karsilayan bir sezgisel model
onerilmistir. Onerilen modelde, karisik tamsayr programlama Ve karinca-koloni
optimizasyonu ile gelistirilmis sezgisel bir algoritma kullanilmistir. Atanacak sis sunucusu
sayisi tam sayl olacagindan karisik tamsayr programlama kullanilmistir. Kapsamli
simiilasyon sonuglari, gecikme ve giivenlik kisitlamalari ile sis sunucusu konum sorunlarini

¢ozmek i¢in yeni bir strateji sagladiin1 gostermistir.

Shah ve Wong [112], sis-bulut bilisiminde kaynak tahsisi stratejisi 6nermektedir. Gecikmeyi
ve kaynak kullanim1 optimize eden dogrusal programlama ¢oziimii sunmuslardir. Deneysel
sonuclari, gecikmeye duyarl IoT uygulamalari igin diisiik gecikmeli sis bilisim hizmetlerini
sagladigim gostermektedir. Onerilen modelin, literatiirdeki mevcut algoritmalara kiyasla

%20 daha basarili oldugu belirtilmistir.

Souza ve arkadaslar1 [113], sis sunucularinin kapasite gereksinimlerini belirlerken yasanan
gecikmeyi en aza indirerek sis bulut senaryolarinda hizmet tahsisini optimize etmekte ve
konumunu belirlemektedir. Sis hesaplama tabanli kurulan aglarda, farkli sis katmanlari
kurulmasi1 6nerilmistir. Ag1 alt boliimlere ayiraran benzer ¢aligmalarin aksine bu ¢alismada
sis mimarisini katmanlara ayirarak ¢oziim onerilmistir. Ag katmanlara bolmek ve yonetmek
icin Onerilen model, enerji ve gecikmeyi iyilestirirken daha fazla donanima ihtiyag

duyulmustur.

Liu ve arkadaslar1 [114], toplam sistem maliyetini ve gecikmeyi en aza indirmeyi amaglayan
bir optimizasyon problemi olarak kullanici planlamasini ve sis sunucusu konum tahsis
problemini formiile etmislerdir. Onerilen model Alternating Direction Method of Multipliers
(ADMM) diye adlandirilmistir. Analiz sonuglari, sistem maliyeti, veri orani, ortalama
gecikme ve kullanici basi veri oram1 metrikleri ile karsilastirilmistir. ADMM, Non-
Orthogonal Multiple Access (NOMA) ile karsilastirllmis ve daha basarili sonuglar elde

edilmistir.

Lai ve arkadaslar1 [115], sis sunucu tahsis problemini bir kutu paketleme problemi olarak
formiile etmektedir. Maksimum sayida kullaniciya hizmet saglayacak konumlari, gecikmeyi
optimize ederek belirlemektedir. Onerilen model hedef programlama ile gelistirilmis

sonuglar NP-zor ciktigindan aggozlii ve rastgele erisim temelli sezgisel algoritmalar
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gelistirilmistir. Model gercek veri seti ile simiile edilmis ve son kullanici sayisi, sis sunucu
sayisi, sunucu kapasitesi metrikleri ile analiz edilmistir. Biiyiik 6lgekli aglarda Onerilen

sezgisel model 3 kat daha iyi sonug iiretmistir.

Wang ve arkadaslar1 [116], sis sunucularin yerlesimini ¢ok amagli bir optimizasyon
problemi olarak formiile etmektedir. Ardindan, en uygun ¢oziimii bulmak i¢in karma tam
sayil1 programlama modeli 6nerilmistir. Sunucu is yiikii dengeleme ve gecikme optimize
edilmistir. Shanghai Telecom veri seti ile modeller uygulanmistir. Onerilen model, K-means,

rastgele yerlesim modelleri karsilastirilmis ve daha basarili sonuglar elde edilmistir.

Chen ve arkadasglar1 [117], farkli sistem gereksinimlerine iki verimli yontem tasarlanmigtir
ve bulut uygulamasinin ¢alismalarindaki sis-kenar bulutguk(cloudlet) sunucularin yerlesimi
tarihsel istatistiklere gore belirlemislerdir. Ilk algoritmada, kapasite ve maliyetler kisitlarina
gore sezgisel bir yerlestirme modeli 6nerilmis ve ikinci algoritmada sunucu sayisini en aza
indirmek ve ortalama gecikmeyi azaltmak i¢in tam sayili dogrusal programlama formiile
edilmistir. Onerilen model ag biiyiikliigii, gecikme ve sis sunucu sayist metrikleri ile
karsilastirilmistir ve rastgele yerlestirme algoritmasi ile karsilastirildiginda dagitilan sis

sunucu sayist %16,7 oraninda azalmistir.

Literatiirde mobil kullanicilarinin, sis sunucularinda islem yapabilmesi igin gelistirilmis
sunucu konumu belirleme algoritmalar1 sensor verileri iginde kullanilabilmektedir. Sabit
mobil kullanicilar, sensorler gibi veri ilettiginden ve hizmet aldigindan sis sunucu konum
belirleme algoritmalar1 ile benzerdir. Bu sebeple literatiirde sabit mobil cihazlar i¢in

gelistirilmis sunucu konum belirleme ¢aligmalar1 da incelenmistir.

Jia ve arkadaglart [19], bulut sunucu yerlestirme ve kullanici tahsisi sorununa
odaklanmaktadir. Bulut uygulamalarinin hangi sis sunucularina nasil dagitilacagina ve
kullanicilar1 sis sunucularima nasil atayacaklarina karar vermek ic¢in yeni bir yontem
onermektedirler. Onerilen modelde, sunucu yiik dengeleme ve gecikme optimize edilmistir.
K-means, agirlhik oncelikli algoritma temelli Onerilen model, rastgele erisim ila
karsilagtirilmistir. Simiilasyon sonuglari, sunucu konumlari belirlenirken, mobil cihazlarin

gecikme siirelerinin etkili bir sekilde azaldigin1 gostermektedir.
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Lai ve arkadaslar1 [118], mobil kullanicilar i¢in hizmet kalitesi (QoS) olgiitlerini dikkate
alarak QoS u¢ kullanici konum belirleme problemine doniistiirmektedir. Problemin ¢oziimii
icin tam sayili dogrusal model ve aggdzlii sezgisel bir yaklasim Onerilmistir. Onerilen
model, ortalama gecikme, sunucu sayis1 ve kullanici sayis1 kisitlari ile rastgele erisim, en
uygun yerlesim ve [115]’te Onerilen Ariable Sized Vector Bin Packing (VSVBP)
algoritmalart ile karsilagtirilmistir. Analiz sonuglari, 6nerilen modelin VSVBP’den farkli
olarak dinamik QoS sagladigini, gecikmeyi ve sunucu ¢alisma zamanin iyilestirdigini

gostermektedir.

Liang ve Li [119], mobil cihazlarin cografi konumuna gore, ag1 birden ¢ok kiimeye bolerek
ve hizmet sunucularini belirlenen kiimelerin merkezlerine en yakin diigiime
yerlestirmektedir. K-means algoritmasi temelli 6nerilen model hizmet saglayan sunuculari
en az gecikme ve sunucu sayisi ile yerlestirmeyi amaglamaktadir. Onerilen model, ag
biyiikliigii ve ortalama gecikme metrikleri ile rastgele yerlesim algoritmasi ile
karsilastirilmistir. Onerilen model, ortalama ag gecikmesinde, biiyiik dl¢ekli aglarda daha

basarili sonuglar elde etmistir.

Shen ve arkadaglar1 [120], kiimeleme algoritmasi ile cloudlet yerlestirme i¢in dinamik bir
yontem Onermektedirler. Ortalama gecikme siiresi kisit olarak belirlenirken, enerji tiiketimi
ve kullanilan sis sunucu sayis1 optimize edilmistir. Onerilen model k-means algoritmasinin

gelistirilmesi ile gerceklestirilmistir.

Zhang ve arkadaslar1 [121], mobil cihazlarin konumuna dayali uyarlanabilir bir kiimeleme
yontemi Onermektedirler. Ek olarak, dinamik degisiklikleri gergeklestirmek i¢in bulut
uygulamasmnim baslangic konumu ve hedef konumu belirlenmektedir. Onerilen model,
Enhanced Adaptive Cloudlets Placement approach based on Covering Algorithm (EACP-
CA) olarak isimlendirilmistir. EACP-CA, kapsama alani ve ortalama kullanim degeri
metrikleri ile k-means kiimeleme yaklagimi ile karsilastirilmigtir. Analiz sonuglari, EACP-

CA’nin k-means’e daha basarili sonuglar elde ettigini gostermektedir.

Ag alt yapilarinda sis, kenar bulut¢uk (cloudlet) gibi servis hizmeti saglayan sunucularin
konumu ag performansini etkilemektedir. Literatiirde bu alanda yapilmis c¢alismalar
bulunmakla birlikte SDN destekli aglarda yapilmis ¢alisma c¢ok azdir. Ek olarak farkli

sunucularda farkli hizmet birimleri olusturan ve bu birimler arasinda iliski kuran ¢alisma
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bulunmamaktadir. Calismamizda sensdrlerden gelen verilerin islenmesi gereken sunucuya
iletilmesi, iletilen sunucuda gerceklestirilen veri isleme sonrasi elde edilen anlamli verinin
bir bagka sunucuya iletilmesi SDN destekli bir algoritma ile gergeklestirilmektedir. Ortalama
gecikme siireleri dogrusal programlama ile ¢ézlimlenmis ve en uygun sunucu konumlari

belirlenmistir.

5.2. Problemin Tanim

Onceki boliimde acgiklandigr gibi, IoT aglarda Sis-kenar mimarileri yaygm olarak
kullanilmaktadir. Literatiirde ag performansini etkileyen sebeplerden birinin sis-kenar
sunucularimin konumu oldugu o6nceki boliimde aciklanmisti. Sunucularin, veri iireten
sensorlere gore olan konumu veri iletimini, gecikme siiresini verimi dogrudan

etkilemektedir. Onerilen model Sekil 5.1°de gosterilmistir.

Geleneksel ag mimarisinde sensoérlerden elde edilen veriler merkezi bir sunucuda
toplanmaktadir. Veri isleme, veri depolama ve hizmet saglama vb. gibi islemler
gerceklestirilmektedir. Sensor verilerinin tamaminin tek bir sunucuya iletilmesi ¢ok fazla
verinin agda iletilmesine ve ag trafigi olugsmasina sebep olmaktadir. Ag trafigini azaltmak
icin sis mimari modeli kullanilabilir. Sis mimarisinde, agin kenarlarinda daha kiiciik islemci
ve depolama kapasitesine sahip cihazlardan olusmaktadir. Sis mimarisi performansi
artirirken yeni sorunlar1 da ortaya ¢ikarmaktadir. Sis sunucularin konumun belirlenmesi
ortaya ¢ikan yeni problemdir. Sis sunuculari farkli is yiiklerine sahip olabilecegi gibi kopya
sunuculardan da olusabilir. Kopya sis sunucularinin konumu da performansi etkilemektedir.
Igili calismalarda agiklandig1 gibi, ag belirli kriterlere gore kiimelere ayrilarak her kiimeye
bir sis sunucusu yerlestirilmistir. Kopya sis sunucusu yerlestirmede sunucularin birbirleri ile
iliskisi veya bagi bulunmamaktadir. Calismamizda belirtilen problemde ise her sis
sunucunda farkli veri tiirlerini islemektedir ve sis sunuculari birbirleri ile iliskilidir. Yani her
sis sunucusu farkli veri tiirlerini isleyerek sonug liretmektedir. Sunucuda sensorlerden gelen
veriler islenerek elde edilen anlamli sonug¢ veya yeni veri tiirli sistemde bulunan bagka bir

sis sunucusunun girdi verisi olmaktadir.

Sekil 5.1°de gosterilen topolojide her sunucu belirlenmis veri seti kiimesini islemek ile
gorevlendirilmistir. Sensorlerden gelen veriler belirlenmis altkiimelere ayrilarak bu

sunuculara iletilmektedir. Sunucularda gergeklestirilen analiz sonucu elde edilen yeni veri
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tiirleri de veriler kiimesine dahil edilmektedir. Bu yap1 es zamanli veri isleme, farkli analiz
sonuglarini elde etme vb. gibi veri analizinde kolayliklar saglamaktadir ayn1 zamanda ag
altyapisinda daha az ve yonetilebilir veri iletimi gergeklestirerek performansin artirilmasi
saglamaktadir. Sunucu se¢imi belirlenirken farkli kisitlar olusturulmaktadir. Bu kisitlar tam

sayil1 dogrusal programlama yardimi ile ¢oziimlenerek optimum sonug elde edilmesi

amaclanmaktadir.
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Sekil 5.1. SDN destekli [oT aglarinda iligkili sunucu konumu mimarisi

Sekil 5.1°de, sensor tiir 1 ve sensor tiir 2 verileri sis sunucusu-1’de islenmektedir. Agda bu
verileri lireten tiim sensorler verileri dogrudan belirlenmis sis sunucu-1’e yonlendirmektedir.
Sis sunucu-1’den tiretilen yeni veri ve sensor tiir3 verileri sis sunucu-4’te islenmektedir. Sis
mimarisi ile kurulan agda sis sunucusu-1 ve sis sunucu-4 iligkili sunucu olmaktadir. Bu
sebeple, agda konum belirleme gerceklestirilirken sunucularin bir birleri ile olan konumu da

Oenm arz etmektedir.

Ag altyapilarinda sis, kenar bulutlar1 saglayan sunucularin konumu ag performansini etkiler.

Literatiirde SDN destekli aglarda farkli sunucular tizerinde farkli hizmet birimleri olusturan
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ve bu birimler arasinda iliski kuran c¢alismalar yetersizdir. Calismamiz sensor verilerini

belirtilen hizmeti saglayan sis sunucusuna yoOnlendirmektedir. Bu sunucularda
gerceklestirilen veri isleme sonrasinda elde edilen yeni veriler bagka bir sunucuya iletilir.
Tiim bu yonlendirmeler kontrolor yazilimi ile gergeklestirilir. Ortalama gecikme siireleri tam

sayil1 dogrusal programlama ile analiz edilmis ve enuygun sunucu konumlar1 belirlenmistir.

Onerilen yiiksek seviyeli sistem mimarisi Sekil 5.2'de gosterilmistir. Her sunucuya belirli bir
veri kiimesini igleme gorevi verilmistir. Sensorlerden gelen veriler alt kiimelere ayrilarak bu
sunuculara iletilir. Sunucular lizerinde yapilan analizlerden elde edilen yeni veri tiirleri de
veri seti igerisinde eklenmektedir. SDN ile yonetilen bu yap1 akan veri isleme gerceklesirken
de kendini giincelleyebilir. Ayrica ag altyapisinda daha az ve yonetilebilir veri iletimi

gerceklestirilerek performansin artirilmasi hedeflenmektedir.
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Onerilen model asagidaki kisitlara ¢dziimler iiretmektedir.

1. Ag ilk olusturuldugunda sunucuda islenmek {izere herhangi bir veri veya veri seti
belirlenmemistir. Bu sebeple hangi verilerin hangi sunucuya iletilecegi belli degildir.

2. Minimum gecikme, sensor ve sunuculardan elde edilen verilerin hedef sunucuya
iletilmesine kadar gecen siirenin optimize edilmesidir.

3. Kisit 1'de agiklandigr gibi iligkili sunucularin konumunun belirlenmesi, belirlenen veri
kiimeleri baz1 sunucularda elde edilen analiz sonucuna baglidir. Bu nedenle sunucularin
birbirleri ile olan iligskisi konum belirlenmede diger bir kisittir.

Belirlenen kisitlar uygulanarak gecikmeyi en aza indirmek i¢in sistemdeki aday sunucu
konumlar1 arasindan en uygun sunucunun segilmesi amaglanmaktadir. Tim kisitlar ile

birlikte en ideal ¢6ziim i¢cin dogrusal programlama kullanilmustir.

5.3. Onerilen Model

Bu boéliimde, kullanilan tam sayili dogrusal programlama ve gelistirilen sezgisel algoritma
aciklanmistir. Onerilen model i¢in kurulan sanal ag mimarisi simiile edilerek sensér - sunucu
ve sunucu - sunucu arasinda veri transferi gergeklestirildiginde yasanan gecikmeler
hesaplanmistir. Elde edilen sonuglara gore sunucu konumlart belirlenmesi icin literatiirde

yaygin kullanilan p-medyan modeli ve yeni bir matematiksel model kullanilmistir.

P-medyan problemi, konum belirlemede yaygin olarak kullanilan yéntemlerden biridir. Bu
model, tiim talebe hizmet vermenin toplam agirlikli mesafesinin en aza indirilmesi i¢in bir
ag tizerindeki p tesislerinin konumunu belirlemektedir. Genel olarak, her bir talep diigiimiine
en yakin tesis tarafindan hizmet verildigi ve bu tiir bir talebe hizmet etmenin agirlikli
mesafesinin, en yakin tesise olan mesafenin o diigimdeki talep miktar: ile ¢arpimi oldugu

varsayilir.

Hakimi [122], belirli bir konum belirleme sorununa yonelik en az bir optimal ¢éziimiin
tamamen digim bolgelerinden olustugunu kanitladi. P-medyan problemine optimal bir
¢Ozlim arayisi, sonlu diigiim kiimesiyle sinirlandirilabilir. Teitz ve Bart'in [123], p-medyan
problemi i¢in yeni bir yontem 6nermektedir. Bu yontem, baslangi¢ ¢6zliimii olarak rastgele
secilmis bir p-diiglim konfigiirasyonu ile baslar. Daha sonra, yapilandirmanin bir parcasi
olmayan aday digiimlerden biri, mevcut tesis konumlarindan herhangi birinin yerini

aldiginda ¢oziimiin iyilestirilip iyilestirilemeyecegini kontrol edilmektedir. Daha basarili
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sonu¢ elde edilirse diigim degistirilerek en optimum ¢Oziim aranmaktadir. Yer

degistirmelerde daha basarili bir sonug tiretilmedigi siirece bu dongii devam eder.

Ik defa ReVelle ve Swain [124], p-medyan problemi igin bir matematiksel model

onermislerdir. Modelde kiigiik degisiklikler yapilsa da, kurulan tiim modeller biiyiik oranda

orijinali ile aynidir. Bu ¢ergevede ReVelle ve Swain tarafindan kurulan matematiksel modeli

temel alan, Rolland ve arkadaglarinin 6nermis oldugu p-medyan modeli agsagidaki gibidir

[125].
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1 noktasi ile j noktas1 arasindaki en kisa mesafe,

p yerlestirilecek olan sunucu (medyan) sayisidir. Es. 5.1, amag¢ fonksiyonudur ve

belirlenecek sunucu ile veri génderecek sensorler veya sunucular arasinda olusacak olan

maliyeti minimize etmektedir. Es. 5.2, her veri {ireten birimin yalniz bir sunucudan hizmet
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almasini1 saglanmaktadir. Es. 5.3, sunucu se¢ilmeyen herhangi bir diigiime talep noktasi
atanmasimi engellemektedir. Es. 5.4 ise secilecek olan sunucu sayisini p adet ile sinirlt

kalmasin1 saglamaktadir.

SDN destekli Sis mimarilerinde p-medyan ile sunucu yer se¢imi problemi literatiirde de
gosterildigi gibi NP-zor bir problemdir. Bu sebeple daha hizli sonuglar iireten sezgisel,
genetik vb. gibi yaklasimlar gelistirilmistir. Literatiirde p-medyan problemine ¢6ziim olarak,
genetik algoritmalar [126-129], tabu arama [130,131], sezgisel [132,133], acgozlii sezgisel
[134-136] vb. yontemler 6nerilmistir.

Cizelge 5.2. Onerilen tam sayili dogrusal programlama modelinde kullanilan degiskenler

i Sensor kiimesi i € [

j Sensor kiime eleman1 j € J

k,m Aday sunucu diigtimleri k,m € K

d;jk i sensor kiimesi elamani j’nin, k sunucusuna olan maliyet
Cim k sunucusunun se¢ilmis m sunucusuna olan maliyet

p Secilmis sunucu sayist

Xik i sensor kiimesinin k sunucusuna atanip atanmadigi

Viem k sunucusunun m sunucusuna atanip atanmadigi

Z; i sensor setinin atandig1 sunucu z € Integer

Vg k sunucusunun segilip sec¢ilmedigi

Amagc fonksiyonu:

minZ z z Xij* dij + Z Z Yiem + Ckm (5.7)

keK jeJ i€l meK kek
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Kisitlar:
z X =1 Vi (5.8)
keK
Xy < Vg ielLkek (5.9)
z Ve =p (5.10)
keK
ink =1 vk (5.11)
i€l
Zi = Z Xige * fe Vi, z; € Integer (5.12)
kEK
L=y = [k —z| + |m — z;44] (5.13)
Xik» Yim» Vi =0,1 (5.14)

i, her sunucuya iletilecek sensorler alt kiimesidir, j ise bu kiimelerin her bir elemanini temsil
etmektedir. Es. 5.7, belirlenecek sunucu konumu ile sensor ve sunucular arasindaki iletisim
maliyetini en aza indirir. Es. 5.8, her sensor setinin bir sunucuya atanmasini saglar. Es. 5.9
sensorlerin secili olmayan sunucuya atanmasini engeller. Tutarlilig1 saglamak i¢in kullanilir.
Es. 5.10, p adet sunucunun secilmesine izin verir. Es. 5.11 ayn1 kiimedeki farkli sensor
tiirlerinin ayn1 sunucuya atanmasini saglar. Her sunucuya yalnizca bir sensor seti atanir. Es.
5.12, sensor kiimesinin hangi sunucuya atandigini gosteren tamsay1 degiskenini belirtir. Es.

5.13, secili olmayan sunucular arasindaki veri akisini engeller.

Onerdigimiz ve matematiksel olarak tanimladigimiz tam sayili dogrusal programlama
modeli GAMS uygulamasi ile gergeklestirilmistir. Ilgili calismalarda agiklandig: gibi sunucu
konum problemi NP-zordur. Bu nedenle aggdzlii bir sezgisel yontem gelistirilmistir.
Aggozlii algoritma problemimize uyarlanarak bir ¢oziim iretildi. A¢gdzIlii algoritma, p-
medyan tesis yerlesimi problemlerini ¢6zmek igin siklikla kullanildigi i¢in se¢ilmistir [137-

140].

Sekil 5.3’te gosterildigi gibi, sensor ve sunucu verilerinin iletilecegi sunucular Onerilen

acgdzlii sezgisel algoritma ile belirlenmistir. ilk olarak, her bir sunucuya iletilecek olan veri
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alt kiimesi M, sensorler I ve gecikme matrisi d(,) belirlenir. Ardindan, 6gelerin her bir alt
kiimesi i¢in yeni bir matris yeni_d() elde edilir. Buradaki amag, sadece yeni bir sunucu
sececek olan sensdrlerin gecikme siiresini tutan matrisi elde etmektir. Bu sekilde, iligkili
sunucu konumu tespiti asamal1 olarak gerceklestirilir. Bu islemler, sirasiyla her bir m alt
kiimesi i¢in gergeklestirilir. Son olarak 12. satirdaki aggdzlii yaklagimiyla sunucu konumu
belirlenir. 13. satirda belirlenen bu sunucu konumu, sensor setine dahil edilir. Cilinkii daha
once de agiklandigr gibi bu sunucu, modelin devaminda sensorler gibi veri iiretiyor ve bu

veri secilecek yeni sunucunun girdi verisi olabilir.

Algoritma: Onerilen ac gézlii sezgisel modelin algoritmasi

L: Girdi: Sensdrler I, Sensér alt kiimeleri i, Gecikme zamani matrisi d{ , )
2: Cikt1: Secilen sunucular s
3:foreachicl

4: j+«0

5: fori=0toi<|I

6: if (i Em)ise

7: for s=0 to s < |S|
8: yeni_d(j,s) = d(i.s)
9: end for

10: jejtrl

Ll: end for

12: rElEiPEEESyE:Ri_d(i,S)
13: Giincelle I < I U {s}
14: end for

15:Returns €S

Sekil 5.3. Acgozlii sezgisel modelin sézde kodu
5.4. Deneysel Calismalar

Mliskili sunucu konumu problemi igin 6nerilen modeller igin gerceklestirilen deney ortami ve

elde edilen analiz sonuglar1 bu alt boliimde agiklanmustir.
5.4.1. Deney ortami

Calismanin bu boliimiinde daha 6nce tanimlanan probleme ¢oziim 6nerisi olarak sunulan iki

model tanitilmistir. Bu modeller, tam sayili dogrusal programlama ve sezgisel yaklagim ile
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gelistirilmistir. Onerilen modeller, SDN destekli ag mimarisi ile simiile edilmistir. Tezin bu

alt boliimiinde, Onerilen modellerin simiilasyonu i¢in kurulmus platform agiklanmaktadir.

Onerilen modeller GNS3’te simiile edilmistir. GNS3 2.2.5 versiyonu kullanilmustir.
Wireshark ag izleme, paket yakalama programi ile veriler incelenmistir. GNS3'te 6nerilen
modelleri test edebilmek i¢in Docker container’larda OVS anahtarlari kuruldu. Linux isletim
sistemine sahip sanal bir makinede OFM kuruldu. Sensorlerin bagli oldugu linux isletim
sistemine sahip bilgisayarlar, docker container’lara kuruldu. Veriler iperf3 yardimci
program yazilimi ile aga iletilmektedir. Bu calismada, ODL kontrolér yazilimi
kullanilmaktadir. Clinkii OFM, OVS ve GNS3 platformlari ile uyumludur. ODL, windows
isletim sistemine sahip sanal bir makineye kuruldu. Bu sanal makine GNS3 ile entegre

edilerek ag yonetimi ODL ile gergeklestirilmistir

Simiilasyon ortami Sekil 5.4’te gosterilmistir. Test ortaminda 10 aday sunucusu konumu
belirlenmistir, bu sunucularin 4 tanesi farkli gorevlerin atanmasi igin segilecektir. 6 farkli
veri tipi ireten toplam 36 sensor sisteme veri tiretmektedir. Sensorler iperf yardimei yazilimi
ile veri iireterek aga iletmektedir. Simiilasyon GNS3 ve ag alt elemanlarinin bulundugu bir
sunucu, bir OFM sunucusu ve bir ODL kontroldr sunucusu olmak tizere 3 sanal sunucudan

olusmaktadir. GNS3 kurulu sanal sunucuda, 70 OVS ve 36 sensor kurulmustur.

Deneysel ¢alisma, 64 bit linux isletim sistemine, 3.4 GHz islemciye ve 32 GB RAM'e sahip
bir sunucuda gerceklestirilmistir. Sensorlerin her biri saatte 90 paket veri iiretmektedir ve

ortalama paket boyutu 75 byte ve bant genisligi 10 Mbit/s olarak belirlenmistir.
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e s ()  Aday sunucu konumu

Sekil 5.4. Onerilen modelin test ortam1

5.4.2. Analiz sonuglari

SDN destekli sanal anahtarlar ve sunucular ile olusturulan topoloji GNS3 ile simiile edilerek
gecikme siireleri hesaplanmigtir. Sensér verilerinin ve sunucular {izerinde yapilan
analizlerden elde edilen verilerin, sis sunucularina iletilmesindeki gecikmeler hesaplanarak
tam sayili dogrusal model ve sezgisel algoritma ile optimum sunucu konumu

belirlenmektedir. Onerilen modeller MATLAB ile gergeklestirilmistir.

Cizelge 5.3’te Onerilen modellerin calisma siireleri verilmistir. 70 OVS ile olusturulan
topolojide belirlenmis 20 aday sunucu konumu iginden ii¢ farkli konum belirlendiginde tam
sayili dogrusal programlama 86.61 saniyede ¢oziim iiretirken Onerilen sezgisel model 3.7
saniyede ¢oziim sunmustur. Aday sunucu konum sayist 40 oldugu zaman sezgisel model

13.2 saniyede ¢oziim iiretmektedir.

Cizelge 5.3. Onerilen modellerin ortalama calisma siireleri

Aday sunucu sayist | Tam sayili dogrusal programlama | Ac¢gozlii sezgisel model
20 86.61s 3.7s
40 30780s 13.2s
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Literatiirde ag¢iklandigi gibi, p-medyan tabanli sunucu yerlestirme problemi NP-zor bir
problemdir. Aday sunucu sayist S, belirlenen sunucu sayist m olsun. Tam sayili dogrusal
model (S*(S-1)*(S-2)...(S-m+1)) durumunu degerlendirir. Sezgisel algoritma (S+(S-1)+(S-
2)+...+(S-m)) durumunu degerlendirir. Ornegin, gelistirdigimiz tam sayili dogrusal model
36 sensor noktasi, 8 iligkili alt kiime verisi ve 70 aday sunucu konumu ile test edilirse.
Matematiksel model yaklagik 380 milyar durumu degerlendirir ve sezgisel model 532

durumu degerlendirir.

Sekil 5.5’de, ortalama gecikme, aday sunucu sayisina gore hesaplanmistir. Her bir durum
icin segilecek sunucu sayisi {i¢ olarak belirlenmistir. Ortalama gecikme siiresi, gelistirilen
tam sayili dogrusal programlama, 6nerilen sezgisel model ve rastgele yerlestirme modelleri
karsilagtirtlmistir. Aday sunucu sayisi artmasina ragmen tam sayili dogrusal modelin
ortalama gecikme siiresi azalmaktadir. Agda konumlandirma segeneginin artmasi daha iyi
bir konumun se¢ilmesini saglamistir. Ancak, sezgisel modelde ortalama gecikme siiresi
artmistir. A¢gozli sezgisel model, her adimda en uygun sunucu konumunu seger. Bu nedenle
aday sunucu sayist arttikga en iyi durumdan sapmaktadir. Rastgele yerlesim modelinde
konumlar belirlendikten sonra gergeklesen ortalama gecikme siiresi O6nerilen modellerden

cok daha ytiksek ¢ikmistir. Buda 6nerdigimiz modellerin verimini ortaya koymaktadir.

9 =
—#=— Tam sayill dogrusal programlama
—#— Sezgisel model

8 Rastgele yerlesim

~l
T

(o))

Ortalama gecikme stiresi(ms)
B )]

? ‘# 1 ]
10 20 30 40 50 60
Aday sunucu konum sayist
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Sekil 5.5. Ortalama gecikme siiresi ile aday sunucu konumlarinin sayisi arasindaki iliski

Sekil 5.6’da aday sunucu konum sayisina gore belirlenen sunuculara erisimde gerceklesen
atlama sayis1 gosterilmistir. Rastgele yerlestirme modelinde ortalama atlama sayisi, aday
sunucu konum sayisi ile dogru orantili bir sekilde artmistir. Onerilen sezgisel modelde
atlama sayis1 aday sunucu konumu sayisindan daha az etkilendigi gériilmektedir. Tam sayili
dogrusal modelde ise aday sunucu konum sayisi ile ters orantili bir iliski gozlemlenmistir.
Onerilen modellerin rastgele yerlestirme yontemine gore daha az atlama sayisina sahip

oldugu gozlemlenmistir.

1 0 T T T T
I Tam sayili dogrusal programlama
ot N Sezgisel model

[JRastgele yerlesim

Ortalama atlama sayisi

10 20 30 40
Aday sunucu konum sayisi

Sekil 5.6. Ortalama atlama sayisi ile aday sunucu konumlarinin sayisi arasindaki iliski

Sekil 5.7°de onerilen modeller ve rastgele yerlestirme modeli i¢in link kullanim orani
incelenmistir. Deney ortaminda 70 OVS kullanildigindan link kullanim orani literatiirdeki
verim calismalarina gore gorece diisiik ¢tkmistir. Onerilen modellerin link kullanim orani
rastgele yerlestirme yonteminden daha diisiik oldugu gézlemlenmistir. Atlama sayisinin
daha disiik olmasi, verinin sensorlerden belirlenmis sunucuya iletiminde daha az link
kullandigr gostermektedir. Bu sebeple ortalama link verimi daha disik ¢iktigt

gozlemlenmistir.
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04 T T T T
[ Tam sayili dogrusal programlama
B Sezgisel model

0.35 r|CJRastgele yerlesim I

0.3

0.15

Ortalama link verimi

0.1

0.05

10 20 30 40
Aday sunucu konum sayisi

Sekil 5.7. Ortalama link verimi (Utilization) ile aday sunucu konumlarinin sayist arasindaki
iliski

5.5. Boliim Degerlendirmesi

Tezin bu bolimiinde, SDN destekli IoT aglarinda, iliskili sis sunucularinin konumunu
belirlemek i¢in tam sayili dogrusal ve sezgisel modeller 6nerilmistir. IoT sensorleri, verileri
sis sunucusuna yoOnlendirilir. Problemimizde her bir sis sunucusuna farkli gorevler
atanmistir. Her sunucuya farkli veri tiirleri iletilir. Atanan islemden sonra iiretilen yeni

veriler bagka bir sis sunucusunun giris verileri olabilir.

Bu nedenle, sis sunucular: birbirleri ile iligkilidir. Ilgili sunucularin konumunu belirlemek
i¢cin p-medyan ile gelistirilen tam sayili dogrusal bir model sunulmustur. Bu model, en uygun
sis sunucusu konumlarini belirlemektedir. Ancak literatiirde ve analizlerde goriildiigii gibi
sunucu yerlestirme problemi NP-zordur. Bu nedenle aggézlii sezgisel yaklasimla bir model
gelistirilmistir. Sezgisel model, sunucu konumlarini daha kisa siirede bulmaktadir. Ancak,

biiylik aglarda sensdrler ve sunucular arasindaki ortalama gecikme siiresi artmaktadir.
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Onerilen modellerin gegerliligini desteklemek igin ortalama gecikme siiresi, atlama say1s1 ve
link verimi metrikleri incelenmistir. Ortalama gecikme siiresi en diisiik tam sayili dogrusal
programa ile Onerilen modelde gergeklesirken rastgele yerlesimde bu siire en yliksek
seviyelere ¢ikmistir. Atlama sayist ve link veriminde de onerilen modeller daha basarili

sonuglar tiretmistir. Bu veriler, 6nerdigimiz modellerin verimini ortaya koymaktadir.

SDN destekli, IoT ve sis ag1 topolojilerinde sunucularin konumu ag performansini etkiler.
Ag SDN ile yonetmek, belirlenen sunuculara gore yeniden yonlendirme yapmayi
kolaylastirmistir. Sunucular iliskili oldugu i¢in agda iletisim siirekliligi zorlasir. SDN

yazilimi ile uzaktan, dinamik ve hizli bir sekilde iletisim saglanmaktadir.

SDN destekli kenar veri isleme i¢in 6nerdigimiz modellerde, sistem kullanicilar1 veri setine,
veri tiiriine, analiz yontemine, IoT sensorlerinin konumuna, sunucu kapasitesine ve ag
topolojisine gore kontrolor yazilimini gilincelleyerek kullanabilmektedir. Hava kalite 6l¢iim
verileri ile test ettigimiz model farkli ortamlar igine kullanilabilmektedir. Ornegin; siiriicii
davranis analizinde birgok farkli veri kullanilarak 6l¢iim yapilmaktadir [141]. Hava durumu
stirliclilerin davranigini etkileyen faktorlerden biridir. Stiriicii demografik degiskenleri, gelir
seviyesi, c¢alisma sartlar1 davranisi etkileyen diger faktorlerdir. Hava durumu veri Seti,
sicaklik, yagis tiirli, yagis orani gibi verilerden olusmaktadir. Bu veriler ayr1 bir sunucu
toplanip analiz edildikten sonra kategorize edilip siiriiciiye ait diger veriler ile gerekli iligkisi
kurulmak tizere bir diger sunucuya iletilebilir. Bu yap1 daha 6nce deneysel ortamda test

edildigi ve aciklandig: gibi ag performansini artiracaktir.
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6. SONUCLAR VE ONERILER

Bu alt baslikta tez kapsaminda yapilan ¢alismalar, 6nerilen modeller, literatiire katkilar,

karsilasilan zorluklar ve gelecek ¢alisma onerileri agiklanmustir.
6.1. Sonuclar ve Degerlendirme

Internete bagli cihaz sayis1 hizla artmaktadir. Bu artis yiiksek hacimli veri olugsmasina sebep
olmaktadir. Yiiksek hacimli verilerin agda iletisimin saglanmasi, hizmet kalitesinin
artirtlmas1 ve ag maliyetlerinin optimize edilmesi giincel bir sorundur. Tez kapsaminda
gerceklestirdigimiz calismada, yiiksek hacimli IoT sensor verilerin etkin iletisimini
saglamak i¢in iki yeni model Onerilmistir. Hizmet kalitesini artirmak i¢in kontrolor ve
sunucu yerlestirme problemlerini ¢6zen dogrusal ve sezgisel modeller 6nerilmistir. Yiiksek
hacimli ve ¢ok sayida IoT cihazindan olusan sistemleri yonetmek i¢in SDN teknolojisi

kullanilmastir.

Sis sunucularina veri igsleme hizmeti saglayan uygulamalar yerlestirildigi varsayillmistir. Her
bir sis sunucusuna farkli veri tiirleri iletilmektedir. Iletilen veri tiirleri analiz edilerek yeni
bir veri tiretmektedir ve bu veri bir baska sunucuda islenmek iizere aga iletilmektedir.
Dagitik veri isleme modelinin ag cihazlarn ile gerceklestirilmesine benzer bir uygulama ve
ag topolojisi kurulmustur. Bu fikir ile sensorlerden elde edilen verilerin tamami degil sadece

ihtiya¢ duyulanlar aga iletilmektedir.

Tez kapsaminda, IoT sensdrlerinden elde edilen veriler, SDN kontrolér yazilim ile igerigine
ve Onceligine gore aga aktarilmaktadir. CBF-SDN modelinde veriler sensorlerden aga
iletilirken icerigine gore aktarilmakta, PCBF-SDN modelinde hem igerigine hem 6nceligine
gore aktarilmaktadir. Onerdigimiz bu modeller ile sensorlerde olusan verilerin, ag cihazlar
tarafindan tanmmmasimi saglanmistir. Kontrolor yazilimi ile yonlendirme sagladigimizdan
hizmet saglayan sunucularin gereksinimine uygun verilerin aga iletilmesini gerceklestirerek
aga iletilen toplam veri hacmi iyilestirilmistir. Ayn1 zamanda verilerin Onceligine gore
kontrolor destegi ile farkli iletisim teknikleri uygulayarak acil durum senaryolarina ¢éziimler

tiretilmistir.
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Yiiksek hacimli IoT aglarda iletisimi SDN kontrolor yazilimi ile gergeklestirdigimizden,
kontrolor ve sunucu konumu problemleri de incelenmistir. CPP ve SPP, SDN destekli
aglarda, hizmet kalitesini etkileyen onemli parametrelerden biridir. Tez kapsaminda, CPP
icin dogrusal programlama ile kontrolor arizalanma ve kapasitesi kisitlar1 ile agin
stirekliligini ve giivenilirligini saglayan bir model Onerilmistir. Farkli gérev atanmis ve
iligkili sis sunucularinin konumunu belirlemek i¢in tam sayili dogrusal ve sezgisel iki model

onerilmistir. Iliskili sunucu konumu problemi literatiirde ilk defa incelenmistir.

Onerdigimiz tiim modelleri gercek ag benzetimi ile simiile ettik. CBF-SDN ve PCBF-SDN
modellerini gercek veri setleri ile analiz edilmistir. CPP ve SPP problemlerine ¢éziim

Onerilerimizi ayni veri seti ve topolojisi ile gelistirip analiz edilmistir.

Onerilen modeller ve avantajlari

Tez kapsaminda yonlendirme problemine 2, kontrolor yerlestirme problemine 1 ve sunucu
yerlestirme problemine 2 olmak iizere mimari eniyilemesi i¢in bes yeni model 6nerilmistir.
Onerilen modeller, yeni veri seti ile GNS3 ortaminda simiile edilmistir. Simiilasyon
sonuglar1 literatiir 1518inda degerlendirilmis ve katkilar1 agiklanmistir. Onerilen yeni

modellerin avantajlar1 asagida tek tek agiklanmistir.

CBF-SDN, Sensorlerden elde edilen veriler igerigine gore etiketlenerek aga iletilen
modeldir. CBF-SDN modeli, sensorlerden elde edilen hatali verilerin aga iletilmesini
engellemektedir. Kontroldr destegi ile ag cihazlarinin veri igerigini bilmesini saglamakta ve
dinamik yonlendirme adimlarinin gergeklestirilmesine olanak saglamaktadir. Sagladig: bir
diger avantaj gereksiz ve sensorler tarafindan hatali iiretilen verilerin aga iletilmesini

engellemektedir.

PCBF-SDN, oncelikli verileri iletebilmesi i¢gin CBF-SDN modelinin gelistirilmis
versiyonudur. Sensorlerden elde edilen verilerin belirlenmis esik degerinden yiiksek olmasi
veya veri tiiriiniin 5nemli oldugu durumlarda daha etkin iletimini saglamaktadir. Bu verilerin
agda daha etkin iletimi i¢in ayr1 bir kuyruk olusturulmus ve bu kuyruga daha fazla ag kaynagi
tahsis edilmistir. Oncelikli verilerin iletimi ortalama gecikme siiresi azaltilarak

gergeklestirilmistir. Model kontrolor yazilimi ile gergeklestirildigin oncelikli veriler igin
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farkli akis kurallar1 uygulanabilir. SDN’in aga sagladig1 dinamiklikten kaynakli onceligi

belirleyen metrikler degistirilerek gilincellenebilir.

CF-CPP, kapasite kisiti ve kontroloriin bozulma ihtimali dikkate alinarak kontrolor
yerlestirme problemine ¢oziim olarak sunulmustur. Daha Once Onerdigimiz modellerin
etkinligini artirmak i¢in sunulmustur. SDN destekli bir ag topolojisi kurulurken olasi
kontroldr hatalarini engellemek, kontroldr iletisimden kaynakli ortalama gecikme siirelerini
azaltmak i¢in k-means tabanli dogrusal programlama modeli gelistirilmistir. Onerilen

model, agda siirekliligi ve iletisim gilivenligini saglamaktadir.

SDN destekli IoT ag modeli gercek veri seti ile simiile edilmistir. Veriler Istanbul ilinde 29
farkli noktada bulunan sis sunucularindan elde edilmis. Sis sunucu konumu ag performansini
ve Onerdigimiz modellerin etkinligini dogrudan etkilemektedir. Literatiirde ilk defa veri
analizi hizmeti saglayan iliskili sis sunucular1 konumu belirleyen model nerilmistir. iliskili
sis sunucu konumu i¢in p-medyan tabanli tam sayili dogrusal programlama modeli
onerilmistir. Biiyiikk hacimli aglar icin NP-zor ¢iktigindan acgézlii sezgisel model
gelistirilmistir. Onerilen modeller ile ortalama gecikme siiresi azaltilmis ve tez kapsaminda

onerilen iletisim modellerinin etkinligi artirilmigtr.

Kisaca Ozetlemek gerekirse, Sensorlerde olusan verilerin analizinde, veri kaybini
engellemek, Onceligine gore iletisimi saglamak, ag cihazlar tarafindan igerigi bilinen
verilerin kontrolor yazilimi ile igerigine uygun iletimini saglamak i¢in iki yeni model
onerilmistir. Onerdigimiz modellerin ag performansini artirmak igin iliskili sunucu ve

kontroldr yerlestirme algoritmalar1 gelistirip hizmet kalitesi artirilmistir.

Tezin literatiire katkilari

e SDN destekli aglarda, veriler sensorlerden elde edildigi gibi etiketlendiginden harici isim
tanimlama sunucularina ihtiyag duymamaktadir. Literatiirdeki diger onerilere gore daha
diisiik donanim ve yonetim maliyeti saglamaktadir.

e Icerik yonetimi, aga iletilen paketin ToS bit degeri degistirilerek tanimlandigindan ag
cihazlar veri igerigi hakkinda bilgi sahibi olmaktadir. Bu dzellik ile kontroldr, veri
islemenin ve yonlendirilmesinin kolaylastirilmasini saglamaktadir. Ayn1 zamanda aga
esneklik ve dinamiklik saglamaktadir.

e Oncelikli verilerin iletiminde ©nerilen model ile acil durum senaryolarina ¢oziim
tretilmektedir.
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Kontrolor arizalanma ihtimali diisliniilerek dogrusal programlama ile yeni bir model
Onerilmistir.

Literatiirde ilk defa veri analizi hizmeti saglayan iliskili sis sunuculari konumu belirleyen
modeller 6nerilmistir.

Sis sunucu yerlestirme problemine tam sayili dogrusal programlama ve sezgisel
yaklasimli iki yeni model onerilmistir.

6.2. Karsilasilan Zorluklar

Bu tez kapsaminda karsilasilan zorluklar;

SDN ile ilgili akademik c¢aligmalarin olmasina ragmen teknik detaylar1 agiklayan,
uygulanmasinda yol gdsteren kaynaklarin az olmasi.

Birden fazla teknoloji veya uygulama aracinin kullanilmasi ve bunlarin
haberlestirilmesinin saglanmasi

Kullanilan araglardan birinin giincellenmesi sonucu kurulan deneysel ortamin istikrarl
calismamasi

Tek bir donanim lizerinde sanallastirma ve docker ile ¢ok fazla sistemin kurulmasi
uygulanmasi

Gergek ve biiyiik veri seti ile ¢aligmasinin verdigi test siiresi uzunlugu
Docker konteynirlara kurulan OVS’lerin manuel konfigiirasyonu
Donanimsal ag adaptoriiniin sanallastirma kapasitesinin yetersizligi

ODL kontrolériiniin cisco araglarini (OVS, host vb.) yonetmedeki uyum sorunlari

olarak agiklanabilir.

6.3. Gelecek Calisma Onerileri

Oncelikli verilerin iletilmesinde 6nerilen PCBF-SDN modelinde kenar sunucularinda

gerceklestirilen analiz sonuglari elde edilen esik degerlerinin kontrolor yazilima dogrudan

iletilmesi saglanarak kendi kendini gelistiren ve yoneten yapay zeka destekli bir kontrolor

yazilim gelistirilebilir. Ozelikle akan veri analizinde zamana bagl degisimler ile anlik karar

giincellemeleri gergeklestirilebilir.
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Icerik tabanli ydnlendirmede hatali ve eksik verilerin aga iletilmesi engellenmistir. Bu
veriler farkli bir sunucuda toplanarak gergeklestirilecek veri analizi ile tahmin edilerek ag

performansina ve veri analizine etkisi incelenebilir.

Kontrolor yerlestirme probleminde ¢oklu kontroldrlii sistemlerde hiyerarsik ve baglantili

kontrolor mimarilerinin kullanilabilir ve farkli metrikler ile karsilastirilabilir.

Veri analizinde kullanilmak i¢in Onerilen iligkili sunucu konum modelleri farkli sezgisel
veya dogrusal modeller ile gelistirilebilir. Onerilen model farkli senaryolar ve veri setleri
ile incelenerek farkli alanlarda kullanilmasi onerilebilir. Biiyiik veri teknolojisi ile iligkisi

kurularak saglayacagi avantajlar incelenebilir.

Mliskili sunucu konumda gerekli minimum sunucu sayisi ve yiik dengeli sunucu iletisimi
incelenebilir. Literatiirde kopya sunucu konumu yerlestirme ¢oziimleri ile birlestirilerek
islem yiikiine gore sanallastirilmis sunucular kullanilabilir. Onerilen model, islemci yiikii ve

enerji kullanim1 metrikleri ile analiz edilerek degerlendirilebilir.
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