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Lineer regresyon modellerinin tahmininde en kiclk kareler (EKK) tahmin
edicis yaygin olarak kullamlimaktadir. Ancak, agiklayici degiskenlerin birbirleriyle
iliskili oldugu durumlarda EKK tahmin edicis istikrarsizlasir. Bu nedenle, ¢oklu i¢
iliskinin varligr durumunda EKK tahmin edicisine alternatif olarak yanli tahmin
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1.GIRIS FelaOZBEY

1.GIRIS

Ampirik calismalarda, degiskenler arasindaki iliskiyi tammlamak icin en sik
kullanilan yontem c¢oklu dogrusal regresyon modelidir. Bunun baslica sebepleri basit
yapida olmasi ve ¢ogu zaman, bu basit yapiya ragmen, gercek dinyadaki verileri
modellemede oldukca basarili olmasidir.

Coklu dogrusal regresyon modelleri iki temel amag icin kullamlimaktadir.
Bunlardan ilki modelin eldeki verilere uyumunu optimal sekilde saglamak (tahmin);
digeri ise bu modeli yanit degiskenin hentiz gergceklesmemis veya gozlemlenememis
degerlerine adapte etmektir (kestirim).

Kestirim, eldeki verileri kullanarak yamt degiskeninin gozlemlenememis
degerlerini  tahmin etme islemi olarak tammlamir. Zaman serisi  verilerinin
andizlerinde kestirilmeye calisilan veriler gelecek ile ilgili olduklarinda, yapilan
kestirim 6zel olarak Ongord diye adlandirilir. Yani ongord, gecmis ve simdiki
zamana ait gozlemler kullamlarak gelecek ileilgili verilerin kestirilmesidir.

Bircok alanda, gelecek zamana ait verileri kestirmek/ongormek buyik 6nem
tasir ¢clnk 6ngoru, gelecekteki potansiyel olaylar ve onlarin sonuclarr hakkinda belli
bilgiler ortaya koymaktadir. Her ne kadar 6ngoriu gelecekte gerceklesecek olaylarin
karmasikligim ve belirsizligini azaltmasa da, politika belirleyicinin  (veya
yoneticinin) nemli kararlar1 daha guivenli bir sekilde almasim saglamaktadhr.

Yanit degiskenin bilinmeyen degerlerinin kestirimi ile ilgilendigimizde,
regresyon modelinin - uygun bir kestirim denklemi Uretebilmes  oncelikli
gereksinimdir. Bu ¢alismamn amaci, ¢oklu i¢ iliskinin mevcut oldugu durumlarda
bazi tahmin edicilerin kestirim/6ngori performans arinin degerlendirilmesidir.

En Kigik Kareler (EKK) tahmin edicisi lineer regresyon modellerinin
tahmininde oldukca yaygin olarak kullamlmaktadir. EKK tahmin edicinin
kullammmina yonelim, cogunlukla yansiz olusundan ve yansiz tahmin ediciler
arasinda en kiguk varyansa sahip olusundandir. Ancak, EKK tahmin edicis,
Ozellikle aciklayici degiskenler arasinda dogrusal bir iliski var ise, belli yonlerde
oldukca degisken olabilir. Adlinda, yansizlik gerekli temel bir 6zellik degildir. Genel

olarak tek bir 6rnekleme sahibiz ve verilen bir 6rneklem buydkltgi igin, bir tahmin
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edicinin kalitess onun Hata Kareleri Ortalamast (HKO) ile 6l¢uldr. Normalde yansiz
olan bir tahmin ediciye bir miktar yanlilik eklenmesi, onun varyansinda kayda deger
bir azalmaya neden olacaktir; dyle ki, HKO'su kigulecektir. Bu nedenle ¢oklu i¢
iliskinin varligi durumunda, ¢ogunlukla yanli tahmin yontemleri EKK’ya alternatif
olarak Onerilmektedir.

Coklu i iliski sorunu ile bas etmek icin kullanilan en eski tekniklerden biris
Temel Bilesenler (TB) regresyonudur (Massy, 1965). Bu yontem, aciklayic
degiskenlerin kolon uzayimin bir alt kimesini segip kullanmaya ve yanit degiskenin
bu alt kime Uzerine izdisumtne dayanmaktadir. Bir diger populer ornek Hoerl ve
Kennard (1970) tarafindan Onerilen Ridge tahmin edicidir. Ridge tahmin edici,
yansiz bir tahmin ediciye, parametre tahminlerinin ve kestirimlerinin HKO'sunu
kicultmek amaciyla yanlilik eklenilmesinin en bilinen oOrnegidir. Liu (1993)
tarafindan onerilen yanli tahmin edici, Ridge tahmin edicisinin 6zel bir haline Stein
tahmin edicinin (Stein tahmin edici icin bkz: Stein, 1956) eklenmesi ile elde edilmis
bir modifikasyondur. Bu tahmin edicinin, HKO’sunun yanlilik parametresinin
dogrusal bir fonksiyonu olmasi nedeniyle, yanlilik parametresinin secimi daha
kolaydir; bu bakimdan da Ridge tahmin edicisine gore ustindir. Bu calismanmn
ikinci bolimUnde, Liu tahmin edicinin kestirim performans,, EKK, TB ve Ridge
tahmin edici ile karsilastirilmustir.

Baye ve Parker (1984), yukarnda adi gecen TB ve Ridge tahmin edicilerini
birlestirerek, r-k simf tahmin edicisini olusturmuslardir. Bu tahmni edici, EKK, TB
ve Ridge tahmin edicilerini ihtiva eden daha genis kapsamli bir simifi
olusturmaktadir. Liu tahmin edicinin Ridge tahmin ediciye UstinlGgiini g6z 6niinde
bulundurarak Kagiranlar ve Sakallioglu (2001) TB tahmin ediciyi Liu tahmin edici
ile birlestirerek r-k sinif tahmin ediciye aternatif olarak r-d simf tahmin ediciyi
onermiglerdir. Bu tahmin edici de EKK, TB ve Liu tahmin edicilerini ihtiva
etmektedir. Ugtincti boliimde bu simif tahmin edicilerin kestirim performanslar kendi
aralarinda karsilastinillirken, ihtiva ettikleri tahmin edicilere Gstinltkleri de
incelenmistir.

Liu (2003), Liu tahmin edicisinin performansini arttirmak icin ona ikinci bir

yanlik parametresi ekleyerek Liu Tipi (LT) tahmin ediciyi olusturmustur. Bu tahmin
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edicide, yanlilik parametrelerinden biri tasannm matrisinin k6t kosullulugunu
ortadan kaldirma amagli kullanilirken, diger yanlilik parametresi de modelin uyum
iyiligini arttirmaya hizmet etmektedir. Benzer bir amag dogrultusunda, Lipovetsky ve
Conklin (2005) Ridge tahmin ediciye uyumun iyiligini arttiracak ikinci bir parametre
ekleyerek iki Parametreli Ridge (2PR) tahmin edicisini tammlamslardir. Dérdinc

boltmde bu iki tahmin edicinin kestirim performanslar: degerlendirilmistir.
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2.LIU TAHMIN EDICININ KESTIRIM PERFORMANSININ
DEGERLENDIRILMESI

2.1. Giris

Coklu dogrusal regresyon modeli

y=Xp+¢g (2.1)

olarak tammlanmir. Burada y, n” 1 boyutlu yant degiskenler vektord, X, n" p
boyutlu stokastik olmayan, énceden belirlenmis, aciklayici degiskenlerin tam kolon

rankli matrisi, B, p° 1 boyutlu bilinmeyen parametreler vektori ve €, n" 1
boyutlu, iid(0,s ?)dagihml1 rassal hatalarchr. Degiskenlerin, X  matrisinin
aciklayici degiskenler arasindaki korelasyonlarin matrisi ve X& vektorinin her bir
aciklayict degisken ve yamt degisken arasindaki korelasyonlarin vektorl olacak

sekilde merkezilestiriimesi ve Olgeklendirilmesi ©nerilmektedir. Bu nedenle bu
calismada, degiskenlerin bu sekilde standartlastirildig1 varsayilacaktir.

(2.1) ile verilen esitlikteki B ’'mn EKK tahmin edicis

ﬁEKK = (XK) X (2.2)

dir. EKK tahmin edicisi yansizdir ve tum yansiz tahmin ediciler arasinda en kiguk
varyansa sahiptir, ancak, belli yonlerde oldukca degisken olabilmektedir. Klasik
dogrusal regresyon modelinin varsayimlarindan biri agiklayici degiskenler arasinda
dogrusal bir iligski olmadigidir. Ne yazik ki, uygulamada, ¢cogu agiklayici degisken
arasinda yuksek seviyede dogrusal iliski vardir. Coklu i¢ iliskinin varligi durumunda,
parametrelerin EKK tahminleri blyUk standart hatalara sahip olurlar, bu nedenle de
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EKK kullanilarak, katsayilar buyutk bir kesinlik veya dogrulukla tahmin edilemez.
Bir tahmin ediciden gergekte beklenen kiglk bir HKO degerine sahip olmasidir ve
bu, tahmin edicinin yansizligint gerektirmez. Yansizlik kosulunu gevsetmek, cokluic
iliskinin varligi durumunda daha iyi 6zelliklere sahip (oldukg¢a kigik HKO gibi)
yanl1 tahmin edicileri tartismaya agmaktadhr.

Coklu i iliski sorunu ile bas etmek icin kullanilan en eski tekniklerden biris
TB regresyonudur (Massy, 1965). Bu yontem, X 'in kolon uzayinin bir at kimesini

secip kullanmaya ve y yamt degiskeninin bu at kime Uzerine izdisimine

dayanmaktadir. (2.1)’ deki bilinmeyen parametrelerin TB tahmin edicis

Brs =T, (TXXT,) ' T =T, A; ' TXY (2.3)

seklinde tammlamr. Burada, T=g,t, K/t § , TKXT=A olacak sekilde
ortogonal bir matristir. Yani T, X& matrisnin p° p boyutlu 6z vektorleri
matrisidir. A =diag(l,,,K,l,), XX matrisinin 6z degerleri matrisidir ve 6z
degerler azalan siradadir. T, matrisi, T matrisinin p- r tane kolonu silindikten
sonrakalan kismive A, =diag(l,,l,,K,I,)dir.

Hoerl ve Kennard (1970) tarafindan onerilen Ridge tahmin edici, yansiz bir
tahmin ediciye, parametre tahminlerinin ve kestirimlerinin HKO'sunu kugultmek

amaciyla yanlilik eklenilmesinin en bilinen 6rnegidir. Bu tahmin edici
Br=(XXK+K)*X¢, k30, (2.4)

olarak tammlanmistir. Burada k, EKK tahminleri ile ortaya c¢ikan zorluklar
Onlemeye yardimci olmak igin kullamlan yanlilik parametresidir. Bdylece, XX
matrisi birim matrise yakin bir matris olmadigi durumlarda, X% matrisinin kdsegen
elemanlarina  k  eklenerek EKK tahminlerinin  duyarhiligimin  azaltilmas
hedeflenmistir.
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Liu (1993) tarafindan onerilen yanli tahmin edici, Ridge tahmin edicisinde
k=1 iken X& vektdrine Stein tahmin edicinin (Stein tahmin edici icin bkz: Stein,
1956) eklenmesi ile elde edilmis bir modifikasyondur:

Buiy = (XX +1) 1 (XG + i)
= (XK +1) (XX +d)Bo, 0<d<i; (2.5)

d yanlihk parametresidir. d=1 iken B, =P . Bu tahmin edicinin, HKO
bakimindan EKK tahmin edicisinden daha iyi oldugu ve d’nin dogrusa bir
fonksiyonu olmasi nedeniyle, yanlilik parametresinin secimi daha kolay oldugu, bu
bakimdan da Ridge tahmin edicisine gére dstin oldugu Liu (1993) tarafindan
gosterilmistir. Bu tahmin edici, Akdeniz ve Kagiranlar (1995) ve Gruber (1998, s.43)
tarafindan Liu tahmin edici olarak adlandirilmistir. Sakallioglu ve ark. (2001), Liu
tahmin ediciyi MSE bakimindan Ridge ve Iteratif tahmin edicileriyle
karsilastirmustir.

Yanl tahmin ediciler, ortalama olarak, tahmin edilen parametreye EKK tahmin
edicisinden daha yakindir. Cunkld yansiz bir tahmin ediciye bir miktar yanlilik
eklenmesi, onun varyansim kayda deger bir sekilde azaltip HKO'’ yu kigultmektedir.

Bir tahmin edicinin HKO' su (HKO(ﬁ)), bu tahmin edicinin, tahmin edilecek

parametreye ortalama uzakhigidir.

HKO(B) = E(B - B). (2.6)

Aciktir ki, tahmin edici yansiz oldugunda, yani E(ﬁ)zp oldugunda, bu tahmin
edicinin HKO'su varyansina ssittir. Tahmin edici yanli oldugunda, bu tahmin
edicinin HKO' su yanliligin karesi ile varyansinin toplamina esittir.

Coklu dogrusal regresyon modelleri siklikla y yanit degiskeninin bilinmeyen
degerlerini kestirmek icgin kullamImaktadir. Gozlemlenen 6rneklemdeki korelasyon
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yapisi, kestirilecek kitlede de ayni kalmasi durumunda, coklu ic iliski EKK’nin
kestirim glicint azaltmaz (nokta tahmini bakimindan); ancak, gozlenen korelasyon
yapisinin istikrarli olmadigi veya kestirilecek kitle igin aym kalmadigi bir sistemin
kestiriminde oldukca yamltici sonuclar vermektedir. Bu gibi durumlarda, bir
regresyon modelinin uygun kestirim denklemini Uretebilmesi temel Onceliktir.
Tahmin edicilerin performanslarinin degerlendirilmesinde genellikle, tahmin edilen
regresyon katsayilarimn HKO o6zelliklerine veya kestiricinin tasarim noktal arindaki
HKO' suna odaklamimaktadir. Ancak, amag y 'nin bilinmeyen degerlerini kestirmek

oldugunda, kriter olarak kestirimin hata kareleri ortalamasimin (KHKO) kullaniimas:
daha uygundur.

Gunst ve Mason (1979) coklu dogrusal modeli icin tahminin bitinlesik
HKO' sunu gelistirmisler ve bazi regresyon tahmin edicileri icin varyans, yanliligi ve
HKO'yu elde etmislerdir. Friedman ve Montgomery (1985), aym tahmin ediciler
Uzerine benzer bir yaklasimi, yamt degiskeninin ortalamasimn tahmini yerine, yeni

bir degerinin kestirimine odaklanarak adapte etmislerdir. x$=[1, X, Xy, --» Xgi ]

noktasindaki kestirim 6lgiisii vy, - §,’cir. Burada §, =x¢B. Bu, Gunst ve Mason

(1979) tarafindan elde edilen denklemlerin genellestirilmis halidir.

Burada, Friedman ve Montgomery (1985) tarafindan elde edilen KHKO' lan
ve karsilastirmalar: yeniden ele alinarak bazi ilave yorumlarda bulunulacaktir. Daha
sonra, ayni yaklasim kullanilarak, Liu tahmin edicisinin kestirim performanst EKK,
TB ve Ridge tahmin edicilerinin kestirim performandan ile karsilastirilacaktir.

Teorik sonuclar, sayisal bir 6rnek tzerinde gosterilecektir.
2.2. Kestirim Hata Kareleri Ortalamalarimin Elde Edilisi

Ik olarak, Friedman ve Montgomery (1985) tarafindan EKK, TB ve Ridge
tahmin edicileri icin elde edilen KHKO' lar bu ¢alismadaki notasyona uygun olarak
yeniden duzenlenerek verilecektir. Daha sonra Liu tahmin edicinin KHKO'su elde
edilecektir.
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KHKO, bir kestirimin, kestirilecek olan yamt degiskenin gercek degerine

yakinligimn 6l ¢ustuddr:

KHKO = E(y, - ¥,)%. (2.7)

KHKO'yu J ile gosterelim. J, varyansin (V) ve yanliligin karesinin (B)
toplamudir:
J=V +B. (2.8

Eger y, kestirilecek deger ve V, bu degerin kestirimi ise, kestirim hatasinin varyansi

ve yanliligi sirastyla

V(yo' 90) :V(yo) +V(90) (2-9)

ve

Yanlilik = E(y, - Y,) (2.10)

olarak ifade edilir. Islemlerde kolaylik saglamas: icin (2.1) sesitliginin ortogonal

formu

y=Za+e (2.11)

kullanilacaktir. Burada Z = XT ve o =T@ . Bu durumda (2.11)'deki a’nmn EKK
tahmin edicis

de = (ZV) 2 =A"2¢ (2.12)
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dir. Eger z,, ¥, kestiriminin yapilacag: ortonormallestirilmis noktaise EKK tahmin
edicisinin KHKO'su

2

Jexk :52&4'5_'9 (2.13)
& %Elg
olarak elde eldir.
(2.11)’ deki a’min TB tahmin edicis
g =(Z9Z,)'Zy =A,"ZY (2.14)
dir. Burada Z, = XT, . TB tahmin edicinin KHKO'’su
C 25 &
Ip=s 20+ 8 2205TY 73,2 (2.15)
e i=1|iﬂ8|r+1 ﬂ
olarak elde edilir. (2.11)'deki o’ min Ridge tahmin edicisi
=(Z@+K)'Z§=(A+k))'Z¢& , k30 (2.16)
ve bu tahmin edicinin KHKO’ su
2 L. 2
JR:52§+§ %! 29+k2?§ H2i 9 (2.17)

& al+k)'g &al +kg

seklindedir. (bkz, Friedman ve Montgomery, 1985).
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(2.11)'deki a’nin Liu tahmin edicisi

&Liu =(ZZ +I )-1(26-/ +d&EKK)

=(ZE+1)(ZE +d)ag, , 0<d<1 (2.18)

dir. Liu tahmin edicisinin kestirim hatasinin varyansi

Vi (Yo = ¥0) =V (Yo) + Vi (%)
=S ? +V(ZsaLiu)

2

1%, 4 Z(1, +d)*0

=s - 2.19
e i= li(|i+1)2b ( )
olarak elde edilir. Liu tahmin edicisinin kestirim hatasinin yanlilig: ise
Yanliik;, = E(Y, - ¥,) = z§o- z§E(a,,,)
d (1- d)z,a,
- i 2.20
a T (2.20)
dir. Dolayisiyla yanliligin karesi
& (1- d)z,a, 0
B, =(Yanhlik,,)* =ca (- d)za, 0 (2.21)
éa 1i*tl g

olarak elde edilir. Varyans ve yanliligin karesininin toplam Liu tahmin edicisinin
KHKO'’ sunu verecektir:

J., =V, *tB

Liu Liu Liu

10
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2
I AR JELLN 222

e i=1 I|(||+1) ﬂ gl‘l I +1 B

2.3. Kestirim Hata Kareleri Ortalamalarimn iki Boyutlu Uzayda
Kasilastirilmas

Gunst ve Mason (1979) EKK, TB ve Ridge tahmin edicilerini bitinlesik
HKO kriterine gore iki boyutlu uzayda Kkarsilastirmiglardir. Friedman ve
Montgomery (1985) benzer bir yaklasimi, aym tahmin edicilerin KHKO' larim
karsilastirmak icin kullanmuglardir.

Bu bdlumde, ilk olarak Friedman ve Montgomery (1985) tarafindan
gerceklestirilen KHKO karsilastirmalari  ele alinarak bazi  degerlendirmeler
yapilacaktir., Daha sonra Liu tahmin edicinin  kestirim  performans
degerlendirilecektir.

Gunst ve Mason (1979) ve Friedman ve Montgomery (1985) nin

calismalarinda oldugu gibi a; sifir kabul edilecektir. Clnki a2’ nin sifirdan farkl
degerleri J; ve J,,, nun sabitlerini arttirmakta J_, ve J,; nin degerlerini ise
degistirmemektedir.

Friedman ve Montgomery (1985), eger J. > J; ise

Zp 6% s, 0/és?,  Ka; s’
2 &1, +02Y &, k)P (1, +K? 1,

(2.23)

C)C-\ c/

oldugunu belirtmislerdir. Ayrica, a,’nin sag taraftaki payday: negatif yapmayan tim

degerleri icin J; nin J_ yagore daima Usttin oldugu ve bu Kriterin,

a§>5%22+m.

o (2.24)

11
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olmasi durumunda Ridge regresyonun EKK’ya gbre daima Ustin oldugu seklinde
ifade edilebilecegini belirtmislerdir. Ancak, eger Ridge tahmin edici, KHKO
bakimindan EKK tahmin ediciden Ustiin olmasi igin

2.2 2.2 2.2 2.2 2,22
2_,_S 201+S Z02>SZ_|_S 201|1+S Zyl +k2023-2

T, (L+K)2 1,4k (1, +Kk)

ifadesi saglanmalidir. Bu esitsizlikten

s

Ze— 0> 2
2R a Mt - (PR DS Y

Ac 2 2 N A 2 24 2 2
, € s, u__,e s, +ka2 _s‘u
I

s? s

elde edilir. Burada Z3, 7, ve —- L pozitiftr ~ama
I, (,+Kk)

2l

s’ ka? s? . L, .
2+ 2_- — ifadesinin isareti a,nin degerine bagldir. Dolayisiyla
(+k)™ (I +k)" 1,

eger (2.24) saglaniyorsa (2.23) elde edilir. Ancak eger

a§<s%zz+m

@ (2.25)

ise, bu durumda Ridge tahmin edicinin KHKO bakimindan EKK tahmin edicisine

Usttin olmast kosulu

Z & sU, ufési,  Kal s’d 226
2, &l (1, +K2H &, +K? (,+k? 1,0 '

12
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halini alacaktir. (2.25) ile verilen kosul altinda (2.26) mn sol tarafi daima pozitif, sag
tarafi da daima negatif oldugundan Ridge tahmin edici KHKO bakimindan daima
EKK tahmin edicisinden Ustiin olacaktir. Dolayisiyla, Ridge tahmin edici KHKO
bakimindan EKK tahmin edicisinden daima Ustin olmasinin kosulu (2.25) tir;
Friedman ve Montgomery (1985) de belirtildigi gibi (2.24) degildir. (2.24) ile verilen

kosul altindaise J; < J, ¢ olmast igin gerek ve yeter kosul (2.23)’ Un saglanmasidir.

Friedman ve Montgomery tarafindan k=0.1, | , =1.95 ve | , = 0.05 seklinde
verilen Ornegi tekrar ele alalim (buradaki notasyonda en buiylk 6zdegerinl ; oldugu
unutulmamalidir). Bu 6rnekte, a2 <40 olmas: durumunda, a? ve z,/zZ nin tim

degerleri icin Ridge tahmin edici KHKO bakimindan EKK tahmin ediciden tsttndur

(yani, J, < J,.). a2 >400lmasi durumundaise, eger

0.048811
0.44444a7 - 17.778

%

kosulu saglanmyorsa, J; < Jg g dir (J; > J, s degil).
TB ve Ridge tahmin edicilerin KHKO' larinin karsilastirmasinda Friedman ve

Montgomery (1985), eger J.; > J; ise, 0 zaman

2 o S
2
I, +2k
icin
Z§2<(:382 Szll l;' (i:‘32|2 + k2a22 aZl;I (2.27)
—2 € - u/ e - U .
Zgl éll (|1+k)2A é(|2+k)2 (|2+k)2 20

13
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olacagin, diger durumlardaise J.; < J; olacagim belirtmislerdir.

Ancak, Ridge tahmin edici, KHKO bakimindan TB tahmin ediciden Ustiin olmasi

icin

S 22§1+z§2a22 >s 24 Szzgll 12 + S 2252' 22 + kzzgzazz2
Iy (,+k)° (+k)° (,+K)

s?+

kosulu saglanmalidir. Bu esitsizlikten

;6% sf, U ,€s%, Ka 612l}l
- RN e TR T
s? s’

elde edilir. Burada Zz3, %, ve —- L pozitiftr ama
I, (1, +k)

2 24 2
s, +ka2

- a? ifadesininisareti a ?nin degerine baglidir. Eser
QRSN PE S IR =

2

S
a’< 2.28
21 ,+2k (228)
ise (2.27) ileverilen ifade elde edilir. Ancak eger
2
az>_> (2.29)
I, +2k

ise, bu durumda Ridge tahmin edicinin KHKO bakimindan TB tahmin edicisine

Ustiin olmast kosulu

14
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2 Ac 2 2 N A 2 24 2 y
z%2>gs s, u/é s, N k<a, 2 U (2.30)

02 - - -a, -
z, &l (L+k2Y &0,+K° (1,47 TP

halini alacaktir. (2.29) ile verilen kosul altinda (2.30) un sol tarafi daima pozitif, sag
tarafi da daima negatif oldugundan, Ridge tahmin edici KHKO bakimindan daima
TB tahmin edicisinden Ustun olacaktir. (2.28) ile verilen kosul altinda ise J; < Jg
olmast icin gerek ve yeter kosul (2.27) nin saglanmasidir. Bu nedenle Ridge tahmin

edicinin KHKO bakimindan TB tahmin ediciden Ustiin olmasi kosulunun su sekilde
ifade edilmesi uygundur:

2

Eger a’Z > I 3 ise Ridge tahmin edici KHKO bakimindan TB tahmin ediciden

2

daima Ustiindir. Eger a? < . ise Ridge tahmin edici KHKO bakimindan TB

2
tahmin ediciden ancak ve ancak (2.27) kosulu saglandigi durumunda Ustinddr.
Simdi, Liu tahmin edicisinin kestirim performansim EKK, TB ve Ridge

tahmin edicilerinin kestirim performanslarini karsilastiralim.

Teorem 1:

2 _ 2 o2
Aot D7- U *d) 57 i g >3, dir.

a. Eger a’<

(- d)? B
2 2 2

b. Eger a’> ( 2+1()1 d(|)22+d) xT— ise Jg > J,;, olmasticin gerek ve yeter
- 2

kosul —==<a— —— {3 Olmasidr.
Z, &l L(,+)2E €1,0,+D*  (,+)* 1,4

Zy 67 s2(|1+d)2y@s2(lz+d)z+(1- dyaZ s*u

Ispat: Liu tahmin ediciss KHKO bakimindan EKK tahmin edicisinden daha iyi ise
Jewk > Jy,, olur. ki boyutlu uzayda agik olarak yazilmig hali

15
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SZ+SZZ§1 +SZZ§2 >
l 1 l 2
(2.31)

2,877 +d) s (1, +d)? | (- d)*Zal
D7 L0,+D2 (1,40

dir. Bu esitsizlikten

c

~
s

Zg gsz_ 52(|1+d)2l;I> ) é52(|2+d)2+(1- d)zazz g2
1

2.32
8, 1, +D7 8 PEIL(,+DF  (1,+D* 1, (232)

oOC

s? s*(,+d)’

elde edilir. Burada Z%, 2 yve
o I L0,

pozitiftir  ancak,

2 2 2,4 2 2
s+ d), (@-dVa; S” tadesinin isareti a2 nin degerine baghdir.
(+D7  (+D° |,

é? s?(1,+d)?0 /és?(l,+d)?  (1- d)’a? s?U
é_T- I (1 ZI;I é 2 + 2 '7(! (233)
el 1(1+1) e|2(|2+1) (|2+1) I2U

ifadesini aZ’nin bir fonksiyonu olarak tarumlayalim ve bu fonksiyonu f,(a?) ile

gosterelim. f (a?) fonksiyonu

2 2 2,2 2
s*(l,+d)°, (1-d) az_T_zo (2.34)
2

0,407 (1, +1)

noktasinda diisey asimptota sahiptir. Bu esitlikten f,(a?) fonksiyonunu tamimsiz

yapan a’ degeri

16
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2 2 2

aZ-= ( 2+1()1-(§|)22+d) XT_ (2.35)
- 2

olarak elde edilir. Boylece,

a. eger
az<! 2+1()12_' é');J’d)z xT—: (2.36)
ise
%ij > f@2) (2.37)

esitsizligi elde edilir. z,/Z%, daima pozitif oldugundan ve (2.36) ile verilen kosul

icin f,(@’) daima negatif oldugundan Liu tahmin edicis EKK tahmin edicisinden

ustiinddr.
b. Eger
2 _ 2 o2
a22>(|2+1) (I22+d) S (2.39)
- d) l,
ise,
2
%2 < f(a2) (2.39)
Zy

17
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esitsizligi elde edilir. (2.38) ile verilen kosul altinda f(a’) pozitif oldugundan,

ancak (2.39) saglandigi durumda Liu tahmin edicis EKK tahmin edicisinden
usttnddr.

Teorem 2:

2 2
Uo*d) S e, >3, dr.
(I,+)"- @-d)” 1,

a. Egera’<

(I, +d)? s? . .
> > *%— ise Jz>J,;, olmasi icin gerek ve yeter
(I,+D)°- 1-d)" I,

b. Eger aZ>

cosul 2z <S8 1+d>2ye&s2(l J+d)’ (- d)a?

,u
& - a, (; olmasidr.
Zy él, |1(|1+1)2 0 g|2(|2+1)2 (Iz"'l)2 ZH

Ispat: : Liu tahmin edicisi KHKO bakimindan TB tahmin edicisinden daha iyi ise

Jg >J,,, Olur. Bu,

2.2
S
s2+ Z01_|_

242
| Z02a2 >

1

(2.40)
2, S AP s (1, +d)? | (- d)*Zal
L7 L0,+2 (1,0

olmasini gerektirir. Bu ifade yeniden diizenlenirse

L 6% s, +d)’U_, &2(1,+d)? (- d)%a?
201é| -I I 2[}:\|> 2.é 2+ 2 -
el 1( 1+1) u e' 2(' 2+1) (I 2+1)

b
aZy (2.41)
i

elde edilir. Bu esitsizlikte,

18



2. LIU TAHMIN EDIiCININ KESTIRIM PERFORMANSININ
DEGERL ENDIRILMESI Fela OZBEY

s’(l,+d)* @-d)ya; _,
2 + > "4,
I,(,+D)"  (1,+D)

(2.42)

disindaki garpanlar pozitiftir. (2.42) ile verilen garpanin isareti ise a2’ nin degerine

baglidir.

és? s?(,+d)*u /és?(.,+d)* (1- d)*a? U
&7 s, )2% (,+d)” (L-dyaZ .0 243
e|1 |1(|1+1) e|2(|2+1) (|2+1) u

ifadesi a’'nin bir fonksiyonu olarak tammlansin ve f,(a?) ile gosterilsin. Bu

fonksiyon,
2 2
az=— U.*dl s~ (2.44)
(I,+D°- @-d)° 1,
noktasinda diisey asimptota sahiptir. Boylece,
a. Eger
2 2
az< Uz*d)” 57 (2.45)
(I,+D°-@-d)° I,
ise
2
2> f,@;) (2.46)
Zn

19
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olur. f,(@?), (2.45) ile verilen kosul atinda daima negatif oldugundan (2.46) ile
verilen kosul daima saglanmaktadir. Sonug olarak, bu aanda Liu tahmin edicisi TB

tahmin edicisinden daima Ustinddr.

b. Eger
2 2
8.22 > ( 22+d) _ 3 (2.47)
(I,+D°-(@-d)* I,
ise
2
%2 < 1,(a2) (2.48)

1

esitsizligi elde edilir. f,(@’), (2.47) ile verilen kosul atinda daima pozitif
oldugundan, ancak (2.48) ile verilen kosul saglandigi durumlarda Liu tahmin edicisi
TB tahmin edicisinden daha iyidir.

Teorem 3:

o0+ (L, 4K, +d)" s* L
(1- d)2(1, +K)%- K2(,+D% 1,

a. Egera’

i 12(,+D2> (1, +d)2(1 ,+K)? icin J, > J,, dir.
i. 172(0,+D)%<(1,+d)*(I,+k)* icin ancak ve ancak Z,/73 < f,(@2)ise
Jg >J,,, dir.

Liu

20,47 (1, +k%(,+d)? 82
(1- d)*(l ) +Kk)? - k(I ) +1)° | ,

b. Egeral’>

20
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i 1201, +D% < (I, +d)?(, +k)? igin J, > J_, dir.

Liu
i, 1201, +D)?>(,+d)?(,+k)* igin ancak ve ancak Z5,/7’ < f,@@2)ise

Jz >3, dir.
Burada

s?, s*(,+d)’

(,+k)?° 1,(,+D)°
sZ(I2+d)2+(1- da; s%, Ka;
L(,+0%  (1,+D*  (1,+k)?* (,+k)’

(2.49)

fs(azz) =

Ispat: : Liu tahmin edicis KHKO bakimindan Ridge tahmin edicisinden dahaiyi ise

Jz>J,, olur. Yani,

2+SZZ§lll +SZZ§2|2 + k22(§2a22 >
(4K (4K (1, +k)

(2.50)
¢24S Z(,+d)?* s°z,(1,+d)* (- d)’za,
LO+D* 1,0, +D)° (I, +1)°
Bu esitsizlik yeniden dizenlendiginde
;€ s, s*(l,+d)°d
O rk? L0, &
(2.51)

7

2 &0
"E1L0,+07  (1,+D7  (1,+k)? (,+k?}

s

+d)’ (-dyal s¥,  KaZ U

elde edilir. Eger

21
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s’, s’(l,+d)’

(I, +K)? (1, +D)° (2.52)

ve

s’(l,+d)*, @-d)ya; _s*, Ka;
L(,+D*  (1,+D)°  (,+k)°® (,+k)’

(2.53)

ayni isarete sahipse, Liu tahmin edicinin Ridge tahmin ediciden daha iyi olmasinin
kosulu

2
%2 < t,a2) (2.54)
z

1

olur. Eger (2.52) ve (2.53) zit isaretlere sahipse, Liu tahmin edicinin Ridge tahmin

ediciden dahaiyi olmasinin kosulu

2
2> t,@?) (2.55)

1

dir. Eger (2.52) ve (2.53) zit isaretlere sahipse (2.55)’in sag tarafinin negatif olacag:
aciktir. Boylece (2.55) daima saglamir. Sonug olarak, bu alanda Liu tahmin edici
Ridge tahmni ediciden daima tstiinddir.

(2.52)' nin pozitif olma kosulu

s’, s’(,+d)’ S
(,+K)?7 1,(,+D)°
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olmasidir. Bu da

20+ > (1, +d)* (1, +K)* (2.56)

seklinde yazilabilir. (2.53)’ Un pozitif olma kosulu ise

s’(l,+d)*, @-d)a; s, Ka;

>0
30,+D°  (1,+D)°  (1,+k)° (1, +Kk)°

olmasidir. Y adadenk olarak

az>l20a D% (K, +d)f s (257)
(- d)*(1, +K)*- KE(, +D)7 1,

olmasidir. (2.52) ve (2.53)'Un negatif olmalar i¢in tam tersi kosullarin saglanmasi

gerekmektedir. f,(a2) hiperboliiniin diisey asimptotu

o _12(,+D°- (1, +k)’(1,+d)* s°
2 @- d)3(l,+K)2- KE(1,+D? 1,

(2.58)

noktasindan gecmektedir.
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2.4. Sayisal Ornek

Burada, o©nceki bdlimde elde edilen teorik sonuclar, Friedman ve
Montgomery (1985) tarafindan verilen sayisal 6rnek kullanillarak (yani, k =0.1 ve
r, =0.95) gosterilmeye calisilacaktir. Ridge tahmin ediciyle aym yanliliga sahip
olmast i¢in Liu tahmin edicinin yanlilik parametres d =0.9 olarak secilmistir. Bu
sekilde, iki tahmin edicinin esit kosullar altinda karsilastirmast hedeflenmistir.

Ik olarak Liu tahmin edicinin kestirim performansim EKK tahmin edicinin
kestirim performansi ile karsilastiralim. (2.33) ten

0.034178
f,@@;)= - (2.59)
0.00907a , - 3.6281
elde edilir. Bu fonksiyon, disey asiptotu
a’ =400 (2.60)

noktasindan gegen bir hiperboldir. Hem Zz,/Z2, hem de a’ pozitif degerler

oldugundan, fonksiyonun sadece |. Bolge' de yer alan kismi ile ilgilenmekteyiz. Sekil
2.1. tahmin edicilerin KHKO bakimindan birbirine gore Ustin olduklar1 bdlgeleri

gostermektedir. Sekilde goruldugl gibi, bu 6rnekte a’> =400 noktasina kadar Liu
tahmin edici EKK tahmin ediciye gbre daima Ustlindir. Bu noktadan sonraise hangi
tahmin edicinin tistiin oldugu  f,(a?) foksiyonuna baghdir. z,/zZ orammnin kiigiik
degerleri icin Liu tahmin edici EKK tahmin ediciye kiyasa KHKO bakimindan
listindir. Friedman ve Montgomery (1985) nin de belirttigi gibi z5,/z;, oram

kestirilecek degerlerin alt uzayim belirlemektedir, dolayisiyla 6zel bir 6neme
sahiptir. Bu oramn kiclk degerleri, temel bilesene bagimlilig: isaret etmektedir.
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2 A ||
1 |
| I'.
o
4= | III|
l | II" i S
3 | \‘
| ",
. *,
= | \\
- .
| ™
' Jpy < s ST
| e
PoA———— iy b ] . . i : i o
390 400 401 4032 403 A0 44 40 407 408 40 =

Sekil 2.1. Liu ve EKK tahmin edicilerin KHK O’ larinin karsilastirilmasi

Ayni 6rnek icin Liu ve TB tahmin edicilerinin KHKO kriterine gore kestirim

performanslarini degerlendirelim. (2.43) ten

0.034178

f,@@)=
@2) 16.372- 0.99093a 2

fonksiyonu elde edilir. Bu fonksiyonun diisey asimptotu

a’=16.522

(2.61)

(2.62)

noktasindan gegcmektedir. Sekil 2.2., Liu ve TB tahmin edicilerin KHKO kriterine

gore Ustiin olduklar bolgeleri gostermektedir. a’nin 16.522'den bilyik degerleri

icin Liu tahmin edici TB tahmin ediciye gore daima Ustiindir. a2 nin 16.522' den

kiiglk degerleri igin ise hangi tahmin edicinin Ustiin oldugu 2,/ z2 oramimin degerine

baglichr. Eger 7, /72 orammin degeri f, nin degerinden kiigiikse Liu tahmin edici TB
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2. LIU TAHMIN EDIiCININ KESTIRIM PERFORMANSININ

DEGERLENDIRILMESI FelaOZBEY
fn _ filad)
1.4 ‘ |
12 H
|
LT
|
0.8 T dr.rc Ill | ! < "'r.":
06T II |
II
!
04T I,'I |
/’; |
2 _'_'___.-/. |
0.0 F—— e e C | o
15.0 15.2 154 15.8 16.2 6.4 6.6 16.8 170

Sekil 2.2. Liu ve TB tahmin edicilerin KHK O’ larinmin karsilastiriimast

tahmin ediciden Ustiindir. z,/zZ oramnin degeri f,nin degerinden biyikse TB

tahmin edici Liu tahmin ediciden Gstinddr.

Son olarak Liu tahmin edici ile Ridge tahmin ediciyi KHKO bakimindan

karsilastiralim. (2.49) dan a? nin fonksiyonu

fs(azz) =

olarak elde edilir. DUsey asimptot

aZ=325

noktasindan gecmektedir.

0.43537a’ - 14.150

Seil

(2.63)

(2.64)

te Liu ve Ridge tahmin edicilerin

karsilagtirlmas: gorilmektedir. a2 nin 32.5 ten kiiglik degerleri icin Liu tahmin edici

26
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Ridge tahmin ediciye gore daima Ustiindir. a2 nin 32.5 ten bilytk degerleri igin ise
Liu ve Ridge tahmin edicileri arasinda gegisler vardir. z5,/z%, orammin degeri f,
fonksiyonunun degerinden kiglkse Liu tahmin edicinin kestirimi Ridge tahmin
edicinin kestiriminden daha iyidir. z,/z%, orammin degeri f, fonksiyonunun

degerinden biyik oldugu durumlarda ise Ridge tahmin edicinin kestirim performansi
Liu tahmin edicinin kestirim performansindan dahaiyidir.

2%:- {e2) 2.0 [
|
|
I
1.0T I"rl::- = “r.’. || Jy = "'r-E-'-
I
| |
|
i | I'.
b
|
\‘“»H
0.0 t t ———F

t + t T + } 1 + f i {I-:I
X0 322 324 326 328 33.0 332 334 KN KR 3 =

Sekil 2.3. Liu ve Ridge tahmin edicilerin KHK O’ larimin karsilastirilmasi

Y ukarida elde edilen sonuclar, Liu tahmin edicinin diger t¢ tahmin ediciye
gobre ustun oldugu bir bolgenin belirlenebilecegini gostermektedir. Verilen ornekte

bu aan, Z,/7, orammin tim degerleri ile a2 nin [16.522, 32.5] araigindaki
degerleri arasinda kalan bolgedir.

2.5. Sonug

Bu bdlimde Liu tahmin edicinin EKK, TB ve Ridge tahmin edicilerine
kiyasla kestirim performanst degerlendirilmistir. Bu tahmin ediciler arasindaki
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karsilastirmalar, iki boyutlu agiklayici degiskenler uzayinda belirli bir noktadaki
KHKO cinsindendir.

Ilk olarak Friedman ve Montgomery (1985) tarafindan yapilan bazi
karsilastirmalara deginilmis ve bu karsilastirmalar Gzerine bazi  yorumlar
getirilmistir. Daha sonra Friedman ve Montgomery’ nin yaklasimi kullamlarak, Liu
tahmin edicinin kestirim performanst EKK, TB ve Ridge tahmin edicilerinin kestirim
performandlan ile karsilastirilmistir. Bu baglamda, oncelikle Liu tahmin edicinin
KHKO' su elde edilmis ve devaminda ¢ teorem verilmistir.

Elde edilen teorik sonuclar sayisal bir 6rnek tzerinde gosterilmis ve ath gecen

tahmin edicilerin Ustin oldugu bolgeler belirlenmistir. Hangi tahmin edicinin daha
etkili olacagini belirleyen etkenlerden biri a2 nin degerleridir. Ornegin, EKK tahmin

edicis ancak a? ¢ok biyik degerler aldiginda etkilidir. Bu tahmin edicilerin etkili

oluslarint belirleyen diger etken ise kestirilecek noktamin konumudur. Eger kestirim,
daha istikrarli regresor yoniinde ise bu durumda TB tahmin edicisi tercih edilebilir.
Dolayisiyla, tahmin edicinin secimi kestirilecek noktamin konumuna bagli oldugu
gibi, coklu i¢ iliskinin derecesine de baglidir.

Verilen sayisa ornekte, Liu tahmin edicinin EKK, TB ve Ridge tahmin
edicilerinden daima Gstiin oldugu bir bolge belirlenmistir. Bu, boyle bir alanin
belirlenmesinin teorik olarak mimktin oldugunu gostermektedir.
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3.r-k VE r-d SINIF TAHMIN EDICILERIN KESTIRIM
PERFORMANSLARININ IYILESTIRILMESI

EKK tahmin edicisine alternatif olarak tarmmlanan yanli tahmin edicilerden
ikisi de r-k ve r-d simif tahmin edicileridir. Bunlarin hata kareleri ortalamasi (HKO)
kriterine gore karsilastiriimalar: literatirde ele alinmistir. Bu bdlimde, birbirine
aternatif bazi yanli tahmin edicilerin, yanlilik parametrelerinin PRESS istatistigini
minimize edecek sekilde secimi Onerilmistir. Daha sonra bu tahmin edicilerin
kestirim performanslar bir veri seti yarcimiyla karsilastirilmustir.

3.1 Giris

Daha 0nce de belirtildigi gibi ¢oklu i¢ iliskinin ortaya ¢ikardigi sorunlarla bas
etmek icin EKK tahmin edicisine alternatif bazi yanli tahmin ediciler onerilmistir.
Bir sonraki alt boltiimde bu tahmin edicilerden bazilar: ele alinacaktir.

Yanli tahmin edicilerdeki yanlilik parametreleri, amaca uygun olarak,
katsayilarin tahmininde bir gelisme veya kestirimlerde bir iyilesme olacak sekilde
secilebilir. Tahminin iyiligi, genellikle, hata kareleri toplamu (HKT) veya HKO
kriterleri ile olculur. MUmkin oldugunca iyi parametre tahminleri elde edilmek
istenildiginde, gogunlukla, yanlilik parametres HKO istatistigini minimum yapacak
sekilde secilir. Literatlirde c, istatistiginin minimizasyonu da Onerilmektedir (bkz.
Mallows, 1973 ve Liu, 1993). Ancak amag, kestirim oldugunda, yanlilik
parametresinin kestirim iyiligini 6lgen kriterlerden birini minimum yapacak sekilde
secilmesi daha uygun olur. Kestirim iyiliginin 6lciminde kullamilan en yaygin
kriterlerden biri, Allen (1971, 1974) tarafindan 6nerilen ve PRESS olarak da bilinen
CV (Cross-Validation) istatistigidir. Bir digeri ise Golub ve digerleri (1979)
tarafindan Onerilen GCV (Generalized Cross-Validation) istatistigidir. GCV
istatistigi, CV igtatistiginin rotasyona duyarsizlastirilmis formudur. Bu kriterler,
tammlarinda bilinmeyen parametreler icermediklerinden uygulamalarda kullarumlar:
avantg) saglar. Ancak, r-k ve r-d snmif tahmin edicilerinde rotasyonun etkis

29



3. r-k VE r-d SINIF TAHMIN EDICIL ERIN KESTIRIM PERFORMANSLARININ
IYILESTIRILMESI Fela OZBEY

Onemlidir. Bu nedenle, bu tahmin edicilerde PRESS istatistigi daha uygun bir
kriterdir.

Bir tahmin edicinin PRESS istatistigi ne kadar kiciikse kestirim performanst
0 derece iyidir. Montgomery ve Friedman (1993) Ridge tahmin edicisinin yanlilik
parametres k nin seciminde PRESS istatistigini Onermislerdir. Benzer sekilde
Ozkale ve Kagiranlar (2007), ridge tahmin edicisine aternatif olarak tarmmlanan, Liu
tahmin edicisinin yanlilik parametresi d nin segiminde bu yontemi énermislerdir.

Baye ve Parker (1984) 6zel durumlarda EKK, ridge tahmin edici ve temel
bilesenler (TB) tahmin ediciyi veren r-k simf tahmin ediciyi tammlamglardir. r-k
simif tahmin edicinin, temel bilesenlerden daha kiicik HKO degerine sahip oldugunu
gostermislerdir. Bu tahmin edicinin performans: farkli kriterlere gére Nomura ve
Ohkubo (1985), Sarkar (1989), Sarkar (1996) ve Ozkale ve Kagranlar (2008) de ele
alinmistir. Benzer sekilde, Kagiranlar ve Sakallioglu (2001) 6zel durumlarda EKK,
Liu tahmin edici ve TB tahmin ediciyi veren r-d simf tahmin ediciyi
tanimlamislardir. r-d simf tahmin edicinin, HKO yoniinden, EKK, TB ve Liu tahmin
edicilerinden daha iyi oldugu Kaciranlar ve Sakalioglu (2001) tarafindan
gosterilmistir.

r-k ve r-d simf tahmin edicilerinin HKO istatistikleri minimize edildiginde,
diger tahmin edicilere gore daha iyi tahmin performans gosterdigi literatirdeki
caismalarda ele ainmistir. Biz bu calismada, bu tahmin edicilerin PRESS
istatistiklerini minimize ederek, daha iyi kestirim performanst verecek sekilde
yanlilik parametrelerinin segimlerini ele alacagiz.

3.2. Tahmin Ediciler ve PRESS istatistikleri

Allen (1971,1974) tarafindan 6nerilen PRESS istatistigi

L, 2
PRESS=3 €, =8 a—— (3.1)
i=1 i=1 el_ hi u
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seklinde tammlanmaktachr. Burada e, i.gozlem degeri y; ile i.gozlem silinerek

geriye kalan n- 1 gozlemden elde edilen parametre tahminleri (B(i)) kullanlarak

yapilan i.g6zlem tahmini (y,;,) arasindaki farktir:

€ =Yi- 9(i) =Yi- Xiq;(i)- (3.2)
e , i. gozleme karsilik gelen hata terimi ve h. , sapka matrisinin i. kdsegen
elemamdir.

PRESS istatistigini minimize edecek sekilde yanlilik parametreleri secilerek
Ridge, Liu, r-k simf ve r-d scmaf tahmin ediciler karsilastirilacaktir. Ayrica bu tahmin
ediciler EKK ve TB tahmin edicileri ile de karsilastirilacaktir.

(2.1) ile verilen ¢oklu dogrusal regresyon modelinin EKK tahmin edicis
(2.2) ile verilmistir. EKK tahmin edicisi icin PRESS istatistigi:

(3.3)

olarak tanumlanir. (2.3) ile verilen TB tahmin edicinin PRESS istatistigi ise asagidaki
gibi tanimlanr:

p ey - zba u
PRESS, = & & 2t 5. (3.4)
i=1 6L° i O

(2.4) ile tammlanan Ridge tahmin edicinin PRESS istatistigi Montgomery ve
Friedman (1993) tarafindan
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? yi_XiAR gz
i1 gl XEXK +kl)* Xi G

(3.5)

seklinde tanmlanmustir.

Baye ve Parker (1984)'Un ridge ve teme bilesenler tahmin edicilerini
birlestirerek onerdigi r - k siif tahmin edicisi:

B =T (20 +K )'z& , k2O (3.6)

dir. Burada k yanlilik parametresidir. Bu tahmin edicinin PRESS istatistigi:

g Zq;&r k
% &l- z¢(zaz +Kkl )z,

u
d (3.7)
a

ri

olarak elde edilir. Burada @, ,, &, =(Z9Z, +k )"Z% ileelde edilen r- k sinif

tahmin edicisinin kanonik formudur. z,, Z,6 matrisinin i.satirindan olusan

vektordr.
Liu (1993)'Un, Stein tahmin edici ile ridge tahmin ediciyi birlestirerek
Onerdigi ve Akdeniz ve Kagiranlar (1995) tarafindan Linear Unified (Liu) olarak

adlandirilan tahmin edici (2.5) ile tammlanmistir. Bu tahmin edicinin PRESS
istatistigi:

? Xq3L|u 02
%l x(I(X(l>(+I) XK +dl)(XK) X g

(3.8)
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ile elde edilir (Ozkale ve Kagiranlar (2007)).
r-k scmif tahmin ediciye alternatif olarak, Kagiranlar ve Sakallioglu (2001)’in
Liu ve temel bilesenler tahmin edicileri birlestirerek onerdigi r-d simf tahmin edicisi:

N

B.o =T, (202, +1,) 2y +da,) , -¥<d<¥ 3.9)

r

olarak tanimlanir. Bu tahmin edicinin PRESS istatistigi:

2

& Y, - 284,. G
PRE = 2 = i n=r-d ] 310
B TA G 07w, 1) (2, +d)2%,) 7, | o

i
I
N
=Y
)

seklinde tanmmlanur.

3.3. Sayisal Ornek

Bu uygulamada kullanilan yanli tahmin edicilerin yanlhilik parametreleri,
modelin hem HKO istatistigi hem de PRESS istatistigi minimize olacak sekilde
hesaplanacak ve PRESS istatistigindeki iyilesme gozlenecektir. Her tahmin edici igin
mumkin olan en kiglk PRESS istatistigi elde edildikten sonra da bu PRESS
istatistikleri kendi aralarinda karsilastirilarak, o veri seti icin en iyi tahmini veren

tahmin edici segilecektir.

3.3.1. Mil Basina Benzin Tuketimi Veri Seti

Kullamilacak veri seti Montgomery ve Friedman (1993)'dan alinan Mil

Basina Benzin Tuketimi verisidir. Burada y arabalarin mil basina harcadiklar:
benzin, x, toplam silindir hacmi, x, beygir glcu, X, tork, x, kompresyon orani, X
arka aks oram, X, karburator buyUklugl, X, vites sayisi, X, arabamn uzunlugu,

Xg arabamn genisligi, x,, arabamn agirlig1 ve x,, vitestipidir.
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Tablo 3.1. Mil Basina Benzin Tuketimi verisi

y X, | Xy | Xg | Xg | Xs | Xg | X

I
X
o
X
S
X
S
X
B

19.73| 3180|140 | 255 | 85| 271
11.20| 4400 | 215|330 | 8.2 |2.88
18.25|351.0| 143|255 | 8.0 | 3.00
21.471360.0 180|290 | 84| 245
20.30 | 140.0| 83| 109| 84 |3.40
3650 853| 80| 83| 85]|3.89
18.90 | 350.0 | 165 | 260 | 8.0 | 2.56
3040 | 969 | 75| 83| 9.0|4.30
1390 | 351.0 | 148 | 243 | 8.0 3.25
14.89|4400| 215|330 | 82|271
2150|171.0| 109 | 146 | 8.2 | 322
17.80 | 302.0| 129 | 220 | 8.0 | 3.00
17.80| 350.0 | 155 | 250 | 8.5 3.08
1641|3180 | 145|255 | 85| 245
235412310110 | 17/5| 80| 256
3190 969 | 75| 83| 9.0|4.30
14.39 | 500.0 | 190 | 360 | 85| 2.73
22121 231.0|110|175| 8.0| 256
17.00 | 350.0 | 170 | 275 | 8.5 | 2.56
20.00 | 250.0 | 105 | 185 | 8.25 | 2.73

215.3 | 76.3 | 4370
184.5| 69.0 | 4215
199.9 | 74.0 | 3890
214.2 | 76.3 | 4250
168.8 | 69.4 | 2700
160.6 | 62.2 | 2009
200.3 | 69.9 | 3910
165.2 | 65.0 | 2320
215.5 | 78.5 | 4540
231.0 | 79.7 | 5185
170.4 | 66.9 | 2655
199.9 | 74.0 | 3890
196.7 | 72.2 | 3910
197.6 | 71.0 | 3660
179.3 | 65.4 | 3050
165.2 | 61.8 | 2275
224.1 | 79.8 | 5290
179.3 | 65.4 | 3020
199.6 | 72.9 | 2860
196.7 | 72.2 | 3510

P DN N R NN N DADNMNDNDBEANDMNDNDDADNDNODNDNDDNDDMADN
W W W W Ul W W W w ks wWwwWwoO w > PrPWLW®W W
P P P P O R P R PP O R PP OFP OO R R R R

Hesaplamalara baslamadan o©nce degiskenler standartlastirilmustir. X
matrisinin  0zdegerleri |, = 7.8929, |,=14237, 1,=0.8371, |,=0.3934,

l,=0.1652, |,=0.1373, |,=0.0650, |,=0.0472, |,=0.0265, I,,=0.0108,
[, =0.0009 dur. Kosul sayist k =|'ﬁ @8769.9 coklu dogrusal baglantinin oldugunu

gosterir.
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Tablo 3.2a. Mil Basina Benzin Tuketimi veri seti igin Ridge, r-k sinif, EKK ve TB
tahmin edicileri ile tahmin edilen regresyon modeli i¢in parametre

tahminleri, R?, HKT, HKO(P ) ve PRESS istatistikleri

Ridge r-k sinif EKK B

ko= | Kress= | ko= | Koress =

0.0033 | 0.9784 10689 0.2121
), -0.6886 | -0.1203| -0.0917 | -0.1008 | -1.5741| -0.1032
b, -0.1436 | -0.0920 | -0.0846 | -0.0925| -0.4580| -0.0946
) 0.3460 | -0.1032| -0.0911| -0.1001 14987 | -0.1025
b, 0.1643 | 0.0960 | 0.0550 0.0632 0.0839 0.0660
b, 0.4508 | 0.0782| 0.0811 0.0911 0.6251 0.0942
b, -0.0875 | -0.0560 | -0.0465| -0.0493| -0.0240| -0.0497
b, -0.5611| 0.0735| 0.0882 0.0989 | -0.6516 0.1022
s 14341 | -0.0275| -0.0859 | -0.0946 15734 | -0.0969
by -1.2398 | -0.1115| -0.0796 | -0.0875 | -1.3603 -0.0897
o -0.2168 | -0.0900 | -0.0865 | -0.0951| -0.1897| -0.0974
by, -0.5021 | -0.0576 | -0.0874 | -0.0976 | -0.5389 | -0.1007
R? 0.8969 | 0.7437 | 0.7240 0.7340 | 0.9020| 0.7346
HKT 0.1031| 0.2563 | 0.2760 0.2660 0.0980 0.2654
HKO( ﬁ ) 42919 | 10.0167 | 10.3209 | 10.3232 | 14.6368 | 10.3250
PRESS 0.36054 | 0.3483| 0.3263 03168 | 0.7102| 0.3177

Veri seti icin, ath gecen yanli tahmin edicilerin yanlilik parametreleri,
modelin hem HKO istatistikleri hem de PRESS istatistikleri minimize olacak sekilde
hesaplanmistir. Sonuglar Tablo 3.1.2a. ve 3.1.2b.’de verilmistir. TB, r-k sinif ve r-d
simf tahmin edicilerde Ozdegerleri 1'den buyuk olan bilesenler secilmistir. Bu

nedenle bilesen sayisi 2’ dir.
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Tablo 3.2b. Mil Basina Benzin Tuketimi verisi icin Liu, r-d simif, EKK ve TB tahmin

edicileri ile tahmin edilen regresyon modeli i¢in parametre tahminleri,
R*, HKT, HKO(B )ve PRESS istatistikleri

Liu Tahmin Edici r-d simf Tahmin | EKK TB
Edici

Quo= | Omes=| Guo=| Oomess=

-0.4058 | 0.0633 0.2993 | 0.7942
), 0.4706 | -0.2116| -0.0956 | -0.1010 -1.5741 | -0.1032
b, 0.0568 | -0.1149| -0.0880 | -0.0927 -0.4580 | -0.0946
b, -0.7525 | -0.0014 | -0.0950 | -0.1003 1.4987 | -0.1025
b, 0.0999 | 0.0945| 0.0587| 0.0639 0.0839 | 0.0660
b, -0.1440 | 0.1126| 0.0855| 0.0916 0.6251 | 0.0942
b, -0.0688 | -0.0538| -0.0476 | -0.0491 -0.0240 | -0.0497
b, 0.3678 | 0.0277| 0.0929 | 0.0995 -0.6516 | 0.1022
s -0.6784 | 0.0729 | -0.0897 | -0.0948 15734 | -0.0969
by 0.3965| -0.1897| -0.0830| -0.0877 -1.3603 | -0.0897
o -0.0493 | -0.0961| -0.0902 | -0.0953 -0.1897 | -0.0974
by, 0.1373| -0.0883| -0.0919| -0.0981 -0.5389 | -0.1007
R? 05879 | 0.7625| 0.7300| 0.7342 0.9020 | 0.7346
HKT 04121 | 0.2375| 0.2700| 0.2658 0.0980 | 0.2654
HKO(B) 5.9931 | 11.3769 | 10.3207 | 10.3213 14.6368 | 10.3250
PRESS 0.6440| 0.3486| 0.3203| 0.3171 0.7102 | 0.3177

Tablo 3.2a. ve 3.2b.’den, yanlilik parametreleri PRESS istatistigi minimize
olacak sekilde secildiginde, PRESS istatistiginin yan: sira, genel olarak, HKT’ lerde

de kucllme oldugu gdzlemlenmektedir.
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Tablo 3.3. Mil Basina Benzin Tuketimi verisi igin EKK, TB ve yanlilik parametreleri
PRESS istatistikleri minimize edilerek secilen Ridge, r-k sinif, Liu, r-d
simif tahmin edicileri ile tahmin edilen regresyon modeli icin parametre

tahminleri, R?, HKT, HKO(B ) ve PRESS istatistikleri

Ridge | r-k simif Liu| r-dsmf EKK B
Kogss = | Komess = | Opmess = | Oppess =
0.9784 0.2121 0.0633 0.7942
), -0.1203 -0.1008 | -0.2116 -0.1010 | -1.5741| -0.1032
b, -0.0920 -0.0925 | -0.1149 -0.0927 | -0.4580 | -0.0946
b, -0.1032 -0.1001 | -0.0014 -0.1003 1.4987 | -0.1025
b, 0.0960 0.0632 | 0.0945 0.0639 0.0839 | 0.0660
b, 0.0782 0.0911| 0.1126 0.0916 0.6251 | 0.0942
by -0.0560 -0.0493 | -0.0538 -0.0491 | -0.0240 | -0.0497
b, 0.0735 0.0989 | 0.0277 0.0995| -0.6516| 0.1022
e -0.0275| -0.0946| 0.0729| -0.0948 1.5734 | -0.0969
by -0.1115 -0.0875 | -0.1897 -0.0877 | -1.3603 | -0.0897
by, -0.0900 -0.0951 | -0.0961 -0.0953 | -0.1897 | -0.0974
o -0.0576 | -0.0976 | -0.0883| -0.0981| -0.5389| -0.1007
R? 0.7437 0.7340 | 0.7625 0.7342 0.9020 | 0.7346
HKT 0.2563 0.2660 | 0.2375 0.2658 0.0980 | 0.2654
HKO( [} ) 10.0167 | 10.3232 | 11.3769 | 10.3213| 14.6368 | 10.3250
PRESS 0.3488 0.3168 | 0.3486 0.3171 0.7102 | 0.3177

Y ukaridaki tablolardan da agik¢a goruldigu gibi EKK tahmin edicisi en kotl
kestirim performans: sergilemektedir. r-k ve r-d simif tahmin edicileri en iyi PRESS
istatistiklerini vermektedir. TB tahmin edicisi de bu iki tahmin edicininkine yakin bir
PRESS istatistigi vermektedir.
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Sekil 3.1a. Mil Basina Benzin Tiketimi verisi icin Ridge, Liu, r-d simf ve r-k sinif
tahmin edicilerin yanlilik parametreleri ve onlara karsilik gelen PRESS
istatistikleri.
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Sekil 3.1b. Mil Basina Benzin TUketimi verisi icin Ridge ve r-k sinif tahmin
edicilerin yanlilik parametreleri ve onlara karsilik gelen PRESS
istatistikleri.
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Sekil 3.1c. Mil Basina Benzin Tuketimi verisi icin Liu ve r-d sinif tahmin edicilerin
yanhlik parametreleri ve onlarakarsilik gelen PRESS istatistikleri.

Grafikler Uzerinde isaretlenen noktalar belirtilen tahmin edicinin PRESS
istatistiginin minimim oldugu nokta ve ona karsilik gelen yanlilik parametres

degeridir.

3.4. Sonug

Montgomery ve Friedman (1993), ridge tahmin edici icin, PRESS istatistigi
minimize edilerek daha iyi kestirim performanst elde edildigini gostermislerdir.
Ozkale ve Kagiranlar (2007), kestirim performansini arttirmak icin ayn yéntemi Liu
tahmin edicisinin yanlilik parametresinin seciminde énermektedir. Burada biz, en iyi
kestirim performansini hedefledigimizde, r-k simf ve r-d sinif tahmin edicilerde,
yanlilik parametresinin PRESS istatistigini minimize edecek sekilde segilmesinin, bu
yanli tahmin edicilerin kestirim performansini iyilestirdigini gostermis olduk. Ayrica
yanlilik parametreleri PRESS istatistigini minimum yapacak sekilde segildiginde r-k
ve r-d simf tahmin edicileri ile diger tahmin edicilere gore daha kigik PRESS
istatistikleri elde edilebilecegini de ortaya koyduk. Dolayisiyla, Montgomery ve
Friedman (1993) Ridge tahmin edicisi ve Ozkale ve Kagiranlar (2007) Liu tahmin
edicisinin yanlilik parametresinin seciminde onerdikleri yontemin, r-k simif ve r-d
sinif tahmin edicileri icin de uygulanmasim 6nermekteyiz. Béylece hem bu tahmin

edicilerin kestirim performansim iyilestirmis hem de bu tahmin edicilerin kestirim
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performanslarim  kendi aralarinda daha objektif bir sekilde karsilastirma ve

degerlendirme olanagini elde etmis oluruz.
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4. LIU TIPI VE iKi PARAMETRELI RIDGE TAHMIN EDICILERININ
KESTIRIM PERFORMANSLARININ PRESSVE GCV ISTATISTIKLERI
KULLANILARAK KARSILASTIRILMASI

Liu Tipi ve 2 Parametreli Ridge tahmin edicilerin her ikisi de iki yanlilik
parametresi icermektedir. Bunlardan biri X matrisinin kotl kosullulugunu ortadan
kaldirmak, digeri ise modelin uyumunu saglamak icin kullamlmaktadir. Bu
caismada, her iki tahmin edicide X& matrisinin kétl kosullulugunu ortadan
kaldirmak icin kullamlan parametre aym segilerek diger parametrenin modelin
uyumunu saglamada ne kadar basarili oldugu arastirilacaktir. Amacimiz kestirimin
iyiligi oldugundan, modelin uyumunun iyiliginde kullamlan parametreler, GCV ve
PRESS istatistikleri minimize edilerek segilecektir.

4.1. Giris

Yanli tahmin edicilerdeki yanlilhik parametreleri, amaca uygun olarak,
katsayilarin tahmininde bir gelisme veya kestirimlerde bir iyilesme olacak sekilde
secilebilir. Mamkin olduguncaiyi parametre tahminleri elde edilmek istenildiginde,
cogunlukla, yanlilik parametresi HKO istatistigini minimum yapacak sekilde secilir.
Literatlrde C, istatistiginin minimizasyonu da Onerilmektedir (bkz. Mallows,

1973a,b ve Liu, 1993). Ancak amag, kestirim oldugunda, yanlilik parametresinin
kestirim iyiligini 6lgen kriterlerden birini minimum yapacak sekilde segilmesi daha
uygun olur. Kestirim iyiliginin 6lgiminde kullanilan en yaygin kriterlerden biri,
Allen (1971) tarafindan Onerilen ve PRESS olarak da bilinen CV (Cross-Validation)
istatistigidir. Bir digeri ise Golub ve digerleri (1979) tarafindan onerilen GCV
(Generalized Cross-Validation) istatistigidir. GCV igtatistigi, CV istatistiginin
rotasyona duyarsizlastirilmis formudur.

Allen (1974), yanli tahmin ediciler arasindan se¢im yaparken yanlilik
parametrelerini herhangi bir kritere gore belirledikten sonra PRESS istatistigine
bakarak en kiguk PRESS istatistigini veren tahmin edicinin secilmesini 6nermistir.
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Montgomery ve Friedman (1993) ise Ridge tahmin edicisinin yanlilik
parametress k nin segciminde dogrudan PRESS istatistiginin - kullanmim
onermislerdir. Benzer sekilde, Ozkale ve Kagiranlar (2007) Liu tahmin edicisinin,
Ozbey ve Kagiranlar (2010) da r-k ve r-d smif tahmin edicilerinin yanlilik
parametreleri seciminde bu yontemi dnermislerdir.

Golub ve digerleri (1979) GCV idtatistigini gelistirmislerdir ve onun genel
olarak PRESS idtatistiginden daha iyi oldugunu gostermislerdir. Bu nedenle Liu
(1993) ve Lipovetsky (2006) onerdikleri tahmin edicilerin yanhlik parametrelerinin
GCV kriterini minimize ederek segilebilecegini de belirtmislerdir.

Bu calismada iki parametreli ridge ve Liu tipi tahmin ediciler icin 2.yanlilik
(yani duzeltme) parametreleri hem PRESS hem de GCV idtatistigi kullamlarak
secilecek ve bu iki tahmin edicinin kestirim performanslar karsilastirilacaktir.

4.2. Tahmin Ediciler ve Kestirim Tyiligi istatistikleri

Liu tahmin edicisi genellestirilerek Liu tipi tahmin edici Liu (2003) tarafindan

Onerilmistir.

B = (XX +K) (X% - dp)

R (4.)
= (XX +k)(XK-d)p k>0, -¥<d<¥

seklinde tanumlanan bu tahmin edicide ﬁ , Bp'nin herhangi bir tahmin edicisi olabilir.
Liu (2003) ﬁ’mn EKK ve Ridge tahmin edicisi oldugu durumlar: incelemistir. Bu

calismada da ﬁ EKK tahmin edicis olarak ainacaktir. k ve d ise yanllik

parametreleridir. Liu, k parametresinin kotd kosullu X4 matrisinin koétl
kosullulugunu ortadan kaldirmak, d parametresinin ise modeli uyumunu saglamak
icin kullanilmasimi 6nermektedir. Bu amagla k’nin kosul indeksini 10 yapacak
sekilde,d "nin ise MSE’yi minimum yapacak sekilde secilebilecegini belirtmektedir.

42



4. LIU TIPi VE IKi PARAMETRELI RIDGE TAHMIN EDICIL ERININ
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Ancak daha 0Onceki bir calismasinda (bkz: Liu,1993) d’nin secimi icin GCV
istati stiginin minimizasyonunu da 6nermektedir.
Lipovetsky ve Conklin (2005)’in onerdigi 2 Parametreli Ridge tahmin edici

Bopr = QXX +KI) X (4.2)

seklinde tammlanmustir. Burada q ve k yanlilik parametreleridir. Hoerl ve Kennard
(1970)'1n onerdigi Ridge tahmin edicisini yeni bir yanlilik parametresi olan q ile
carparak Ridge tahmin edicisinin performansimn arttirilmas: hedeflenmektedir. Liu
tipi tahmin edicide oldugu gibi, k’'mn koti kosullu X& matrisinin kotd
kosullulugunu ortadan kaldirmak, q parametresinin ise modelin uyumunu saglamak

icin kullanilmasi Onerilmektedir. Lipovetsky (2006) g parametresinin segiminde

coklu belirleyicilik katsayisi R*’ nin maksimizasyonunun yam sira GCV istatistiginin
minimizasyonunu da dnermistir.
Bu calismada her iki tahmin edici icin diizeltme parametresi hem PRESS hem
de GCV istatistigi minimize edilerek segilecek ve karsilastirilmalar: ele alinacaktir.
PRESS istatistiginin genel tanim (3.1) ile verilmisti. Bu genel tanimdan Liu
tipi tahmin edicinin PRESS istatisti gi

PRESS, = § B XXX +KI) 1 (XX - dl)(XK) X 6
TR XK K ) (XK - dD(XK) X g

(4.3)

olarak elde edilir. Benzer sekilde iki parametreli Ridge tahmin edicisinin PRESS
istatistigi de

.2

& ay - gxUX& +kl) *Xe 0
PRESS,,, = § 2L -
PR f"}l‘g. 1- XXX +KI) %, g

(4.4)
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olarak elde edilir.
GCV istatistigi
nll(1 - H)y|
v =0 Wyl (45)
(Tr(l - H))

ile tammlanir. Buradan Liu tipi tahmin edicinin GCV istatistigi

nénl (y - XX +K ) HXK - dl)(XK) X by)>?
GCV,, =—=2 (4.6)
(a (- x (XX +kI ) H(XK - dI)(XXK) 1xB)>?

i=1

olarak elde edilir. Benzer sekilde iki parametreli Ridge tahmin edicisinin GCV
istatistigi de

nén (y - gX (XX +kl) X )3
GCV,pp =—12 (4.7)
(A (- ox (XX +KI) 'x0)°

i=1

seklinde elde edilir.
Bu calismada her iki yanli tahmin eidici i¢in, k parametresi, Liu (2003)
tarafindan Onerildigi gibi, kosul indeksini 10 yapacak sekilde secileceginden k

Lo ™K 10 b o lome- 2000,
| . +k 99

(4.8)

formuld kullanilarak elde edilecektir. Dilzeltme parametreleri ise yukanda
tanimlanan PRESS ve GCV istatistikleri minimize edilerek elde edilecektir. Bu
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sartlar altinda tahmin edicilerin kestirim performanslar, iki farkli veri seti
kullanmlarak degerlendirilecektir.

4.3. Sayisal Ornek

Bu uygulamada kullanilan yanli tahmin edicilerin yanlilik parametreleri,
modelin hem PRESS igdtatistigi hem de GCV istatistigi minimize olacak sekilde
hesaplanacaktir. Her tahmin edici igin mimkin olan en kigik PRESS ve GCV
istatistikleri elde edildikten sonra bu istatistikler kendi aralarinda karsilastirilarak, o
veri seti icin eniyi kestirimi veren tahmin edici secilecektir.

4.3.1. Mil Basina Benzin Tuketimi Veri Seti

Kullamlacak ilk veri seti 3. Bolimde verilen ve Montgomery ve Friedman

(1993)’ dan alinan Mil Basina Benzin Tuketimi verisidir.

Tablo 4.1a. Mil Basina Benzin Tuketimi veri seti icin EKK, 2 parametreli Ridge ve
Liu tipi tahmin edicileri igin parametre tahminleri, HKO ve PRESS

istatistikleri

Tahmin EKK Liu Tipi 2 Parametreli Ridge

edici k=0.0788, d=0.0031| k=0.0788, q=0.9411
b, -1.5741 -0.1150 -0.2949
b, -0.4580 -0.0906 -0.0544
b, 1.4987 -0.1077 -0.1451
b, 0.0839 0.0953 0.1576
by 0.6251 0.0763 0.1303
b, -0.0240 -0.0559 -0.0422
b, -0.6516 0.0758 -0.0244
by 1.5734 -0.0334 0.3282
b, -1.3603 -0.1067 -0.3642
b, -0.1897 -0.0895 -0.0963
b, -0.5389 -0.0564 -0.0395
HKO 14.6368 8.6417 8.1319
PRESS 0.7102 0.4224 0.4169
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Her iki tahmin edici icin k yanlilik parametresi kosul indeksini 10 yapacak
sekilde

_ 7.8929- 100" 0.0009
99

k =0.0788 (4.9)

olarak secilmistir. Diger yanlilik parametresi ise modelin hem PRESS istatistikleri
hem de GCV idatistikleri minimize olacak sekilde hesaplanmistir. Sonuglar Tablo
4.1a ve Tablo 4.1b. de sunulmustur.

Tablo 4.1b. Mil Basina Benzin Tuketimi veri seti icin EKK, 2 parametreli Ridge ve
Liu tipi tahmin edicileri igin parametre tahminleri, HKO ve GCV

istatistikleri

Tahmin EKK Liu Tipi 2 Parametreli Ridge

edici k=0.0788, d=-0.0298 | k=0.0788, q=0.9373
b, -1.5741 -0.7902 -0.2937
b, -0.4580 -0.2092 -0.0542
b, 1.4987 0.4709 -0.1445
b, 0.0839 0.1358 0.1570
by 0.6251 0.3225 0.1298
be -0.0240 -0.0370 -0.0420
b, -0.6516 -0.2625 -0.0243
by 15734 0.8119 0.3269
b, -1.3603 -0.7551 -0.3627
by, -0.1897 -0.1354 -0.0959
b, -0.5389 -0.2299 -0.0393
HKO 14.6368 5.5093 8.1387
GCV 0.2178 0.0182 0.0188

Tablo 4.1a. ve Tablo 4.1b.’den, yanlilik parametreleri PRESS ve GCV istatistikleri
minimize olacak sekilde secildiginde, bu istatistiklerin yam sira, HKO'larda da
kiculme oldugu gozlemlenmektedir. Bu sonuglardan gozlenen diger onemli bir
sonug su ki, 2 parametreli Ridge tahmin edici icin hem PRESS hem de GCV
istatistigi minimize edildiginde parametre tahminleri ve M SE fazla degismemektedir.
Ancak Liu tipi tahmin edicide PRESS ve GCV minimizasyonlari sonucunda
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parametre tahminlerinde ve HKO degerlerinde oldukga buytk bir farklilik
gozlenmektedir.

4.3.2. Portland Cimento Veri Seti

Kullamlacak ikinci veri seti uygulamalarda cok yaygin kullamlan Hald (1952)'1n

Portland Cimento verisidir.

Tablo 4.2. Portland Cimento verisi

y X, X, X, X,
78.5 7 26 6 60
74.3 1 29 15 52
104.3 11 56 8 20
87.6 11 31 8 47
6
9

95.9 7 52 33
109.2 11 55 22
102.7 3 71 17 6

72.5 1 31 22 44

931 2 54 18 22
115.9 21 47 4 26

83.8 1 40 23 34
113.3 11 66 9 12
109.4 10 68 8 12

Uygulamada degiskenler standartlastirilmis olarak kullamlmustir. X% matrisinin
Ozdegerleri |, = 22357, |1,=15761, |,=0.188661, |, =0.0016237 dir. Kosul

sayisi k = :—1 @1376.917 coklu dogrusal baglantinin oldugunu gosterir.

4
Bu veri setinde, Liu Tipi ve 2 Parametreli Ridge tahmin edicileri igin k

parametresi

_ 2.2357- 100" 0.0016237
99

k =0.0209
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olarak secilmistir.

Duzeltme amach

kullanilan parametreler,

hem PRESS

istatistikleri hem de GCV isatistikleri minimize olacak sekilde hesaplanmustir.

Sonuclar asagidaki tablolarda sunulmustur.

Tablo 4.3a. Portland Cimento veri seti icin EKK, 2 parametreli Ridge ve Liu tipi
tahmin edicileri icin parametre tahminleri, HKO ve PRESS istatistikleri

Tahmin EKK 2 Parametreli Ridge Liu Tipi

Edici k=0.0209, g=10162 | k=0.0209, d =0.0158
b, 0.6065 0.5043 0.2401
b, 0.5277 0.3076 0.2390
b, 0.0434 -0.0716 -0.1482
b, -0.1603 -0.4010 -0.2615
HKO 1.2186 0.1474 0.8862
PRESS 0.0321 0.0274 0.0274

Tablo 4.3b. Portland Cimento veri seti igin EKK, 2 parametreli Ridge ve Liu tipi
tahmin edicileri icin parametre tahminleri, HKO ve GCV istatistikleri

EKK 2 Parametreli Ridge Liu Tipi

Tahmin Edici k=0.0209, g=210053 | k=0.0209, d=0.0712

b, 0.6065 0.4989 0.1211
b, 0.5277 0.3043 -0.4625
b, 0.0434 -0.0708 -0.4576
b, -0.1603 -0.3967 -1.1916
HKO 1.2186 0.1474 14.0094
GCV 0.0255 0.0023 0.0019

Elde edilen sonuclar incelendiginde, Liu tipi tahmin edicinin GCV ve PRESS

istatistiklerinin minimizasyonu ile elde edilen d parametrelerinin ¢ok farkli oldugu,

bu nedenle de elde edilen parametre tahminleri ve HKO degerleri arasinda buyik

farkliliklar oldugu g6zlemlenmektedir. Hatta GCV minimizasyonu sonucunda elde
edilen tahminlerin HKO degeri EKK tahmin edicisinden kat kat daha bilytktir. ki
parametreli ridge tahmin edicisi icin GCV ve PRESS istatistikleri minimize edilerek
elde edilen parametre tahminleri ve HKO degerlerinde ise pek farklilik yoktur. Bu,
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iki parametreli ridge tahmin edicisinin daha istikrarli tahminler verdigi yonunde bir
goris olusturmaktadr.

4.4, Sonug

Liu Tipi ve 2 Parametreli Ridge tahmin edicilerinin her ikisi de iki yanlilik
parametresi icermektedir. Bunlardan biri X matrisinin kotd kosullulugunu ortadan
kaldirmak, digeri ise modelin uyumunu saglamak icgin kullamilmaktadir. Bu
caismada, her iki tahmin edicide XW& matrisinin kétl kosullulugunu ortadan
kaldirmak icin kullamlan parametre aym secilerek diger parametrenin modelin
uyumunu saglamakta ne kadar basarili oldugu arastirilmigtir. Amacimiz kestirimin
iyiligi oldugundan da modelin uyumunu saglamakta kullamlan parametreler GCV ve
PRESS istatistikleri minimize edilerek segilmistir.

Y apilan nimerik calismada, elde edilen sonuglar, genel olarak Liu tipi tahmin
edici ve iki parametreli ridge tahmin edicinin her ikis ile elde edilen tahminlerde,
sadece GCV ve PRESS igtatistiklerinde degil, aym zamanda HKO degerlerinde de
belirgin iyilesmeler elde edilebilecegini gostermektedir. Liu tipi tahmin edicinin
GCV ve PRESS igtatistiklerinin minimizasyonu ile elde edilen d parametrelerinin
oldukca farkli secildigi, bu nedenle de elde edilen parametre tahminleri ve HKO
degerleri arasinda buyuk farkliliklar oldugu gézlemlenmistir. Hatta bazi durumlarda
EKK tahmin eidicisinden daha biyitk HKO degerleri elde edilebilecegi gorilmustur.
Iki parametreli ridge tahmin edicis icin GCV ve PRESS istatistikleri minimize
edilerek elde edilen parametre tahminleri ve HKO degerlerinde ise pek farklilik
yoktur. Bu, iki parametreli ridge tahmin edicisinin daha istikrarli tahminler verdigi

yonunde bir gorus ol usturmaktadhr.
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5. SONUCLAR VE ONERILER

Bu calismada benzer ¢zellikler tasiyan ve birbirlerine alternatif olabilecek
bazi yanli tahmin ediciler, kestirim performanslari bakimindan birbirleriyle
karsilastirilmistir.

Ik asamada Liu tahmin edicinin EKK, TB ve Ridge tahmin edicilerine
kiyasla, iki boyutlu agiklayici degiskenler uzayinda belirli bir noktadaki KHKO
cinsinden kestirim performans: degerlendirilmistir. Bu yontem, Friedman ve
Montgomery (1985) tarafindan 6nerilmis ve EKK, TB ve Ridge tahmin edicilerinin
kestirim performandlarint  karsilastirmak icin - kullamlmstir.  Calismamn  bir
boliminde, Friedman ve Montgomery’ nin yaptig1 karsilastirmalarda eksik gorilen
baz1 noktalara deginilmis ve bu karsilastirmalar tzerine bazi yorumlar getirilmistir.
Daha sonra Liu tahmin edicinin kestirim performansimin  degerlendirilmesine
gecilmistir. Bu baglamda, oncelikle Liu tahmin edicinin KHKO’su elde edilmis;
devaminda Liu tahmin edicinin EKK, TB ve Ridge tahmin edicilerine gére KHKO
anlaminda daha iyi olmasi i¢in gerek ve yeter kosullar U¢ teorem altinda verilmistir.
Elde edilen teorik sonuclar sayisal bir ornek Uzerinde gosterilmis ve adi gegcen
tahmin edicilerin Gstin oldugu bolgeler belirlenmistir. Kestirim igin uygun olan
tahmin edicinin secimi, kestirilecek noktanin konumuna oldugu gibi coklu i iliskinin
derecesine de bagli oldugu gorulmustir. Verilen sayisal drnekte, Liu tahmin edicinin
EKK, TB ve Ridge tahmin edicilerinden daima tsttin oldugu bir bdlge belirlenmistir.
Bu, boyle bir alamn belirlenmesinin teorik olarak mumkiin oldugunu géstermektedir.

Ikinci asamada, en iyi kestirim performans: hedeflendiginde, r-k sinif ve r-d
sinif tahmin edicilerde, yanlilik parametresinin PRESS istatistigini minimize edecek
sekilde segilmesinin, bu yanli tahmin edicilerin kestirim performansin iyilestirdigi
gosterilmistir. Ayrica yanlilik parametreleri PRESS istatistigini minimum yapacak
sekilde secildiginde r-k ve r-d simif tahmin edicileri ile ihtiva ettikleri diger tahmin
edicilere gbre daha kiguk PRESS idatistikleri elde edilebilecesi de ortaya
konulmustur. Dolayisiyla, amag iyi bir kestirim elde etmek oldugunda, bu yontemin
r-k sinif ve r-d siuf tahmin edicileri icin uygulanmas: 6nerilmektedir. Boylece hem

bu tahmin edicilerin kestirim performandlar iyilestirilmis hem de bu tahmin
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edicilerin kestirim performandlarimin kendi aralarinda daha objektif bir sekilde
karsilastirilmasi ve degerlendirilmes olanag: elde edilmis olur.

Son olarak, Liu Tipi ve 2 Parametreli Ridge tahmin edicilerinin kestirim
performanslari bakimindan karsilastirilmistir. Liu Tipi ve 2 Parametreli Ridge tahmin
edicilerinin her ikisi de iki yanlilik parametresi icermektedir. Bunlardan biri X @&
matrisinin kotd kosullulugunu ortadan kaldirmak, digeri ise modelin uyumunu
saglamak icgin kullanilmaktadir. Bu ¢alismanin 4.Boliminde, her iki tahmin edicide
X&' matrisinin kot kosullulugunu ortadan kaldirmak igin kullanilan parametre aymn
secilerek diger parametrenin modelin uyumunu saglamakta ne kadar basarili oldugu
arastirllmigtir. Amacimiz kestirimin iyiligi oldugundan da modelin  uyumunu
saglamakta kullanmlan parametreler GCV ve PRESS istatistikleri minimize edilerek
secilmistir. Yapilan nimerik calismada, elde edilen sonuglar, genel olarak Liu tipi
tahmin edici ve iki parametreli ridge tahmin edicinin her ikis ile elde edilen
tahminlerde, sadece GCV ve PRESS idtatistiklerinde degil, aym zamanda HKO
degerlerinde de belirgin iyilesmeler elde edilebilecegini gostermektedir. Liu tipi
tahmin edicinin GCV ve PRESS istatistiklerinin minimizasyonu ile elde edilen d
parametrelerinin oldukca farkli secildigi, bu nedenle de elde edilen parametre
tahminleri ve HKO degerleri arasinda biydk farkliliklar oldugu gézlemlenmistir.
Hatta bazi durumlarda EKK tahmin edicisinden daha blyik HKO degerleri elde
edilebilecegi gorulmustir. iki parametreli ridge tahmin edicisi icin GCV ve PRESS
istatistikleri minimize edilerek elde edilen parametre tahminleri ve HKO
degerlerinde ise pek farklilik yoktur. Bu, iki parametreli ridge tahmin edicisinin daha

istikrarl1 6ngdriler verdigi yonunde bir goris olusturmaktadhr.
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