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Boğaziçi University

2012



ii

MODELLING SOFTWARE RELIABILITY USING HYBRID BAYESIAN

NETWORKS

APPROVED BY:
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ABSTRACT

MODELLING SOFTWARE RELIABILITY USING

HYBRID BAYESIAN NETWORKS

In this research, we analyse the problem of predicting software reliability from AI

perspective. We observe that existing models are built based on expert knowledge in-

cluding defining a set of metrics through surveys and causal relationships. We overcome

their limitations by introducing new data collection, model construction and inference

methodology. We propose a Hybrid Bayesian network that would estimate reliability of

consecutive releases of software projects before a release decision, in terms of their resid-

ual (post-release) defects. We form this hybrid model by incorporating quantitative

factors of development and testing processes into qualitative factors of requirements

specification and documentation process without the need for any transformation. As

quantitative factors, we select popularly used product, in-process and people metrics

as well as introduce new ones depending on the availability of local data in the orga-

nizations. We also identify qualitative factors representing requirements specification

process via surveys with development teams. Dependencies between software met-

rics and defects are determined according to correlation and independence tests and

graphical dependence analysis with chi-plots. We utilize a Monte Carlo technique to

approximate joint probability distribution of the model over conditionals by inferring

unknown distribution parameters. Empirical analyses on two industrial datasets show

that (i) Hybrid Bayesian networks are capable of estimating reliability in terms of

residual defects, (ii) proposed way of defining causal relationships, chi-plots, decreases

error rates significantly, (iii) expert judgement-based models may not achieve as good

prediction performances as statistical models, (iv) local data are so valuable and rep-

resentative as expert knowledge in software organizations that they should be used

primarily and strengthened with expert knowledge in predicting software reliability.
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ÖZET

YAZILIM GÜVENİLİRLİĞİNİN HİBRİD BAYES AĞLARI

KULLANILARAK MODELLENMESİ

Bu tezde, yazılım güvenilirliğini tahmin etme problemi yapay zeka açısından in-

celenmektedir. Önceki çalışmalarde kurulan tahmin modellerinde, yazılım süreçlerine

ait faktörler and aralarındaki sebep-sonuç ilişkileri tamamen uzmanlık bilgilerine bağlı

kalınarak kurulmuştur. Bu sebeple, yeni bir veri toplama, model kurma ve çıkarsama

metodu önerilmektedir. Önerilen yazılım güvenilirliği tahmin modeli, yazılım pro-

jelerinin sürüm sonrası hatalarını tahmin eden bir Hibrid Bayes ağları modelidir. Bu

model, şirketlerin varolan veri ambarlarından çıkartılan, kodlama ve test süreçlerini

tanımlayan nicel faktörler ile, yazılım ekibiyle yapılan anketlerden çıkartılan, gereksinim

belirleme ve analiz sürecini tanımlamak için oluşturulan nitel faktörleri birleştirir.

Böylece, önerilen hibrid model hem kategorik hem de sürekli değişkenleri, sürekli

değişkenlere herhangi bir transformasyon uygulamadan, birlikte kullanmıştır. Yazılım

ölçütleri ve hatalar arasındaki sebep-sonuç ilişkileri, istatistiksel bağımsızlık testlerine

ek olarak, grafiksel bağımlılık analizleri ile belirlenmiştir. Bir Monte Carlo yöntemi

ile, Bayes modelinin ortak olasılık dağılımı ve bilinmeyen parametreleri tahmin edildiği

gibi, anketlerdeki eksik veriler de tamamlanmıştır. İki yazılım şirketi için yapılan am-

pirik çalışmaların sonuçları şöyle özetlenebilir: (i) Bayes ağları, nicel ve nitel faktörleri

birlikte kullanarak, yazılım güvenilirliğini sürüm sonrası hatalar açısından, başarıyla

tahmin edebilmektedir, (ii) Grafiksel bağımlılık analizleri sayesinde belirlenen sebep-

sonuç ilişkileri, sürüm sonrası hata yakalama başarısını önemli ölçüde iyileştirmektedir,

(iii) Sadece uzmanlık bilgilerine dayanarak kurulan modeller, istatistiksel analizlerle

kurulan modellere göre daha düşük bir hata yakalama performansı göstermektedir,

(iv) Şirket içi veri havuzları, uzman bilgi ve deneyimleri kadar değerlidir ve yazılım

güvenililirliğini tahmin etmede öncelikli olarak kullanılmalıdır.
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1. INTRODUCTION

With the rapid evolution in computer technology, hardware and software systems,

we can see complex software systems in almost all industries, including telecommuni-

cations supporting phone operations, as well as aerospace producing space shuttles, or

even in our personal computers running with complex operating systems with millions

of lines of code. The demand for complex software systems has increased more rapidly

than the ability to design, implement, test and maintain them [1]. As the requirements

for software systems increase, failures also increase due to lack of sufficient advance-

ment in productivity, quality, cost and performance issues. Various historical software

failure stories, such as the loss of Mars Climate Orbiter (1999) [2] or radiation therapy

miscalculation at National Cancer Institute (2000) [3], showed that failures occurred

in the field caused many million dollars of budget loss as well as significant health

problems and loss of human lives.

Reliability is considered as the most important aspect of software quality both

from the engineer’s and customer’s points of view [4]. It is often quantified with failures

(or post-release faults) in software systems. In many engineering disciplines, reliability

engineering has been applied with complex but routine designs for years [1]. Software

engineering discipline should also be well defined through standardized processes. It

should be effectively applied to produce high quality products consistent with customer

requirements.

Software managers in companies primarily look for reliable software which would

function properly in accordance with the customer needs [5]. Due to critical project

constraints such as time, budget and personnel, detecting all possible faults leading

software failures prior to a release and, hence, producing reliable and high quality

products is a real challenge for software industry. Software teams often face with a

constant pressure of “Deliver Now!” during development process [6]. With this pres-

sure, a quick short cut for the team is to ensure that the product satisfies minimum

requirements, works as expected and, then, to deploy the software as soon as possi-
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ble. However, defects are more costly if discovered and fixed in the later stages of the

development life cycle or during production [7]. Therefore, testing is one of the most

critical phases of the software development life cycle, which is responsible for 50% of

the total cost of development [7]. On the other hand, investing a large amount into soft-

ware testing can be difficult to justify, particularly for and time- and budget-conscious

companies.

Decisions on “when to stop testing” and “how much reliable the software is” are

very critical, and hence, they are very difficult to make. Testing is a complex process

due to complexity of applications and interdependencies between systems. However,

complete testing of a software product is almost impossible. Even though a complete

testing is carried out before the product release, software cannot be 100% reliable.

According to a research carried out more than 20 years ago [8], Adams observed the

occurrence of rates of failures on large IBM software systems and he found that more

than 60% of failures were “5000-year bugs”. This means there are bugs that would

cause the failures of the systems, on average, every 5000 years. So, we cannot claim

that our software is 100% fault-free and, hence, it is 100% reliable.

From the managerial point of view, it is still impossible to tell that our software

is reliable enough before we have seen the operational usage. We need additional

factors, i.e. metrics, predictions, or expert judgements, to make formalisms on the

final reliability level for a specific project. There are common factors suggested to

be monitored during software development to decide an acceptable reliability, i.e.,

confidence, level for a company: (i) percentage of test cases correctly executed, (ii)

test budget and time, (iii) code coverage, functionality or requirements covered, (iv)

bug rate. However, as software systems get more complex, managers do not actually

monitor each factor individually; instead, they combine all these factors with other

process related metrics. Furthermore, product reliability is strongly connected with

software development life cycle (SDLC) activities and three major aspects affecting

the quality of these activities: Product, Process, People (Resources) (3P). Hence, it is

very complex to model the product reliability with a single factor or using only one

aspect in 3P. Each phase in a SDLC has to be modelled by considering the relations of
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product, process and people related factors, as well as the relationships between these

phases and their impacts on the final product reliability.

Predictive models are increasingly in demand to guide software developers and

managers to help decision-making under uncertainty [9]. Such models can be applied

during different processes to estimate the cost/effort of the development life cycle [10],

to predict defect-prone parts of the software, either in pre-release [11] or post-release

[12], and to assess the reliability of the system [9]. Our research has so far focused on

building decision-making mechanisms for defect prediction [13] and cost estimation [14].

Similar to much research, we have dealt with these issues separately. However, in

real life, software managers take simultaneous decisions under uncertainty. Although

applying such models helps effective allocation of limited resources (e.g. early indication

of defects during testing with defect predictors), software managers want to come up

with a conclusion on the final reliability of software before the release. To accomplish

this, it is necessary to observe not only single factor, such as residual defect density,

but also various factors which may possibly affect the software reliability. After that,

managers have to answer several questions, such as:

• When to stop testing?

• Is the software product reliable enough to release?

• Does the software need additional testing effort, requirements or design effort?

• Based on a reliability level, should software managers make a drastic change,

delay or cancel the project?

1.1. Contributions

In this research, we build a Hybrid Bayesian network that would estimate relia-

bility of consecutive releases of software projects before a release decision, in terms of

the number of residual (potential post-release) defects. We build this causal network

by modelling the relationship between major processes of a software development life

cycle (SDLC) and residual defects. Contributions of this research can be summarized

as follows:
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• Quantification of software reliability in terms of metrics : Since this research is

based on empirical analysis, we have to measure/quantify software reliability

within the scope of software processes. Our initial step was to made an exten-

sive literature survey on metrics used to quantify software reliability. We have

seen that software reliability was often evaluated with the number of residual

(post-release) defects in a software system. Furthermore, reliability was defined

within the context of development process, with a very few empirical studies on

predicting reliability using metrics from other processes.

In this research, we have selected previously used metrics by adapting them to our

problem as well as defined new ones to investigate potential effects of development

and testing processes on final software reliability. During metric selection, we

have filtered the most representative ones in terms of predicting residual defects

by considering the mapping to Product, Process and People aspects. In order

to complete SDLC, requirements process is represented through a survey due to

difficulty of quantifying this process via metrics and lack of standard deliverables

(like the source code in development, or test cases in testing) that could be

used for metric extraction. Finally, we have managed to represent three major

processes of SDLC in terms of quantitative and qualitative metrics.

• Identification of causal relationships among metrics : One of our research objec-

tives is to gain more insight about how dependencies between software metrics

affect the final reliability of software. In real life, software managers use this

kind of information by combining their previous experience and projections with

current situation at the time of decision making. However, expert predictions

may include bias in their judgemental processes or they may be over-optimistic.

Bayesian learning encodes probabilistic relationships among variables successfully

so that we can gain an understanding about the problem domain and predict

the consequences of different configurations. In this research, we have utilized

Bayesian networks in conjunction with statistical tests in order to identify causal

relationships between software metrics and residual defects.

• Constructing a Hybrid BN using both qualitative and quantitative data: During

data collection steps, we have realized that collecting local data from all soft-
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ware processes is not feasible, while quantifying processes with survey data also

contains a bias due to subjective judgements of software team with varying expe-

rience levels and qualifications. A hybrid model is necessary when organizations

have different levels of maturity in different processes of SDLC. In this research,

we have applied a hybrid data collection approach by using quantitative data

extracted from organizational repositories and qualitative data collected through

surveys.

To handle mixture of continuous and categorical variables in a single model, we

have proposed a Hybrid BN in which categorical variables can be parents of

continuous variables. A Hybrid BN also requires to handle continuous variables

without the need of any transformation, such as discretization, so that we can

avoid possible biases that may occur due to the application of discretization in

small state spaces, like software engineering datasets.

• Utilization of Monte Carlo methods during BN inference: In this research, our

main concern is to predict software reliability by learning the probability of resid-

ual defects given observations from software metrics. This probability needs to be

computed from BNs, which is called inference in short. Although inferring poste-

rior probability of the output node in a BN is easier with categorical variables, it

is not trivial when we have metrics with both continuous and categorical values.

We have used a well known Monte Carlo technique, namely Gibbs sampling, on

approximation of the joint probability distribution over conditional distributions.

Gibbs sampling is well suited for inferring posterior distribution in a BN (includ-

ing estimation of parameters), handling mixture of continuous and categorical

variables, as well as handling missing data. In our problem, surveys sometimes

have missing data, and hence there is not a one-to-one correspondence with quan-

titative software metrics. We have used Gibbs sampling to handle this situation

in addition to estimating probability of residual defects.

• Empirical analysis of Bayesian networks built by experts versus learned from local

data: Throughout this research, we have collected two industrial datasets with

quantitative metrics extracted from organizations’ data repositories and qualita-

tive metrics extracted through surveys conducted with development teams. We
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have performed statistical tests for identifying causal relationships and built a

Hybrid BN that would estimate residual defects periodically (weekly or prior to

a new release). In addition, we have built an expert opinion-based BN, whose

causal relations are defined based on evaluations of experts in the organizations.

Our objective is to understand whether a predictive model can imitate the way

experts synthesize their knowledge with current state of software while making

release decisions. Results obtained on two different datasets are very promising

such that we managed to extract relationships between metrics and software re-

liability through Bayesian networks and statistics and make predictions better

than results obtained from an expert-based model. These results also show that

predictive models can be used effectively by software organizations in order to

reduce the risk of wrong estimations and pressure over software managers.
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2. BACKGROUND

The main interests in practical software engineering are as follows: (i) we are not

sure about when to stop testing and release the software, and (ii) we do not have any

information about final reliability of a software product. This section briefly summa-

rizes previous studies on “optimal release time” and “software reliability” by listing

available models built for predicting software reliability. Then, a broader research on

Bayesian Networks and their applications in other domains are presented.

2.1. Optimal Software Release Problem

Yang et al. [15] defined “optimal release problem” as constrained optimization

problem, where we expect to maximize the software reliability and minimize the project

cost subject to a predefined cost limit. Software release time has been affected by var-

ious factors during development life cycle, some of which are the number of faults

detected and removed during testing activities, the effort spent for fault removal ac-

tivities, or time spent for each software process area. Authors discussed that it is

impossible to decide on actual release time, since time spent for those factors men-

tioned above are completely random. They studied uncertainty in software cost and

its impact on software release time using a linear model whose parameters are defined

by non-homogeneous Poison distributions. Results of this study show that uncertainty

in project life cycle should be taken into account seriously in order to avoid major

false downs in project management. Other studies estimated optimal software release

time using differential equations [16]. Estimation of optimal release times would, in

turn, determine the software reliability in terms of residual defect densities in the end

product. However, finding the optimal release time is not our major concern during

this research.
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2.2. Predicting Software Reliability

Software reliability is defined as “the probability that software will not cause the

failure of a system for a specified time under specified conditions” [17]. Software reli-

ability assessment is categorized into three classes by Eusgeld and Freiling [18]: black

box reliability analysis, software metric-based reliability analysis, architecture-based re-

liability analysis. Black-box reliability approaches deal with time-dependent failure

observations from testing or operation phases, and hence, they do not consider inter-

nal details of the software system. Software metric-based reliability analysis aims to

reason about residual faults or fault frequencies expected to have during the software

execution [18]. In this analysis, metrics from the source code or development processes

can be used to estimate the reliability. Finally, architecture-based reliability analy-

sis divides the software into smaller components, called blocks, and these blocks and

their dependencies among each other are investigated based on the architecture of the

software earlier in design phase.

Software reliability is also one of the system reliability concepts, especially a bot-

tleneck of system reliability in many existing large scale systems [1], and it is critical

to model software reliability and predicting its trend to provide crucial information for

reliability engineering. Software reliability engineering (SRE) is defined as the quanti-

tative study of the operational behaviour of software-based systems with respect to user

requirements concerning reliability [17]. Therefore, it includes reliability measurement,

prediction and estimation, as well as impacts of product design, development process,

architecture and operational environment on reliability. Measurements of software re-

liability includes two types of activities: Prediction and Estimation.

Estimation: This activity aims to asses the current reliability in terms of failure

data obtained from system tests or during system operation and determine whether a

reliability growth model is a good fit in retrospect [1].

Prediction: This activity determines future software reliability based upon avail-

able software metrics and measures. In general, when failure data are available (after
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testing) reliability models can be parametrized and verified to perform future reliability

prediction [1].

In this research, we focus on reliability measurement and predict software relia-

bility (in terms of post-release defects) by using available software metrics and failure

data from previous releases in order to perform predictions for future releases.

In empirical studies, researchers often evaluate the software reliability as predict-

ing residual faults expected to have during operation, similar to the software metric-

based reliability analysis. Today’s verification, validation and testing (VV&T) strate-

gies can be applied to detect and fix software faults earlier in development life cycle,

such as manual code reviews [19,20], inspections [21,22] and automated defect1 predic-

tion models [11, 23, 24]. Defect predictors improve the efficiency of testing phase and

help developers assess the quality and defect-proneness of their software product [25].

They also help managers in allocating resources. These models require historical data

in terms of software metrics and actual defect rates. They combine metrics and de-

fect information as training data to learn which modules are likely to be defective.

Based on the knowledge from training data and software metrics acquired from a re-

cently completed project, such tools can estimate defect-prone modules of that project.

Generally, defect prediction is treated as a classification problem, where the aim is to

predict defect proneness of a software module2 by assigning 0 to defect-free modules

and 1 to defect-prone modules.

Previous research on software defect prediction show that learning based defect

predictors can detect 70% of all defects in a software system on average [11], while

manual code reviews can detect between 35 and 60% of defects [20], and inspections

can detect 30% of defects at most [22]. Furthermore, code reviews are labour-intensive,

since depending on the review procedure, they require 8 to 20 LOC/minutes for each

person in the software team to inspect the source code [11]. Learning based models

1In this research, we use defect and fault interchangeably to define a product anomaly or imper-
fections found during software product life cycle, which causes the software fail to perform its required
function.

2A module can be a package, file, class or a method in a source code.
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have been one of the widely used approaches in both empirical software engineering

research and industrial practice [11, 13, 23, 24, 26, 27]. Our previous study conducted

on a large telecommunication company showed that we were able to predict, 80% of

pre-release defects on average, while reducing the testing effort by 30% [13].

Research on defect prediction has a history of more than 20 years with one of

the most promising works based on predicting pre-release defects using static code

metrics [11]. Static code metrics, such as lines of code measures, Mc Cabe’s cyclomatic

complexity measures, and Halstead’s operand-operator count measures, are widely used

and easily extracted from the source code through automated tools [28]. As new web

and mainframe technologies, 3GLs, and 4GLs, are emerging, it is more challenging to

extract code metrics due to lack of parsers for these new generation languages [29].

Although static code metrics are successful in predicting 71% defects on average, it has

been shown that the performance of defect predictors using static code metrics was

upper bounded due to the limited information content of these metrics [30]. Due to

this fact, different algorithmic approaches such as Naive Bayes and rule based learners,

could not go beyond the performance achieved so far. For this reason, recent research

in defect prediction has been concentrated on increasing the information content of the

model by adding various metrics from other aspects of software engineering. So far,

churn metrics [23,24,31,32], network dependencies [33–36], and organizational network

of developers [27, 34, 37] have been used to enhance the performance of prediction

models. In addition, some researchers investigated the effect of requirements, design or

testing processes on predicting defective parts of the software by proposing new metric

sets from either of these processes [12,38,39].

Churn metrics represent the progress in development activities throughout a

project’s life cycle in terms of added/deleted lines of code, file age, or rank of commit-

ters who edit the source code. They can be extracted from the change history stored in

version control systems through custom scripts. Studies in [24, 32] used churn metrics

to predict defects prior to a release, whereas [23, 27, 31] used them to predict post-

release defects. Caglayan et al. [32] showed that churn metrics were better indicators

than code metrics in predicting pre-release defects for Eclipse releases. Our previous
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research also concluded that churn metrics were the best indicators of defects regardless

of their categories in terms of the phases they were found (i.e., during functional tests,

system tests, or from the customer side) [29].

Call graphs extracted from the dependency (static caller-callee) relations between

software modules were used to re-weight metrics [35], increase the number of metrics

[36], or as a complete alternative to existing metrics in defect prediction models [33,

34]. Nagappan et al. [33] found that network metrics predicted post-release defects

in Windows binaries with 10% more accuracy compared to code metrics. Tosun et

al. [35] also extracted network metrics from a large-scale project and three small-scale

projects in order to validate the effects of network metrics on different software projects.

Authors claimed that network metrics were valuable and significant indicators of pre-

release defects only in large-scale complex systems.

On the other hand, Meneely et al. used social metrics from the collaboration

network of developers, and obtained better prediction results than using static code

metrics in a case study [37]. Similarly, a comparative study by Nagappan and Murphy

[27] showed that organizational metrics were the most significant indicators of post-

release defects compared to code, churn, and network metrics. In contrast to the results

obtained by [27], Weyuker et al. [40] added new metrics for developers who accessed

and edited individual code units to their prediction model. Experiments showed that

number of developers was not a significant measure for pre-release defects.

Static code metrics and network metrics use the product, i.e. source code, to pre-

dict defective parts of a software system, whereas churn metrics use the development

process through mining version control systems. Social/organizational metrics look at

the people aspect of a software development life cycle by considering the effect of de-

velopment team on defect proneness of software. To enrich the process aspect, several

researchers also considered the requirements documents [38,41], class diagrams [39] and

test execution records [12] as significant inputs to defect prediction models. In [38],

requirements were mapped with defects by linking each requirement statement to one

or more source files and then linking files to defects. Later, textual metrics from re-
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quirements documents were extracted to understand the weaknesses in requirement

documents (e.g. # vague statements, incompleteness, conditionals). However, extract-

ing textual metrics from requirement documents is a difficult task, and at most of the

cases, researchers are unable to access requirements documents of software, or docu-

ments are informally written, or their language affects the metric extraction process.

Kpodjedo et al. [39] extracted design evolution metrics from class diagrams and

concluded that when used in conjunction with known metrics(churn), design evolu-

tion metrics improved defect detection performance. Metrics were derived from basic

information in class diagrams, such as number of added/deleted methods, number of

incoming/outgoing relations, and number of modifications on these relations. Based

on these information, authors defined Class Rank measuring the relative importance

of the class in the system, while Evolution Cost quantifying the amount of changes in

signature and relations (i.e. associations, aggregations) that class underwent [39].

Nagappan et al. [12] introduced testing in-process metrics, also called as STREW-

J metric suite, in order to measure their effectiveness on predicting defects [12]. Their

proposed metrics included but not limited to number of test cases per lines of code/

per each requirement/ per each class and number of conditionals used in a test case.

Most defect prediction models combine well-known methodologies such as statis-

tical techniques [23, 24, 42] and machine learning algorithms [11, 13, 43]. A systematic

literature review on fault prediction models have recently been conducted by Hall et

al. [44]. Authors investigated how certain factors, such as the context of models, in-

dependent variables (metrics) used, the modelling techniques applied, influenced the

performance of such models. Based on an analysis on 36 studies, it was found that

most studies preferred simple modelling techniques such as Naive Bayes or Logistic

Regression.

While some researchers prefer simple modelling techniques like regression mod-

els, others use more complicated models like Bayesian Networks that include causal

relations between project and process features [45]. Simpler models like Nave Bayes
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effectively capture the relationship between defective modules and code metrics in vari-

ous studies with the probability of detection (pd) and probability of false alarms (pf) as

71% and 25% respectively [11]. More comprehensive views onto software systems, such

as Bayesian Networks (BN) [46–48], would, on the other hand, help decision-making

and reasoning, rather than measuring only defect density. According to Fenton et

al. [47], only metrics may omit “sometimes simple and obvious causal factors that can

have major explanatory effect on what is observed and learned”. BNs, on the other

hand, are causal models, which consist of variables as nodes with different probability

distributions and cause-effect relationships between variables as directed edges [46].

The effect of one variable on others can be observed in many useful combinations so as

to find the best cause-effect relationship for software defects and final reliability [45].

2.3. Applications of Bayesian Networks in Software Engineering

BN approach has been widely used in various risk assessment problems in software

engineering domain, mainly for predicting software and system reliability as well as for

predicting resources or effort to accomplish a project. One of the earliest studies on

predicting system safety was proposed by [49] in which a Bayesian Belief Network was

constructed to make reasoning between system variables and safety. Later, different

authors modelled software failures in an operational profile using a time series (Markov

chain BN) [50], as well as using simple BNs (such as [47, 51, 52]). In [53], anomalies

in failing executions of programs were detected online using fully observable Markov

models. BNs were also formed for sensitivity, uncertainty and trade off analysis (such

as [54], [55]). There were also studies that built BNs to predict software project effort

and schedule variance, and to predict testing effort in iterative development, some of

which are listed in Tables 2.1 and 2.2.

In Tables 2.1 and 2.2, we list existing studies in software engineering that have

successfully applied BNs for solving different software engineering problems. Although

the application of BNs in software engineering is not limited to these studies, we have

filtered only the most representative ones in terms of (i) how the BN structure is

formed, (ii) which techniques are used to estimate prior and conditional probability
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tables, (iii) what type of input variables (cat: categorical, cont: continuous) are used.

In most of these studies, final BN structure, i.e. causal dependencies, was assumed to

be already at hand, or it was inspired from another model (defect flow [56], activity

based quality [57]). Experts opinions fed by historical data also played a critical role

for defining causal relationships between variables (such as in [9, 45,47,49,52]).

In terms of techniques for estimating the parameters, i.e. prior and conditional

probability tables (in case of categorical variables) and distributions (in case of con-

tinuous variables), either the experts were used ( [45, 50, 51]), or missing parameters

were learned from historical data using structure learning algorithms employed in BN

tools, such as Junction tree [9,45,47,52,54] or polytree propagation [49]. Alternatively,

when continuous valued variables were needed to be modelled or in case of missing

data, very few authors applied a Monte Carlo method (MC), such as Gibbs sampling

and Expectation maximization [50, 58]. These MC methods are quite successful and

accurate for estimating the unknown parameters of probability distributions or when

inferring posterior probabilities in the case of missing data [59].

Most studies defined their input variables as representative of three different

aspects, process, product, people resources, in a software life cycle. These variables were

often collected via surveys, whose responses are in a categorical range in all studies

except [50, 60]. In some studies, discretization techniques were employed to convert

continuous valued variables, such as product size, complexity, into categorical values

[9,45,55]. Recently, [55] built hybrid BNs by incorporating continuous and categorical

variables in a single model using a dynamic discretization method. Discretization

is a straightforward approach when modelling a BN to create prior and conditional

probability tables [61]. Among various (supervised or unsupervised) discretization

methods, Fayyad and Irani’s discretization method that uses entropy minimization

heuristic is the most commonly used [62].

Beside the inability to make inference over continuous variables, most studies

were limited due to lack of a mechanism for structure learning. Expert judgement

incorporated with the historical data for post-release defects were the most commonly
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used technique. However, there may be circumstances when a model is needed to

be built based on the historical data [61], due to the fact that experts may also be

uncertain about dependencies between variables. It is known that the problem of

learning the best structure for a BN is NP-hard [59]. Thus, proposed techniques in

other applications should be investigated to select the most appropriate technique for

our problem.

2.4. Bayesian Networks: Theory and Applications in Other Domains

We have investigated software engineering domain to list available studies uti-

lizing Bayesian networks and highlighted their limitations. In this section, several

contributions by other researchers from other domains are proposed to solve these

limitations.

Table 2.3 lists a sample of studies from medical diagnosis and machine learning.

Since 1990s, there have been hundreds of studies employing Bayesian networks on a

specific problem and proposing new techniques. Contributions of these studies are

mainly focused on either qualitative or quantitative parts of BNs [61]. Qualitative

part deals with finding causal dependencies between variables and building the final

structure of the model. Quantitative part, on the other hand, deals with parameter

estimations such as prior and conditional probability tables (CPT). Ideally, both parts

of a BN can be inferred from data [59]. When data is not enough to make inference,

expert judgment is widely used to fill quantitative parts (CPTs) [63,64]. Furthermore,

software tools such as Hugin [65], Netica [66] are helpful, although they have their own

limitations (e.g. handling continuous variables, inference algorithms for insufficient

statistics, building the structure). Murphy reviewed some of the most popular and

recent software packages for dealing with graphical models, i.e., Bayesian networks

and undirected graphs [67].

In Table 2.3, we list a sample of studies from the literature and highlight how

these papers have overcome three major issues: (i) Parameter learning, (ii) Structure

learning, and (iii) Handling continuous variables.
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In medical diagnosis domain, data taken from case studies are much larger than

those in software engineering studies. Therefore, most of the studies (such as [63,

68–70]) computed parameters of prior and conditional probability distributions by in-

ferring from data. Authors proposed different techniques for structure learning, one

of which proposed a Mutual Information (MI) based inference to find causal depen-

dencies between input-output variables and Chow-Liu’s algorithm to learn interdepen-

dencies between input variables [69]. In all medical diagnosis studies, input variables

were treated as categorical (when they had continuous values, an expert opinion based

method was used to create pre-determined number of bins).

In the context of Bayesian Network theory and machine learning, parameter

learning was applied with different variations of Monte Carlo (MC) methods, such

as Metropolis Hastings with Hamiltonian dynamics [61], Importance Sampling with

Hybrid Loop Belief Propagation [71], Expectation Maximization (EM) for parametric

and semi-parametric conditional probabilities [72] and accelerated EM for factorized

mixture of Gaussians [73].

Studies on structure learning, on the other hand, contain variations in terms of

algorithms or heuristics used for finding the best structure. For instance, [74] applied

genetic algorithms on continuous variables such that six different parameters of the

algorithm were optimized during cross validation experiments. In [73], all pair-wise

interactions were calculated with the help of a heuristic inspired from hill climbing

technique. Furthermore, in [75], an independence based test was applied to both

continuous and discrete/categorical variables, which does not have a distributional

assumption (like in Chi-square test). In summary, depending on the size of data sets

to find the parameters of search techniques and convergence times of the algorithms,

structure learning technique should be carefully designed for every problem.

2.5. Research Questions

We align our research questions in line with the above-mentioned discussions

about the limitations of previous models in software engineering. The rest of this
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research will look for empirical evidence to the answers of these research questions:

(i) What are the software factors affecting software reliability?

(ii) How do software processes affect software reliability?

(iii) How can we build a predictive model that would estimate software reliability

prior to release?

(iv) How can software companies build predictive models with local data rather than

based solely on expert knowledge?
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Table 2.3. A list of studies on Bayesian Networks and applications in medical

diagnosis systems.
Aim Parameter learning Structure learning Input variables

Medical Diagnosis

Diagnosis of liver disor-

ders [63]

Data Expert judgment Binary and discretized

continuous features

Ovarian cancer diagno-

sis [64]

Expert judgment Expert judgment Discretized continuous

features

Assessing the effects

of penetrating trauma

[68]

JavaBayes (junction

tree)

Expert judgment Categorical?

Surgery survival

chance prediction [69]

Data Mutual information

(MI) based inference &

Chow-Lius algorithm

Categorical

Structure learning (as-

suming data is com-

plete) [70]

Data (All parame-

ters are assumed to

come from Dirichlet

(Gamma) dist.)

Binarization of MI

based matrix to

prevent majority of

structures

Categorical

Machine Learning

Structure learning [74] Data Genetic algorithms to

find optimal ordering

of variables

Categorical

Handling continuous

attributes using the

best of two tech-

niques [72]

Dicretization and EM

(for parametric and

semi-parametric cond.

Prob.)

Learned from data Continuous

Mix-net for both con-

tinuous and discrete

variables [73]

Accelerated EM with

factored mixture of

Gaussians

Measuring all pairwise

interactions between

variables

Continuous & Categor-

ical

Distribution free learn-

ing for continuous vari-

ables [75]

Not available Conditional in-

dependence test

based method (non-

parametric) & recur-

sive median alg.

Continuous

Handle Hybrid BNs

[71]

HEPIS (Hybrid Loop

Belief Propagation

based importance

function

Expert judgment Categorical & Continu-

ous

Building BNs [61] 1. Data and junction

tree 2. MCMC meth-

ods

Expert judgment 1.Categorical 2.Contin-

uous
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3. PROPOSED MODEL: HYBRID BAYESIAN NETWORK

In this research, we propose a comprehensive Hybrid Bayesian Network contain-

ing sub-networks representing three major processes in a software development life

cycle (Requirements specification and documentation, Development and Testing) to

improve decision making for software managers by predicting the reliability in terms

of residual defects. Each sub-network is represented with different factors, i.e. mixture

of continuous and categorical variables, whose causal relationships would represent the

reliability of the associated process. Combinations of these subnets build a local model

for a software organization that can be used to decide when to release the software.

BNs are graphical models that encodes probabilistic relationships among a set

of variables. They allow to learn causal relations, and they are capable of handling

incomplete data [59]. BNs were previously employed to predict software reliability with

residual (post-release) defects (For example, [9,45]). Similarly, three aspects of software

engineering, Process, Product and People were treated as interconnected such that each

factor corresponding to one of these aspects would eventually affect other factors as

well as the final reliability. Therefore, proposed networks took into account causal

relationships of these aspects and effects on software reliability. Despite similarities,

our proposed model differs from previous approaches in a number of ways.

Hybrid Data Approach: BNs proposed in previous studies often required large

amounts of data representing different processes in SDLC. Collecting large amounts of

accurate/reliable data is very challenging when organizations do not follow a systematic

measurement and quality assurance activities. Surveys are valid and cheaper methods

used by many researchers [80–82], compared to other data collection techniques (e.g.

mining repositories, or building a new repository [13, 29, 83]). Thus, models were fed

with data collected via surveys conducted with project managers and development

team. Fenton et al. [45] also used a questionnaire to build a BN including all major

phases in a life cycle in order to predict residual defects in a software system. Authors

claimed that such models were almost impossible to build using limited data, hence
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they could be consistently built based on subjective expert judgements.

However, in organizations that already have a mature measurement system, his-

torical data collection may not be a concern. On the contrary, due to high turnover

within development teams in certain industries, expert knowledge may be insufficient

or non existent. In such cases, collecting data with surveys may not be feasible and/or

reliable. Therefore, data dependent models would be more effective. In this paper,

we employ a hybrid data collection approach: Metrics representing the development

and testing phases are collected from historical data through mining version control

systems, code bases and metrics databases. On the other hand, metrics characterizing

requirements specification and documentation phase are collected via a questionnaire

proposed by Fenton et al. [45]. We have interviewed project managers to capture qual-

itative data for specification and documentation and project management processes.

Forming Causal Relations : Previous studies in software engineering incorporated

expert judgement with data to build the structure of their networks (Section 2.3). How-

ever, it is sometimes necessary to base the final model onto the local data, especially

when experts are not experienced enough or uncertain about dependencies between

variables of the network. Structure learning in BNs (finding the optimal structure for

a problem) is an NP-hard problem and there is not a unique set of solutions for this.

In our proposed model, we define causal relations between variables of the hybrid net-

work by statistical correlation and independence tests as well as graphical dependence

analysis. Then, we formalize these relations in the network with the help of expert

judgement.

Model Inference: Once the final model is formed, we need to determine various

probabilities of interest from the model. In our problem concerning predicting reliabil-

ity, we want to know the probability of residual defects given observations from other

variables. This probability is not stored directly in the model, and hence needs to be

computed. In general, the computation of the probability given the model is known as

probabilistic inference [59]. Inferring posterior probability of the final node in a BN is

easier with categorical variables, and hence, researchers in software engineering often
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handle continuous variables with discretization. Although discretization works well in

small state spaces, it can clearly cause loss of information about the variables [72].

Furthermore, in case of missing data, it is inaccurate to learn discretized intervals from

that data.

We utilize Monte Carlo methods, specifically the most commonly used one, Gibbs

sampling, during inference, since this technique approximates the joint probability dis-

tribution of the model when it is not known explicitly, but the conditional distribution

of each variable is known or easier to sample from [59]. In our problem, the joint

probability of residual defects (with all input variables and parameters) is not known

explicitly, but conditional distributions formed by causal relations between variables

are set via statistical tests. Gibbs sampling is well suited for inferring the posterior

distribution of a BN (in our case, it is P (Defects | Metrics, θ) where θ represents

unknown parameters), since BNs are typically a collection of conditional distributions.

Gibbs sampling also helps us to use mixture of continuous and categorical variables

without the need of any transformation and estimate unknown parameters during in-

ference.
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4. METHODOLOGY

The proposed model requires a dataset construction step, a network construction

step and a performance evaluation step.

4.1. Dataset Construction

Dataset construction step consists of two different techniques: (i) mining software

data repositories to collect quantitative data, and (ii) in case of lack of data related to

a software process, conducting a survey with technical leads and managers on software

processes and principles applied in software organizations.

4.1.1. Quantitative Data

To collect raw data from data repositories, we have implemented automated

scripts and queries that would access to version control systems, source code repos-

itories and testing monitoring systems and to extract product and process related

factors. An illustration showing data collection procedure can be seen in Figure 4.1.

In a version control system, each entry shows a commit done by development team

including the file names edited before this commit and the reason of the commit in

comment part. We have also collected statistics such as added/ deleted lines of code

by parsing commit logs. The most important information contained in a commit is

the key part corresponding to an issue. An issue can be a feature request or a defect

which is entered to an issue management system. We collected defects whose status is

“Resolved” and classified them based on the “Phase” defect was found (as test defects

that were found during testing, and post-release defects that were found externally –by

users). Test execution records are also kept in a separate system on a timely basis.

Tests are often collected in small packages (test suites) depending on the functional-

ity each test corresponds to. For each test suite run, results with an explanation of

“success/fail/error” are recorded in the system.
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After raw data is formed, we define a set of software metrics for each software

process in the organization. This metric set should be revised for each organization

specifically based on the availability of required data. Data collection procedure and the

final set of metrics for both organizations that we worked with are presented in Section

5. In this section, we will describe metrics that we collected from two organizations by

investigating their effects on software quality in previous studies.

Figure 4.1. Data collection procedure from available resources of the software

organizations.

4.1.1.1. Software Metrics Representing Development Phase. We have extracted 6 dif-

ferent metrics from the version history and code base in software organizations and

calculated the average values of file-level metrics for each release to aggregate them to

release-level. These metrics are age of source files, average churn (added and deleted

LOC), number of committers, number of commits, average time between edits, and Mc-
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Cabe’s cyclomatic complexity. Our aim is to capture product (i.e. complexity), process

(i.e. age, churn, time between edits) and people (i.e. committers) aspects of the de-

velopment life cycle through different kind of metrics. Depending on the availability

of raw data required to extract these metrics, we extracted all or a subset of them for

the organizations that we collaborated with.

Age: We selected source files created before a release and calculated the age in

days since their creation date until the release. Previously, age was investigated along

with size and complexity measures. While [84] reported that young and small files were

more defect prone, [25] found no correlation between defects and size. In a recent study

by Seifert and Peach [85], age, churn and unique committers to a file were reported as

good indicators of software quality, i.e., defects. Thus, we have also included Age as a

metric into our network.

Average Churn (Churn): We collected edited (in Dataset 1), added and deleted

(in Dataset 2) lines of code in all files of a release and took the average lines of edited

code for each release. Churn metrics were also previously used by various researchers

to predict pre-/post-release defects in commercial and open-source projects. From

[12,27,32], it is seen that churn metrics are significant indicators of defects in software

systems. Thus, we have included Churn metric to our network.

# Committers (People): Previous studies done on commercial systems showed

that organizational metrics such as the number of developers (i.e. committers) were

statistically significant indicators of post-release defects with the best prediction accu-

racy, compared to churn and code metrics [27]. Therefore, we counted the number of

unique committers who edited source files in a release and took the average number of

committers for each release.

# Commits: This metric is also known as “churn count” in previous studies done

by Nagappan and Ball [23] and counts the number of times an edit has been made on a

source file. Commit count is generally the base metric to calculate other churn metrics,

such as time between edits, average amount of edited/added/deleted LOC. But in one
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of our datasets, we use this term as one of the in-process metrics in addition to others.

Average Time between Edits: This metric aims to measure the independence

between consecutive edits (i.e. commits) on a source file, or conversely, dependencies

between changes. As this metric value increases, this may indicate that there are

several independent tasks completed on that file. We calculated this metric to add

the extent of edits (changes) and distinguish independent tasks inside a development

process. It is computed by measuring average number of days between consecutive

edits in a release.

Cyclomatic Complexity (Complexity): Lastly, we computed McCabe’s cyclomatic

complexity metric for each file in a release using our open source metric extraction tool,

Prest, [28] and computed average complexity values for each release. This metric, as

the churn metric, is among the most popular indicators of defects in software systems

and it is widely used in defect prediction studies (such as [11,13]).

4.1.1.2. Software Metrics Representing Testing Phase. Similar to the metrics collected

from development process, we have mined test monitoring systems employed in organi-

zations and extracted several metrics representing the activities during testing phase.

These metrics are # test cases, # test cases with errors, # test cases with failures,

% test cases with a status change, # test defects, test case quality and average # of

executions per test case.

While selecting testing metrics, we have investigated previous studies which mea-

sured and analysed testing phase in software organizations [12,86,87]. A previous study

proposed by Kan et al. [86] provided a detailed discussion on key in-process metrics for

managing testing process based on their experience in IBM Rochester software devel-

opment laboratory. Nagappan et al. also introduced 7 in-process testing metrics, also

called as STREW-J metric suite, in order to measure their effectiveness on predicting

software reliability [12]. Their proposed metrics included but not limited to number

of test cases per lines of code, per each requirement, per each class and number of
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conditionals used in a test case.

We have also used several of these metrics proposed by Kan et al. [86] and by

Talby et al. [87] as our testing in-process metrics, but we set the granularity as release-

level for the purpose of this study. Furthermore, we have added a test case quality

metric to our first dataset in order to measure how logic and data flows in a test case

are related to defect proneness of a software release. This metric was previously defined

as # conditionals per lines of code in [12]. We did not have access to test source codes

in both organizations, but the first organization had already measured test case quality

metric for each test case and stored it in their databases. Thus, we also included that

into our study.

# Test Cases: This metric is the vital component of testing progress curves

defined by [86], to track the progress of a testing process. It is calculated by counting

the number of executed test cases in a release or product. We have collected total

number of test cases executed in every release. The data may be cumulative over time,

but this situation does not happen in our datasets due to the fact that we focus on #

test cases executed during user-acceptance, performance and regression testing phases.

# Test Cases with Errors: Similar to total # of test cases, test cases completed

with errors are also essential to track testing progress and to take action upon early

indications that testing activity is falling [86]. Generally, test cases completed with

errors indicate that a step in a test case has failed during a run, but it does not cause

a termination. We counted the number of executed test cases which were completed

with errors in a release.

# Test Cases with Failures: Failures and unexpected terminations of test execu-

tions are not desirable scenarios and need careful examination during testing process.

We also counted total number of test cases whose termination status is “failed” in a

release.

# Test Defects: This metric is also considered as a common feature of many
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testing tools [86, 87]. Although defect arrival and fix patterns have significant quality

indications for the final product, we could only measure the number of test defects

reported during testing phase of a release due to unavailability of these patterns.

Average # Executions per Test Case (Test Run): Test execution records, espe-

cially test cases which are continuously failed or completed with errors, are significant

indicator for a testing process [86]. However, these records were not available in all

organizations. As an alternative, we reported average execution times of test cases in

a release. Having higher execution times in a release show defect tracking and fixing

progress, since multiple runs of a test case are most probably mapped with one or more

defects. Several test case runs for a specific defect may also catch other defects.

% Test Cases with a Status Change (Tests Change): This metric is also related

to execution records. The percentage of test cases whose status went from (i) pass

to fail/error, (ii) fail to error or (iii) error to fail is also an indicator of the degree to

which inadequate or incorrect code changes were made [86]. It is also defined as defect

injection rate, since when the status of a test case changes, it is an indication that a

code change was made and there is a possibility that this change causes a defect. To

measure this metric, we monitored the status of test cases and calculated percentage

of those whose status changed as (i), (ii) and (iii).

Test Case Quality: Quality of test cases is also as critical as their execution

patterns. Therefore, we have defined this composite metric based on (i) test runs and

(ii) the number of test cases executing in only 1 step and more than 1 steps in a

release, as to measure how many independent paths a test case can cover inside the

code. Having only 1 execution step in a test case may indicate that its capability of

catching defects in the code is lower compared to other test cases with more than 1

execution steps (branches or if-else conditionals). We calculated this metric based on

the ratio between average test runs for test cases with 1 step (TestRunStep=1) and more

than 1 steps (TestRunStep>1). Smaller values of this metric are preferred since 1-step

test cases should be avoided in a company.
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4.1.2. Qualitative Data

The reason of conducting surveys for some of the software processes in this re-

search is that there is not always historical data characterizing certain processes in the

organizations. For instance, quantifying requirements specification and project man-

agement processes with metrics is a hard task. Furthermore, there may be a more

stable expert knowledge with senior managers and analysts having years of experience

and knowledge about these processes.

Fenton et al. [45] published a questionnaire consisting of 5 major topics repre-

senting different phases of a development life cycle. In this questionnaire, each topic

is represented with qualitative factors that authors and other partners in their project

believed had a significant influence on the outcome of a project. Each factor is de-

scribed by a question to be answered. These descriptive questions were specifically

tailored for the organizations that authors worked with so far.

Although the original questionnaire has 5 major topics representing different

phases of a development life cycle (i) specification and documentation process, (ii)

design and development process, (iii) testing and rework process, (iv) project manage-

ment, (v) new functionality), we only collected responses for the topics (i) and (iv)

to incorporate requirements specification process into our network. Specification and

documentation subnet proposed in [45] includes 4 factors from the same process and

2 factors from project management process. Authors claimed that these subnets were

built based on expert knowledge incorporated with empirical analysis in the literature.

Hence, we also used the same factors while building the requirements specification sub-

net in our models. These factors are described in Table 4.1. Each factor is explained

with additional questions and evaluated with a 5-scale point by participants: Very

Low, Low, Medium, High, Very High.

4.1.2.1. Missing Data Imputation. Since we have two different sources of data (qual-

itative based on surveys and quantitative based on historical data), it is often the
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Table 4.1. Specification and Documentation Factors used in the network.

Factor Name Descriptive question

S1 Relevant experience of spec and

doc staff

How would you rate the experience and skill set of

your team members for executing this project during

the requirements and specifications phase?

S2 Quality of documentation in-

spected

How would you rate the quality of the requirements

given by the client or other groups?

S3 Regularity of spec and doc re-

views

Have all the Requirements, Design Documents and

Test Specifications been reviewed in the project?

S4 Standard procedures followed In your opinion, how effective was the review proce-

dure?

S7 Requirements stability How stable were the requirements in your project?

P2 Configuration management How effective is the project’s document management

and configuration management?

P5 Stakeholder involvement To what extent were the key project stakeholders

involved?

case when a one-to-one mapping from qualitative responses to quantitative data is not

achieved. Surveys conducted with technical leads and managers usually represent a

general evaluation of the processes rather than a scoring for a specific release. There-

fore, even though we work to map each response or a set of responses to a specific

release, there exists missing rows in qualitative part of our datasets.

Imputations are general methods for handling missing-data problems. There are

explicit and implicit modelling approaches both of which require a method of creating a

predictive distribution for the imputation based on the observed data [88]. For instance,

in explicit modelling, mean imputation is the simplest technique, where mean of the

observed records is assigned to missing values. Hot deck imputation is popular in

survey practice, such that missing values are replaced by similar observed values (with

random sampling with replacement). It is an implicit modelling method which is useful

when missing values are relatively few. In short, as we impute a missing value (y∗i )

by randomly selecting an observed sample (Y1..i−1) from the dataset, we treat the new

instance as observed (yi) and impute the next missing instance (y∗i+1) by selecting from

new set of observed values (Y1..i−1 ∪ yi).
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We can also think filling missing data from the perspective of Bayesian inference.

If we knew the parameters of the data, then it would be possible to obtain predictions

for missing values. Suppose data come from a normal distribution with parameters µ

and σ. Missing values can be generated from this distribution if we estimate the mean

parameter (µ) using Bayesian inference. The critical part in this approach is the choice

of prior distributions. Monte Carlo methods, such as Gibbs sampling, can be used

to infer parameters based on full posterior distribution, by integrating the conditional

distribution of the unknown parameter (e.g. p(µ | Y, σ2) where Y are known values)

over the posterior distribution of σ2 [88].

In this research, we apply several imputation techniques: In dataset 1, where the

ratio of missing values is small enough (11%), we apply mean imputation. In dataset

2, we use Bayesian inference to estimate parameters of the underlying distribution and

generate samples from that using estimated parameters. We explain the details of both

techniques in Section 6.1.

4.2. Network Construction

Bayesian networks help to make reasoning under uncertainty by structuring any

situation using causal relations between events [59]. In a Bayesian network, there are

a set of variables (represented as nodes) and a set of directed edges between vari-

ables. Each variable has a finite set of mutually exclusive states, or has a conditional

probability table when it has parents (in discrete case). In continuous case, each vari-

able is represented with a prior probability distribution, or when it has parents it is

represented with a conditional probability distribution [59].

We draw an arrow from a variable A, to another variable B, (A → B) if A

is one of the parents of B. In this case, conditional probability distribution of B is

represented as p(B | ..., A). To solve Bayesian networks, joint probability distributions

are used where we benefit from the product of all potentials, i.e. conditional and prior

probability distributions of the variables in the network. For N variables x1, x2, ..., xN

with discrete values, joint distribution can be expressed as [89]:
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p(x1, x2, ..., xN) =
N∏
i=1

p(xi | parents(xi)) (4.1)

Whenever new information about a variable comes, i.e. evidence, we can update

the joint probability table using the chain rule from Bayes Theorem [90]. There are

automated software tools for building Bayesian network such as Agena [91], Bayes net

toolbox [92], Hugin [65] and Netica [66].

In this research, we aim to use Bayesian learning for complex models using Monte

Carlo(MC) methods [59]. In case of insufficient statistics, i.e. unknown parameters

of distributions, or incomplete data, these methods work remarkably well in practice

and are widely used in machine learning, bioinformatics, medical domain, and other

engineering disciplines. The basic idea behind Gibbs sampling, which is one of the most

popularly used MC method, is to successively sample from posterior distribution of each

node in a Bayesian model given all the others as full conditionals. This Monte Carlo

technique is quite successful when estimating the unknown parameters of probability

distributions or when making empirical analysis to infer true values of a given sample

[59]. An example of Gibbs sampler showing its iterative procedure is explained in [93]

as follows:

Suppose independent variables s1, s2 are parents of a variable x in a network.

If s1, s2 do not have parents, the joint distribution of this network can be written in

terms of conditional distributions, such as p(x, s1, s2) = p(x | s1, s2)p(s1)p(s2). Gibbs

sampler starts by assigning initial values to s1, s2 based on their prior distributions

(q(s1), q(s2)), whereas x has the evidence (set of known values). Afterwards, samples

for s1, s2 are generated from their conditionals, as in Equation 4.2, until the model

converges. Convergence may take longer especially for more complex models.
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si2 ∼ q(s2) (4.2)

si+1
1 ∼ p(s1 | si2, x = x̂) (4.3)

si+1
2 ∼ p(s2 | si+1

1 , x = x̂) (4.4)

Finally, to build the final structure of the network, we apply independence tests

derived from well-known theories [94] as well as graphical dependence analysis [95],

since the problem of finding the best structure among all possible configurations is not

tractable.

The general network is illustrated in Figure 4.2. Gray rectangle nodes represent

the subnets of our proposed model: Requirements Specification, Development and

Testing. Output variable ‘Software Reliability’ is fed by all subnets. Rectangles with

dashed lines represent requirements specification, development and testing subnets as

illustrative purposes. In this figure, subnets are considered as independent, however

they may have dependencies among each other, which is also considered while building

the model. Output variable represents the final reliability with residual defects.

4.3. Performance Evaluation

To assess the performance in terms of predicting residual defects, we use Mean

Relative Error (MRE), Mean Magnitude of Relative Error (MMRE), Median Magnitude

of Relative Error (MdMRE) and Prediction at level k (Pred) which are commonly used

and suggested to validate such type of models especially in software cost estimation

[45,96,97]. Equations for all measures are presented in Equation 4.5. In MRE formula,

yi represents the actual number of defects, while ŷi represents the estimated number

of defects. MMRE was criticized due to the fact that it was very sensitive to outliers

and it might be “unreliable”. Since MMRE is dependent on the variance of MRE,

an alternative measure, Pred, is proposed. According to recent studies [96, 98], Pred
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Figure 4.2. An illustration of the proposed network.

has been more consistent and robust than MMRE, since it is simply the number of

instances which the model produces an MRE less than a pre-defined level k. Hence it

is not dependent on the variance of MREs or the dataset size. We also report MdMRE

which reports the median of MREs as an alternative to MMRE which is the mean of

MREs.

MRE =| yi − ŷi | /yi (4.5)

MMRE =
1

N

N∑
i=1

MREi (4.6)

MdMRE = Median(MRE) (4.7)

Pred(k) =
1

N

N∑
i=1

MREi if MREi ≤ k (4.8)
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In Bayesian networks, a natural way to compare two models is to use criterion

based on trade-off between the fit of the data to the model and the complexity of

the model [99]. Deviance Information Criterion (DIC) is one of these criteria whose

quantities are easier to run in Monte Carlo chains. It is calculated as follows:

D(φ) = −2logL(data|φ) (4.9)

D̄ = Eφ|y[D] (4.10)

D(φ̄) = D(Eφ|y[φ] (4.11)

pD = D̄ −D(φ̄) (4.12)

DIC = D̄ + pD (4.13)

In 4.9, the first term is the deviance calculated from the log likelihood of data.

Complexity in terms of number of parameters (pD) in the model is calculated as “pos-

terior mean deviance” minus “deviance evaluated at the posterior mean of the parame-

ters” [99]. Models with smaller DIC are better supported by the data. We report DIC

values for all models and evaluate how they fit to the data.
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5. DATASETS

We have collected data from two large-scale software companies in Turkey working

at two different domains: Telecommunications and ERP.

5.1. Dataset 1 from Telecommunications Domain

We mined the version control system, issue management system and testing mon-

itoring system of a large scale software product developed and maintained by the lead-

ing telecommunications company in Turkey. Research & development centre of the

company hosts more than 200 developers, testers and architects developing software

products and solutions for mobile operators all over the world. Some of these solutions

are network solutions, value added services, subscriber identity module (SIM card) re-

lated solutions, terminal based solutions, billing and charging solutions, data mining,

data warehouse, customer and channel management systems and applications.

Their legacy system contains millions of lines of code that are maintained by the

local development teams. The majority of their software is implemented with Java,

Jsp, PL/SQL and other new technologies such as Service Oriented Architecture (SOA).

Every 2 weeks, a new release –on the main branch of their version control system–

with 10 to 15 work packages (smaller units, such as projects) and more than 400 in-

terfaces of their major components (i.e. solutions summarized above) goes into pro-

duction. Since the release period is short, each release package contains at most a

single functionality, such as a new campaign, or two new functionalities and the rest

is modifications/ upgrades for different components of the current system. Design and

development activities are engaged in the company such that there is not a well de-

fined design process applied prior to coding, but architects and developers work in

cooperation. The development activities are stored consistently in a popular version

management system. We mined historical logs of the version control system through

scripts and extracted 4 in-process metrics, namely average churn, average # commit-
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ters, average time between edits and age. Furthermore, the latest stable version of the

product prior to each release was checked out from source repository and cyclomatic

complexity metric was calculated using Prest [28]. Test execution records and sched-

ules are stored in a testing monitoring system, whose database records were used to

extract 4 additional metrics and aggregate at release level: # test cases executed, #

test defects found during testing, test case quality metric and average # of executions

per test cases.

Finally, defect data is stored in the company’s issue management system where

post-release defects are specifically monitored for their implications on cost control and

resource allocation. Every defect that is reported after a new release is labelled as a

post-release defect. Finally, we collected number of post-release defects and 9 in-process

and product metrics associated with 44 releases between 2009 and 2011.

As the qualitative part of the dataset, we conducted interviews with 15 team

leads and project managers to complete the survey presented in Section 4.1.2. We

applied this survey twice in the company: (i) to evaluate the first 20 releases, and (ii)

to evaluate the next 19 releases. Each release was evaluated by 3-5 people, depending

on which teams actively worked on that release. Most popular response (rating with

the highest number of responses) for each question was added to final dataset. In total

39 releases were evaluated for the first dataset.

5.2. Dataset 2 from ERP Domain

To validate the success of hybrid bayesian networks on predicting post-release

defects and release confidence, we added another dataset to our study collected from

the biggest independent software vendor in Turkey with more than 150000 customers.

The company produced comprehensive ERP solutions and business applications for

SMEs (small and medium size enterprises) including material management, purchasing,

accounting, sales management and more.

We selected one of the major products of the company developed by a total
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of 15 people, including developers, testers and analysts. Additionally, the company

has an on-site maintenance team located at different customers to solve problems in

the software and answer custom requests. The development team is well aware of

the importance of measurement and analysis, and hence, they have a mature data

repository incorporated with open source management solutions, such as SVNStat for

version control system management, and Hudson for testing monitoring and scheduling.

The release period includes 5 weeks for development and unit testing, continued with

2 weeks for system, regression and user-acceptance tests. Every night, a build is made

and automated test scripts are run. However, to increase data points in our dataset, we

extracted 43 weekly metrics between January 2011 and December 2011 and predicted

post-release defects on a weekly basis.

We mined historical logs of available tools and extracted 6 in-process metrics

related to development process, namely # commits, # unique committers, # added

LOC, # deleted LOC and average time between edits. In addition, we implemented a

Java program to extract 6 test metrics: # test cases executed, # test cases completed

with errors, # test cases completed with failures, % test cases with a status change, #

test defects found during testing and # test suites/packages executed. Different from

the first dataset, we had access to test execution logs, and hence we extracted more

detailed metrics including number of test cases completed with errors, or with failures

and percentage of test cases whose status has changed from error to fail, success to

error/fail. We also defined a new metric, similar to number of test cases executed, # test

suites/packages executed, in order to monitor how many different functionalities have

been tested in a week. Test suites are large packets with several test cases specifically

written for a specific functionality or scenario. Thus, we also added this metric to

increase variability. Furthermore, we computed the edits in lines of code as added and

deleted separately. However, we could not calculate the age metric in this company.

As for the qualitative part of this dataset, we interviewed with 15 people including

developers, testers and analysts and asked them to evaluate the maturity of their

software processes. The final dataset consists of only 15 instances with 7 different

responses for requirements specification and documentation process, since we only had
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one chance for these interviews and not all releases were evaluated separately. We

applied data imputation techniques for the qualitative part of this dataset in order to

combine it with quantitative data.
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6. EXPERIMENTS AND RESULTS

6.1. Descriptive Statistics on Software Metrics

6.1.1. Dataset 1

In Table 6.1, we report minimum, maximum, mean, standard deviation of metrics

collected from 44 releases. As Turhan stated in [100], in datasets with large variations

and possibility of outliers, reporting median instead of mean should be preferred as it

is more robust to outliers. Thus, we also added median values of metrics to Table 6.1.

Box plots representing lower/upper quantiles and medians for each metric can also be

seen in Appendix E.

Table 6.1 shows a large variation in data such that source files are around 3

years old (930 days) on average, while there are almost 10 years old files (3144 days)

as well as 2.5 months old files (75 days) in the software. On average, 67 LOC are

edited in every release, which means a large portion of LOC is maintained with small

modifications done in every release. Table 6.1 also shows that very few people (around

2 committers on average) edits the source code in a release, which may indicate that

releases contain small modifications/ updates for a specific application in the software

rather than large updates on the entire system. It may also indicate the code ownership

in the company [101]. Values of churn support our prior hypothesis: Files are edited in

every 4 months on average, due to independent and small modifications in every release.

However, some files, which may contain close dependencies to various components in

the system, are edited in every 9 days. Average complexity of source files in a release

is around 4.8; indicating that majority of files are not so complex in contrast to their

age. Finally, there are almost same number of test cases with 1-step as test cases with

more than 1-step in the dataset, which may bring the question of “how successful are

these test cases in catching defects?”. Based on average number of post-release defects

reported for 44 releases, it is seen that the quality of test cases should also be further

investigated. We left this issue as another research topic.
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Table 6.1. Dataset 1: Software metrics regarding development and testing phases.

Metrics Min. Max. Mean Stdev Median

Age 74.7 3144.5 930.0 652.7 863.9

People 1.0 4.0 1.6 1.0 2.0

Churn 10.0 230.0 67.0 55.0 53.0

Time between edits (EDITFR) 9.3 499.3 120.2 114.9 86.1

Complexity (COMPL) 0.5 11.1 4.8 2.6 4.3

Test cases (TC) 1.0 101.0 52.2 21.5 51.0

Test defects (TD) 1.0 1303.0 179.0 261.6 116.5

Test case quality (TCQ) 0.2 1.8 1.1 0.4 1.1

Test run (ATR) 1.0 7.7 1.9 1.0 1.7

Post-release defects (DEFECT) 12.0 91.0 46.9 21.2 48.0

Values in Table 6.1 also highlight some exceptional cases, such as 1303 defects

reported during testing, and 91 post-release defects, which may have occurred due to

miscalculations or inaccurate raw data. We do not filter these extreme values during

model construction, but we applied outlier detection techniques on both datasets and

discussed their advantages as well as limitations in predictive studies in Section 6.5.

Responses to two major processes of the survey conducted in both software orga-

nizations can be seen in Appendix C. Since there are 39 responses in total for the first

dataset, we applied mean imputation to fill missing evaluations of the final 5 releases.

Mean imputation assigns the mean of observed values to the missing value, however

in our case, since the data is categorical, we calculate the mode instead of mean, by

counting the most frequent response given for each question, and assign the mode to

missing rows. For instance, in Table C.1 for Dataset 1, S1 has 4 responses of ‘2’, 9

responses of ‘3’, 10 responses of ‘4’, and 16 responses of ‘5’. Thus, the mode for S1 is

‘5’. In the final set, missing 5 rows are filled with ‘5, 3, 3, 2, 2/3, 3, 3’ in which S7 has

equal number of rows with responses of ‘2’ and ‘3’. Hence, with 50% probability, a row

is filled with 2 or 3.
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Table 6.2. Dataset 2: Software metrics regarding development and testing phases.

Metrics Min. Max. Mean Stdev Median

Commits 52.0 662.0 178.5 123.5 149.0

People 5.0 12.0 8.5 1.5 9.0

Added LOC (ADDLOC) 11.0 670.0 78.8 108.7 43.0

Deleted LOC (DELLOC) 2.0 202.0 32.7 40.3 17.0

Time between Edits (EDITFR) 0.2 2.0 0.8 0.4 0.7

Complexity (COMPL) 0.2 4.3 1.8 0.8 1.8

Test Cases (TC) 49.0 11067.0 2470.3 2713.7 1236.0

Test Cases with Errors (TCE) 0.0 1735.0 281.9 367.9 157.0

Test Cases with Failures (TCF) 0.0 475.0 87.0 113.5 40.0

Tests with Status Change (TCST) 0.0 29.0 4.4 7.8 0.0

Test Suites (TS) 1.0 224.0 41.8 52.4 20.0

Test Defects (TD) 12.0 121.0 58.3 21.2 60.0

Post-release Defects (DEFECT) 2.0 29.0 12.1 7.0 11.0

6.1.2. Dataset 2

In Table 6.2, we report minimum, maximum, mean, standard deviation of metrics

collected from 43 releases. This dataset shows a higher amount of churn compared to

the first dataset, even though metrics are collected on a weekly basis rather than on

every two weeks. On average, 8 to 9 developers work on the source code and they

edited the code approximately in every 3 hours (0.7 days between edits). Table 6.2

also shows that more than 1000 test cases are executed every week, of which 3.5% on

average (87 out of 2470 test cases) is failed and nearly 4% of their status has changed

to fail/error. We checked the correctness of very high and very low values with the

test and development managers in the company and concluded that major commit

and churn activities happened near to release dates, and hence, they are in acceptable

ranges. Box plots representing lower/upper quantiles and medians for each metric can

also be seen in Appendix E.

Responses to two major processes of the survey conducted in the second orga-

nization are also presented in Appendix C. As it is seen, dataset 2 contains only 15

responses which should ideally be 43 to make a complete inference from requirements,
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development and testing processes. Since the ratio of observed values are smaller

than the ratio of missing values in this dataset, mean or hot deck imputation forms a

synthetic dataset with majority of the instances equal to the mean of observed values.

Therefore, we have used Gibbs sampling to infer parameters of the underlying Bayesian

model that can be seen in Section A.6. However, different from the mean imputation

used in Dataset 1, instead of filling missing responses, we have generated samples from

the posterior distribution of the final node, “probSpecDefect” by estimating its mean

(reqFinal) given unknown parameters (coefficients) and known values (15 responses

to 7 questions). Then we have used generated samples of the final node in Hybrid

networks that we built.

6.2. Empirical Analysis on Software Metrics

During model construction, we have focused on two important issues: (i) Defin-

ing prior/conditional distributions, and (ii) Defining causal relations. To investigate

the first issue, we have applied statistical tests (Lilliefors significance test [102]) on all

metrics including defects, which check whether samples come from a specific distribu-

tion (such as normal, exponential, weibull). Lilliefors significance test is the same as

Kolmogorov-Smirnov goodness of fit test for checking the null hypothesis (H0): Samples

come from a distribution from the normal family. Lilliefors provides better solutions

when sample size is less than 50 and it is also possible to check null hypothesis for other

distributions, such as exponential [102]. Hence, we also used Lilliefors to check whether

the metrics come from the specified distribution. Results of this test (H) is 0 if the null

hypothesis could not be rejected with 95% significance. However, if null hypothesis is

rejected (H=1), this indicates that samples do not come from the specified distribution

with 95% significance.

To investigate the second issue (causal relations), we have used various correlation

and independence tests as well as graphical dependence analysis (chi plots used in

copula modelling [103]).

Correlations, similarities of distributions & significance of equal medians : First,
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we have used Spearman’s correlation test to check whether metric pairs have a sta-

tistical relation between each other. We also have computed Kolmogorov-Smirnov

significance tests to check whether there are metric pairs which come from identical

continuous distributions and Wilcoxon rank-sum tests to check whether two metrics

come from distributions with equal medians. These additional tests help us understand

the statistical relations between metrics in terms of distributions and medians.

Brownian covariance independence test : We know that correlation tests does

not necessarily indicate causality. Thus, as a second approach, we have used a new

dependence measure on the metrics of development and testing phases. This new

measure was introduced by Szekely and Rizzo [94] as a new approach to the problem of

measuring dependence and testing the joint independence of two random vectors. It is

easy to calculate based on pairwise Euclidean distances between samples such that Akl

is an NxN matrix where each index akl contains pairwise Euclidean distance between

kth and lth samples of a variable. Distance covariance between two vectors, X and Y, is

computed by using these pairwise distance matrices. Distance covariance is computed

as in Equation 6.1. Brownian distance correlation ratio, which is zero if and only if

two metrics are independent, i.e., when dCov(X,X) ∗ dCov(Y, Y ) is zero.

Authors showed that the definitions of the new dependence coefficients have the-

oretical foundations based on characteristic functions and on the new concept of covari-

ance with respect to Brownian motion [94]. Hence its independence test is proposed

as Brownian distance correlation test. Distance covariance and correlation also pro-

vide a natural extension of Pearson product-moment covariance and correlation. If the

correlation coefficient of a metric pair is greater than 0 with p-value less than 0.05,

it indicates that this pair has any type of dependence. We have selected metric pairs

whose correlation coefficients are greater than 0.65 with 95% significance.
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dCor(X, Y ) = dCov(X, Y )/
√
dCov(X,X) ∗ dCov(Y, Y )

dCov(X, Y ) = 1/N2

N∑
k,l=1

AklBkl (6.1)

Graphical dependence analysis with Chi-plots : As a third approach to depen-

dence analysis, we have used a graphical tool, namely chi-plot, that has been recently

proposed in the literature for detecting dependence between two variables. Chi-plots

are additional graphical tools in addition to K-plots [104] both are used to assess the

dependence between variables during copula modelling. We have plotted pairwise rela-

tions between development and testing metrics and post-release defects using chi-plots.

Before explaining chi-plots, we will briefly explain the idea behind copula modelling.

A traditional view of dependence between two variables, X and Y, is to look

at scatter plot of the pairs (X1, Y1),...,(Xn, Yn). Even though scatter plots incorporate

information about the dependence between X and Y, they also incorporate information

about their marginal distributions [103]. Copula modelling provides a transformation

of data with marginal distributions (H(x, y) = C{F (X), G(Y )}) where F (X) and

G(Y ) are marginal distributions and C is copula) so that the transformed data can be

investigated for the possibility of dependence independently from the choice of marginal

distributions. The important thing in this modelling is the choice of F,G, and C from

one of the suitable parametric families. Once marginal distributions, F and G, are

selected, the selected copula would uniquely characterize the joint dependence [103].

In the simplest case, if X and Y are independent, C(u1, u2) = u1 ∗ u2 where u1 and u2

are transformations of X and Y to standard uniform marginal distributions [105]. U1

and U2 are based on ranks of X and Y divided by 1/n+ 1 to scale the values to [0, 1]2.

Copula models with different families (e.g. Farlie-Gumbel-Morgenstern family of

copulas, Achimedean copula [105]) can be applied to model the dependence between

two variables. Prior to modelling, it is necessary to check the presence of depen-
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dence through visual plots. Chi-plots are one of these tools proposed by Fisher and

Switzer [95] and again in [106]. Authors argue that a graphical view of bivariate

dependence is richer than various non-parametric statistical tests. Scatter plots are

primary data analysis tool, however in case of independence, it is very difficult to

judge the randomness through human eye. Hence, chi-plots is designed to address this

problem, by providing characteristic patterns depending on whether variables (i) are

independent, (ii)have some degree of monotone relationship, or (iii) have more complex

dependence [106].

These plots exclusively depend on the ranks of variables by introducing new axes

χ and λ based on the ranks of X and Y. Specifically,

Hi = 1/(n− 1)#{j 6= i : Xj ≤ Xi, Yj ≤ Yi}

Fi = 1/(n− 1)#j 6= i : Xj ≤ Xi

Gi = 1/(n− 1)#j 6= i : Yj ≤ Yi (6.2)

In 6.2, each data pair (Xi, Yi) is transformed to (Fi, Gi). Fisher and Switzer [106]

propose to plot the pairs (λi, χi), where

χi = (Hi − FiGi)/(
√
Fi(1− Fi)Gi(1−Gi))

λi = 4sign((Fi − 1/2)(Gi − 1/2))max((Fi − 1/2)2(Gi − 1/2)2) (6.3)

To avoid outliers, authors recommended that what should be plotted are only the

pairs for which λi ≤ 4(1/(n−1)−1/2)2 [106]. Both λi and χi take values in the range of

[-1,1]. In Figure 6.1, additional control limits are drawn at ±cp/
√
n where cp is selected
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as 1.78 for defining that 95% of values lie between control limits. Figure illustrates the

chi-plot of the relation between Test Cases and Post-release Defects for Dataset 1.

Association (dependence) between two metrics should be revealed by departures from

zero-centered vertical scatter plot on (λ, χ). In Figure 6.1, we can see that there is

a positive monotone association between test cases and post-release defects, which

is significantly validated with the independence test based on Spearman’s correlation

coefficient.

Figure 6.1. Chi-plot of two variables.

6.2.1. Analysis for Dataset 1

We have reported the results (H values) of Lilliefors test for normal and expo-

nential distributions in Table 6.3. Based on these results, null hypothesis checking

the normality assumption is rejected for all metrics in Dataset 1 except Test Cases,

Test Case Quality, Age and Post-release Defects. For Age metric, the null hypothesis

checking the goodness of fit for exponential distribution cannot be rejected, too. Thus,

we can decide that values of Test Cases, Test Case Quality, Post-release Defects met-

rics may come from normal distributions. Furthermore, values of Test Defects, Churn,

Time between Edits metrics may come from exponential distributions.
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(a) Age (b) Average Test Run

(c) People (d) Complexity

Figure 6.2. Normality plots for the metrics in Dataset 1.

For the metrics, namely Complexity, People, Average Test Run, significance tests

show that they do not come from both normal and exponential distributions, whereas

for Age metric, either normal or exponential distributions may be good fit. To dissolve

ambiguities for these four metrics, we have used graphical tests (normal probability

plots [107]). Figures 6.2 show normal probability plots which are graphical techniques

for assessing whether a data is normally distributed [107]. Although we could not

decide on four metrics based on statistical tests, we can see that data points (+) for

Average Test Run and Complexity metrics form a nearly linear pattern except few

outliers and they overlap with the red line. On the other hand, Age metric seems to

be very skewed for a normal distribution. Thus, we have applied different distributions

to this metric during model construction in order to find the best fit in terms of DIC.

Finally, People is also very different from a normal distribution due to discrete values.

It may be more appropriate to assign a discrete distribution, such as Poisson, to this

metric during our analysis.
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Table 6.3. Lilliefors goodness of fit test results for Dataset 1.

Test for normal

distribution (H)

Test for exponential

distribution (H)

Age 0 0

People 1 1

Churn 1 0

Edit Frequency 1 0

Complexity 1 1

Test Cases 0 1

Test Defects 1 0

Test Case Quality 0 1

Average Test Run 1 1

Post-release Defects 0 1

Results of the correlation test are presented in Table 6.4. Short abbreviations are

mapped to metric explanations in Tables 6.1 and 6.2. Bold cells indicate significance

correlations among metric pairs. From Table 6.4, except between TC and DEFECT

(with correlation coefficient being 0.6), none of the correlations are strong enough

to represent a relation. Furthermore, results of Kolmogorov-Smirnov and Wilcoxon

rank-sum significance tests also show that TC and DEFECT may come from similar

distributions with equal medians. We have also seen that CHURN-COMPL, TD-

EDITFR, ATR-PEOPLE pairs may have a relationship in terms of distributions and

parameters (medians of the distributions). We have used these results while forming

causal links between metrics of three BNs that we propose.

We have run Brownian distance correlation test using R energy package and

found correlation coefficients for metric pairs which may be dependent with 95%

confidence. Results show that TC-TD, TC-AGE, TC-PEOPLE, TC-DEFECT, TD-

TCQ,TD-CHURN, ATR-TCQ and ATR-DEFECT pairs have significant (α = 0.05)

dependency relations between each other. Therefore, we have formed an additional

BN whose causal relations between metrics are formed by considering distance corre-

lations.
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Table 6.4. Spearman’s correlation coefficients for Dataset 1.
TD ATR TCQ AGE PEOPLE CHURN EDITFR COMPL DEFECT

TC 0.36 -0.13 -0.16 0.34 -0.33 -0.11 0.08 0.01 0.60

TD 0.11 -0.25 0.16 -0.12 -0.22 0.18 -0.01 0.35

ATR -0.19 -0.22 0.06 0.07 -0.09 0.26 -0.41

TCQ -0.20 -0.09 0.10 -0.07 -0.24 -0.17

AGE -0.04 -0.10 0.07 0.00 0.23

PEOPLE 0.02 -0.15 0.18 -0.16

CHURN -0.07 0.01 -0.05

EDITFR -0.07 0.29

COMPL -0.02

Finally, we have observed chi-plots between all variables by drawing them ac-

cording to the specifications in [95]. Pairs of variables whose points fall outside of

the “control limits” of the chi-plot are considered as if there exists a presence of an

association. Figures of chi-plots for Dataset 1 can be seen in D.1 and D.2. Pairs with

a dependence are listed as follows: TC-DEFECT, TC-TD, TC-AGE, TD-DEFECT,

TCQ-AGE, ATR-TCQ, ATR-DEFECT, EDITFR-DEFECT, CHURN-COMPL. It can

be observed that some of these pairs are already correlated in Table 6.4, while some of

them are also confirmed with Brownian tests. But there are still new relations found

via chi-plots. Therefore, these new pairs are used to form causal relations of another

BN in order to observe whether there is a significant difference between a network built

with statistical tests and a network built based on graphical assessment of dependence.

6.2.2. Analysis for Dataset 2

Same significance and correlation tests were applied on our second dataset col-

lected from an ERP product. First, we have reported the results (H values) of Lilliefors

test for normal and exponential distributions in Table 6.5. For three metrics namely,

Time between edits, Complexity, Test defects, null hypothesis for the normal assump-

tion could not be rejected. So we used normal distributions for these metrics when they

are included into the model. For five metrics namely, added LOC, deleted LOC, Test

cases, Test cases with Errors, Test suites, null hypothesis for the exponential distribu-

tion could not be rejected. However, using exponential distribution during inference

with Gibbs sampling caused our model not to converge. Therefore, for these metrics,
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Table 6.5. Lilliefors goodness of fit test results for Dataset 2.

Test for normal

distribution (H)

Test for exponential

distribution (H)

Commits 1 1

People 1 1

Added LOC 1 0

Deleted LOC 1 0

Time between Edits 0 1

Complexity 0 1

Test Cases 1 0

Test Cases with Errors 1 0

Test Cases with Failures 1 1

Test Cases with Status Change 1 1

Test Suites 1 0

Test Defects 0 1

Post-release Defects 1 1

we also computed negative log-likelihood of the parameters for different type of distri-

butions, such as “log-normal”, “gamma”, and selected a more suitable distribution.

Similar to results obtained in Dataset 1, some of the metrics (Commits, People,

Test cases with Failures, Test cases with Status Change, Post-release defects) rejected

both distributions in Dataset 2. People takes discrete values between [5,12] so that it

should have a different distributional form. Furthermore, Test cases with Status Change

contains large amount of 0’s (43%) and hence it is very hard to fit a distribution to this

metric (see its histogram for 43 instances in Figure 6.3). We decided not to remove

this metric from the dataset but to use it as a constant in our models.

In addition, normal probability plots for Commits, Test cases with Failures and

Post-release defects, are presented in Figure 6.4. These plots show that Post-release

Defects and Commits almost follow a normal distribution with a few outliers on the

right corner. However, Test cases with failures has a left skewed curve (points bend

down and right of the normal line) and when outliers are removed, it looks like a

long tailed distribution with more variance than a normal distribution. Therefore, we
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Figure 6.3. Histogram plot for Test Cases with Status Change.

assigned t-distribution to Test cases with failures, which is more useful for modelling

distributions with long tails.

(a) Commits (b) Test cases with failures

(c) Post-release defects

Figure 6.4. Normality plots for metrics in Dataset 2.

Correlations between metrics are also presented in Table 6.6. Bold cells indi-

cate significant correlations with 95% confidence. Strong correlations with coefficients

greater than 75% are COMMITS-EDITFR, TC-TCE, TC-TCF, TC-TS, TCE-TCF,

TCE-TS, TCF-TS, all of which are due to measurement relations between metric pairs.

We considered these relations while forming our statistical tests based model. Addi-
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Table 6.6. Spearman’s correlation coefficients for Dataset 2.

PEOPLE ADDLOC DELLOC EDITFR COMPL TC TCE TCF TCST TS TD DEFECT

COMMITS 0.29 0.17 0.16 -0.97 -0.49 -0.27 -0.30 -0.16 -0.23 -0.19 0.21 0.23

PEOPLE 0.33 0.31 -0.27 0.03 0.03 0.06 0.08 0.10 0.08 0.18 0.18

ADDLOC 0.60 -0.17 -0.15 -0.12 -0.16 -0.27 0.17 -0.08 0.24 -0.11

DELLOC -0.15 -0.03 -0.30 -0.23 -0.34 0.07 -0.24 0.29 -0.07

EDITFR 0.49 0.29 0.32 0.14 0.16 0.22 -0.20 -0.21

COMPL 0.18 0.17 0.22 0.28 0.15 0.04 -0.15

TC 0.91 0.80 0.08 0.93 0.23 0.02

TCE 0.73 0.06 0.93 0.24 0.07

TCF 0.13 0.76 0.09 0.20

TCST 0.04 0.04 -0.14

TS 0.24 0.08

TD -0.10

tionally, Kolmogorov-Smirnov and Wilcoxon rank-sum tests identified relations be-

tween COMMITS-TCE, ADDLOC-TCF, ADDLOC-TD and TCF-TS such that they

may come from identical distributions with equal medians.

For independence tests, we have run Brownian distance correlation test using

R energy package and found correlation coefficients for metric pairs which may be

dependent with 95% confidence. Results show that COMMITS-EDITFR, TC-TCE,

TC-TCF, TC-TS, TCE-TCF, TCE-TS and TCF-TS pairs have a dependency relation

with correlation coefficients greater than 65%. There are also correlation whose co-

efficients are below 65% for pairs: PEOPLE-EDITFR, EDITFR-TC, EDITFR-TCE,

EDITFR-TCF, TC-DEFECT and TCF-DEFECT. Results of this test show a very

similar pattern with the results of Spearman’s correlation test.

Finally, chi-plots between pairs of metrics are investigated and pairs whose joint

distribution show a relation between λ and χ, are represented in Figures D.3, D.4 and

D.5. Pairs with a possibility of dependence are listed as follows: COMMITS-EDITFR,

COMMITS-COMPL, COMMITS-TCST, PEOPLE-DELLOC, TC-TS, PEOPLE-TCST,

PEOPLE-EDITFR, ADDLOC-DELLOC, ADDLOC-TCF, DELLOC-TCST, DELLOC-

TD, EDITFR-COMPL, TC-TCE, TC-TCF, TCE-TS, TCE-TCF, TCF-DEFECT, TCF-

TS. As in Dataset 1, we can see similar relations obtained from both Spearman’s cor-

relation and Brownian independence tests, however in chi-plots, we can see additional

relations with the help of transformation of data into ranks. For instance, distribution
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Table 6.7. Proposed models for both datasets.

Model Description

Model #1 (GLM) A generalized linear model in which the output variable (post-

release defects) is a parametric functional form of input variables

(metrics) which are considered as independent from each other.

Model #2 (Idiom) A model built with basic building blocks (idioms) defined by Neil

et al. [79] based on expert judgement.

Model #3 (Stats) A model whose causal relationship among metrics are defined

based on correlations and significance tests.

Model #4 (DistCov) A model whose causal relationships are defined based on Brownian

distance covariance independence test.

Model #5 (ChiPlot) A model whose causal relationships are defined based on graphical

dependence analysis with chi-plots.

Model #6 (Hybrid) Model whose development & testing subnets are in the form of

either Stats, DistCov or ChiPlot, and requirements subnet is taken

from [45].

of % test cases with a status change metric could not be estimated due to a lot of zero

values. Converting real values to ranks helps to see the relation between this metric

and others. We have also considered these new pair relations and built another BN

during model construction.

6.3. Proposed Models

Based on our empirical analysis, we have built 6 different BNs for both datasets:

The first five model is built on quantitative data, while the last one is built as a Hybrid

model with both qualitative and quantitative data. Hybrid model has three variations

in terms of the model used for building development and testing subnet: Stats, DistCov

or ChiPlot. Short explanations for each model can be seen in Table 6.7.

We have implemented all models in WinBugs [108] which is a powerful framework

for inference using Gibbs Sampling. WinBugs codes for all models can be found in

Appendix A and B. We present 12 different models for both Dataset 1 and 2 in the

next sections.
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6.3.1. Models for Dataset 1

This subsection explains 6 different models built on Dataset 1. WinBugs codes

for all models of Dataset 1 can be found in Appendix A. In graphical models, white

nodes represent test metrics, while the rest represent development metrics. Post-release

defects node is represented as DEFECT. Metrics which does not have a significant

relationship with others are represented with dashed circles. Hidden nodes are also

represented with blue nodes to distinguish them from metrics.

6.3.1.1. Model #1 (GLM). In a GLM, the output variable is defined as a parametric

functional form of input variables [109],

E(Y ) = g−1(Xβ) (6.4)

where g is the link function determined according to the distribution of Y , and

Xβ is the linear predictor with X being input variables and β being coefficients. The

link function can change depending on the distributions as shown in Equation 6.5.

We use identical link function, (E(Y)), since we assume that post-release defects are

normally distributed (see Table 6.3).

E(Y ) = Xβ if Y ∼ N(Xβ, σ) (6.5)

ln(E(Y )) = Xβ if Y ∼ P(eXβ) (6.6)

logit(E(Y )) = Xβ if Y ∼ B(eXβ/(1 + eXβ)) (6.7)

In this model, we used all software metrics as independent variables regardless of



57

the phase they represent. Graphical representation of Model # 1 can be seen in Figure

6.5.

Figure 6.5. Graphical representation of Model #1 - Dataset 1.

6.3.1.2. Model #2 (Idiom). Neil et al. inspired from bottom-up approach in system

and software engineering and fragments of Object-Oriented Bayesian Networks to form

a complete Bayesian network [79]. They proposed basic building blocks called idioms,

which were small and reusable components of a network in such a way that complexity

can be easily managed after combining them together. Authors worked on the process

model of a development life cycle by forming idioms.

We have used some of these idioms defined by [79] while constructing our BN:

Definitional idiom, cause-consequence idiom and measurement idiom. Furthermore, we

have validated these relations with senior managers in the company to avoid potential

biases during model construction. Final representation of this model using these idioms

(and agreed by senior management) can be seen in Figure 6.6.

Definitional idiom is used in BNs when there is a definitional relationship between

variables, i.e. a synthetic node is defined by other nodes. We have used this idiom

to define the relationship between a synthetic node H and three development process

metrics: Churn, Complexity and Edit Frequency. Furthermore, we have defined Post-
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release Defects by three test process metrics: Test Case Quality, Test Defects, Average

Test Run.

Cause-consequence idiom is used to model a process in terms of its relationship

between its causes (input to process) and consequences (output of process). We have

used this idiom to define the relationship between Age-Complexity, People-Churn, and

Test Cases-Test Defects. All relationships were previously investigated by other re-

searchers in empirical studies (see 4.1.1). Based on these works, we have selected the

inputs to the prediction process as Age, People, Test Cases and the outputs of the

process as Complexity (due to Age), Churn (due to People) and Test Defects (due to

Test Cases).

Finally, measurement idiom is used in BNs to measure one event based on the

other. We have used this idiom to define the relationship between Test Case Quality

and Test Cases, since the value of the first variable in fact depends on the second

variable due to the calculation made for finding Test Case Quality.

Figure 6.6. Graphical representation of Model #2 - Dataset 1.
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6.3.1.3. Model #3 (Stats). In this model, we have used the correlations among metric

pairs as well as significance tests measuring similarities in terms of distributions and

their medians to define causal links between metrics and post-release defects. We also

modified the model by adding two unused metrics into the model (Test case quality,

Age), defining new causal links based on quantile plots (People-Churn, Complexity-

Test Defects, Test case quality-Test Defects, Age-Test Cases, Age-Average test run) as

well as removing one metric (Edit frequency). The output node is defined as a normal

distribution whose mean is defined as a linear function of Test Cases, Test Defects,

Churn and Average test run. This linear function incorporates four metrics as well as

their pairwise interaction effect parameters and a higher-order interaction effect (quad).

A graphical representation can be seen in Figure 6.7.

Figure 6.7. Graphical representations of Model #3 - Dataset 1.

6.3.1.4. Model #4 (DistCov). We have taken into account the results of Brownian

distance covariance independence test while forming causal links among metrics, rather

than correlation results used in the previous model. Results of the independence test

highlight 8 significantly “correlated” metric pairs. Graphical representation of Model

# 4 can be seen in Figure 6.8. As it is seen from the figure, Edit frequency could not

be related to any metric, and hence, it is not included into the model. Complexity, on

the other hand, is included although it is also uncorrelated with other metrics, since it

helps to improve the performance of this model.

6.3.1.5. Model #5 (ChiPlot). This model is built based on manual interpretation of

chi-plots to assess the dependence among metrics. In Section 6.2.1, we have listed 9
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Figure 6.8. Graphical representation of Model #4 - Dataset 1.

metric pairs with dependence relations according to specifications of chi-plots. We have

considered these relations while building Model #5 (Figure 6.9).

Figure 6.9. Graphical representation of Model #5 - Dataset 1.

6.3.1.6. Model #6 (Hybrid). The first five models were built based on quantitative

data collected from development and testing activities. In order to incorporate require-

ments specification subnet into existing models, we investigated the model proposed

by Fenton et al. [45] that was built based on expert judgement (experienced project

managers). Each subnet consists of qualitative factors and their causal relationships,

which were elicited from experts based on their discussions on the impact of these

factors on the final outcome of software product. For specification and documentation

subnet, we list qualitative factors that are collected through survey in Section 4.1.2.
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We have used qualitative factors while building our hybrid network due to the

fact that there is not available data for specification and documentation process in

software organizations. Therefore, we have also adapted the model proposed in [45]

for our final model. Figure 6.10 shows a graphical representation of specification and

documentation subnet, with blue nodes as factors filled with survey results and dashed

nodes as hidden nodes. Distributions and equations of the hidden nodes are modified

according to our model. Final node of this subnet is assumed to follow a Gaussian

distribution, whose mean is a weighted linear equation of two hidden node (Spec and

doc effectiveness and Spec and doc process quality). WinBugs code for this subnet can

also be found in Appendix A.

Figure 6.10. Graphical representation of Specification and Documentation Subnet.

While building the Hybrid network, we use Stats, DistCov and ChiPlot models

shown in Sections A.3, A.4, and A.5 and added a new node (indicating spec. and doc.

subnet’s defect proneness) directly connected to the final node (post-release defects)

on each of three models. During inference, Hybrid model uses a combined version of

the Winbugs code of either of three models (see Sections A.3, A.4, A.5) and Figure A.6

for representing requirements subnet and revise the linear equation of y as follows:
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y[i] < −β1 + β2 ∗ TD[i] + β3 ∗ ATR[i]+

β4 ∗ TC[i] + β5 ∗ CHURN [i]+

(β6 ∗ TD[i] ∗ ATR[i] ∗ TC[i] ∗ CHURN [i]) +

(β7 ∗ TD[i] ∗ ATR[i]) +

(β8 ∗ TD[i] ∗ TC[i]) +

(β9 ∗ CHURN [i] ∗ TD[i]) + (β10 ∗ probSpecDefect[i])

(6.8)

The final node estimating post-release defects uses this y value as the mean of a

normal distribution and Gibbs sampler generates estimated values of y during several

iterations of Winbugs runs.

6.3.2. Proposed Models for Dataset 2

Similar to Dataset 1, we built 6 different Bayesian networks for Dataset 2. In this

section, we presented their graphical representations and explained how we built the

causal relations as well as formulations of these causal relations. WinBugs codes for

Dataset 2 can be seen in Appendix B. Similar to graphical models for Dataset 1, testing

metrics are represented with white nodes, while development metrics are represented

with gray nodes. Hidden nodes are also coloured with blue to distinguish them from

metrics. We have also put dashed rectangles to some of the models to highlight the

metrics which do not have a significant association with others.

6.3.2.1. Model #1 (GLM). In the generalized linear model (GLM), each metric is

assumed to be independent from each other and their weighted linear equation corre-

sponds to the mean of the final node. Graphical representation can be seen in Figure

6.11.
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Figure 6.11. Graphical representation of Model # 1 - Dataset 2.

6.3.2.2. Model #2 (Idiom). Cause-consequence, measurement and definition idioms

are used to build the final model. For development subnet, cause-consequence idiom

is defined between People and Added/Deleted LOC : As more People (i.e., Committers

in Winbugs code) work on the source code, the more lines of code is changed in terms

of Added LOC and Deleted LOC.

Measurement idiom is defined between Edit frequency and Commits : Average

time between edits (Edit frequency) are measured by taking the days between each

commit on the source code and divided by total number of Commits.

Definition idiom is also used to define a hidden node representing defect density

of development subnet in terms of Complexity, Time between Edits and Changed LOC

(another hidden node defined with a cause-consequence idiom).

For testing subnet, cause-consequence idiom is defined between Test cases with

Failures, Test cases with Errors, Test suites and Test defects. Since there are strong

correlations between these three metrics and Test cases, we did not include the latter

into Idiom model. We also defined a hidden node representing defect density of testing

subnet in terms of Test defects and Test cases with status change.
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Final node representing Post-release defects is also a weighted linear form of two

hidden nodes from two subnets. Graphical representation can be seen in Figure 6.12.

Figure 6.12. Graphical representation of Model # 2 - Dataset 2.

6.3.2.3. Model #3 (Stats). This model is formed based on the results of statistical

tests and correlation results. In Dataset 2, correlations are very weak between majority

of metrics and only a few relations are defined after statistical tests. Thus, the third

model includes 6 metrics with causal relationships among each other and 3 additional

metrics, namely People, Complexity, Tests with status change, as independent variables.

Final node is again defined with a Gaussian distribution whose mean is expected as a

weighted linear equation between 3 independent metrics and Test suites. Test defects

and Time between edits (Edit frequency) are taken out from the Stats model, whose

graphical representation is in Figure 6.13.

6.3.2.4. Model #4 (DistCov). This model is formed based on the results of Brownian

distance correlation tests. 7 metrics are used in relation with each other, while the

rest 5 of them are also included into the model as independent variables affecting the

final node. We also excluded these 5 metrics during model construction and compared

the performance with or without these metrics. Results show that including them as

independent variables increases the performance. The final graphical representation

can be seen in Figure 6.14.
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Figure 6.13. Graphical representation of Model # 3 - Dataset 2.

Figure 6.14. Graphical representation of Model # 4 - Dataset 2.
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6.3.2.5. Model #5 (ChiPlot). As an alternative to statistical tests investigating de-

pendence between variables, this model is formed based on graphical assessment of

chi-plots. In total of 18 metric pairs are listed in Section 6.2.2. However, we have used

the most significant ones, between Test cases, Test cases with failures and Test cases

with errors, and between Commits, Edit frequency and Complexity. Furthermore, we

have included metrics, namely Test defects, and Test cases with status change, which

has no specific relationship with other metrics, since adding them improved the per-

formance. We have considered adding hidden node, H1 in Figure 6.15, on top of

three mostly correlated metrics, based on the idea that there might be a hidden nodes

affecting all metrics and leading to such significant associations.

Figure 6.15. Graphical representation of Model # 5 - Dataset 2.

6.3.2.6. Model #6 (Hybrid). Similar to the approach used on Dataset 1, we built

specification and documentation subnet according to a previous study by Fenton et al.

[45] and we combined this subnet with Stats, DistCov and ChiPlot models respectively

to build a complete model. During inference of parameters, Hybrid model uses a

combined version of Winbugs codes from either of Figures B.3,B.4, or B.5 and A.6 and

revise the linear equation of y as follows:
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y[i] < −β1 + β2 ∗ TS[i] + β3 ∗ PEOPLE[i]+

β4 ∗ COMPL[i] + β5 ∗ TCST [i] + β6 ∗ probSpecDefect[i]
(6.9)

6.4. Results

Tables 6.8 and 6.9 summarizes the performance of 8 different BNs built on

Datasets 1 and 2, in terms of MMRE, MdMRE, Pred(25), Pred(30). The first 5 models

are already described in Table 6.7, while the last three of them are Hybrid models (see

the last row in Table 6.7) whose development and testing subnet vary between Stats,

DistCov and Chiplot models. We have also reported DIC values for each model to find

the best fit to data. Bold cells highlight models with the best performance significantly

(with 95% according to Mann-Whitney U-test) in terms of performance measures.

Results of Dataset 1 show that Hybrid models are very successful at predicting

post-release defects as they incorporate two different type of data (qualitative and

quantitative) into the model. In Table 6.8, Hybrid models manage to reduce prediction

error in terms of MdMRE down to 11%, with 84% of predictions having MRE lower

than 25%. DIC is also reported as 216.5 in the first hybrid model and 278.1 in the

third, indicating that Hybrid models fit data better than others.

(Idiom) model produces the worst prediction performance although expert judge-

ment was used while building these idioms and links. This shows that statistical rela-

tions between metrics may reveal other types of relations that idioms could not cover.

When we observe Hybrid models built over three major statistical models, it is seen that

(ChiPlot) incorporated with requirements subnet manages to predict 84% of releases

in Dataset 1 with less than 25% MRE. Median of MRE values also decreases down

to 0.11; showing that the success of Hybrid BNs for capturing relationships between

metrics and residual (post-release) defects.
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Hybrid models built with (Stats) and (DistCov) are worse than (ChiPlot), which

validates the motivation of Fisher and Switzer [95] that a graphical plot may sometimes

worth 100 different tests. The reason for this difference between models with tests and

the model with graphical assessment can be as follows: Considering (Stats) model, the

applied techniques are Spearman’s correlation test and Kolmogorov-Smirnov tests for

testing independence of medians. Even though these are rank based tests without any

limitation of distribution assumption, certain relations may not be observed due to

dependence on the marginal distributions of metrics. As described in copula model-

ing [103], additional transformations may be necessary to discover relations between

two metrics, independently from their marginal distributions. Since chi-plots are suc-

cessful in assessment of dependence and easier to interpret with control limits, we have

seen that in Dataset 1, we manage to identify additional dependencies that were not

highlighted in (Stats) and (DistCov) models.

Table 6.9 also presents prediction performance of five models on Dataset 2. The

success of Hybrid models could not be captured easily in this case which may be due

to the fact that requirements specification subnet was not well represented. We have

used parameter estimates via Gibbs sampling to fill missing values of requirements

specification subnet. Unfortunately, actual data is quite a few (15 instances), from

which unknown parameters were inferred, and hence, they could not represent this

subnet as good as in Dataset 1. If we had more data representing the requirement

specification subnet, we would improve the prediction performance as we did in Dataset

1.

In summary, Hybrid models achieve to get quite low MdMRE rates (32% with

ChiPlot) with 47% of predictions have MRE lower than 30%. Similar in Dataset 1,

(Chiplot) model is better than (Stats) and (Distcov) in terms of DIC, as the best fit

to data. In addition, it reduces the variance of predictions and achieves 30% MdMRE,

40% Pred(25) and 51% Pred(30).
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Table 6.8. Prediction performance of models on Dataset 1.

MMRE MdMRE Pred(25) Pred(30) DIC

GLM 0.38 0.24 0.50 0.59 393.6

Idiom 0.47 0.33 0.39 0.46 417.0

Stats 0.37 0.21 0.57 0.59 391.8

DistCov 0.41 0.27 0.46 0.57 388.0

ChiPlot 0.39 0.27 0.48 0.57 384.7

Hybrid (with Stats) 0.31 0.16 0.62 0.66 216.5

Hybrid (with DistCov) 0.36 0.18 0.60 0.66 292.7

Hybrid (with ChiPlot) 0.16 0.11 0.84 0.84 278.1

Table 6.9. Prediction performance of models on Dataset 2.

MMRE MdMRE Pred(25) Pred(30) DIC

GLM 0.57 0.31 0.40 0.49 299.41

Idiom 0.66 0.39 0.33 0.40 326.91

Stats 0.67 0.36 0.33 0.37 293.20

DistCov 0.60 0.36 0.33 0.40 293.79

ChiPlot 0.69 0.30 0.44 0.51 280.08

Hybrid (with Stats) 0.68 0.38 0.30 0.33 293.99

Hybrid (with DistCov) 0.60 0.36 0.33 0.37 294.50

Hybrid (with ChiPlot) 0.69 0.32 0.42 0.47 284.42
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6.5. Discussion on Data Quality

In all studies working on real industrial settings, there may exist data anoma-

lies, such as exceptional data points affecting dataset structure and model parameters,

or outliers resulted due to a miscalculation during measurement [100]. Outliers are

defined as abnormal data objects that do not follow a generating mechanism, i.e. sta-

tistical distribution [110]. Turhan discussed that in order to avoid false generalizations,

researchers should be aware of outliers’ existence while they should be careful during

the choice of removing or keeping them [100]. There are several outlier detection tech-

niques, some of which are probability tests based on statistical models, depth-based,

distance-based, density-based or deviation-based methods [110]. In software engineer-

ing studies, outliers or data quality are often discarded with a few exceptions. Turhan

summarized a number of publications explicitly addressed outlier detection using tech-

niques, such as Cook’s distance for ordinary least square regression models, jackkniffed

cross-validation and visual inspections with box-plots [100].

Removing outliers may significantly increase the prediction performance of a

model (e.g. in predicting residual defects), but it may also cause that the model is

limited to represent certain type of defects, while it misses to capture the others [100].

It is challenging to define which instances in a dataset are “outliers”, since removing

extreme values from the data may also form a narrowed distribution, so that previously

“normal” instances would look like “outliers” in the current filtered data. Remove out-

liers when dataset size is small or we are not sure about the distribution of data under

investigation is also very risky. Before considering removing these points from data, we

should understand why this value appears during the process and whether it is likely

that similar values may exist in the future.

Traditional statistical tests consider outliers as strong deviations from a distribu-

tion [111]. The simple rule behind identifying outliers is to look at data points deviating

more than z times standard deviation from the mean [111]. Value of z is often assigned

as 3 with varying between 2.5 to 4.0 depending on the sample size and skewness of

dataset. Box plots and inter-quartile ranges (IQR) are also applied during outlier de-
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(a) Histogram of original data (b) Histogram of transformed data

Figure 6.16. Effect of Box-cox transformation on complexity metric in Dataset 1.

tection, however the assumption that data follow a Gaussian distribution, limits the

usage of this technique. The region between Q1− 1.5IQR and Q3 + 1.5IQR, where Q1

represents lower quartile, Q3 represents upper quartile and IQR = Q3 − Q1, contain

99.3% of observations for a Gaussian distributed data [112]. Possible transformation

techniques, such as Box-Cox [113] can be used when the distribution of a variable

may not be known or there is a possibility of high skewness on dataset. Box-Cox

transformation is applied to data (Y) as follows:

T (yi) =


(yλi −1)

λ
if λ 6= 0

log(yi) otherwise
(6.10)

An illustration of the effect of Box-Cox transformation on complexity metric from

the first dataset can be seen in Figure 6.16. We observe box plots of post-release defects

of both datasets after applying statistical tests and IQR limits to identify possible

outliers. Figure 6.17 shows that none of the data points is considered as outlier for

post-release defects, and hence box plots are the same after both techniques. This

may be due to the fact that post-release defects come from a distribution (Gaussian

according to our normality tests) with no indication of skewness/ heavier or thinner

tails. Therefore, we do not replicate our experiments on a filtered data. We can also

conclude that removing outliers based on an outlier detection technique is very risky



72

(a) Dataset 1 (b) Dataset 2

Figure 6.17. Box plots of post-release defects for both datasets. First sub figure

represents the original data, while the second represents filtered data after statistical

tests and the final sub figure represents the filtered data based on IQR.

while building predictive models, such that data should be investigated deeply with a

bunch of outlier detection techniques considering their distributional assumptions.
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7. THREATS TO VALIDITY

Many types of validity can be invoked when trying to develop a framework to

understand experiments in complex field settings. Campbell and Stanley invoked two

validity types, “internal” and “external” [114]. According to Cook and Campbell [115],

“statistical conclusion validity” should be defined as a special case of internal validity

in order to consider sources of random error and appropriate use of statistics and sta-

tistical tests. Furthermore, “construct validity” is further defined in order to consider

“confounding”, as well as the generalizability of experiments across different settings

(external validity). Confounding relates to the representation of the relationship be-

tween constructs and requires naming measures in generalizable terms [114].

In this research, we have also highlighted possible threats to internal, external,

construct and conclusion validity of our experiments. Before observing measures and

their relationships for internal validity, we have considered possible biases during data

collection. Collection of data, required to build prediction models, is a challenging

task in software organizations. In order to avoid bias during data collection, we have

been supported by release management team of the organizations and scripts written

to extract required metrics were validated by them. Furthermore, we have investigated

possible outliers in datasets which may occur due to miscalculation of metrics. Extreme

values were manually traced and discussed with the management to understand their

reasons and the possibility of having similar values in future releases. We have also

applied two popular outlier detection techniques during our discussion on data quality

(Section 6.5) and concluded that removing extreme values from the datasets may distort

the underlying distributions, even though it may improve the prediction performance.

Our research objectives include quantifying software processes by considering

their impacts on software reliability. We have defined post-release (residual) defects as a

measure of software reliability, since quality is the major attribute of software reliability,

and measuring software quality is quite often defined as predicting defects/faults or

fault density in software systems [17].
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During quantification of software processes, all development and testing metrics

were selected based on previous empirical research investigating unique characteristics

of post-release defects in software systems. Although there is not a study observing all

processes at once in terms of local data, we have gone through the literature and formed

a larger set of metrics representing both development and testing processes. We have

also discussed prior research on most of these metrics in Section 2.2, emphasizing that

they were very good at predicting post-release defects in software systems. Qualitative

factors, on the other hand, were previously validated as effective when predicting post-

release defects of several commercial software systems [45].

We have stated that causal relationships among major constructs of our research

should be encoded in order to identify possible effects of these constructs, i.e., measures,

on software reliability. Simple regression models would not identify causal relations be-

tween metrics representing different processes and residual defects, even though they

were popularly used in previous studies (see [12,24]). Bayesian networks are well suited

to our problem, where the aim is to encode causal relationships from data and pre-

dict posterior distributions using prior evidence. In fact, if we consider independence

of software metrics and build a simple regression model, we have seen that software

metrics can only explain 32% of variability (R2) in the first dataset, and 36% of vari-

ability in the second dataset. However, taking causal relationships into account helps

to achieve very good prediction rates in addition to understanding the dynamics of a

development life cycle. We have seen that Bayesian networks help us identify that the

changes in our independent variables (metrics) cause the observed changes in our depen-

dent variable (post-release defects). We have considered causal relationships between

metrics from development and testing processes based on statistical and graphical in-

dependence tests, but we could not identify relationships between metrics representing

requirements process and other processes.

Bayesian statistics in conjunction with Bayesian networks also offer an efficient

approach to avoid over-fitting [59]. It is not necessary to build the network with sepa-

rate training and test data as in learning-based prediction models, since Monte Carlo

techniques avoid sampling bias by inferring posterior distributions from the model. In
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addition, causal relations between variables were found based on different statistical

tests, including correlation statistics and independence tests, as well as graphical de-

pendence analysis. We did not consider one method superior to the others, but we

modelled the network with all approaches respectively.

To overcome threats to construct validity in terms of selecting the right perfor-

mance measures, we have considered popularly used performance measures in vari-

ous effort estimation studies (e.g. [98]): MMRE, MdMRE, Pred(k). MMRE metric

computes the average relative error between actual and predicted values in a typi-

cal regression problem; however it has been criticized as being sensitive to extreme

values in data. Pred captures the variation among predictions and hence, it also sup-

ports MdMRE which is less sensitive to large variations in data, compared to MMRE.

Therefore, we have also reported MdMRE, Pred(k) values in our experiments.

To overcome possible threats to statistical conclusion validity, we have checked the

statistical significance of our predictions using a non-parametric test, Mann-Whitney

U-test. Other tests such as ANOVA or t-tests make Gaussian assumptions that may

not hold in every domain or dataset. We have also used Spearman’s correlation test and

Kolmogorov-Smirnov test which are also computed over ranks as Mann-Whitney U-

test. Brownian covariance independence test is applied on pairwise Euclidean distances,

and hence, it does not have a distribution assumption. Finally, chi-plots are also based

on ranks of variables and it is more informative than scatter plots, due to independence

of a relation between two variables from marginal distributions of data. Thus, we

have considered selecting appropriate tests during our experiments in order to avoid

assumptions implied by several tests.

The software engineering community has begun to emphasize empirical research

methods to improve the validity and generalizability of research results [116]. Even

though experiments in many studies give precise measurements under controlled con-

ditions, they may suffer from a lack of generalizability if they are not carefully designed.

Drawing general conclusions from an empirical study is very difficult, since each dataset

contains unique characteristics, in terms of software processes and the product, of the
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organization it belongs to. However results should be transferable to other researchers

in terms of the methodology behind. In this research, we have proposed an applica-

tion of Bayesian Networks in software engineering domain by proposing solutions to

limitations in previous studies. Methods used during model construction can be easily

transferable to other studies in order to repeat or refute our conclusions.
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8. CONCLUSIONS

8.1. Summary of Results

Due to the nature of empirical studies in software engineering, there are limited

number of empirical findings each tested on different settings and it is harder to verify

your theories [116]. Since software engineering is an applied science, theories should

be useful to academia, as well as to the software industry. Therefore, we need to be

accurate while summarizing and generalizing our results. This research proposes an

application of Bayesian networks by selecting to build a Hybrid network containing both

quantitative data regarding development and testing processes and qualitative data

regarding requirements specification process. Our empirical findings on two different

software systems show that the effects of software processes and their relationships on

software reliability are worth the investigation. In addition, we have observed that local

data is very valuable as expert knowledge such that in software organizations with a

mature measurement/ metrics data repository, local data should be used primarily and

strengthened with expert knowledge while predicting software reliability. We have also

linked our research questions in Section 2.5 with our findings on two different datasets.

8.1.1. What are the software factors affecting software reliability?

We have quantified software metrics representing development and testing pro-

cesses to measure software reliability. After an extensive literature survey, we have

evaluated software reliability in terms of post-release/residual defects and then, we

have used previously well-known metrics from development process, which were de-

fined as significant indicators of defects in software projects [12, 27]. We have also

investigated in-process metrics that are effective for managing software testing [86].

Three major aspects of SDLC (People, Product, Process) are covered with these met-

rics, namely cyclomatic complexity represents the product, whereas age, number of

commits, added LOC, deleted LOC, average time between edits represent development

process and number of committers represents the people aspect. Similarly, we have
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selected number of test cases, number of test cases with errors, number of test cases

with failures, number of test defects represent the product, whereas percentage of test

cases with a status change, test case quality, average number of executions per test case

represent the testing process.

For quantifying requirements specification and documentation process, we have

used a survey proposed in [45] capturing factors such as people experience, quality

of documentation, review process and configuration management. Based on previous

research, these factors were successful at representing requirements process and pre-

dicting post-release defects [45]. We have also incorporated expert judgement into the

model via surveys due to lack of local data regarding this process in both organizations.

8.1.2. How do software processes affect software reliability?

We have believed that dependencies between software processes affect final relia-

bility and validated our research question by building (i) a generalized linear model in

which each metric affects final reliability independently, and (ii) causal models in which

cause-effect relationships among software processes are represented based on statistical

analysis. Results show that causal models are better at predicting software reliability

than linear model.

8.1.3. How can we build a predictive model that would estimate software

reliability prior to release?

Bayesian networks are well suited to our problem since (i) they encode causal

relationships between input and output variables, (ii) they can be built using both

continuous and categorical variables in a hybrid model, (iii) predicting software relia-

bility can be formalized as inferring posterior probability of post-release defects given

observations from software metrics.

We have stated that a hybrid model is necessary when organizations have different

levels of maturity in different processes of SDLC. We have also applied a hybrid data
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collection approach by using quantitative data extracted from organizational reposito-

ries and qualitative data collected through surveys. Hence, we have proposed a Hybrid

Bayesian Network that incorporates both continuous and categorical variables without

any transformation, such as discretization. Gibbs sampling is used for approximation

of the joint probability distribution over conditional distributions, estimation of un-

known parameters and for handling missing data points in qualitative part. Results

show that proposed Bayesian networks are able to predict upto 84% of post-release

defects with less than 25% MRE in the first dataset, while 51% of defects with less

than 30% MRE in the second dataset.

8.1.4. How can software companies build predictive models with local data

rather than based solely on expert knowledge?

We have seen that a predictive model can estimate post-release defects in most

of the releases with less than 25% MRE rate, when causal relationships are modelled

through statistical tests and graphical analysis. In software organizations with a ma-

ture measurement process, accessing local data can be easier than communicating with

senior managers to conduct surveys, especially when development teams are allocated

at different geographical locations. In the second dataset, we have seen that incor-

porating requirements subnet into other processes could not improve the prediction

performance. One reason for this may be limited survey data. However, it may also

indicate that in software companies with small and cohesive development teams hav-

ing highly experienced staff and almost no turnover, local data may represent expert

behaviour very successfully. Therefore, survey data may not add new information into

the model. This also supports our claim that local data can be successfully used in

such predictive models instead of depending solely on expert judgement.

8.2. Contributions

We have achieved theoretical and methodological contributions as well as high-

lighted their practical implications to the industry.
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8.2.1. Theoretical and Methodological Contributions

In this research, we have applied well known AI techniques to a software engi-

neering problem, i.e., predicting software reliability prior to a release decision. Recent

research in predicting software reliability have also utilized Bayesian networks, but pro-

posed models were fed by qualitative factors collected via surveys and causal relations

were also defined by experts. We have proposed a new methodology in data collection

by incorporating local data with expert knowledge as well as a new network model

(hybrid) handling mixture of these data without any transformation. Cause-effect

relationships are also defined based on statistical tests strengthened with graphical

analysis, rather than using expert judgement.

In addition to methodological contributions, a well known Monte Carlo method,

namely Gibbs sampling, has been applied during Bayesian inference in software engi-

neering domain in order to estimate unknown parameters of probability distributions

and predict joint distribution of the final model over conditionals. Furthermore, we

have imputed missing data in surveys via Gibbs sampling, specifically by estimating

unknown parameters of the underlying distribution.

Similar models using BNs were previously proposed in the literature [9,45,47,52,

79]. Some authors also built a tool that would help building a BN [45]. We have im-

proved previously proposed models by applying statistical and graphical independence

tests to encode causal relationships between variables, rather than depending solely

on expert judgement during network construction. We have also managed to build

a hybrid network that can incorporate categorical variables into continuous variables

without appyling any transformation technique, like discretization. Inference in this

hybrid network is also handled by using Monte Carlo methods and working on a small

sample of local data. However, our model is a bit more complex to construct than

previous models, since we did not apply any transformation on continuous variables

to ease probabilistic inference. But, there are freely available inference engines, like

WinBugs [108], that would help inference in complex models.
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We have performed a set of well-defined experiments during model construction

which allows other researchers to replicate our methodology. Reproducibility of empiri-

cal studies is a very important property in software engineering domain. Unfortunately,

building complex models like ours, involving both a hybrid data collection and a net-

work construction with various statistical tests, is very difficult and interpret, even

though we have defined all steps precisely. An automated mechanism makes this pro-

cess significantly easier and more reliable. Therefore, we have started developing a tool,

namely Dione, which is not only for predicting software reliability through Bayesian

networks, but also a metric collection, analysis and reporting tool for the use of both

academicians and practitioners.

8.2.2. Practical Implications

In practice, software organizations need predictive models while making release

decisions in order to reduce the risk of over-/under-estimations and dependence on

experts. Using estimated post-release (residual) defects and the company’s pre-defined

thresholds for software reliability, it is possible to estimate a release readiness level for

each release. This level informs software managers earlier in development life cycle in

order to be prepared for the following scenarios:

(i) Release the software: Its readiness level in terms of residual defects is above a

pre-defined threshold. Managers are aware of potential failures after the release

and they are well prepared for this scenario.

(ii) Delay the release: Its readiness level is within the acceptable ranges, but the soft-

ware still needs improvement: Additional requirements, design or testing efforts

may be necessary through code reviews or inspections.

(iii) Cancel the release: Its readiness level is below the acceptable ranges, and failures

after the release may cost much more than making drastic changes right now.

Furthermore, such predictive models help software managers observe maturity of

their processes in terms of their impacts on software reliability. Measuring/quantifying

software processes also helps software organizations build a measurement repository
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and monitor trends of development practices in a systematic manner. An automated

tool like Dione also provide tangible benefits to companies such as collecting and storing

local data easily and invisible to the staff, building a complex model based on historical

data and estimating release readiness periodically. We aim to extend Dione with a

questionnaire support to conduct surveys as well.

In this research, we have seen that there are not a specific set of metrics that

should be used in any software organization to predict reliability in terms of post-

release defects. However, it would be useful to extract a common set of metrics (as the

ones we extracted during this research) which were proved as significant indicators of

post-release defects. Causal relationships also change from one model to another based

on local data collected from the organization. Hence, we suggest practitioners to follow

our methodology rather than using same metric sets with same causal relationships

among each other.

As a performance evaluation measure, we proposed 4 different measures, MdMRE,

MMRE, Pred(25) and Pred(30) and assessed the performance of our models by dis-

cussing all of them respectively. However, in real life, practitioners may require using

a single measure in order to judge their model in terms of its prediction performance.

In that case, we suggest them using Pred(k) measure, since Pred would evaluate the

overall success of a model in terms of variance of its predictions’. It is also possible to

set success thresholds for a model, such as “the model should predict at least 75% of

projects with 25% error or less”, and evaluate how the model meets the requirements

using Pred measure.

8.3. Future Directions

Popular applications of BNs on predicting software reliability lack a generalizable

methodology for model construction due to dependence on expert judgement. To con-

sider generalizability of our results, we have proposed well known statistical correlation

and independence tests as well as graphical analysis to infer causal relationships from

local data. We have also defined a set of software metrics, that are characteristics of
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residual defects, which can be extracted from organizational repositories. As a future

work, this research can be expanded to different settings by adding new set of met-

rics depending on available local data and encoding causal relationships with proposed

techniques. The objective of this research in the long run is to build robust predictive

models and integrate them into daily routines of software development activities so

that software managers would use such models to define policies.
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APPENDIX A: CODES OF PROPOSED MODELS FOR

DATASET 1

A.1. Winbugs code for the implementation of GLM

model{

for(i=1:N){

p[i] <- beta[1] + beta[2]*TEST_CASE[i] +

beta[3]*TEST_DEFECT[i] + beta[4]*AVG_TEST_RUN[i] +

beta[5]*TEST_CASE_QUALITY[i] + theta[1]*AGE[i] +

theta[2]*PEOPLE[i] + theta[3]*CHURN[i] +

theta[4]*EDIT_FREQUENCY[i] + theta[5]*COMPLEXITY[i]

DEFECT[i] ~ dnorm(p[i], t)

}

for(j=1:5){

beta[j] ~ dnorm(1,0.001)

theta[j] ~ dnorm(1,0.001)

}

t ~ dgamma(0.5,0.5)

}

A.2. Winbugs code for the implementation of Idiom

model{

for(i=1:N){

COMPLEXITY[i] ~ dnorm(AGE[i], a)

CHURN[i] ~ dexp(PEOPLE[i])

e[i] <- theta[1] + theta[2]*COMPLEXITY[i] +

theta[3]*CHURN[i] + theta[4]*EDIT_FREQUENCY[i]
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h[i] ~ dnorm(e[i], s)

x[i] <- TEST_CASE[i]*h[i]

TEST_DEFECT[i] ~ dlnorm(x[i], t)

TEST_CASE_QUALITY[i] ~ dnorm(TEST_CASE[i], b)

y[i] <- h[i] * K

AVG_TEST_RUN[i] ~ dnorm(y[i], t)

p[i] <- beta[1] + beta[2]*TEST_DEFECT[i] +

beta[3]*AVG_TEST_RUN[i] +

beta[4]*TEST_CASE_QUALITY[i]

DEFECT[i] ~ dnorm(p[i], t)

}

for(j=1:4){

beta[j] ~ dnorm(1,0.001)

theta[j] ~ dnorm(1,0.001)

}

t ~ dgamma(0.5,0.5)

s ~ dgamma(0.5,0.5)

a ~ dgamma(0.5,0.5)

b ~ dgamma(0.5,0.5)

K ~ dgamma(1,1)

}

A.3. Winbugs code for the implementation of Stats

model{

for(i=1:N){

COMPLEXITY[i] ~ dnorm(e[i], t)

PEOPLE[i] ~ dpois(lambda[i])

AGE[i] ~ dnorm(o[i], p)
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TEST_CASE_QUALITY[i] ~ dnorm(k[i], w)

h[i] <- theta*COMPLEXITY[i]*PEOPLE[i]

CHURN[i] ~ dexp(h[i])

v[i] <- scale*AGE[i]

AVG_TEST_RUN[i] ~ dnorm(v[i], s)

a[i] <- alpha * TEST_CASE_QUALITY[i] * COMPLEXITY[i]

TEST_DEFECT[i] ~ dexp(a[i])

y[i] <- beta[1] + beta[2]*TEST_DEFECT[i] +

beta[3]*AVG_TEST_RUN[i] + beta[4]*TEST_CASE[i] +

beta[5]*CHURN[i] +

(beta[6] * TEST_DEFECT[i] * AVG_TEST_RUN[i]

* TEST_CASE[i] * CHURN[i]) +

(beta[7] * TEST_DEFECT[i] * AVG_TEST_RUN[i]) +

(beta[8] * TEST_DEFECT[i] * TEST_CASE[i]) +

(beta[9]* CHURN[i] * TEST_DEFECT[i])

DEFECT[i] ~ dnorm(y[i], g)

}

for(j=1:9){

beta[j] ~ dnorm(1,0.001)

}

for(f=1:N){

e[f] ~ dnorm(5, 1)

lambda[f] ~ dexp(2)

o[f] ~ dgamma(1.7, 550)

k[f] ~ dgamma(10,10)

}

}



87

A.4. Winbugs code for the implementation of DistCov

model {

for(i=1:N){

CHURN[i] ~ dexp(w[i])

TEST_CASE_QUALITY[i] ~ dnorm(a[i], k)

s[i] <- alpha[1] + alpha[2]*TEST_CASE_QUALITY[i] +

alpha[3]*CHURN[i]

COMPLEXITY[i] ~ dnorm(m[i],c)

TEST_DEFECT[i] ~ dexp(s[i])

PEOPLE[i] ~ dpois(lambda[i])

AGE[i] ~ dnorm(ageMean[i],e)

t[i] <- beta[1] + beta[2]*PEOPLE[i] +

beta[3]*AGE[i] + beta[4]*TEST_DEFECT[i]

TEST_CASE[i] ~ dnorm(t[i], h)

AVG_TEST_RUN[i] ~ dnorm(TEST_CASE_QUALITY[i], f)

y[i] <- theta[1] + theta[2]*TEST_CASE[i] +

theta[3]*AVG_TEST_RUN[i] + theta[4]*COMPLEXITY[i] +

(theta[5]*TEST_CASE[i]*AVG_TEST_RUN[i])

DEFECT[i] ~ dnorm(y[i],g)

}

}

A.5. Winbugs code for the implementation of ChiPlot

model {

for(i=1:N){
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TEST_DEFECT[i] ~ dt(muTD[i], tauTD[i], d)

AGE[i] ~ dnorm(muAGE[i], varAGE)

h[i] <- theta*COMPLEXITY[i]

CHURN[i] ~ dnorm(h[i], varC)

PEOPLE[i] ~ dpois(lambda[i])

funcTC[i] <- cTC * (TEST_DEFECT[i] + AGE[i])

TEST_CASE[i] ~ dnorm(funcTC[i] , varTC)

temp[i] <- cTCQ * AGE[i]

TEST_CASE_QUALITY[i] ~ dnorm(temp[i], w)

v[i] <- scale *TEST_CASE_QUALITY[i]

AVG_TEST_RUN[i] ~ dnorm(v[i], s)

H[i ] <- Hbeta[1] + Hbeta[2]*PEOPLE[i] +

Hbeta[3]*CHURN[i]

y[i] <- beta[1] + beta[2] * TEST_CASE[i] +

beta[3] * AVG_TEST_RUN[i] +

beta[4]*EDIT_FREQUENCY[i] +

(beta[5] * TEST_CASE[i] * AVG_TEST_RUN[i] *

EDIT_FREQUENCY[i]) + beta[6] * H[i]

DEFECT[i] ~ dnorm(y[i],g)

}

}
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A.6. Winbugs code for the implementation of Specification and

Documentation Subnet

model {

for(i=1:N){

reqA[i] <- coefR[1] + coefR[2]*S1[i] +

coefR[3]*S3[i] + coefR[4]*S4[i]

A[i] ~ dnorm(reqA[i], reqVA)

reqC[i] <- coefRC[1] + coefRC[2]*S7[i] +

coefRC[3]*P2[i] + coefRC[4]*P5[i]

C[i] ~ dpois(reqC[i])

reqF[i] <- coefRF[1] + coefRF[2]* A[i] +

coefRF[3]* C[i] + coefRF[4]* S2[i]

probSpecDefect[i] ~ dnorm(reqF[i], reqVF)

}

for(b=1:4){

coefR[b] ~ dnorm(2, 0.01)

coefRC[b] ~ dnorm(4, 0.01)

coefRF[b] ~ dnorm(3, 0.01)

}

reqVA ~ dgamma(1,1)

reqVF ~ dgamma(1,1)

}
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APPENDIX B: CODES OF PROPOSED MODELS FOR

DATASET 2

B.1. Winbugs code for the implementation of GLM

model {

for(i=1:N){

y[i] ~ dnorm(p[i],t)

p[i] <- beta[1] + beta[2]*commits[i] +

beta[3]*committers[i] + beta[4]*addedLOC[i] +

beta[5]*delLOC[i] + beta[6]*commitFreq[i] +

beta[7]*complexity[i] + beta[8]*testCases[i] +

beta[9]*errorTest[i] + beta[10]*failTest[i] +

beta[12]*testSuites[i] + beta[13]*testDefects[i]

}

for(j=1:13){

beta[j] ~ dnorm(1,0.001)

}

t ~ dgamma(0.5,0.5)

}

B.2. Winbugs code for the implementation of Idiom

model {

for(i=1:N){

cMu[i] <- abs(addedLOC[i] - delLOC[i]) * committers[i]

changedLOC[i] ~ dt(cMu[i], tau, d)

scale[i] <- (1/ theta) * commits[i]

commitFreq[i] ~ dnorm(scale[i], var1)
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H1[i] <- h1beta[1] + h1beta[2]*changedLOC[i] +

h1beta[3]*commitFreq[i] + h1beta[4]*complexity[i]

testSum[i] <- (1/theta2) * (errorTest[i] + failTest[i] + testSuites[i])

testDefects[i] ~ dnorm(testSum[i], var2)

H2[i] <- h2beta[1] + h2beta[2]*testDefects[i] +

h2beta[3]*testsChange[i]

p[i] <- beta[1]*H1[i] + beta[2]*H2[i] +

(beta[3]*H1[i]* H2[i])

y[i] ~ dnorm(p[i], t)

}

for(j=1:3){

h2beta [j ] ~ dnorm(1,0.01)

beta[j] ~ dnorm(1, 0.01)

}

for(k=1:4){

h1beta[k] ~ dnorm(1, 0.01)

}

t ~ dgamma(2,2)

var1 ~ dgamma(1,1)

theta ~ dnorm(1,1)

theta2 ~ dnorm(50, 0.1)

var2 ~ dnorm(20,0.1)

tau ~ dnorm(70, 1)

d<- 2

}
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B.3. Winbugs code for the implementation of Stats

model {

for(i=1:N){

testCases[i] ~ dlnorm(tcMu[i], tcVar)

scale[i]<- commits[i] * theta

errorTest[i] ~ dexp(scale[i])

delLOC[i] <- addedLOC[i] * scale2

failTest[i] ~ dt(addedLOC[i] , fTau[i] , d)

sumTest[i] <- (coeff[1]*testCases[i]) +

(coeff[2]*errorTest[i]) +

(coeff[3]*failTest[i]) + (coeff[4]*delLOC[i])

testSuites[i] ~ dt(sumTest[i], sTau[i] , d2)

p[i] <- beta[1] + beta[2]*testSuites[i] +

beta[3]*committers[i] + beta[4]*complexity[i] +

beta[5]*testsChange[i]

y[i] ~ dnorm(p[i], t)

}

for(e=1:6){

beta[e] ~ dnorm(1,0.01)

coeff[e] ~ dnorm(1, 0.001)

}

for(k=1:N){

tcMu[k] ~ dnorm(7, 0.001)

sTau[k] ~ dnorm(5,5)

dvar[k] ~ dnorm(1, 0.01)

fTau[k] ~ dnorm(30, 0.1)

}

theta ~ dnorm(1, 0.1)

scale2 ~ dnorm(0.1, 0.01)

t ~ dgamma(2,2)
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tcVar ~ dnorm(1, 0.001)

d2 <- 2

d <- 2

}

B.4. Winbugs code for the implementation of DistCov

model {

for(i=1:N){

scale[i] <- theta * commits[i] * committers[i]

commitFreq[i] ~ dnorm(scale[i], var1)

testCases[i] ~ dlnorm(tcMu[i], tcVar)

errorTest[i] ~ dexp(muError[i])

failTest[i] ~ dt(fMu[i] , fTau[i] , d)

sumTest[i] <- (var2 * testCases[i ]) +

(var3 * errorTest[i]) +

(var4 * failTest[i])

testSuites[i] ~ dt(sumTest[i], sTau[i] , d2)

p[i] <- beta[1] + beta[2]*commitFreq[i] +

beta[3]*testSuites[i] +

beta[4]*testSuites[i]*commitFreq[i] +

beta[5]*(addedLOC[i] + delLOC[i]) +

beta[6]*complexity[i] + beta[7]*testDefects[i] +

beta[8]*testsChange[i]

y[i] ~ dnorm(p[i], t)

}

for(j=1:8){
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beta[j] ~ dnorm(1, 0.001)

}

for(k=1:N){

tcMu[k] ~ dnorm(7, 0.001)

muError[k] ~ dgamma(250,1)

fMu[k] ~ dgamma(15, 2)

fTau[k] ~ dnorm(30, 0.1)

sTau[k] ~ dnorm(5,5)

}

}

B.5. Winbugs code for the implementation of ChiPlot

model {

for(i=1:N){

changedLOC[i] <- addedLOC[i] + delLOC[i]

tcMuF[i] <- HtestConstant * tcMu[i]

muErrorF[i ] <- muError[i] + HtestConstant

fMuF[i] <- coeff[1] +

(coeff[2] * pow(fMu[i], HtestConstant)) +

(coeff[3] * changedLOC[i])

testCases[i] ~ dlnorm(tcMuF[i], tcVar)

errorTest[i] ~ dexp(muErrorF[i])

fTauOrg[i ] <- 1/ fTau[i]

failTest[i] ~ dt(fMuF[i] , fTauOrg[i] , d)

scale[i] <- theta * commits[i]

scale2[i] <- theta2 * commits[i]

commitFreq[i] ~ dnorm(scale[i], var1)

complexity[i] ~ dnorm(scale2[i], var2)
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H[i] <- coeff2[1] + (coeff2[2]*committers[i]) +

(coeff2[3]*commitFreq[i]) + (coeff2[4]*complexity[i]) +

(coeff2[5]*testsChange[i]) + (coeff2[6]*testSuites[i]) +

(coeff2[7]*testDefects[i])

p[i] <- beta[1] + (beta[2]*failTest[i]) + (beta[3]*H[i])

y[i] ~ dnorm(p[i], t)

}

}
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APPENDIX C: SURVEY RESPONSES
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Table C.1. Responses for Specification, Documentation & Project Management in

Datasets 1 & 2.
Response No. Dataset 1 Dataset 2

S1 S2 S3 S4 S7 P2 P5 S1 S2 S3 S4 S7 P2 P5

1 5 4 2 1 3 5 3 5 3 2 3 4 4 5

2 3 2 4 2 1 2 5 4 3 5 3 3 4 4

3 4 3 4 3 1 3 3 5 2 3 1 3 4 4

4 3 3 5 3 4 3 4 4 3 5 3 3 4 4

5 4 3 3 2 4 3 5 4 3 4 1 3 3 4

6 5 3 2 4 2 5 3 3 2 1 1 2 3 3

7 4 3 3 2 4 3 5 3 2 1 1 2 3 1

8 5 2 1 1 3 3 3 4 2 1 1 2 3 3

9 3 2 4 2 1 2 5 4 3 2 1 3 4 3

10 3 2 4 2 1 2 5 5 4 5 5 4 4 4

11 2 2 1 4 1 1 2 4 3 4 3 3 4 3

12 3 3 2 4 2 4 3 3 4 5 2 3 4 3

13 4 3 4 3 1 3 3 5 4 2 3 3 4 5

14 3 3 5 3 4 3 4 5 4 5 4 3 4 3

15 5 5 2 4 5 2 3 3 3 2 2 4 4 3

16 5 3 2 4 2 5 3

17 5 4 5 5 2 5 4

18 5 5 2 4 5 2 3

19 2 2 1 1 3 2 3

20 5 3 3 2 3 3 3

21 4 1 2 3 3 1 4

22 5 4 5 5 2 5 4

23 3 3 3 3 1 5 3

24 5 3 3 2 3 3 3

25 4 3 3 2 4 3 5

26 5 3 3 2 3 3 3

27 3 2 4 2 1 2 5

28 2 2 1 1 2 5 5

29 4 2 3 4 2 4 3

30 5 4 5 5 2 5 4

31 3 2 3 2 3 1 3

32 5 3 2 4 2 5 3

33 4 3 3 2 4 2 2

34 5 2 1 1 3 3 3

35 2 2 1 1 2 5 5

36 5 4 2 1 3 5 3

37 4 3 1 1 2 3 3

38 4 3 3 2 4 2 2

39 5 4 2 1 3 5 3
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APPENDIX D: CHI-PLOTS FOR DEPENDENCE

ANALYSIS
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(a) TC-TD (b) TC-AGE

(c) TC-DEFECT (d) TD-DEFECT

Figure D.1. Chi-plots showing an association between metrics in Dataset 1.
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(a) ATR-TCQ (b) ATR-DEFECT

(c) TCQ-AGE (d) CHURN-COMPL

(e) EDITFR-DEFECT

Figure D.2. Chi-plots showing an association between metrics in Dataset 1

(continued).
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(a) COMMITS-EDITFR (b) COMMITS-COMPL

(c) COMMITS-TCST (d) PEOPLE-DELLOC

(e) PEOPLE-EDITFR (f) PEOPLE-TCST

Figure D.3. Chi-plots showing an association between metrics in Dataset 2.
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(a) ADDLOC-DELLOC (b) ADDLOC-TCF

(c) DELLOC-TCST (d) DELLOC-TD

(e) EDITFR-COMPL (f) TC-TCE

Figure D.4. Chi-plots showing an association between metrics in Dataset 2

(continued).
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(a) TC-TCF (b) TC-TS

(c) TCE-TCF (d) TCE-TS

(e) TCF-TS (f) TCF-DEFECT

Figure D.5. Chi-plots showing an association between metrics in Dataset 2

(continued).
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APPENDIX E: BOX-PLOTS OF SOFTWARE METRICS
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(a) Test cases (b) Test defects (c) Average test run

(d) Test case quality (e) Age (f) People

(g) Churn (h) Edit frequency (i) Complexity

Figure E.1. Box-plots of software metrics for Dataset 1.
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(a) Commits (b) People (c) Added LOC

(d) Deleted LOC (e) Edit frequency (f) Complexity

(g) Test cases (h) Test cases with errors (i) Test cases with failures

(j) Tests with status change (k) Test suites (l) Test defects

Figure E.2. Box-plots of software metrics for Dataset 2.
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