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OzET

Uyumlu Tirevli Ters Sturm-Liouville Problemi
Auwalu SA’IDU

Doktora Tezi

FIRAT UNIVERSITESI
Fen Bilimleri Enstitiisii

Subat 2025, Sayfa: [ix] +

Bu ¢alismada, Sturm-Liouville probleminden (SLP) ile ilgili olup; uyumlu tiirev yardimiyla
hem direkt hem de teras problemin ¢6ziimii incelenmigtir.

Ilk olarak gerek miithendislikte gerek ise diger alanlarda oénemli bir yere sahip olan SLP
probleminin temel 6zellikleri verilmig, tiirevin sifir ve bir degerleri arasindaki kesirli degerleri
kullanilarak doniigiim operatoriiniin varhigini ispatim verdik. Burada Hiperbolik tip kismi tiirevli
bir diferensiyel denklem ve bunula ilgili sinir sartlar: geklinde elde edilen problem i¢in bir Fredholm
integral denklemi elde ettik. Literatiirde ters nodal problem olarak bilinen problem i¢in farkl siir
sartlarinda 6zdegerler, 6zfonksiyonlar ve nodal parametreler igin asimptotik formiiller verdik. Ve
bunlar yardimiyla potansiyel fonksiyon igin formiiller verdik.

Daha sonra bazi ek kogullar altinda potansiyel fonksiyon igin baz1 teklik teoremlerini ispat edip
6zel durumda bu sonuglardan yola gikarak Ambarzumyan teoremine ulagtik. Son olarak gecikmeli
SLP i¢in ters nodal problemin ¢éziiminii verip problemin dengeli oldugunu gosterdik. Genel olarak
elde ettigimiz sonuglarin S =1 i¢in klasik sonuglar ile ayni oldugunu gosterdik.

Anahtar Kelimeler: Sturm Liouville Denklemi, Sturm Liouville problemi, Uyumlu tiirev, Diigiim

Noktalar1, Diigiim Uzunluklari, Potansiyel Fonksiyonu, Ters Problem, Gecikme Sabiti.
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ABSTRACT

Inverse Conformable Sturm-Liouville Problem
Auwalu SA’IDU
PhD Thesis

FIrRAT UNIVERSITY
Graduate School of Natural and Applied Sciences

Department of Mathematics

February 2025, Page: [ix] 4+

This research work talks about Sturm-Liouville Problem (SLP); the direct and the inverse nodal
forms of the problem (with / without delay) using a newly established non-integer value derivative
called the conformable derivative. At first, looking in to the vitality of the SLP in the models of
the real life problems addressing scientific, engineering, economic, etc, issues and the fact that most
of these problems are better described using non-integer value derivative, we considered the
conformable derivative method and proved the transformation operator for the SLP using this new
differentiation method on a classical Sturm-Liouville Operator. There, we obtained a Hyperbolic
partial differential equation and some suitable conditions for nucleus function N(z,7), then we
finally obtained a Fredholm integral equation and the proof is validated by taking 8 =1 which
returns the original/classical results. In addition, we gave various basic definitions, properties,
lemmas and theorems used in this thesis, and they are mostly under this new derivative.

Next, we considered the general conformable SLP and then established the spectral properties; the
eigenvalues, the eigenfunctions, the nodal points, the nodal lengths, for some special boundary
conditions and after that we calculated the potential functions and proved its uniqueness, in the
direct case, using these spectral parameters as the direct and inverse of the conformable SLP. We
considered and proved the Ambarzumyan’s theorem for the conformable derivative SLP with
additional condition.

Lastly, we extended the conformable SLP and its inverse problems to the constant delay problem
which is also new in the literature. There we similarly obtained the spectral properties for the
problem in two different set of boundary conditions and we also expressed some important results
like the proof for the specification of the spectrum in one case and proving the stability of the
solution in the other case.

New results, as an extension of the classical SLP (with and without delay) were established in this
work in order to extend the concepts of the SLP to non-integer derivative phenomena, and the
corresponding results in the classical cases of the problems discussed in this research documents

can be obtained at =1 and also the delay concept can be relax by taking v = 0.
Keywords: Sturm Liouville Equation, Sturm Liouville problem, Conformable derivative, Nodal

Points, Nodal Lengths, Potential Function, Inverse Problem, Delay Constant.

viii



SYMBOLS AND ABBREVIATIONS

Symbols
O : Inner product
Lg [a,b] : Square fractional integrable functions space on [a,b]
Ln : n. Eigenvalue
Lg : Sturm-Liouville operator
Zi—g . Fractional differential operator
R LDf : Riemann-Liouville fractional differential operator
CDé’2 : Caputo fractional differential operator
D# : Conformable differential operator
mDg # . M-Derivative fractional differential operator
N(z,z) : Nucleus function
L%[cub] : Conformable Space of Real-valued squarely integrable functions
Cgla,b] : Conformable Space of continuous, real or complex-valued functions
q(x) :  Potential function for Sturm-Liouville operator
0] : Limited values
0 :  Infinitesimal values
H,h :  Impedance constants at boundary conditions
yn (T, 1n) :  yn eigenfunction corresponding to p, eigenvalue
2™ : j nodal point corresponding to n

)
Lj

7 nodal length corresponding to n

Abbreviations
SLP : Strum-Liouville Problem
SLT : Strum-Liouville Theory
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1. INTRODUCTION

Sturm-Liouville theory begins with Sturm’s original work between 1829 and 1836.
Later in 1837, Sturm and Liouville published their very important work in a short note in
the journal "Journal de Mathematique', they considered the boundary value problem for

the differential equation below,

" +q(x)y=py for 0<x <1, (1. 1)
with the boundary conditions that

y(0)cos A +¢/'(0)sin A =0, and y(1)cosa+y'(1)sina =0,

where ¢(z) is continuous on (0,1) and p is the spectral parameter. From the solution
of the boundary value problem, the parameter p is called eigenvalue and the nontrivial
solutions for is called eigenfunctions of the problem. The set of all eigenvalues of
this problem is called the spectrum of the boundary value problem [I]. Sturm-Liouville
problems (SLPs) constitute a fundamental pillar of mathematical analysis, particularly in
the context of differential equations and their applications in physics and engineering. These
issues are significant in light of their inherent occurrence in the separation of variables for
partial differential equations, including the heat equation, wave equation, and Schrédinger
equation. SLPs are of the form of eigenvalue problems, wherein the eigenvalues y correspond
to specific solutions, designated as eigenfunctions y(z). The solutions of SLPs exhibit a
number of noteworthy characteristics. Orthogonality is defined and the set of eigenfunctions
is complete. The eigenfunctions constitute a complete set within the pertinent function
space, thereby enabling expansions of other functions in terms of these eigenfunctions (e.g.
Fourier series). In the case of a discrete spectrum, the spectrum of y is ordered and bounded
below under regular conditions. These properties render the Sturm-Liouville Theory (SLT)
a powerful tool in mathematical physics, signal processing, and numerical methods.

Besides the studies on the SLPs there aroused the studies analyzing the concepts of
the inverse SLPs. This extensions of the SLT delve into reconstructing the underlying
differential operator from spectral data, which has applications in fields like geophysics,
quantum mechanics, and medical imaging. The first results of inverse SLP may be
considered as Ambarzumyan’s theorem [2]. It says that if the spectrum of SLP with
Neumann boundary conditions is {n2}, n > 0, then the potential function ¢(z) =0. The
solution of this type of classical SLPs are possible in many ways and many results have
been obtained by many researchers as in these references and there in
13, 4, 51, 16, 17, 18, [, [0, [T, 12, 13}, (14, [15] (16} 17, 18, (19, 20, 21| 22, 23, 24, 25, 26, 27, 28, 29,
30, BT, 32, 133] 18, [34), 35, [36].

Fractional calculus is a fascinating branch of mathematics that generalises classical

calculus by extending the concept of derivatives and integrals to non-integer (fractional)



orders. In contrast to traditional calculus, which deals with integer-order differentiation
and integration, fractional calculus allows for operations of arbitrary order giving the
chance of taking the S-order derivative of a function, for 0 < 8 < 1, this concept was first
studied in 1695 when Leibniz asked about the derivative of order % in a letter to
L’Hospital. The fundamental idea of fractional calculus can be traced back to the
generalisation of repeated integration and differentiation. For instance, the n-th derivative
of a function can be expressed using factorials. This concept was extended to fractional
orders using the Gamma function. A new differentiation method called "Conformable
Derivative" was recently developed by Khalil et al. [37] and it satisfies the majority
properties of differential calculus that were not satisfied by the earlier fractional derivative
approaches, this shows that conformable derivative has some advantages. This
conformable derivative, introduced to address limitations of earlier fractional derivatives,
exhibits a number of properties similar to those of classical derivatives, thereby making it
a useful tool for formulating fractional differential equations. Many researchers have
studied, defended, improved, and successfully used the Conformable Derivative approach
in many different fields, our work [38] gives our successful analysis on Conformable
Sturm-Liouville operator, more details on these can be found in the references
139, 40, 4T, 37, 42, 43, 4], 45, 46, 47, 4R, 49, 50, K1, 52, 53], 54], it has been found to be an
effective derivative approach as such in this research work we considered this new
differentiation method and addressed the spectral problem on SLT. The models of the
phenomena that can be describe by the SLPs are best described by fractional calculus as
it involved the derivative of fractional order. Afterwards, researches on inverse and inverse
nodal SLP are extended to the concept of fractional derivatives and it is now a current
research field as detailed in the references [55], 56, 67, 5l [7, 58, 59] 60]. The authors in [15]
introduced a formula for the potential function in inverse nodal problem, in our works [59]
and [6I] we treated the direct and inverse nodal problem of the SLP with eigenparameter
in the boundary condition using conformable derivative approach and proved the
uniqueness of the potential function, we also provided more details about it in this write
up. Also, there are some results on fractional SLPs in these references and there in
[62, (6l 63, 64, 57, 65, B8, B8, 66, 67, 68, 69] and many of them used the conformable
derivative.

To further our studies, we extended it to the concept of direct and inverse nodal
conformable SLP with delay which has the form (the classical)

~y" +q(x)y(r—v)=py for 0<z<1,

with any appropriate boundary conditions.

In the inverse nodal SLP with delay the goal is to determine the coefficients of the
Sturm-Liouville operator and the potential function ¢(z) or the delay parameter v based
on the given spectral parameters (or nodal information). The study of SLP with delay has

applications in various fields, such as: Partial differential equations with delay terms,



Quantum mechanics and quantum field theory, Control theory and optimization,
Biological and engineering systems with time delays etc, that is why there is an increasing
interest in the spectral analysis of such problems, more details on these can be found in
[70L [7T), [72), [73), (74 [75] [76]. Some researchers constructed new approaches for the solutions
of the classical forms of this concept. The SLP with a large constant delay, v € [g,ﬂ'), was
taken into consideration by the authors in [77]. They developed an efficient algorithm to
solve the problem, and the authors in [78] also examined the nonlinear inverse problem
and determined the properties of their spectral characteristics. The case with a zero
starting function, where the potential ¢(z) is assumed to be null on the appropriate
subinterval, is the focus of much inverse SLP research. The authors of [79], however,
disregarded this presumption in favor of a continuously matching initial function, which
causes the equation to gain a new term with a frozen argument. They successfully
addressed the issue and demonstrated its spectral properties. For further insights into this
topic, please refer to [70, [73, [74]. In a note worthy contribution, the authors of [70]
presented an intriguing result pertaining to inverse SLP with a constant delay under a
non-self-adjoint operator with a mixed boundary condition. They elucidated the spectral
properties of the eigenvalues obtained.

Studies and results on non-integer value derivative inverse SLP with delay are scarce,
due to that, in our research we established the direct and inverse nodal conformable SLP
with delay as it can be seen in our works [75, 80]. We obtained the result under two
sets of boundary conditions; the mixed and Neumann-Dirichlet boundary conditions, using
conformable derivative approach, we expressed the corresponding spectral properties and
we used the Lipschitz stability approach and demonstrated the stability of the solutions.
The corresponding classical results can be retrieved at 5 =1 and the delay concept can be
reversed at ¥ =0 . The problem of the delay by a constant, which involves changing the
problem by the degree of the considered constant value, is contained in this supplement to
the literature on the idea of the inverse SLP. In addition to the given information and the
reviews about this research work we would like to give some details about the most important
terms which are the basic and bases of many of the concerned preliminaries. Notably, all
of the definitions, theorems, and lemmas that were used, together with their classical and
conformable derivative proofs, came from the references mentioned, particularly [39, 40, [44),
45, 156, 64, [70].

1.1 Sturm-Liouville Operator

In this section, we discussed about the concept of operator which is highly considered
due to its vitality in almost all parts of mathematics, this leads us to investigate and present
the possibility of providing transformation operator for the SLP using the conformable
derivative in this work. We also gave some main theorems and properties of SLP under this

new differentiation approach with their proofs.



1.1.1 Transformation Operator

To define the transformation operator let us consider a topological linear space E
such that Ep, Es C E,(closed subspaces) and A and B be two linear (may be continuous)

operators.

Definition 1.1.1. Suppose X is a linear invertible operator defined in the entire space E
and acting from Eq to Es. If X meets the following requirements, it can be referred to as a
transformation operator for a pair of operators A and B:

1. The operator and its inverse, X and X', are continuous in space E.

2. The form of the operator equation is
AX =XBor A=XBX .

Definition 1.1.2. [81] Let X be a linear space. A norm on X is real-valued function ||.||
on X defined by ||.|| : X — R satisfying the following conditions

(N1) ||z|| >0, x>0, z€ X

(N2) ||z|| =0, z=0

(N3) ||pz|| = |a|||z|| ,Yx € X and for all scalars o .

(N4) llz+yll <llzl|+]yll,Yz,y € X Then (X, ||.||) is called Normed space.

Definition 1.1.3. [81] Let X and Y be two normed linear space over the same field of

scalars. A transformation defined by
T:X—-Y

is said to be linear if a) T(x+y)=T(x)+T(y).
b) T(ax) =T (z) for all x,y € X and for all scalars a.

A linear transformation T : X — Y is said to be continuous at zg € X if x,, — o then
T(acn) — T(;L‘o)
T is said to be continuous if 7" is continuous at each point of X. Note that T is continuous

if and only z,, = = T(x,) = T(z).

Definition 1.1.4. A linear transformation T from a mormed space X to another normed
space Y s said to be a bounded if there exists a real number ¢ > 0, such that | T(z)|| < c||z|
forallx e X.

Definition 1.1.5. [81] Let X be a complex linear space. An inner-product on X is a
function () : X x X — C which satisfies the following condition:




Here x,y,2 € X and « is a real number. An inner-product space is a linear space
with an inner-product on it [37]. We have a relation between inner product and norm as

|z|| = v/(x,x) A complete inner product space is said to be Hilbert space.

Lemma 1.1.1. The space Liz(0,a) associated with the norm function

s = ([ 1@ P

in a Banach space.

Morever if p =2, then L%(O,a) associated with the inner product (f,g) = [; f.g9dsz)
in a Hilbert space.
1.1.2 Fractional Differential Operator

Differential operator, symbolized as D, is a function which mapped functions into
their derivatives. The same is extended to the concept of fractional derivatives and all the
appropriate fractional differentiation approaches can be considered as Fractional
Differential Operators. We can then say, a fractional operator is a function which mapped
fractional differentiable functions into their fractional derivatives. The fractional
differential operators discussed here are the Riemann-Liouville, Caputo and conformable
simbolized as rrD?, ¢cD? and D? and each is defined and characterized based on some
properties. It is based on such properties that an operator is said to be valid, good or
inappropriate. The shortcomings of the operators discussed here were given below and it
can be deduced that another operator can be derived as an improvement of the other.

1.1.3 Eigenvalue and Eigenfucntion

The concepts of Eigenvalue and Eigenfucntion, as explained in detail in [82], formed

the basis in the SLP, as such we briefly discussed these concepts as follows.
Definition 1.1.6. An eigenvalue of a square matriz A = (B;) is a p such that
Az = px (1. 2)

has a solution x # 0.
A is known as the eigenvector that corresponds to that eigenvalue p.

Definition 1.1.7. Let H be a Hilbert space and T : H — H be a bounded linear operator
on H into itself. Then the unique operator T defined by

(Tx,y) = (z,T"y), Ve,y € H

is called the adjoint of T.



Definition 1.1.8. A bounded linear operator T on a Hilbert space H is said to be self-
adjoint if T* ="T. If T is self-adjoint, then

(Tx,y) = (z,Ty),Vo,y € H.

1.2 Big O-notation

Big O notation is a method for characterizing functions based on their growth rates.
Different functions that have the same asymptotic growth rate can be described using the
same O notation. A description of a function in big O notation often provides an upper
bound on the function’s development rate. The little o notation, like the big O notation,
is used to define several types of asymptotic growth rate constraints. These two notations
typically exhibit similar characteristics [83].

1.2.1 Properties of big O notation

The following properties apply to the big O notation, that is for the functions
9(s), f(s) and h(s):

1. Reflexivity: For any function g(s), g(s) = O(g(s)).

2. Transitivity: Given that g(s) = O(f(s)), and f(s) = O(h(s)) then g(s) = O(h(s)).
3. The fixed factor: If g(s) = O(f(s)), then kg(s) = O(f(s)) for every constant k > 0.
4. Sum Rule: g(s) +h(s) = O(f(s)) if g(s) = O(f(s)) and h(s) = O(f(s)).

5. Product Rule: g(s)*h(s) = O(f(s)*k(s)) if g(s) = O(f(s)) and h(s) = O(k(s)).

6. The Composition Rule: f(g(s)) = O(h(s)) if f(s) = O(g(s)) and g(s) = O(h(s)).

7. A few further properties included; for k # 0, O(k + h(s)) = O(h(s)),
O(kh(s)) = O(h(s)) and
9(s) = O(g(s), f(s) = O(f(s)),thenO(g(s) + f (s)) = O(maz{g(s), f(s)})-

1.3 Sturm-Liouville Problem

Boundary-value issues known as SLPs naturally occur when specific partial differential

equation problems are solved using the separation of variables method, which is widely used
in literature.
The SLP can be solved in two ways: Finding the spectral data after the potential function
is provided which is the direct problem. In the second, one is asked to determine the
potential function given all spectral parameters, such as eigenvalues, eigenfunctions, etc.
These information and the definitions, theorem and the proofs can be found in the references
[82, 84 [85].



Theorem 1.3.1. SLP has the general form in the classical case as;

(p(2)y") +q(z)y = —pw(@)y for a <z <b (1. 3)
with the two sets of boundary conditions that;

I the first boundary conditions

y(a)cosA+y'(a)sin A =0, and y(b)cosa+1y'(b)sina =0, (1. 4)

1I the second boundary conditions
y(a) = y(b), and y'(a) =y (b),

where the functions p(z),p(z),q(x) and w(x) (weight function) are continuous on the

interval (a,b). p(z) >0 and w(z) >0 on [a,b] and u is a spectral parameter.

By introducing L as the Sturm-Liouville operator to (1. 3|) we can represent the SLP

as
L(y) = —pw(x)y,

where
L(y) = (p(=)y') + q(x)y.

The first set of the boundary conditions of the SLP can be reduced to
y'(0) = hy(0) =0, and y/(r)+ Hy(r) =0,

by taking the impedance constant —h = Z?jg and H = €22 and changing the interval to
(0,m).
Now, if we consider Q(z,u) as the solution of (1. 3) and Q(0,u) =1 and Q/(0, ) = h then

Q(x,u) can be expressed as

h . 1 r® .
Q) = cos{ i) + e + | sint i —)aQe. nat

while the condition Q*(0,1) =0 and Q*/(0,u) =1 gives the solution of (1. 3) as Q*(z,u)

and it can be expressed as

SV /0 sin(y/(x — ) q(t)Q* (¢, ) dt

Q*(.%',/L) = \/»



1.4 Types of the SLP

There are three types of SLP (1. 3|) which are as follows;

1. If p(z) > 0 and w(z) > 0 and the interval is finite [a,b] then the SLP is said to be

regular.

2. If p(x) or w(z) is zero for some x in the interval or the domain is [0,00) then the

problem is singular.

3. if p(x) >0, w(z)>0 and the functions p(x), ¢(z) and w(x) are continuous functions
on [a,b] along with the following Boundary Conditions: y(a) = y(b) and y(a) = y(b)
then the SLP is called periodic.

It should be noted that the most common types of SLP are regular and periodic as such
most of the studies are on them.
1.5 Reducing Second Order Differential Equations to SLP

It should be remarked that the more general second order differential equations

d

—Ap@)y)} +i(@)y = pw(z)y, (1. 5)

with the functions p(z) and w(z) as stated in the section above, with set of the condition
can be reduced to SLP. That is, let the function p(x) be a continuous first order
differentiable function and the function p(x)w(z) be continuous second order differentiable
function, then can be rewritten as

—p(2)y" —p(x)"y +1(x)y — pw(x)y =0, (1. 6)

and dividing both sides of (1. 6] by p(x) and multiplying through by the integrating factor

I(x) we have

v @) w()
I(x)y" —I( )p(x)y +1( )p(w)y I( )up(m)y 0,
that is
@)Y+ 1)y ey o, (1 7)

where I(z) =exp [ ((g;)), dz. Clearly, (1. 7) take the form that

—[I(2)y') + ——SI(2)y = wo(x)py,

which is a form of SLP with ¢ = %](w) and the weight function as w(z) = 22 I (z).




Example 1.5.1. To give an example of this case, let us transform the differential equations
below to the SLP form.

22y +xy' + pry =0, and exp(2x)y” +exp (2z)y + (z+p)y =0,

1

The first equation can be just y”—i—;y'—l—u%y =0 and it can be reduce by taking the

integrating factor I(x) = expf’;((;:)) dx = expf%d:c = x, then by multiplying the equation
with the integrating factor we have xy"” +vy' + py =0 that is

[zy') +py =0,

which is a SLP with q(z) =0 and w,(x) = —1.

The second equation can also be y" +y' + xexp (—2x)y + pexp (—2z)y =0, and it can also

I;I((;)) dr = exp [dr = exp(x),

be reduce by taking the integrating factor I(x) = exp [
multiplying the equation with the integrating factor we have

xrexp (2)y" +exp (z)y +xexp(—x)y+ pexp(—x)y =0 that is
lexp (2)y']' +zexp (—a)y + pexp (—x)y = 0,

which is a SLP with q(z) = xexp(—x) and wy(x) = —exp(—x).

The special second order differential equations like Euler-Cauchy, Bessel, Legendre,
Chebyshev, has SLP form as

a. Bessel Equation: (xzy') + (x;ﬂ — %2):1] =0,

b. Chebyshev Equation: (v1—22y') + \/1”_27y =0,
c. Legendre Equation: ((1—22)y') +uy =0,
1.6 Properties of SLP

1. The eigenvalues of a SLP are all real and nonnegative.

2. The eigenvalues of a SLP can be arranged to form a strictly increasing infinite

sequence; that is, 0 < p; < pg < p3 < ... Furthermore, u, — co. as n — oo.

3. For each eigenvalue of a SLP, there exists one and only one linearly independent

eigenfunction.

4. The set of eigenfunctions {ej(x),e2(x),...} of the SLP (1. 3| corresponding to distinct

eigenvalues are orthogonal with respect to the weight function w(z). That is

b
/a w(z)er(x)ex(z)dr = 0.

5. The eigenvalues of the SLP (1. 3| are simple.



Definition 1.6.1. Let f(x) and g(x) be two differentiable functions, then their Wronskian
function is defined by

W(f,9)=rg —gf"

10



2. CONFORMABLE DERIVATIVE /OPERATOR

In this section, we give the description of the Conformable differentiation method and
what it is about and its related issues because it is the main method used in working out
this research.

2.1 Fractional Calculus

Calculus is the mathematics concerning motion or growth (change in state) of an
object or situation. It was invented in 16-17th centuries in order to solve mainly the
mechanical problems of the time. Such real life problems are dynamic in nature and for
them to be properly addressed there is need for “Fractional Calculus ” that is the integrals
and derivatives of real or complex order. The letter receixlfed by Leibniz from L’Hospital in

1965 requiring information on the derivatives of dif was the first mathematical

dx?2
motivation toward investigations and researches in addressing such situations.
Mathematicians like Leibniz, L’Hospital, Euler, Lacroin, Abel, Liouville, Reimann, and
many others made significant contributions in evaluating such derivative [86]. Fourier, in

1822 gave the first definition for fractical order derivative as

dPy 1
= an ) o [ Ie)eostua—rut g

After 1832 Liouville gave his definition which is based on the formula for differentiating an

exponential function as;
DY () = S gcrale™,

for any complex [, from which he established his “Liouville’s first formula ” for the

differentiation of a power function and fractional integration and defined as;

LD f(z) = / o(x+7)Pldr, —00 <z < 0, Re

N
(=1)PT(B) Jo

Later in 1847, Riemann expressed his definition as;

1 ©© T
RD’Bf(:J:) = T(3) /0 @ f(T))l—B dr, x > 0.
Studies on fractional calculus reached a high level in 1880 due to its versatile applications
especially in engineering and sciences.

Many researchers gave many different definitions for fractional derivatives among which
M-Derivative, Riemann-Liouville, Caputo and conformable derivative are the most popular
ones. This research work concentrated more on the last of the above three but discussed

the remaining three in brief.



2.1.1 M-derivative

To say about the M-derivative we need the Mittag-Leffler function as it is defined
below.
Definition 2.1.1. The one-parameter Mittag-Leffler function is defined as
Zk
E =Y o=
The two-parameter Mittag-Leffler function is defined as
E =Y =
Ba(z) k‘—O F(ka—i—a)’
where 5> 0,a>0,z¢€ C.

Definition 2.1.2. Let f:[a,00] = R, a € (0,1] and v > 0. Then M-derivative defined as

D5 () = iy L3 =) ™) )

where ;E(.) is truncated Mittag-Leffler function defined in (2.1.1). If a =0 this derivative

can be indicated as py D7 .

Note that if D7 exists, we have D7 f(z) = %f/(x) and if a = 0,

j ey

MDY f(x) = %f’(x) for I' Gamma function.

Definition 2.1.3. The left M-integral is defined by letting the function f be defined in the
interval (a,z], where a > 0,2 >a and 0 < a <1 as
€T

I f@) = [ fOdar =T+1) [ (7= ().

2.1.2 Riemann-Liouville Derivative
Riemann-Liouville approach in trying to define the fractional derivative is widely
accepted although it has some short coming. Below is the definition.

Definition 2.1.4. Let 3 be any point in the interval [n—1,n), then the  derivative of a

function f is

_ 1 ar g f(x)
WD) = f gy ). 7y

which is the same as — f(7) when f=n €N

drm
2.1.3 Caputo Derivative

The Caputo approach is similar to that of Riemann-Liouville only that in this case

the ordinary derivative is to be taken before the integral. It is defined as;

12



Definition 2.1.5. If 5 € [n—1,n), then the 5 derivative of a function f is

and

CDg(f(T)) = F(n—ﬁ) /aT (7_ _fx)(;g’vzn—‘rl dzx

also ¢cD3(f(1)) = CZ_—nnf(T) when f=neN

These two popular definitions have their shortcomings due to which researching for a

better and more suitable definitions continues. These shortcomings included the following
facts which can be found in [37, 87, 88];

1.

2.2

al.

The Riemann-Liouville derivative does not satisfy the rule for the derivative of a
constant, that is pr D2 (k) # 0 for any constant k but it is satisfied by the Caputo

derivative.

. These two derivative approaches do not satisfy the product rule of two functions, that
is RLDG(fg) # f-rDg(9) + 9. DJ(f) and ¢DF(fg) # f.cD(9) +9.cDI(f) -
. These two derivative approaches do not satisfy the quotient rule of two functions,
B 2 s B
that is RLDg(g) r g-RLDa(f);ngLDa @ for g+#0and CDg(g) 4 g.¢Da (f)g+2f~cDa(9) for
g#0.

. These two derivative approaches do not satisfy the chain rule, that is
reDS(f o g) #re D3 (f(9))-reDj(g) and ¢DF(fog) #c D3 (f(9))-cDj(g) -

. In the Caputo definition the function f most be differentiable.

. Although both the two definitions discussed are linear but they do not coincide with

one another. The relation between them is defined by the following theorem.

Theorem 2.1.1. Riemann-Liouville fractional derivative is related to the Caputo

fractional derivative by

k=8
re DS (f(7)) =c DS (f(7)) +EZ;3F *(0).

(k+1-7)

under the condition that § € [n—1,n), for § € Randn € N.

These two derivative approaches do not satisfy the basic analysis theorems like Rolle’s

theorem and the mean value theorem.

. Although both the two definitions discussed have good physical meanings, they are

not easy to evaluate in most cases.

Conformable Derivative

The fundamental ideas of the "conformable derivative" were developed by Khalil et
[37] and discussed further by Abdeljawad [39]. Khalil examined the shortcomings of

13



the most popular fractional differentiation techniques and established a new,
straightforward, and easily evaluable definition of the fractional derivatives. The most
fundamental characteristics of differentiation are satisfied by this new definition, which
appears to be a logical progression of the conventional derivative. Below is the definition

and some details with regard to this new definition.
Definition 2.2.1. Let consider the function w :[0,00) — R, then, the B order conformable

derivative of w(x) is given as

1-8y _
DPu() = Illin% w(x + ha . ) fw(m‘)’
—

forall x >0, 5 €(0,1].

It can be deduced from the definition that if w(x) is p-differentiable in some
interval (0,a), @ > 0, and lim,_,q+ w® (h) exists, then w® (0) = lim;,_,o+ w® (k). Also if w
is differentiable (ordinary), then Dfw(z) = z' Pwr(x).

The conformable derivative defined for g € (0,1] is also defined for 5 € (n—1,n) for n € N.
That is,

Definition 2.2.2. Let w be an n-differentiable at x, where x>0 and B € (n—1,n), then

the conformable derivative w of order B is defined as,

[8]1-1 [B1-BY _ qp[B1-1
DPuw(z) = lim w (x+ hz )—w (x)
h—0 h

Where [ 3] is the smallest integer greater than or equal to 5.
It can also be deduced that from the definition (2.2.2) that DPw(x) = zP1=Pw!fl(x)

As the concept of continuity is highly important in calculus, it is also extended to

fractional calculus and the continuity at a point is defined below;

Theorem 2.2.1. If a function w : [0,00) — R is S-differentiable at xy >0 for B € (0,1]

then w is continuous at xg > 0.

Proof 1. This theorem is proved using the concept of limit which is also defined in fractional
calculus. That is;
_w(ro+ ha?(l)_ﬁ) —w(xp)

w(xo+ h:v(l)_ﬁ) —w(xg) = . h,

taking the limit on both we have,

. 18y Y w(zo) .
}llli%[w(onrhxo ) w(:no)]—}lg(lJ N '}ng%)h

Let e = hxé_ﬂ clear as h — 0, e = 0. Then, by the definition of first principle we have;
lim [w(zo+€) — w(zo))] = £P.0
e—0

14



and this implies that limy,_,[w(z¢+ €)] = w(zp) which completes the Proof.

Theorem 2.2.2. (Rolle’s Theorem for Conformable Fractional Differentiable Functions).
Let a >0 and w: [a,b] — R be a given function that satisfies

(i) w is continuous on [a,b],

(ii) w is B-differentiable for some 3 € (0,1),

(iii) w® (a) = w® (b) = 0,

then, there exists ¢ € (a,b), such that w® (c) = 0.

Proof 2. Let w be continuous at every point of the interval [a,b], S-differentiable in (a,b),
and w® (a) = w® (b) = 0, then there is ¢ € (a,b), which is a point of local extrema. Let

assume, without loss of generality, that ¢ is a point of local minimum. So,

w(ﬁ)(c): lim wlc+he'=B) —w(c) ~ lim w(c+het=8) —w(c)

h—0+ h h—0— h

(2. 1)

Since the first limit is non-negative and the second limit is non-positive, the only possibility
is w®)(c) = 0.

Theorem 2.2.3. (Mean Value Theorem for Conformable Fractional Differentiable
Functions). If a >0 and w : [a,b] — R be a given function that satisfies;

(i) w is continuous on [a,b].

(ii) w is B-differentiable for some € (0,1),

then, there exists ¢ € (a,b) such that

W) (c) = w(;) :Zﬁ(“) 2. 2)
7B

Proof 3. Let us define another function

w —wla xﬁ a’B
m@:wmnwmy-f2(;><ﬂ—ﬁ> (2. 3)

so that the function h(z) satisfies the Rolle’s theorem as such there is at least one point
¢ € (a,b) such that h(®(c) = 0. Then,

hﬁ(c) —w® (c)— % —0= w(ﬁ)(c) — % (2. 4)
€] B B B

This completes the Proof.

2.2.1 Conformable Integrals

The conformable derivatives approach discussed included the concept of fractional

integrations. The following rules where proved to be true and useful.

15



Definition 2.2.3. For a function w, the conformable integral of w of order B is given as

Isw(x) = /Oxw(’r)dlgT = /wTﬁ_lw(T)dT

0

for all x > 0. Where the integral is the usual Riemann integral.

Lemma 2.2.1. Let us assume that the function w is differentiable. Then, we have for

x> a,
Ingw(x) =w(z) —w(a).

Lemma 2.2.2. Assume that w is differentiable. Then, for x > a,
Dg[gw(x) =w(x).

Theorem 2.2.4 (Conformable integration by parts). Let w,h be two [-differentiable

functions. Then

b b b
| s@ Dl @ = whll~ [ @Dl (w(@)dse.

Lemma 2.2.3. The 5— Leibniz integral rule is given in the form

B v B B—1 8 B-1
Dy, /G(I w(x,7)dgT | = Dipb(x)w(z,b(x))b(x)” " — Dya(x)w(x,a(z))a(z)

, (2. 5)
+/ DB (w(z,7))dgr.

for a(z) <71 <b(z) while a(x) and b(x) are both [—differentiable for o <z < xy.

Lemma 2.2.4. Let f be 5-Riemann integrable on [a,b]. Then,

b

lim f(z)cos (f) dgx =0

p—=too J,
b B
. . [ px _
#Erinoo/a f(z)sin ( 5 > dgr =0
b Z(MI'B)
: B —
Mll)rinoo j f(z)e dgr =0

These definitions and Theorems were given by some authors [37, [39] 40, 56].

2.2.2 Properties of Conformable Derivative

The conformable Derivative has the following properties as stated in the theorem
below.
Theorem 2.2.5. Let f and w be B-differential at x, x > 0. Then,
i) DS(af +bw) = aD?f+bD5w,Ya,b e R

16



ii) D3(c) =0, (c is a constant)
iii) DS (fw) =wD?2f+ fD5w,Va,b € R
iv) D(f) = WOl

v) DBw = 2'"P.D,w, when w is differentiable.

The Proofs of these properties can easily be seen in [37, [87].

2.2.3 Some Examples on Conformable derivative

The examples below demonstrated the properties of the conformable derivatives and
in each case, when § =1 the normal derivatives are obtained. Now for a,b,k € R let us
find;

i) Dﬁ( 2P +sin 6$5)

i) D?( bt — 2k),
1.8
iii) DB [ <2

tan(ax)

Clearly, all the functions in all the three problems above are differentiable them, by the
fifth property the solutions are;
i) Dﬁ( 2P +sin Bxﬁ) Dﬁ( zP) —i—D”B(SlnéiL‘ﬁ) = b—i—cos%xﬁ
i7) Dg( aghr _ 2k) = x“D,{j( bx) + ebef(x )— Dg(?k‘) = gpl-Bebe [bz + a:c(“_l)]
B

i) DB e%zﬂ o tan(ax)DE(e%zB)fe%IBDz(tan(ax)) r e%zﬂ[(tan(ax))faxl_ﬁsecQ(ax)} F th
Z”) z \ tan(az) | — (tan(ax))? - (tan(az))? o ¢

Integrals, let us demonstrate some of the above definitions by solving the following
examples;

i) [g(xk), keN

i1) I?(y/zsinbzr), a,b € R

iii) l%g(ml_ﬁecm), a,ceR

Now, using the definition the solutions are;

i) I3(a%) = [T osdr = 50, fork # =3

i1) I‘%’(\/Esmbm) I :f”}f”d = 3[1— cosba]

ZZZ) Ig(xlfﬁecx) _ fx Tt 1ﬁec-rd _ e _ pac

a T

We can easily note that in all the three cases the original integral is obtained when 5 = 1.

2.2.4 Development on conformable derivatives

By giving definitions and performing various operations on the left and right
conformable derivatives and conformable integrals of higher orders, Abdeljawad in [39]
explains the evolution of the conformable calculus. Additionally, he used the conformable
derivative approach to develop and explore its versions of the chain rule, exponential
functions, Taylor power series expansions, Gronwall’s inequality, integration by parts,
Laplace transforms, and linear differential systems. Below is a brief on the work of
Abdeljawad.

Definition 2.2.4. The left conformable derivative of the function w:[0,00) — R is given

17



as

w(x z—a)' 7P —w(z
“Dﬂw(az):}lg% ( +h( h) ) ( )’

forallxz >0, g€ (0,1] anda € R and if w is f-differentiable in the interval (0,a), a >0, then
*DPw(a) =limy,_, .+ [*D w(z)(h)]. The calculation is simply by *DPw(z) = (x —a)' Pwi(z)
provided w is differentiable.

Similarly, the right conformable derivative of the same function under the same conditions

is given by b € R.

w\r — X 1-p —wl(x
() = iy D)) )

9

The calculation here is also simple and it is by ,DPw(z) = —(b—z)"Pwi(z) provided g is
differentiable.

The higher order case is generalized as;
Definition 2.2.5. The left conformable derivative of the function w: [0,00) — R of order
a€(n—1,n),neNandf=a—(n—1) is defined by

“D"w(z) = D (w(w)) "

Similarly, the left conformable derivative of the same function under the same condition is

defined as
pDw(z) = (=1)", D (w(a)) "~

Let us now give the corresponding conformable integral definition as follows;

Definition 2.2.6. The left conformable integral of order a € (n—1,n),n € Nand f =«a —
(n—1) starting at a is defined by

B = 1= ) = gy [y @m0 e

Similarly, the right conformable integral of the same order and under the same condition is

given by

(-1

b
(n—1)l / (r—a)" " (b—2)"" f(z)dx

bIa(f(T)) = In((T— a)ﬁilf) =

2.2.5 Shortcomings of conformable derivatives

Although the conformable derivatives is an improvement on the two famous
fractional derivatives approaches, it has its shortcomings. The author [37] remarked that

the conformable derivative is local in nature and questioned whether its physical meaning
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can easily be interpreted than the previous fractional derivatives or not.

Despite the fact that, still, there is no criteria for defining fractional derivatives Ortigueira
[45] proved that the two most famous fractional derivatives approaches together with the
Grunwald-Letnikov’s approach share the following properties that every fractional

differential operator may be expected to satisfy. These properties are;
1. Linearity
2. The identity is the zero-order operator
3. The integer-order operators give the ordinary derivative
4. Index law and commutativity

5. the generalized Leibniz rule for the derivative of a product, that is

DA(f(a)g(a)) = 3 @ D" (f(2)) D* " (g())

n=0 -

The author asserted that the conformable derivative does not satisfy the properties (ii),(iii)
and (v).

The author [89] analyzed a general fractional model of viscoelasticity using the conformable,
Riemann-Liouville and Caputo fractional derivatives and the result obtained using the first
approach is inconsistent with those obtained using the latter two approaches. The latter
results excellently fit with the experimental studies. But due to the fact that still there
is no standard rule classifying whether a derivative is fractional or not and the facts that
this conformable derivative is effective and applicable it has been employed in various fields
of researches like in control theory of dynamical systems, Newton mechanics, quantum
mechanics, variational calculus, arbitrary time scale problems, anomalous diffusion, diffusive
transport, stochastic process and many others, with many many physical interpretations
have been provided [56], it is really a development in the literature of non-integer value
derivatives.

2.3 Conformable Transformation Sturm-Liouville Operator

This section presents a transformation operator for the conformable SLP which
differs from the traditional Sturm-Liouville operator. Validation of the Proof is achieved
by setting 8 = 1, which returns the classical problem. The transformation operator
represents a methodology for solving the inverse Sturm-Liouville operator. In order to
establish a relationship between two distinct SLPs with different potentials, an integral
equation was initially employed. The potential function and the nucleus function,
designated as ¢(z) and N (x,7) respectively, are related by a pivotal formula. A number of
studies have been carried out on this topic, as referenced in the following sources
[90] 91, 92, 093, 84, B8]. In order to achieve equivalent conclusions for the conformable

Sturm-Liouville issue, we used the following relationship.
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2.3.1 The Classical Form of the Problem

d? d?
Let us consider two Sturm-Liouville operators A = 2 +q¢(z) and B=—— +r(x),
T

with ¢(z) and r(z) squared integrable functions and known as potentials in g}fﬁ theory.
We considered the case where F; and FEs are considered as subspaces of a topological
linear space, E such that hy and hs are finite, for h; € F1 and hy € E5. Also, A and B
are two differential operators from F to E under the conditions that w/(0) = hym(0) and
m/(0) = ham(0). These conditions based the foundation of ordinary transformation operator

for the problem which is expressed as in the theorem below [94].

Theorem 2.3.1. Defining the transformation operator between A and B as
T
Xm(z) = m(z) + / N(z,7)m(r)dr. (2. 6)
0

Then the kernel in operator (2. 6) is a solution to the Hyperbolic equation,

0? 0?
@N(ajﬂ') —q(z)N(z,7) = 8(7_)2N(:L",7') —r(x)N(z,7), (2. 7)
and satisfies the conditions,
N(wa) =~ b+ 5 [ la(s) = r(s))ds, 2. 8)
BN((;,T) _ th@’T)] = 0. (2. 9)

Inversely, if a the nucleus function N(x,7) is a solution of the problem (2. 7)) - (2. 9)), then
the operator X defined by (2. 6|) is a transformation operator for A and B.

2.3.2 The proposed conformable transformation operator

Similarly, as in the original case, we consider E as a space which consisted of all
real valued functions m(x) for x >0 . Let the two fractional Sturm-liouville operators be

expressed as
A=-DPD? t¢(x)and B= DD +r(x),

here g(x) and r(x), (0 <z < co0) are continuous functions. Let E; and Es be subspaces of

functions in F satisfying the boundary condition;

DPm(0) = hym(0)

x
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and
DPm(0) = ham(0),

xT

here hy and ho are any constants, then based on these, our proposed fractional operator is

expressed by the theorem below.
Theorem 2.3.2. The transformation operator, X = X4 p from Ey to Ea is defined
xr
Xm(xz) =m(x) +/ N(z,7)m(7)dgT (2. 10)
0
the Kernel in operator (2. 10) is a solution to the fractional differential equation;
DE(DEN (z,7)) — q(x)N(z,7) = DE(DEN (2,7)) —r(x)N(z,7) (2. 11)
and satisfies conditions,
Z —
N(z,z) :hg—hl—i—/ Mdﬂs (2. 12)
0

p—1

[DfN(x,T) —hiN(z,7)]

=0. (2. 13)

7=0

Inversely, the operator X which is given in (2. 10)) is a conformable transformation operator
for A, B, on condition that N(x,7) is a solution of (2. 11)) - (2. 13).

This is the statement of the proposed assertion and by using the facts in theorems,

definitions, and lemmas above, the Proof is provided as follows.

Proof 4. Differentiating equation (2. 10)) fractionally with respect to = gives

D} (Xm()) = Dim(a)+ D[ [ N(a,r)m(r)dy]
= 2P/ (2) 4+ D (z).N(z,x)m(z).2" " (2. 14)

~ DJ(0)N (@, 0)m(0)-(0)" " + [ DIN(z,m)m(r)ds
that is,
DP(Xm(z)) = > Pm/(x)+ N(z,2)m(x) —1—/: DPN(z,7)m(r)dgsr. (2. 15)
Since, (Xm(z)) € E2 and m(z) € Ej, then taking as z =0 in (2. 15), we obtained,

DY (Xm(x))]a=0 = ha(Xm(z))]z=0 = ha(m(0)) = DIm(0) + N (0,0)m(0)

(2. 16)
= hym(0) + N(0,0)m(0) = [h1 + N(0,0)]m(0),
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which implies that N(0,0) = hy — hy. By differentiating equation we get,
DJIDG(Xm(x))] = DF[Dym(x)] + [DIN (z,z)lm(z) + N (z,2)[Dym(z)]
+ Dy (2)[DIN (2, 2)m(z)” ") ()"~ — DJ(0)[DF N (2,0)m(0)(0)°~']2"~
4 /0 " DEIDEN (2, 7ym(r)]dgr o, 17
= DJ[DZm(z)]+ [DN (z,2)lm(x) + N (z,2)[Dm(z)]
+ DN (z,2)m(z)z’ 1 + /Ox D? [DgN(l‘,T)m(T)]dgT,
therefore we have

A(Xm(x)) = =D} D} (Xm()) + q(x) (Xm(z))
= —D?DPm(z)— [DEN(z,2))m(z) — N(x,z)[DPm(zx)] - D’BN(JU z)ym(z)zP 1

_/Ox[DgDEN(JU,T)] (1)dgT +q(x +/ N(z,7)m(7)ds] 2. 18)
= D Dim(x) - [DEN(r.2)m(x) - N(x,anf @)~ ng,x) (@a!
+(@)(m(@)) = [ [DIDIN(z,7) — a()N (@.7))m(r)dsr

Bm(z) under the operator X is expressed as

Bm(@) = [-DEDZ +r(@)m(@) = ~DEDim(x) +r(z)m(a).
then
X(Bm(a)) = (Br(a))+ [ N(a,r)[Bm(r)ldsr
= —DiDim(@)+r(@m(z) + [ N(o.)=DIDEm(r)+1(r)m()lds.

but

T

| N@r) DI DIm(m)dsr = N(a, ) DEm()f - [ (DI DIN e, )dr
= N(z,2)DPm(x) — N(z,0)D?m(0)
~ |DINGm()f = [ m(r) DIDIN o) dr
= N(z, m)Dﬁ (z) — N(z,0)D?m(0) — DN (z,z)m(x)
+ DPN(2,0)m(0) + / DEDEN (2, 7)m(r)dsr,
as such X[Bm(z)] become

X[Bm(z)] = =D DJm(z) +r(z)m(z) + [DI N (z,2)m(x) — N(z,2) DIm(z) + N (z,0) DIm(0)
(2. 19)
— [DZN(2,0)]m / DP D[N (z,7) —r(x)N(z,7)m(r)dsT.
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Since, A(Xm) = X(Bm), then equating and gives
DPDSN(x,7)—q(x)N(2z,7) = D’ DPN(z,7) —r(z)N(x,7),
and also, the conditions from the same relation can be derived as
0= N(z,0)D?m(0) — [D? N (z,0)]m(0) = hym(0)N(z,0) — [DEN (x,0)]m(0),
which implies that
[hiN(,0) — DN (2,0)]m(0) = DPN(x,7) — hiN(2,0)]|r—0 = 0 sincem(0) # 0,
then we have the following condition
[DPN(2,7) — hiN(z,7)]|-=0 =0,
and the other condition is derived as follows.
—[DEN(x,2)] - DEN(z,)2" " +q(a) = [DIN (2,2)] +1(2),
that is
~[DIN(z,2)][L+a"Yq(z) = [DIN (z,2)] +r(x) =

qg—r= [DgN(x@)][l —|—:C5_1] —}—DfN(:L“,m),

that isat T =z =
DIN(z,2)[1+2""] = q(x) - r(2),
which is equivalent to

N(z,z)= /Ox des—i—N(0,0), for N(0,0) = hg — hy.

This gives the Proof of the proposed assertion and it is clear that the original

problem is obtainable by taking 8 = 1. Briefly, the Proof is that, if the transformation
operator X is in the form (2. 10), then N(z,7) is a solution of Hyperbolic problems

(2. 11)to (2. 13).Conversely this assertion is also true. To complete the remainder of

Proof, the solvability of problem (2. 11)) to (2. 13]) is shown below;

First assume that the functions ¢(x) and r(x) are differentiable. Let the variables

¢§=x+7 and n =z —7.Then consider the function below,

o0 oy,

Qe =N (5155
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equations (2. 11)) to (2. 13) in terms of £ and 1 can be expressed as

ijem = |o(57) - (557 e 2. 21)
and satisfies the conditions,
%
— +/ 1+sﬁ (5) (2. 22)
and
[DfQTl_ﬁ—DgQTl_ﬂ—th]‘f =0. (2. 23)
=n

Integrating equation (2. 21)) according to variable n from 0 to 1 gives

[otisromian=1 [ b (452) (5 s

that is
[ gz =7 [ a(S51) -r (552)] dan
so that
pia-pa| =1 ["a(532) -+ (52)] etenmasn (2. 24)

It follows from condition (2. 22)) that

5 —Tr(s
5 lals) = r(s) dﬁ]

B _ B _nB
DEQ‘ _ —DgQ(gao)—Dg |‘]’L2_h1_|'\/0 1—‘-5671

&Y _ (& -1 .,
- Dl(3) [qf f@ﬁ(?” (5) -Pofigmo
5 —Trs
+/O D?E(:IL(JF)(S)ﬂ(_l;dﬂs,
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therefore (2. 24) becomes

Dl = 4/ [ (““) r<£+u>}Q(faM)dﬁ/‘+D§Q’n:0

2

a(5)-r(5 51 (2. 25)
4/ [ (£+u) T(Hu)}QdﬂwrW(ﬁ) ,

2 2(1+(5)71) \2

Integrating equation (2. 25 with respect to variable & from 7 to £ gives
¢ B
/n DLQdy¢ = /n DLQdsa = Q(&,n)
IS nrofa+ a+
e () (232 o)
n 0

ala(§)-r(8)] reyo
+ W(Q) dopi+Q(n,1).

that is

=3y o (55 = (552) et
/n[ g_gr }(§>ﬁ_ld5u+Q(nm)~

Now, to calculate Q(n,n), it follows from (2. 23|) and (2. 25| that

e~ \

20{Qr'~?| _ = [DlQr P+ DjQr' P +mQ)| _

2/ [ (7“_'“) T(W)]Q(n,u)dﬁu+W<g>ﬁ—l7

then the last equation gives that

—_

Y (2 B—1
D?[e(h2+h1)ﬂQ(n’n)] — plh2+hi)n [W (727>

+elhatham B /On [q (W) - (n;u)} Q(n,u)dﬁu] -

Integrating this equation from 0 from 7 and considering the equation (2. 22)) leads to,

Q(n,1) = —(ha + hy e~ (h2thn

+e—(h2+h1)n/ (h2+h1)a {1 TI|: (
0 2 Jo
[

2
g _ Q B—1
7(h2+h1)n (h2+h1 (2 T 2 <O[> d
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Thus equation Q(&,7n) must satisfy the integral equation

o+ a+
o= om0 (5o
(5)] (1)
) | s ()
"
_|_e—(h2+h1)77 (—(h2+h1)+/ elhathi)a (2. 26)
0
1 at+p\ a—i—,uﬂ }
: {2/0 q( 5 ) r (2 Qa, p)dsp| dgor
+/"6(h2+h1)a [a(5) —r(3)] <a>ﬁ1 dsa .
0 (1+(5)P71) \2
And also, if function Q(&,n) satisfies the integral equation (2. 26|) with ¢(z) and r(z) each
differentiable once, it can be verified easily that (2. 26| is a solution of problems (2. 20)) to

. 22).

This completes the Proof and the desired result, that is establishing the transformation

dgp

operator for the conformable Sturm-liouville problem, is obtained. The equivalent of
equation in the ordinary case is a voltera-type integral equation, also, in this case
behave the same. The assumption that the functions ¢(z) and r(x) are each
differentiable will not have an impact on the approximation because continuous functions
can be approximated by smooth functions. The kernel of the transformation operator is
then extrapolated to the limit function N(x,7) produced. If
A=—-DSDB +q(x):and: B=—DZD# we obtain two problems as,

Af =t (2. 27)
DJf(0) =

and
Bf=nt, (2. 28)
DJf(0) =

and the solution of the problems (2. 27 and - are m(x) and cos ‘gﬁxﬁ . In this case,

we can write the transformation operator as

X (cos \2‘7335) = cos \gﬁxﬁ—i—/ow]\f(xﬁ) cos \gﬁTﬁdgT.

Then we can obtain a partial differential equation for N(z, ).
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3. CONFORMABLE SLP

Conformable SLPs are the classical SLPs expressed under the Conformable derivative
approach. As there are two ways to solve the SLPs in the classical form so also in the
conformable form that is the direct and the inverse ways.

The information, the definitions, theorem and all the proofs below can be found in the
references [56, [64].

3.1 Defining the Conformable SLP

Theorem 3.1.1. Conformable SLP has the general form as

DF (p(x)DPy) + q(z)y = —pw(x)y, (3. 1)
with the conditions that

y(a)cos A+ DPy(a)sin A =0, and y(b)cosa+ DPy(b)sina =0,

where B € (0,1],2 € (a,b),p(x), D2p(x,)q(x) and w(x) (weight function) are continuous on
(a,b). The fractional derivative is conformable and p(x) >0 and w(x) >0 on [a,b] and p is

a spectral parameter.

To demonstrate the above defined problem, to find the eigenvalues and the

eigenfunctions, let us consider the following example.

Example 3.1.1. Let us consider the conformable SLP

—DPDPy+ q(x)y = pw(z)y with the conditions that y(0) = y(1) = 0. Consider w(z) =1
and q(x) =0.

The corresponding classical problem; y" + uy = 0, has the eigenvalue u, = (n7)? and the
eigenfunction @, (x) = sin(nmzx).  The author of [6])] gave the eigenvalue and the
eigenfunction of the fractional problem as pi,, = (Bnm)? and @, (x) = sin(nmz?) respectively.

Clearly, the two solutions are the same at 5= 1.

Theorem 3.1.2. If D°DPy is continuous on [a,b] and y € C?*5[a,b] then y is

23-continuously differentiable on [a,b).

By introducing L as the Sturm-Liouville operator to (3. 1)) we can represent the

problem as;

L(y, ) = —pw(z)y

where

L(y,3) = D" (p(x)DPy) + q(z)y



Definition 3.1.1. f(x) and g(x) are 3-orthogonal with regard to the weight function w(x) >

0 if they are two fractional differentiable functions and

[ w) s@@rdzr =0

Theorem 3.1.3. With regard to the weight function w(z), the eigenfunctions of the
conformable SLP (3. 1)) that correspond to different eigenvalues are [3-orthogonal.

Theorem 3.1.4. The eigenvalues of the conformable SLP (3. 1) are real.

Definition 3.1.2. Let f(x) and g(x) be two conformable differentiable functions, then their

conformable Wronskian function is defined by
Ws(f.9) = fDlg—9Dg f
Theorem 3.1.5. The eigenvalues of the conformable SLP (3. 1) are simple.

3.2 Conformable SLP with Eigenparameter in the Boundary Conditions

The SLP can be solved in two ways. Once the potential function has been provided,
the next step is to identify the spectral data in direct problems. In the second case, the
objective is to determine the potential function given all of the spectrum parameters, such
as eigenvalues, eigenfunctions, and so forth. The second case is generally regarded as more
challenging and intriguing when compared to the first. It is noteworthy that authors have
demonstrated that the zeros of eigenfunctions can be utilized to determine the potential
function. In the literature, this is referred to as the inverse nodal problem. As such, in
this section we give the solutions of the inverse Conformable SLP under a special boundary
conditions- carrying the eigenparameter- and the corresponding spectral properties. The
classical sort of the problem is discussed in [I1]. We considered the following conformable
fractional SLP, Lg(q, f), that is

—DJDJy+q(z)y = py (3. 2)
with the conditions
DIy(0) =0, and DSy(m)+ f(u)y(m) =0 (3. 3)

where D? defines the conformable derivative of order 3, 0 < 8 <1, ¢ is a real valued

continuous function and

f(p)= al\/ﬁ+a2\/ﬁ2+...+ar\/ﬁT,ai eR,a,#0,reczZ".
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Let Q1(x,u) be solution of (3. 2) under the condition y(0) = 1, then Qi(x,u) can be

expressed as

Q1 (x, 1) = cos (éﬁxﬂ) - /():EN(.TU,T) cos <\gﬁ75) dgr.

The kernel N(z,7) is the solution of
DJ(DEN(x,7)) — q(x)N(x,7) = DY (DIN(2,7)),
and N (z,z) satisfies
z 1
N(z,x) :/0 mq(s)dﬂs.

and also, let Q2(x, 1) be the solution of

— DSDBy + q(x)y = py under the condition that y(0)=0, DPy(0) = \/u.

(3. 6)

(3.7)

Conversely, if N(z,7) is a solution of (3. b)), then (3. 4) satisfies (3. 2|) under the condition

y(0) = 1. This is known as transformation operator in the SLT.

Clearly, Q2(x, 1) can be expressed as,

Q2(z, 1) = sin (\éﬁx6> +/OxN(x,7') sin <g75> daT.

Now, taking the integration in (3. 4)) by parts using the conformable integration it follows

that

Qu(x. 1) = cos (“gjxﬁ) + /O " N(z,7) UHDE sin (V;Tﬂ

= cos <\gﬁxﬁ) + \}ﬂN(az,x) sin <\gﬁx5>

1 x
- —/ DPN(z,7)sin (\/ﬂ75> dgT,
Vi Jo B
that is at £ = m we have

Q1(m, p1) = cos (\gjﬁﬁ> + \/1EN(7T,7T) sin <\//BE7T/3>

- \/lﬁ /07r DPN (7, 7)sin <\;ﬁ7ﬁ> daT.

By fractionally differentiating (3. 4] and using S—Leibniz rule lemma we have

DPQ(z,p) = —\/psin (\gﬁxﬁ> + N(z,x)cos (éﬁx5>

+ /090 DPN(x,7)cos (\gj76> daT,
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which gives

DPQ:(m, ) = —/isin (éﬁﬂﬁ> + N(m,m)cos (éﬁwﬁ>
+/07r DPN (m,7)cos (é’arﬂ> dgr.

Q1(z, 1) and Qo(x, ) are the fundamental solutions of (3. 2|), that is, the general solution

is

(3. 9)

Q(%M) = ClQl(x,M) +62Q2($7/~1’)7 c1,02 €R.

but, since we considered the conditions that D?Q1(z,1)(0) =0 and DZQq(x,1)(0) #0 , it

implies that co = 0, then the solution become,
Q(%M) = ClQl(%M)-
It is well known that p is an eigenvalue of the problem (3. 2) under (3. 3)) if and only if

W(u,7) = DgQu(m, 1) + f(1)Q1 (, 1) = 0. (3. 10)

Now, substituting (3. §|) and (3. 9) into (3. 10 yields

Wa(p) = —+/psin (éﬁwﬁ> + N (m,m)cos (éﬁwﬁ>

—i—/OﬂDfN(W,T)COS(f ﬁ) d57+f( ) cos (ﬁﬂﬁ) (3. 11)
—|—f;(/’l£]\7(7r,7r)sin< ) / DN (w sm(\r 5) dsT = 0.

The zeros of the function W3(u) (characteristics equation) are its roots and these roots are
the eigenvalues of problem (3. 2|) represented by u.

3.2.1 Calculating the spectral parameters

Let indicate the eigenvalues for problem (3. 2)) by 0,(¢). Now consider the lemma

below.
Lemma 3.2.1. If r=1, we have

Bn Barctanal 5 q(s)

1
n = d ol—=]). 3. 12
o g + B wﬂn 0 (14—85_1) 3S+ (ng) ( )

Vi = Wﬂfﬁl * 27Tg_1 " P (nB—I— %) {/Oﬂ(l—z(;)_l)dﬁs_ 1] o (12) ' (8. 13)
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If r =3,

e o g e o) o

Proof 5. By considering equation (3. 11f), we can see that p is an eigenvalue of the problem
(3. 2)) if and only if

—/psin (éﬁW@) + N(m,m)cos (éﬁW@)

—1—/07r DPN(m,7)cos (?75) daT+ f(u)cos (éﬁwﬁ> (3. 15)
+ f;(/%)N(W,W) sin (éﬁﬂ[a) — ]:(/%) /07r DPN(x,7)sin (\gﬁ75> dgT =0

Now, for r =1, f(u) = a1/t and as p — oo and the lemma (3. 15]) reduced to

Vpsin <\gﬁwﬁ> = N(m,7)cos (\gjwﬁ) + a1/ cos <\gﬁwﬁ>

by dividing both sides by ,/fcos (%ﬂ'ﬁ), (3. 16]) can be expressed as

a1 N (7, m)tan VE B
(V) 2y V) ANCD R (E) 1)
E Vi Vi
and it can further be reduce to
2
tan (\/ﬁwﬁ> —a; = M +0 (1> ) (3. 17)
B VH p

Let us, by trigonometric identity, express the left hand side of the (3. 17) as

tan (%ﬂ'ﬁ) —aq
14+ a;tan (%Wﬂ) '

tan (\gjﬂﬂ —arctana1> =

By this identity, (3. 17) can be expressed as,

tan <\;ﬁ7rﬁ —arctanal) = [1+a1 tan <\gﬁw6>} o [W +0 (;)] . (3. 18)

but as u — 0o, we have tan (%ﬂﬁ) ~ a1 then,

1+ a;tan (éﬁn/f) =1+a}+0 <\/1ﬁ>
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as such the (3. 18]) becomes,

tan (\gjﬂﬁ —arctancn) = [1 +0 <1>] [N(W’W)M

[1+ai] VH Vi
N 1
_ N () ‘

VI 7

and

tan (\/ﬂﬂﬁ — arctanm) = @WB —arctana; —nm,
p p
by which (3. 19) gives

_ pBn  Parctana; BN(m,7) (1)
Vin= Gt — 5  * RN o)

By the fact that %—k @) (n%), we then write,

I
v Hn

n2

_ Bn  Parctana;  BN(w, ) 1

that is

_ pn  PBarctana, I}

4 1
= d — .
Vin =5+ — 3 +mﬁ(1+azﬁ1)/o q(s) Bs+0<n2)

Now, for the remaining two cases we write

N N (m,m)cot (%ﬂ'ﬂ) VA N(m,7) 1
flw) f() oot <6W6> T +O<u>’

which reduced to

+ Y

W

Now, when r = 2, similarly, as in the first case, we obtain

cot <\gj7rﬂ> :—N(\;%W) —l—a;/ﬁ—l—O(i) :W—FO(

Then by Taylor’s series expansion of cotangent inverse we obtain (3. 22)) as

@TF :mr—&-z—i- [N(FJ)_ é}

E 2 M”(é)’
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which gives

5 N( ’ )_i
\/"Tnzﬂg?1+27£—1+ [(nﬂ'W }—FO(l)

pn s p [/“ q(s) 1] (1>
= ————dgs— — — .
Wﬁl+2ﬂﬁl+(n+§)7ﬂ3 o (L+s 1) 4 O\
For r > 3 we get

()5 Lo ()52 0(3)

also, similarly as in the above case we obtain

il 058 0 3)

B g B T a(s) 1
~ wﬁ?l T <n+ %> Wﬂ/o (1issﬁ—1)dﬁs+0 <n2) '

3.3 Uniqueness of the Potential function

To prove the uniqueness of the potential function in this case, let’s consider a second

eigenvalue SLP as follows so that we proved the uniqueness by showing that ¢(x) = ¢(x).
—DIDYy+(x)y = py. (3. 23)
with the conditions

Dgy(0) =0, Diy(m) + f(p)y(m) =0,
where ¢(z) and ¢(x) have the same properties.
Theorem 3.3.1. Assume o,(q) = 0,(q), then, [ [q(s)—q(s)]dgs =0.

Proof 6. Denote p, by large eigenvalue for SLP including g(z). Since o,(q) = 0p(q), it
follows that y,, € 0,(§), as such from (3. 11)), we have

— /usin <\gﬁﬂﬁ> + N(m,m)cos <\gﬁwﬁ>

+/07r DPN(m,7)cos <\gj75) dgT + f(1) cos <\gj7rﬁ> (3. 24)
N f\%)N(W,W) sin (\gﬁﬂﬁ) _ Ji%) /07r DEN(x,7)sin (\gﬁfﬁ> dsr =0,
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and also

usin(éﬁwﬁ>+]\7( )cos(f 6)

+/0WD§N(7T,T)COS <\/ﬁ75) d57+f(u)cos <\/E7T5> (3. 25)
+J:(f//i)]v(ﬂ,w)sin( > / D’BN sm(\g )dgT:O.

By subtracting (3. 25| from (3. 24]), we have
[N(7,7) — N(m,7)]cos <'gn7r’8) —i—/o DP[N(x,7) — N(m,7)]cos ( Vi TB) dgT

B
1 (pin) 7, 7) — N(m, 7)]sin @Tﬁ
+ L N () = N ) (¥5) (3. 26)

J:(MF;) /Ox D[N (m,7) — N(m,7)]sin (\/5"75) dyr =0

Case(I) when r =1, using (3. 12)) and lemma equation (3. 26)) can be reduced to
cos (Vg%ﬂ> NG ) — N ()] L) iy (V“" ﬁ) [N(m,7) — N (m,m)] + O(1) =

JFn
that is
lcos (\/gjﬂv + \(//Tn) sin (\ﬁ 5)] [N (7,7) = N(m,7)]+0(1) =0. (3. 27)

Remark 3.3.1. From and Pythagoras theorem, the cosine and the sine functions can

be expressed as follows

(2 ) )

= cos(nm) cos(arctanay) — sin(nm) sin(arctanay )

= (=1)"cos(arctanay) = (—1)" cos(k)
(=1)"
1+af

i

where k = arctana;. Similarly

Sin(xﬁ 5) L D

1+a

T

By this remark, equation (3. 27) becomes

(=1)"\/14a?[N(m,7) — N(m,7)]+O(1) = 0.
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Since, for all n, (—1)"y/1+ a2 # 0, the above equation implies that
[N (7,7) = N(m,7)] =0
as such by we have
[l
0

14s6-1

that is
| o) =ats)1dzs =0

Case(II) In this case, when r > 2, by multiplying both sides of equation (3. 26)) with f\(//f)

, we have
T,T) — V T, T - COS ~ T A

+ f\(/Z) /OﬂDf[N(W,T) — N(m,7)]cos (@#) dyr

+ [N (m,m) — N(ﬂ',ﬂ')] sin (\/ginTB)

(3. 28)

- [ D2 ) = Nm,lsin (V) dsr =0,

by the virtue of the lemma equation (3. 28) becomes

\/'lTncos \/;anﬂ sin @Tﬁ 7,m)— N(m,7 =
[f(un) (6 )+ (B N (m,m) = N(m,m)]+O(1) =0.

Remark 3.3.2. Similarly as in remark the cosine and the sine functions can be

expressed as follows,

sin (VginWﬁ) /2 sin ((ﬂgT—ll + 2;;_1> 7?)

= sin(n) cos (72r> +sin <72T) cos(nm) = (—1)",

in the same way
cos ('g%ﬁ) ~ 0,

then by using (3. 13]),(3. 14]) and the remark on (3. 28), we obtain

(=1)"[N(m,7) — N(m,m)]+0(1) =0 (3. 29)
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then (3. 29) implies that [N (w,7) — N(m,7)] =0, as such,
| lats) = a()dss =o. (3. 30)

It’s clear that the only possibility for (3. 30) to be zero is when ¢(s) —¢(s) = 0. This

completes the proof.
Theorem 3.3.2. Suppose g € C[0,7], and 0,(q) = 0,(0). Then q(xz) =0 on [0,7].

Proof 7. By the theorem (3. 13)), if o,(¢) = 0,,(0) , then

/ q(s)dgs =0 for,0 < B < 1.
0

Let y1 be the eigenfunction corresponding to p =0 € 0,(q) = 0,(0), then

—DI DSy +q(z)y1 =0 (3. 31)
with the conditions

D7y1(0) =0, Dy () =0. (3. 32)

We claim that y;(0) # 0 and y; () # 0 otherwise we obtain y;(x) =0 is an eigenfunction of

(3. 31) which is a contradiction. Now,

DBDB DA DB 2
a2l =q(z) = Df (37?41) 4 <a7y1 =q(z), (3. 33)
n Y1 Y1

and by conformable integral, integrating (3. 33) on [0, 7] gives

T 2
T DB T
+/ ( zyl) dgx :/ q(x)dgx =0,
0 0 U1 0

that is, by the boundary conditions (3. 32)),

s Dﬁ 2 T Dﬁ 2
/ ( xy1> dg.l':/ ( my1> 2PV =0,
0 Y1 0 1

for 0 < <1 and z € [0,7]. Eventually, we get

D§y1
Y1

y1 =c¢ (a constant) and
~DIDlc+g(w)e=0= q(z) =0.

This completes the proof.
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3.4 The Inverse Nodal Problem

In this section, the nodal lengths and points were calculated, as well as the potential
function reconstruction and evidence for each. The asymptotic form of the eigenvalues for
issue is provided by the following lemma. Moreover, the eigenvalues are the roots of
the equation Wg(u,7) =0. It is evident that this function is solely reliant on p and /3, rather
than z.

Let y(z, ) be the eigenfunctions that correspond to the eigenvalues, and let {uy,}n>0 be
the spectrum of under . The Oscillation theorem makes it clear that y(z, i)

n) B
has precisely n roots that lie in (0,7). Let us define Y3 = {y}1 = %,x’; € X/g} ,n>0 and

Jj =1,n. Besides, X = {x? in € N} indicates a set that consists of the nodal set of (3. 2
under (3. 3). That is , y(27,un) = 0. In addition, we will indicate j*" nodal domain of
the n'" element with Iy, = [ygl,ygﬁrl} and also [ =y, —yj' be the nodal length of the
4% domain. In order to solve the inverse nodal problem, we must create another function,
Jn(y), which is the greatest index j such that 0 < y; <y. Then, if and only if y € {y?,y}%rl} ,
The nodal points are computed using the problem’s eigenvalues as stated in lemma [3.2.1]

Theorem 3.4.1. The nodal points of the problem (3. 2|) under (3. 3|) provide the asymptotic

form asn— oo, forr=1

1 B ]l Wﬁ_larctanal m2b-2 1

and forr>2

1 1\ 7P 1\2 7282 1
ne (=) (14— ) —+(1+=) Ny +0(—).
0= (-5) (1 50) ut (145) T Vi +0 (55

Proof 8. Considering the solution of the initial value problem (3. 2)) under (3. 3|

B x B
Q1(x, 1) = cos (s%) +/ N(x,T)cos <ST5> daT,
0

() N (Y o1
Ql(x,,u)—cos<55>+ . sm(sﬁ)—i-O(S),

where s = ,/u, then by definition of nodal points, it yields

Q1(z,p) = cos (Sx;> + N(a;,:v) sin <5T;> +0 (i) =0,

or
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which gives

cot <sl;> :W+O<i)’

that is

<sw;> = arccot {_N(n{:,x) +0 <i>] ,

and using Taylor’s expansion of arccotx near zero we have

P Gt M) o (1>

y. =
J Sn, s2

If r =1, then from (3. 12)
n arctana 1
_ VU 40 () ,

S -
Bl b

that is
1 1

sno (14 2dtsna 4 o))

B—1

m arctanai g o ( 1 )
4 o(=),

Bn + Bn?2 4 n3

and also

1 722 o 1
2 P ()

Then inserting (3. 35) and (3. 36| in (3. 34]) gives

Yj 2 9

n n

which gives the first case.

For r > 2,
_ bn s 1
sn=—g1t5511tO0(, )
that is

1 1 -1

i1\ .8
n_ (] 2)7T +arctana1 (j—l)ﬂ'ﬁ_l—l—

22N (y7, ylt)

Wﬂ_l

mh-1

-1 1 1
=T (150) vo ()

s (e g r0(R)) B 25w

38
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+o(

1
n3

)

(3. 34)

(3. 35)

(3. 36)
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this implies that

1 g2 12 1

then using (3. 37) and (3. 38)) in (3. 34]), we have

0 B (8 o o(3).

which completes the proofs.

To obtain the nodal lengths, by the definition of the nodal lengths that 17 =y7; —yj,

we can obtain nodal lengths for r =1 and r > 2, respectively as follows.

The nodal lengths of the problem (3. 2)) under (3. 3| are for r =1

= ™  mflarctana;

) % Bn?2

2P=2 | v q(s) v q(s)
_A8) g [T 28
* B2n? [/0 (1+s8-1) 6% /o (1+4s8-1) ps

_775 Wﬁ_larctanal 772'8_2l

- % + Bn2 + 32n2

nlg) (3. 39)

for r > 2
LN b 20262 [y, 1
r=1+— 1 d O(—
1= (e 5) e (o m) T ] e <0 )
1\« 2282y 1
=(1+—)—=+(1 d O(—=).
(+2n> n6+< +2n) 202 /y 1+sﬂ 88| +0(05)

3.4.1 Reconstruction of the Potential

(3. 40)

Besides calculating the spectral parameters in two cases so far, we reconstructed the

potential function ¢ case wise, r = 1, and r > 2, as follows.

Theorem 3.4.2. The reconstruction of the potential of the problem (3. 2|) under (3. 3| for
q € C[0,7] is,
forr=1,
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Proof 9. By definition of nodal lengths (3. 39)), we have for r =1

m b1 n 7P~ 2arctana, B%n? /y;-‘H q(s) d —|—O< 1 )
J npB Bn? 262 Y (1+4s8-1) A nd)’
then, from the ) and (| - we have

n T\ o (Y q(s) <1)
(l sn)sn/y; T+ O

that is

spl’? 1 Yiti  q(s) 1
I_q)= 5 2.
( T ) Sp T l/y]n (1+sﬂ_1)dﬁ$ +O(n)

By mean value theorem for the integrals there is a z € (y]",y;1 ',1) such that

sl B ) 1
I q)= 42 ~
< T ) Sp T (1+zﬁ—1)+0(n>

From the fact that, as n — oo, I} — i, we obtain

n—oo T

q(z) = (l—i—x’B 1) hms (Snl;l—l>,

and for the proof for r > 2, from (3. 40| we have

1 2 1 27.‘_[3—1 2 2,82 J+1 1
1+—) P=n(14— 1 d
(1+5,) & f( +2n) ot a) e | et vo ).
then, from the (| and (| we obtain

12 L 1| % q(s) 1
1 F=m(1 —+ = 0 d Sl
( +2n> /j 7T< +2’I’L> n+8n /y;l (1+513,1) BS +O<n5)7

which becomes

1 s3 Yivr o q(s) 1
14— )i~ _as) —
( +2n> T [/y;z (1+4s8-1) ps +O<n5>’

also, by mean value theorem as in the above case, we have

1 s3 q(2) 1
1 n_pm_ NE) -
( +2n>l s Y (1—i-z/3_1)—i_0<n5)7

and by taking limit as n — oo we have

(z)=(1+2""") I S’%<1+1)
NE) = v nlﬁnolow 2n
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The fractional integral of ¢ and nodal lengths make up the following function.

m252 [nft? n m
(@) = m2h=2 [ 7rj + 2n2]ﬁ772/0 ar)dsT =1

Following lemmas complete proof of the theorem [3.4.2

Lemma 3.4.1. Suppose that the sequence gy € C'[0,m] converges to any function g in the
space L'f. Then for any € > 0, with j = jn(y)

<eE.
1

[ (g4 (r) gl dir

B vy

Lemma 3.4.2. Assume that q € Lf (0,7) and r =1. Then, as n — oo,

n y‘f‘+1
Lfy q(r)dsT —q(y)
1

pr vy

Theorem 3.4.3. F,,(z) converges to the the potential function q(x) in Lf.

Proof 10. This theorem shows that the limit defined in the theorem [3.4.2] exists. proof of
the theorem [3.4.3 is omitted.
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4. THE CONFORMABLE SLP WITH A CONSTANT

DELAY

In this part, we used the conformable derivative approach to acquire the results of
the direct and inverse nodal SLP with a constant delay under two sets of different
boundary conditions. We also expressed the associated spectral features and demonstrated
the stability of the solution. As inferred from [70], the appropriate classical findings can
be obtained at 5 =1. The lemma below, which is about Big O approximation, hold in the

conformable derivative case as it hold in the classical derivative case, below is the proof.

Lemma 4.0.1. If the derivative qu(T) exist and is bounded, and for a delay constant v,
then for 0 <z <m,

ifoxq(f)sin (; (rﬂ+(7—’/>6>>d5720 (i)

and

;/qu(T)COS <; (Tﬁ+(T—V)B))dﬁT:O (i)

Proof 11. The proof of the two integrals above goes similarly, as such the proof of one of
them suffices the proof of the other, let us now consider the first integrals.
Let

T(r) =n =5+ (r=1)") = 5(" + A()),

where A(7) = (1 —v)?, then

DY(T(r)) = DX (n) = (1+ ;Dfmm = dip=(1+ ;Démr))dﬂr,
as such
d
dﬁ _ B8N :
T AT DR AGm))

where x(n) = % —R(n) and R(n) = %(776 + A(n)) is the inverse of the function T'(7). The

hypotheses of the lemma shows that DT (7) > 0, hence T'(7) is a monotone function which
is conformable differentiable on [0,7] and this implies that x(n) exist and is conformable

differentiable and the derivative is bounded. Therefore

2x—v

/Ox q(7)sin (; (TB + (- 1/)/8)> dgT = / ¢(n)sinsndgn, (4. 1)
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where

—

1 1
o) =q((Bn—AMm)7). T IPAG)

also, by the hypotheses of the lemma, ¢(n) is bounded and it has a bounded derivative.
Integrating (4. 1f) by parts gives

/Qx_ysb(n) sinsndgn = O (i) :

—V
This completes the proof.

4.1 A conformable SLP with constant delay with mixed boundary

condition

In addition to being the proof of the spectrum specification, the result of SLP with
a constant delay under a conformable operator with a mixed boundary condition obtained
here is novel in its literature.

We consider the SLP below with conformable derivative operator

—D;DJy+q(z)y(z —v) = py(x), for x € (0,m) (4. 2)
under the condition

y(0) =yV(m) =0, forj=0,1,

for v € (0,7), and ¢q(x) € L(v,m). Taking p as the spectral parameter and the potential
function ¢(z) =0 for z € [0,v].
By defining an operator

Lgy(x) = =D Dy +q(z)y(z —v)

then (4. 2|) can be expressed as
Lgy(x) = py(z), =€ (0,7) (4. 3)

We assumed that the eigenvalues of (4. 3|) are indicated by {in; fn>1,j=0,1-

Consider N € N such that v e [NL_H,%} and Q(x,u) be a solution of (4. 3|) under the

conditions that

Q(0,1) =0, DJQ(0,p) =1.

We can then expressed Q(z, 1) as

Qx,pu) = \;ﬁsin (éﬁxﬁ) + \/1/7 /Ow sin (éﬁ(azﬁ — Tﬁ)) q(1)Q((t—v),p)dgr, (4. 4)
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For every z in the interval (0,7) and j = 0,1, it is evident that QU)(z, ) is whole in u of
order %

By the method of successive approximations,the solution of (4. 4]) is

Q(%M) = QO(ZEHLL)+Q1($au)+"-+QN($au)a

for which
T = isin @xﬁ or x
Qn(o ) = f kysm (\g( )) () Qpr (7= ), )T, (4. 6)

for x > kv, and Qk(x,u) =0 for x < kv.
Now, for k> 1, and from (4. 6)) and by definition of the conformable derivative we have,

DS Qu(w, 1) Z/:COS <\gﬁ($5—76)) q(1)Qr—1((T —v),u)dsT for x> kv.

v

From we obtained
Qu (o 11) = jﬁ [ sin (A = 7)) ar)Qu((r ) .
= /i/: sin (\,/Bﬂ(xﬁ - 7'*8)> .sin (?(T — 1/)5) q(T)dpgr,
so that
Qe = g-cos (Lo o7~ (r=1)) [atr)dr -
— o [feos (Gt (-0 )t

then, we have from (4. 8|) and trigonometric identities that

Q1 (z,p1) = QM/ {cosf A (cos (?(754—(7—”’8))
— cos (\;ﬁ((T—V)’B -7 ))) +sin ¥ f P (sin (\gﬁ(rﬁJr(T—V)ﬁ)) (4. 9)

— sin (é’a((r— V)'B —TB)>)Q(T)dBT7
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that is

e =00t [ [“ain (L0 =) ) e

n
+ ;/j sin (?(75 + (1 — V)ﬁ)ﬂ q(7)dsT

+;cos \//Bﬁxﬁ B /Vx cos <\gﬁ(75 + (17— y)5)> ) (4. 10)
a ;/,,x €08 <\;ﬁ((7 v)’ Tﬂ))} q(7)dpT.
Let us define

H(s,1,v) = 1/z q(7) cos (S (T/B — (T—V)5)> daT.
2 Jo p
Then by (4. 11)) and the lemma (4.0.1)) the equation (4. 10) becomes

x :lsin@mﬁ S, T,V i —lcos@xﬁ S, T,V i
et~ o ()]t ol 5

VI B N
that is
Qu(z,p) = ;Sin\gﬁfﬁﬂ(sm v)— iCOS \gﬁxﬁG(s,T,V) +0 (i) .

Also, differentiating equation (4. 10| gives,

DPQi(z,p) = \}ﬁcos \gjxﬁ B /Vx sin <\gﬁ( T—v)? 7"8)> q(T)dgT

(
+ ;/j sin (\;ﬁ(rﬂ +(7— I/)ﬁ)>:| q(T)dgT

- isin \gﬁxﬁ [1 /j cos (\gﬁ(rﬁ +(r— V)ﬁ)) (4. 12)

NG 2
=5 oo (== [atrids

and by (4. 11]) and the lemma (4.0.1) the equation (4. 12) becomes

DPQy(x,p) = \/117(:05 \gﬁmﬁﬂ(s,r, v)+ \;ﬂsin \gﬁxﬁG(s,T, v)+0O <\/1ﬁ> .

4.1.1 The Asymptotic Formulae

The characteristics function of L;(q) can be represented as W;(u), where j =0,1 and
W;(p) = QU (m, ;). The W;(y) is also entire in u of order 3 since QU (m, ) is. For the
SLP L;(q), we drive the asymptotic equations as in the following for |/| — oo from (4. 6),
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(9). and (E1T0):

Wiy (1) = Q(m, 1) = Qo(m, 1) + Qu (7, 1) + .. + Qn (7, 1)
—Sln(f 5) Msm(f ﬂ)H(S,T,I/)

\/ﬁ
—lcos (éﬁwﬁ> G(S,T,V)+O(M%(] k—1) (|Imx/l7\(7f—V)5)>_
w

Now, to find the eigenvalues, we set Wg, (1) =0 and divide its both sides by - p €08 (ﬁﬂ'ﬁ )
that is,

tan (éﬁﬂ”8> 1+ H(s,7,v)]=G(s,T,v)+0 (/ﬁ(ﬂ k) (|1mx/ﬁ|(7f—l’)5)> ,

that is

1 1 A A
tan (V') = Tty O +o (el =)

as such, also by (4. 11)) and the lemma (4.0.1)) we have

tan <\/'E7rﬁ> = ;/j cos (éﬁ((r —v)P —T’B)> q(T)dgT

then by Tailor expansion of infinite series we have

f B —tan—! (;/jcos (éﬁ((f—u)ﬁ—rﬁ)) q(7)dsT

+o(pdUkDellmyae—?))),

that is

\gﬁﬂﬁ _ 7m+;/jcos (\gﬁ((q__y)ﬁ _7-5)> q(T)dgT+o0 (i) )

finally, the eigenvalues for j =0 is calculated as

T

1
1—
ViHo = fnm ﬁ*%/

v

1
cos (nﬂ'liﬁ((T —v)P - T’B)> q(T)dgT +o0 () .

n
Similarly, the eigenvalues for j =1 is calculated as follows,

Wi(p) = DyQ(m, p) = D%(w )+ DIQu(m, ) + ...+ DEQn (r, 1)
= cos (\gjﬂﬁ) + \/ﬁcos (f ﬁ) G(s,T, V)—i——sm (f 5) H(s,T,v)

N
+o(udURD(mil=)))
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Now, to find the eigenvalues, we set W7 (u) =0 and divide its both sides by sin (%ﬂ'ﬁ> that

is,

cot (\/ﬁwﬁ) (1 + \;HG(S,T,Z/)> = }H(S,T,V) +o (u%(j_k_l)e(”mx/ﬁl(ﬂfu)ﬂ)) ,

8 i
as such
cot (\/ﬁﬂﬂ) = 1 (1H(S,T,V)—FO(Mé(j_k’_l)e(”m\/ﬁK“”)ﬁ))> )
B (1+ ﬁG(s,T, 1/)) Vi

similarly, by Tailor expansion we have

to(udkDe(Imyiln=)’))

and finally the eigenvalue for j =1 is,

Vi, =0 <n— ;) =P 4 1)7r /Ux cos ((n — ;) P (r—v)? —7'5)> q(T)dgT

)

+ol| —].

n

4.1.2 The Specification of the Spectrum

To validate the use of the conformal derivative operator, we obtained and proved the
specification of the spectrum for the characteristic function as it follows. The spectrum
corresponding to a problem for a Sturm-Liouville operator for the interval (0,00) means
the complement of the set of points in a neighborhood where the spectral function W; (1)

is constant.

Lemma 4.1.1. The specification of the spectrum {fin;}n>1, j = 0,1 uniquely determines

the characteristics function W;(p) by the formulas

Wi, (k) = Wg;j ﬁ (Mno_ﬂ>,

2
n=1 n

and

28—2 o0

(o1 — 1)
B2 };[1 (nl_éf'

™

W, (1) =

Proof 12. Being W;() entire in p1 of order %, by [95], we get

Wﬁo(u)zcﬁ (1—M),

n=1 Hno
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now, since

I+~ 5)
sinz ==z 1-— ,
e (k)2

it implies that

then

Won(s) _ = O G

7r2ﬁ—2) n?—

now

then

and eventually, we arrived at

Wgo(u)zCﬁ (1_ﬂ> :7r3;32 ﬁ (uo—u)

2
n=1 Hno n=1 n

This completes the proof of the first case, that is for 5 = 0.
For the proof for the second case, j =1, that is Wg, (1), we have by the same Hadamard’s

factorization theorem that

Wﬂl(u)=0ﬁ<1— & )

Hny

and from the fact that

o 472
CoOSTZ = H (1_(271—1)2>’

n=1

it implies that

— 00 282
W, (1) = cos <\gﬁﬂ'ﬁ> = ﬂl;[l <1 — M) ,
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where 7z = %7‘(6 then

M:C 1 (52> L - (n_%)2ﬂn1_(n_%)2ﬂ
T A S g L (S e ey

as well, by taking the limit we have

Wﬁl (H)

. W, (1) : pos — () - 1)
limy, oo =22~ =1 and lim,,, o [I72; | 1+ ( . )( - =1,
n

then

and consequently we obtained

Hny

_7r2ﬁ72 0 fin, W _7r2672 00 finy — 4
s E(n—§)2<l Mm>_ p? H((n—§)2>'

n=1

Wﬁl(ﬂ)=C£[1 (1— = )

This completes the proof for both the two cases.

4.2 The inverse nodal SLP with constant delay under more general

boundary conditions

We consider here a more general form of the problem by looking into the boundary
conditions we used and we successfully analyzed the problem as it follows.

Let consider the SLP below with conformable derivative operator;

DPDPu+ q(z)u(z —v) + pu(z) =0, on z € [0, 7] (4. 13)
with the boundary conditions

u(0) cosw + DPu(0) sinw = 0, (4. 14)
and

u(r) cosa + D2u(n)sina =0, (4. 15)
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for ¢(z) a continuous real-valued function in the interval [0, 7] while v is a constant in the
interval (0,7) such that  —v >0, and w,a € [0,7] and for x € [0,7] while u, (= s?) is a
real eigenparameter.

Let Q(z, ) be a solution of on [0,] satisfying the following initial conditions,

Q(0, 1) = sinw and D2Q(0, 1) = — cosw. (4. 16)

The lemma below proved the above statement.

Lemma 4.2.1. Let Q(x,u) be a solution of (4. 13) and u >0, then it holds that,

Q(x,p) =sinwcos (;xﬁ> - 1coswsin <;xﬁ)

S

- i/ox sin (;(azﬁ — Tﬁ)) q(M)Q(T — v, p)dgr.

Proof 13. To prove this lemma, we can write (4. 13 as

(4. 17)

—q(x)u(x —v) = D Dju+ pu(z),
since is a solution of , we can write
- [Cat@sin (5 =) Qe - v
= /Om sin (;@:ﬁ - Tﬁ)) DPDEQ(r—v,p)dgT (4. 18)
+ 82 /Ox sin (;(xﬁ —Tﬁ)> Q(T—v,p)dgt.

Now, integrating the first part of the right -hand side of (4. 18)) by part twice and using
the conditions (4. 16|) we obtained

/0:lc sin (;(azﬁ — Tﬁ)) DEDEQ(r — v, p)dgT
= coswsin (;xﬁ> — ssinwcos (;xﬂ> +sQ(x, 1)
— s /Ox sin (;(xﬁ - 7"8)) Q(T —v,p)dgr,
then, becomes
- [Fsin (567 =) atn)@r —vpasr
= coswsin (;x6> — ssinwcos (;xﬁ> +5Q(z, 1)

which when rearranged gives back (4. 17). This completes the proof.

Theorem 4.2.1. The eigenvalues of the problem (4. 13))- (4. 14) are simple.
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Proof 14. Let i be an eigenvalue of the problem (4. 13) under (4. 14)) and w(z,p) be a
corresponding eigenfunction.Then from (4. 14]) and (4. 15| it follows that the determinant

u(0, 1) sinw

W[ﬂ(oaﬂ)vQ(Ovﬁ)] = Dﬁﬂ(o ﬁ) — COSw

then the functions @(z, 1) and Q(z, ) are linearly dependent on [0, ], hence
u(w, 1) = kQ(z, 1) fork #0.

Since Q(z,f1) is a solution of under on [0,7], it follows that Q(x,) =0
identically on [0,7] but this contradicts (4. 16).

Thus, there can not be two linearly independent eigenfunctions in a SLP, then each
eigenvalue of this problem has pairwise corresponding linearly dependent eigenfunctions.

Considering the function Q(z,u) as the non-trivial solution of (4. 13|) under (4. 14)),
now putting Q(z,u) in to (4. 15)), we obtained the characteristic equation as

G(p) = Q(m, ) cosa+ DIQ(m, ) sin

s (57°) — oo (57°)
= |SINWCOS | =T — —Ccoswsin| =7
B s B

=+ [Tsin (57 =) ) alr)Q(r ~ v cosa (4. 19)

S

— {ssinwsin (Swﬂ> + cosw cos <s7rﬂ)
B B

+ /07r cos (;(WB — Tﬁ)> q(1)Q(1 — I/,/L)dBT:| sina =0,

by theorem the set of the eigenvalues of (4. 13)) under (4. 14]) coincides with the set
of real roots of (4. 19) as it can be seen in the next section.

Let ¢* = [ |¢(7)|dgT, the majority of the claims, assertions, and evidence presented below
are based on [72]’s chapter III.

Lemma 4.2.2. Let pu > 4q*2, then for the solution Q(z,u) of (. 17), the following in
equality holds;

1
|Q(z, )] < maw{*\/élq*?sinzw—i—coszw ,l/|sinw|}, z € [0,7] (4. 20)
q

Proof 15. Let By, = maw(g |Q(z, )|, then from (4. 17) it follows that for every > 0, one
of the following inequality holds,

1 1
B, < \/sin2w+ ?cos%)—i- ;Bﬂq*,

or

1 1
B, < \/sin2w +t3 cos?w + gl/’ sinw|q*
in each of the two cases above if s > 2¢*, then we get (4. 20|) which completes the proof.
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Theorem 4.2.2. The problem (4. 13) under (4. 14) has an infinite set of positive

etgenvalues.

Proof 16. Differentiating (4. 17) according to the conformable derivative with respect to z

we have,
DgQ(a:,,u) = —ssinwsin (;x’g) — COSW COoS (;xﬁ>
- /Ow cos <;(x6 —TB)> q(T)Q(T — v, p)daT.

Using the equation (4. 17)) and (4. 21)) in (4. 19) gives

e (507) e (57°)
SINWCOS | =7 — —Ccoswsin { =7
B s B
1

=+ [Tsin (56779 atr@tr = vsddgr | cosa

pmsin (5 eomaeos(527)
— [sSImwsimn | =7 COSWCOS | =T
B B

+ /OW cos (;(Wﬁ - Tﬁ)) q(T)Q(T —v, u)dm] sina =0,

which after some algebraic rearrangements gives

cos (;7‘(‘5) [sin(w — a)

S

_|_/ (sm 5 cosa — cos (;(rB) sina) q(1)Q(1 — V7M)dﬁT]

COSW COS ¥

—sm( ) {ssmwsma—i—
S

S

/ (cos B 7-5 cosa+sjn <;(75> sina) q(T)Q(T—y,,u)dﬁT} =0.

The equation can be treated in each of the four different cases below;
1. sinw # 0 and sina # 0.
2. sinw # 0 and sina = 0.
3. sinw =0 and sina # 0.

4. sinw =0and sina = 0.

(4. 21)

(4. 22)

Casel. Let p be sufficiently large, then by lemma (4. 22) may be rewritten in the

form

ssin (;W’B) +0(1) =
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Obviously, for large s, (4. 23) has an infinite set of roots.
Case2. Here the equation (4. 22)) has the form

cos (;WB) {sin(w) + é /07r sin (;Wﬁ> q(M)Q(T—v, u)d/g7’:|

—sin (;ﬂﬁ> {cosw + é /07r cos (;ﬂﬁ) q(T)Q(T — u,u)dm‘} =0,

multiplying (4. 24]) by s and by considering lemma we have

(4. 24)

scos <;7TB> +0(1) =0, (4. 25)

also for large s, (4. 25| has an infinite set of roots.
Case3. In this case the equation (4. 22) is expressed in the form

cos (;WB) [~ coswsina

s

+/O” (Sm (5(r?) cosa —cos (;(Tﬂ> Sina> q(1)Q(T — %M)dﬂ}

S

. (s 5) {coswcosa
—sin | =7 _—
I3 s

+/07r (COS (E(j) cos +sin (;(7-5> sina) q(1)Q(T — V,u)dﬁr} =0.

(4. 26)

We know that x € [0,7] and x —v >0 and then Q(7 —v,u) =0 if 7—v <0, then by virtue
of (4. 17) and (4. 20) on [0, 7] we have

Q(r—v,u) =0 (i) , (4. 27)
multiplying bothsides of by s and considering gives

scos <;7TB> +0(1)=0. (4. 28)
which the same as .

Case4. The equation (4. 22)) in this case has the form

+°)

e [ [ sin (5(r”)

—sin (;ﬂﬁ> {COSW +/7r “ (E(Tﬁ) q(T)Q(T — I/,M)dﬁT] =0,

»n | @le

q(1)Q(1 —v, u)dgT]
(4. 29)

S 0

here also, (4. 23) holds and taking it in to account and multiplying both sides of (4. 29)

93



with s% we obtain

ssin (;wﬁ) +0(1)=0 (4. 30)

as in casel.

Proving the theorem in each of the four cases above completes the proof of the theorem.

4.3 The asymptotic parameters

Under this section we will give the asymptotic properties of the eigenvalues and the
corresponding eigenfunctions of the problem (4. 13)- (4. 15)) by the conformable derivatives
as follows.

Let consider s sufficiently large for all the four cases.

Now by
Qz,p) =0(), (4. 31)

on [—a,7] in the first and the second cases while in the third and the fourth cases where

Q(T—v,u) =0 for x —v < 0 and by the equations (4. 17) and (4. 20),

Qz,1) =0 (1> : (4. 32)

S

on [—a,m].
The existence and continuity of the derivatives D3Q(x, ) for 0 <z <, |u| < oo follows

from a theorem 4.1 in chapter I in [72].

Lemma 4.3.1. In the first and the second cases,
DEQ(w,u) = O(1), forz € [~v,] (4. 33)

Proof 17. Differentiating (4. 17)) using conformable derivatives with respect to s, and by
(4. 31)) we obtain,

D@ = [sin (5" ) aDIQUr v+ K. (430

where k is the remaining term and satisfied |k(x,p)| < k.

Let C), = Maa:[o’wﬂD?Q(x,u)L From (4. 34)
1 *
Cu < gq Cu+ko

If s > 2¢*, then C, <2k, and this validated the asymptotic expression (4. 33]).

Lemma 4.3.2. In the third and the fourth cases,
3 1
DQ(z, 1) =0 5 forx € |—v,m]. (4. 35)
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Proof 18. The proof goes similar to that of the lemma by considering (4. 32)).

Let n € N, then if |nm! =% — /1| < 1 or [B(n+3)7'1 =P — /i| < 1, the eigenvalue  is
situated near (Bnm!=#)? or (B(n+3)m1 )2
Theorem 4.3.1. Let n € N. Then, there is just one eigenvalue of the problem (4. 13)-
(@ 14) near (Bnw'=P)2 in the first and the second cases also for the third and the fourth

cases there is ezactly one eigenvalue of the problem near (B(n+ 3)m!=F)?

Proof 19. Consider the expressions (4. 23)), (4. 25)), (4. 28)) and (4. 30)) then it can be shown

by conformable differentiation with respect to s that for large s the expressions below have

bounded derivative,
First Equation: Multiplying both sides of the equation (4. 31| by Sinalsinw and applying the
equation (4. 22) we have the expression that;

1 . 5 3\ [coswcosa
————<sin| =7 e
sin asin w I3 s

+/07r (COS(%TB)COSO[JrsmC B) SIHOZ) q(t )Q(T—’%M)dﬂT]

s B

—CoS (;7‘(‘5) [sin(w —a)

+/ (Sln % cosa cos <;7_,3) sina) q(M)Q(T—v, M)dﬁT] } )

Second Equation: Multiplying both sides of the equation (4. 32))
equation (4. 24]) we have the expression that

sirluu {cos <; '3) {/Owsin (;ﬂﬁ) q(T)Q(T—I/,M)dﬁT}

—sin <;775> [cosw +/07r cos <;7r5> q(M)Q(T—v, ,U,)dlgT} } .

Third Equation: Multlplylng both sides of the equation (4. 33| - ) by
the equation (4 we have the expression that;

and applying

sinacosw

$ {sin <;7Tﬁ> [coswsina
+/ (COS o +sin (27"8> sin a) sq(T)Q(T — V,u)dBT]
—cos (; B) /07r (sin(ZTj)cosa — cos (; 5) sma) sq(T )Q(T—l/,u)dgT} :
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Fourth Equation: Multiplying both sides of the equation (4. 35| by £ we have,

()l (ool
—cos (57 Ysin (57°) ) atr)Qr - v}

and applying the equation (4. 29) and some trigonometric expression we have the expression
that

Cosw

1 /0“ “ein (;(Wﬁ _ Tﬁ)) 9()Q(r — v, u)dsr.

It is clear that as s — oo the roots of (4. 23) (which is the same as (4. 30])) are situated

close to the integer numbers.

Now we will show that as s — oo, only one root of (4. 23) (or (4. 30)) lies near to each
Bnal=8.

Considering the function

C(s) = ssin (;7‘(’8> +0(1),
its derivative

DBC(s) = sin (;ﬂ'ﬁ> +37T;cos (;Wﬁ) +0(1),

does not vanish for s close to n for very large n. As such, the assertion follows by Rolle’s
Theorem. Similarly, for the equations (which is the same as ), as s — oo their
roots lies near to the numbers (n— 3)r 4.

Considering the equation as the function below

C*(s) = scos (;ﬂ"g) +0(1),

then its derivative is

B
s i s
DBC*(s) = cos <7r5> —5—sin <7T5> +0(1),

sC(s) 5 5 5 (1)
which also for sufficiently large n does not vanish for s close to f(n — %)79*5 . Similarly
as in the case above, for sufficiently large n there is only one root of the equations (4. 25))
(or (. 28)) close to each number of the 3(n— 1)7'=#. Which also by Rolle’s Theorem the

theorem is completed.

It is now possible to obtain the asymptotic expressions for the eigenvalues of the

problem (4. 13)) - (4. 15) due to the expressions (4. 23|), (4. 25), (4. 28|) and (4. 30)).

2
Since for sufficiently large n the eigenvalues of the problem lies near (erl_ﬂ> or

2
(/B(n—ké)ﬂl_ﬁ) , let s, = Bnn'™P 4+, then by equation (£ 23) or (& 30) we have
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sin(y,m) = O (%) and as such, for large n, we have (vy,7) =0 (%) consequently, it follows
that

sn=pAnr P40 (711) , (4. 36)

which is the eigenvalues expressions, while by equations (4. 25) and (4. 28]|) for sufficiently
large n and letting s, = B(n+ 3)m' =7+, then by equation (& 23) or ([ 30), sin(y,7) =
0] (%) and as such, for large n, we have (y,7) =0 (%) then

Spn = (n—i— ;) Brl=P+0 <i) , (4. 37)

which is the other eigenvalues expressions.
The formula (4. 36|) and (4. 37) make it possible to obtain the asymptotic expressions for

the eigenfunctions of the problem (4. 13]) - (4. 15]).
Now, by considering the case 1, then from (4. 17) and (4. 31)), we have

Q(z, 1) =sinwcos (;x5> +0 (i) , (4. 38)

by putting (4. 36) in (4. 38)) we have that

un () = Q(x, uy) = sinwcos (nwl_ﬁxﬂ> +0 <:L> ,

for the case 2, equation (4. 38)) also holds and by (4. 37)), we have that

un(x) = Q(x, py) = sinwcos ((n— ;) 7['1’81'6> +0 (1) .

n

In case 3, from (4. 17) and (4. 32|, we obtain

Qx,pu) = _cosw sin <;mﬂ> +0 ( ! ) , (4. 39)

52
by equation (4. 37) we have
cosw | 1 1-8.3 1
Un(x) = Q(x, pn) = — sin| (n—g )7 "z +0(— ).
n

n2

For the last case, case 4, equation (4. 39)) holds as well and by equation (4. 36)) we obtain

un(z) = Q(z, 1n) = —CO:Lw sin (mrlfﬁmﬁ) +0 (;) :

These are the asymptotic representations of the eigenfunctions of the problem -
for z € [0,7]. The above obtained asymptotic expressions correspond to the ones
in the similar problem without the delay, now we will obtain the more exact asymptotic
formulas which depend upon the delay constant and due to the lemma and some
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additional conditions.

Theorem 4.3.2. If D%q exist and bounded in [0, 7], then the positive eigenvalues i, = s2

of the problem (4. 13))-(4. 15) are;

for the case 1,

t t 1 x
Sy =fnmt P+ cotar  cotw / q(7)cos <S (7'5 —(r— V)'B>) dgT
0

nmw nmw 2nm I5]
1
+0 <712) .
for the case 2,
_ 1 Hﬂ_cotw_i/” <5 B_(r_ /3)
Sp =0 <n+2>7r w2 q(7)cos 3 (T (tr—v) ) dgT
1
+0 (712) .
for the case 3,
_ 1\ 18 COW_L/“ (5 B_(r_ 6)
Sn =0 <n+2>7r + o onr o q(7)cos 5 (7‘ (t—v) ) dgT
1
+0 (712) :
for the case 4,

S =PBnmt P — ﬁ /qu(v') cos (; (7'6 —(r— 1/)5)> dgT+ 0O (7;12) .

Proof 20. Let assume that D?q exist and bounded in [0,7], it is easy to see that

r—a>0 for xel0,n] (4. 40)

for the case 1,

by (I_38) and (@ _0) we get
1
Q(t—a,u) = sinwcos%(T —v)P4+0 <s) , on [0,7] (4. 41)

putting this in to (4. 19)) we obtain

: s g 1 (58
sinweoscrcos | z#” | —cosar coswsin | 7
s

1 /07r cosasin (;(7‘(‘5 - 7’6)) q(7) [sinwcos;(T —v)P 40 (i)} dgt

S

. . . S 3 . S B
—Ssinwsinasin | =7 —coswsinocos | =7

—/Owsinacos (;(71"8 —Tﬁ)> q(7) [SianOSZ(T—I/>ﬁ+O (i)] dgT =0,
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that is

sin(w — &) cos (;W8> — ssinwsin asin <;7rf8>

- /Oﬂsinwsinaq(T); [cos <;7T’B) cos% (T’B + (71— V)5>
+ sin <;7r'8> Sin% (7’6 +(7— Z/)ﬂ) + cos (;71"8> COS% (7'8 —(r— l/)6>
+ sin <;7rﬂ> sin% (7’6 - (T—I/)B)] dgT + 0O (i) =0,

that is

sin(w — «) cos (;WB> — ssinwsin asin (;7r5>

— cos <;7T’B) [smwzsma /07r {cos; (Tﬁ—l—(r—u)ﬁ)
s

—sin (;7’[‘5> [sino.;sina /07r {sin; (7’5 +(r— I/)B>
+sin (; (7”8 —a V)B)>:| q(T)dﬁle +0 (i) =0
that is

cos (57 [sn(e—) - 2 [T eos (794 (7 —0)?)

+cos <; (Tﬂ —(r— I/)'B))] q(T)dﬁT}
—sin <;775> {ssinwsinoﬂ—Sinw;ma/(:r {sin; (Tﬂ+(T—V)6>

+sin (; (T'B —(7— I/)ﬁ>>:| q(T)dBT] +0 (i) =0.

It is clear that these functions are bounded for z € [0,7] and s € (0,00). Now, from
lemma and the equations (4. 42) and (4. 11|) we have

oS (;wﬁ) {sin(w —a) —sinwsina <H(s,7’, v)+0 <i) ﬂ

—sin (;WB> {ssinwsina —sinwsina (G(S,T, v)+0O (i))} =0,

which, by dividing its both side by cos (%ﬂ'ﬁ) and sinwsina implies that

(4. 42)

tan (;ﬂﬁ> [s+G(s,T,v)] = cota—cotw— H(s,T,v)+O (i) ,

that is

tan (;Wg) = %[cota —cotw— H(s,r,v)]+ 0O (312> . (4. 43)
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Let again s, = Bnn'~% 4+, then from (4. 36)), for large n the equation (4. 43) gives

= cot o B cotw 1 /qu(T)COS <; (Tﬁ_ (7__,/)5>> dsT+0 <;2) ,

nmw nmw 2nm

finally, the eigenvalues takes the form

1 T
Sp =PBnmt P 4+ cota _ cotw / q(7) cos <S (7'5 —(T— u)ﬂ>) dgT
0

, nmw nmw 2nm I5] (4. 44)
o=
+0(3)

and this completes the proof for this case.

for the case 2,

The equations (4. 24) and (4. 41)) we obtain

. - 1
cos (Sﬂﬁ) {sinw+ w/ q(7)sin (ST’B> cos (S(T - V)B) dgT+0O (2”

o) 252 ) G e () -

multiplying (4. 45) by s and applying the product rule from trigonometric identity we have

cos (;WB) {ssinw-k sir21w /OWQ(T) <sin; (Tﬁ+ (r— V)B>

—l—sin% (Tﬁ — V)5)> dgT+O (i)] —sin (;WB> [cosw—i— sir;w (4. 46)

[0 (o3 (7 () s 5 (72— r-00) a0 () =

and by considering lemma and equation (4. I1)and multiplying (4. 46) by - we

have

cos (27‘(’5) [34- G(s,,v)+0O (i)}

—sin (;7‘(6> [cotw—l—H(s,T,u) +0 (i)] =0,

then we have

cot (;W’8> = é {cotw—i—H(s,T, v)+0 (312)] , (4. 47)

again, let S, =0 <n+ %Wl_ﬁ) + 7, and recall that v, = O (%) then we can say

1\ 1.3 )775 P

t — —_— = —t _—

co (ﬁ <n+2>7r +Yn 3 an-y, 3
1

- W [cotw+H(s,T,u)+O (nl?ﬂ )
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thus for sufficiently large n

1
cotw+ H(s,7,v)+ O (rﬂﬂ ,

|
Tn=—"7"—"7N
(TL—F%)W
and finally
1\ 5 1 1
S, =0 n+§ - cotw+ H(s,r,v)+ O 2|

which by (4. 11 completes the proof for the second case.
The proof for the third and the fourth cases follows similarly.

Theorem 4.3.3. If D3q exist and bounded in [0,7], then the positive eigenfunctions u,(x)

of the problem (4. 13))-(4. 15) are

for the case 1;

up () = sinw {cos ('mr1 B ﬁ) <1+ Zﬁmrlﬁ/ )sin (; (7-5 —(r— V)B)) dBT)

—W((cota cotw—|—2/ cos(é (7‘6—(7'—1/)5)>d57'>1‘
<cotw—|— / cos( TB—(T—V) )>d57'> >}+O<n12>
for the case 2;
up () = sinw [cos <(n+ ;)Wl_ﬁxﬂ> (1 2,871771 713 / )sin <; (TB - (T—I/)’B)> dﬁ’i‘)
+Sin ((n—l- %)fl_ﬁxﬁ <<Cotw + - / ) cos < 7'6 —(r— I/)ﬁ)> dm') T

Bnml-F

(cotw+/ cos( (7= (r=v)’ ))dBT)TF>:|+O<n12).

for the case 3;

sin g&i?;l;ixﬁ) (1 + Qﬁnjrlﬂ /Ox q(7)sin <; (TB —(r— V)B>> dﬁT)

o8 (;“2 :2%: 1;”““5) ((cosa—3 [ atrrcon (5 (7~ (r=0)%) ) dor ) o

T e O DR

Up () = —cosw
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for the case 4;

sin mrl_ﬂxﬁ)

Up(x) = —cosw [ Brmi? <1 + 267;”5 /qu(T)Sin (; (Tﬂ — (17— V)B>> dﬁT)
+COSTS:;1;;%B> ((; /OI q(7) cos <; (7-5 — (71— y)5)> dﬂr> T
+ (; /qu(T)COS (; (Tﬁ— (T—V)B>) dﬁT) w):| +0 (;) .

Proof 21. For the proof of the case 1, consider the solution below of the problem (4. 13|)-
(4. 15)),

Q(x,p) =sinwcos (;x5> - lcoswsim <;xﬂ)

s
1 e s 5 .
= . . S, B8 B S, B 1
5/0 q(r)smw51n<ﬁ(aj T )) COS(B(T V) >d57-+0 <52>’
the right hand side of the equation (4. 48|) can be expressed as
v .. (s s
[ atrysinwsin (57 7)) cos (5(7-)°) dar
0 B B
1 x
) ¢(7)sinw [Sin <;($B —P 4 (r— V)B)) +sin (;(w’g —rP— (- u)ﬁ))} dgT
0

sin <;:175) cos (;(Tﬁ —(7— y)5)>

(4. 48)
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Now the equation (4. 48)) becomes

Q(x,u)—smwcos(s 6) —lcoswsm<; 5) sinw sin <;x5) H(s,1,v)

S

Slnw S 1
cos E ) STI/)+O(S>

(5
)( ) (14 Gm)

sm( zP 1
(cosw+sinwH (s,7,v))+ O (2>
s

=sinw [cos (Sxﬁ) (1 + G(S’T’V)>
B s
1
o=
* <82) ’
then replacing s by s, and using (4. 44) we have

G(s,T,v)
)

B

sin ( Sz

—(’B)(cotw + H(s,7,v))
s

Q(x,p) =sinw [cos (mrlfﬁxﬁ) <1 +

[Bsin (nwl_ﬁxﬁ)
B nmh

+(cotw+ H(s,7,v))m)]+ 0O <n12>

((cota —cotw + H(s,T,v))x

by the definition of G(s,7,v) and H(s,7,v) from (4. 11) above, we have

(4. 49)

up(x) = sinw [cos (mrl A ’B) <1+W/ )sin (; (T”B— (T—V)ﬁ)> d,BT)
_58111 (mr; Bxﬂ) <cota—cotw+ / ) cos (; (7’5 —(r— V)B)) d@T) T

(cotw—i—Q/ cos( T’B—(T—V) ))alm')Tr]—i-O(nl2

For the proof of the case 2, consider the equation below,

Q(z,p) = sinw [cos (Sx3> <1 + G(S’T’V))
p s
sin ﬁxﬁ 1
_(5>( i <2> |
5 s
Now replacing s by s, and using (4. 49)) in (4. 50) we have

Q(z,p) =sinw [cos ((n—i— ;) ﬂ1_5m5> (1 + Bn;l_ﬁG(s,T, 1/))

sin ((n + %) WI_BJJB) 1
+ Grn1=? (cotw+ H(s,T,v)) +O<n2>

cotw+ H(s,7,v))
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hence we have

Q(z,p) =sinw [cos ((n—i— ;) 7r1_*81,ﬁ> (1 + erll_ﬁG(S,T, l/)>

sin((n+43)xl=6z8
((+3)*727)
Bnml-6

—(cotw+ H(s,7,v))m)|+ 0O (;) ,

+ ((cotw+ H(s,T,v))x

also, by the definition of G(s,7,v) and H(s,7,v) from (4. 11)) above, the proof for the second
case is completed.

Also, the proof for the third and the fourth cases follows similarly.

The eigenvalues and matching eigenfunctions that depend on the delay constant have
also been computed. In addition, we will discuss the inverse problem of this SLP in the
following manner.

4.4 The Inverse Nodal Problem

In this section we give the nodal points and the nodal lengths of the the problem for
each of the four cases. The proofs are similar as such we give the proof of the first two

cases.

Theorem 4.4.1. The nodal points of the problem (4. 13)-(4. 15| are

for the case 1:

T 1
Y =—+—

Sn 5%

cota— cotw — ;/Oy? q(T)cos (; (7-/3 — (1 — y)ﬁ)) dgT

+o(nl3>.

for the case 2:

(-3

Sn

+si2 cotw+;/0y? q(7)cos (; (Tﬁ_(T_V)ﬁ)) dﬁT] +0 <nliS> '

yi' =

for the case 3:

Y = @_i [cota—;/oyinq(ﬂcos (; (Tﬁ_(T_V)ﬁ))dﬁT

for the case 4:

vo(=).

n

Y= w1 q(T)cos (; (TB—(T—V)B)> dgT+0O (nl:,)> .

Sn 282 Jo

Proof 22. For the proof of the first case; from (4. 43|) and by replacing = by = the nodal

point can be obtained as follows,

:U;: g+8—12 {cotacotw;/oxq(ﬂcos <; (TB(TV)B))dﬁT} +0<513),
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(4. 51)

now, taking u = pin, s = s,, and r = xz(-n), we can expressed (4. 51)) as

(az(n))ﬂ im ( ?ﬂ s
2 =—+ — |cota —cotw — - q(7) cos ( (T'B (1 I/)ﬁ)>d57'
fosn s 2.Jo b (4. 52)
1
o=
" <n3) ’
which is the nodal points of the problem.
n)8 7
Now, for convenience, let us define Y3 = qy;* 1 yj' = (x%) Ty ,neNand 1=1,n as

the nodal set of the problem while X = {z7'} is the nodal set of the corresponding classical

1
+o(s).

problem, as such, we can expressed (4. 52| as

; 1 i
y,nzzi—l- 5 [cota—cotw—/ cos( (Tﬂ—(r—u)ﬁ)>d57‘

Sn  Sh
that is
L+ 1 i
Yit1 :u—i— 2 cota—cotw——/ o cos(s (Tﬁ—(T—V)’Bde]
Sn sz

+o(5).

For the proof of the second case; from (4. 47) and by replacing m by x and following the

steps in the proof of the first case, the nodal point can be obtained as follows

otw+2/yz cos( (T’B—(T—V)B))dﬁT +O(Tj3>>

Y =————— +7
TL

such that

Yir1 = (H_) +

cotw+ — /L+1 cos( (T’B—(T—I/)B))dgT —i—O(nlS>.

Now using the fact that the difference of the points (37,7 ) is the nodal length of

the problem, as such the nodal length of the first case (which is the same as the nodal length

of the fourth case) is obtain as

= T % i?ﬂ 4(7) cos (; (TB —(r— y)6)> dgT+o0 (7113) : (4. 53)

Sn n yi

while the nodal length of the second case (which is the same as the nodal length of the third

case) is obtained as

lg; = 31 + % /y?+1 q(7)cos (; (Tﬁ —(r— 1/)’8)> dgT+o0 (nl?)) . (4. 54)
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4.5 Reconstruction of the Potential Function

Reconstruction of the potential function using the nodal points and the nodal lengths
is one of the ways in inverse problem, as such we reconstructed the potential function in
each of the four cases expressed above.

For the potential function in the first case (which is the same as the potential in the fourth

case) from (4. 53) we have

(zﬁfn B 1) 2 _ _/yz?ﬂ £()cos (35 (v~ (- V)ﬁ)) dyr+o (7;) . (4 55)

then, by applying the mean value theorem for integrals to (4. 55| for a fixed n, there exist

a point, z € (y}',yf,1) so that

/y;?+1 q(7)cos (‘fg (7—5 —(r— y)5)> dgT = I;q(z) cos (Sg (zﬁ —(z— V)B)) (4. 56)

equations (4. 55)) and (4. 56) gives

1:sn 27sy, 1
q(2) = — (ﬁ - 1) —_— +o <> , (4. 57)
2 173; cos (7” (2P —(2— 1/)5)) n
but from (4. 53|) we have
l(”)sn 1
52:1+O<), (4. 58)
T n

then from (4. 58) and as n — oo, (4. 57)) becomes

q(x) = cos( = (1 - gzsn> ; (4. 59)

@ @)\ 7

then by taking the limit as n — oo and by (4. 44]), equation (4. 59) becomes

282n2m2-28 ) pnlg;
-

q(z) = lim (4. 60)

n—00 COS (nﬁl_ﬂ (1‘6 —(x— V)B))

Similarly, the potential function of the the second case (which is the same as the potential
in the third case) from (4. 54)) is calculated as

282(n + 1)2n2-28 <ﬁ(n+ %)lgz B 1)

q(z) = lim (4. 61)

70 oog ((n—I—%)Wl*ﬁ (B — (x—y)ﬁ)> mh

then (4. 60) and (4. 61 are the potential functions of the SLP (4. 13)- (4. 15).
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4.6 The Stability of the Potential

In this section, we would like to prove the stability of the problem using Lischitz
stability approach which is based on metric spaces. The concept of hemeomorphism between
the defined two metric spaces is considered to show the continuity.

Let N =N\ {1}. Let Q be the space of all admissible sequences that is
2 ={(g,w,@) € Lj,(0,7) x (0,m)}

Y. =The collection of all double sequences Xg = {Xé?)} fori=1,2,3,...,n—1,n € N such
that 0 <X[(;f) < X(Z) <Xg;) <...< X(:)_1 < 7, for each n.

Let X5 € 3 and define X =0, X" =m, L7 = X" — X"
i=1,2,3,....n—1.

Let the function ig,(z) on (0,7) be define by

() _ (x( x()

, and Iﬁ? B ,Bi+1) for

ign(z) = Max{i: xz(»n) <z},

n) _(n) ]

and for fixed x and n, i = ig,(x) implies = € [:vl( STy
1

cos(mrl—ﬁ (mﬁf(xiy),g)) for convenience.

In what follows, let define v =

Definition 4.6.1. Let Xé?),)?g) € X with Lg) and E(B?L as their respective grid lengths.
Define

Kp, (Xg,Xg) = B> 251 n?| LG — L)),
Let d, and dx; be two metric on X defined by

do(X5,Xp) = Tim Kz, (X5, X3),

n—o0

and
- Ks (X5, X do(X5, X
ds(X5,Xp) = Tim on (X Xp) oK, Xp) : (4. 62)
no0l+ Kp, (X, Xp)  1+do(Xp, Xp)
which implies that
. ds(X5, X
4y(Xp, Xg) = — 288 X0) (4. 63)
1—ds (X3, Xp)
such that
ds (X5, Xp5) < do(X,Xp). (4. 64)
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Then, there exist a positive constant k£ such that

2 - - _
3 S do(X5, Xp) < ds(Xp, Xp) < 3(k+1)do(X, Xp),

which means d,(Xg, X 3) =0 only when dx,(X g,)? 3) =0. If this is achieved, then this inverse
nodal problem is stable.  The metric dx(.,.) is a pseudometric on X.

Proof 23. From the definition and the absolute value properties dx(.,.) is finite and

symmetric. Now the following proves the triangle inequility, that is,

Kp, (X, Xg) = Bn? 2050 ny| L5 — LS|
< B2n2 25En 1 n2 [|L(”)—L(”)|—|—|L(”)—E(n)|]
52 2— 25En 1 27|L ’_1_52 2— 2521 0n2 |Lg;)_igz)|
:KBH(X&YB)"'Kﬁn(YBaXﬁ)’

clearly
Kp,(Xp, Xp) _  Kp, (X5, Yp) K, (Y, Xp) (4. 65)
1+ Kp,(X5,Xp) ~ 1+Kp, (X3, Ys) 14K, (V5,X5)
then from (4. 62)) and we have

ds(Xg,Xp) < ds(X3,Ys) +dx (Y3, Xp).

This completes the proof.

So, dx(.,.) defines an equivalence relation ~ on >.. Now (}_*,dyx) is a metric space,

where > " =3/ ~.
Let >°; C 3" be the subspace of all asymtotically equivalent nodal sequences and let >°] :=

21/“

Theorem 4.6.1. The metric spaces (,]]-||1) and (3%,dx) are homeomorphic to each

other.

Lemma 4.6.1. Let X/g,)?ﬁ € X4, then
i. The length of the interval I( ") between the points X( ") and X( ") s O (%)
ii. For all © € (0,1), |igy(x) —ign(2)| < 1 for sufficiently large n.

Proof 24. For the proof of i. above, we have from (4. 56|

. 18 1
(n) im
xm _ " _ o =
B Bn <n2>’
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then

B
(n) i v (1)
<Xy —— -X
i " B + Bn Bi

=ow) o) =0(a)

and for the proof of 4, for a fixed x € (0,7) and from (4. 56| again,

n) inh

7

| - x| <

&

in? (n) (n (i+1)7" 1

0 (i) =X < < x00 =50 w0 (),
similarly

ir? 1 Z(n) > (n) (i+1)r? 1

Bn +O(n2> Xﬁi _x_Xﬁ(iJrl) pn +O(n2>’

now, for a very large n, i+1>1 and 7+ 1 > ¢ which implies that
‘im(a?) _Eﬁi(x)‘ <1,

this completes the proof.

Theorem 4.6.2. If Xg,Xg € X1 are asymptotically nodal to q and q in §2, respectively, then
llg—all < 2do (X5, X5)

Proof 25. From (4. 59) and for almost every, x € (0,7), we have

3
n | 7(n) _ 7
[Lﬁzf;m(m) Lﬁiﬂn(‘f)} ’

(@)~ 4(2) = e~

then, by Fatou’s lemma, we have

I

Bign(@) ~ " fign(z) dgz

/0 ‘q_aldﬁxgh—mnﬁoozﬁgﬂrgﬂ/ yn?
323 Tim (n) (n)
<2837 3 lim, 00 {n / ,Y‘L,B’Lgn _L,Bi/an(:c)

—|—n3/0 y dﬁx}

due to lemma the second term gives

3 (n) 7
n/o ‘Lﬁwn(z) Lmﬁ (z)

(4. 66)

7 (n) 7))
Lion(@ ™ Ly

Ig;

/1 1
=n*ySi o (n2> O (n2> =0(1),

dﬂx_n 750 ’Lﬁ(z—&-l LBZ
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since, for 1 <i<n—2, (4. 53) implies that

i+1 1 i+1 1 .
/x(.’“ VQ(T)dﬂT_/;W ;(I(T)dBT

n2B8-2

’Lﬁi_LBi T 2822

()

Thus ]Lﬁ,- — Lg;
vanished.
Also, by virture of (4. 66) we obtain

=o0 (#), as such the second term in (4. 66)), after taking the upper limit,

n

/0 lg—qldpz < 2837 3P Timy, 0o 27y n3y L, | L — Ngi

- 8 8
< 26%7 3l 00 B Y (”Bn? + O(n)) L3, — L,

_ 2527r2—2,3mn_>002?:—01n2,y ‘Lni _Fn

(4. 67)

Bi

= 2d,(Xg,X5),
which completes the proof.

It follows from theorem that for the asymptotically nodal points Xz and X 5 to
g and ¢ in §Q the following relation holds

llg—dl]; < 2do(X 5, Xp).

Theorem 4.6.3. If X3 and )Afg asymptotically nodal to q and q in ), then do(Xg,Xg) <
llg—all; -
Proof 26. By virtue of (4. 67)) and definition we have

K,Bn(Xﬁ7X,B) < 6271'2_2’32?;01712’7 ’an - ~gi

- )

i1 iv1 ) 1 _

(4. 68)
+o(1)
= 1
<5TS Y [0S e ~at)dgr

i
2
ORI
i+1 ir1y 1
+(L@ - [ )vaN@f}+dn,
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but we know that

(n)
e H—l 1 Ty zy ' 1 _
z¢5/m) Sl =anldsr= [ ) ~ae)lder+ [ o) =at)ldsr
Ii $1

(n) f)/
(n)
n-11
4 +/(n>1— — ()| dgT
™1
= / —la(r) —q(r)|dsT = H
then (4. 68]) becomes
+1 ~(i)1
Kon(X3: %) < LIl lla =1l + 225 /W - ft) Sl o)
(4. 69)

<ll=all+= [ Sl ds,
Bify

M =1purg),

then by Vlrtue of lemma [4.6.1] we have

1 1
o()-o().
n n
as such limn o0 [70m) % |G(7)|dsT =0 and (@ _69) gives Kg,(X3,X5) <||g —ql|; which implies
Bi
that

where ) and 1 ()) is the interval bounded by a:(ﬁl) and 7. Let I )yt

pi - B(2)’

‘IE‘ =35 ‘ng

do( X5, Xp) < lla—all; , (4. 70)

hence the theorem is proved.
Now, we can prove the theorem
Proof 27. Considering section theorem 4.6.1|and (4. 64]) it is clear that dx, (Xg,)?g) =0

if and only if ¢ = ¢, as such X7 is in one-one correspondence with (.
Let

ds (X5, Xp) < 5,
it follows from (4. 63|) and section 4.6 that
llg—ll, < 4ds(Xp, Xg), (4. 71)

on the contrary, it follows from theorem [4.6.3) that if ||g — ||, is small, then dx (X3, X3) is
also small. This and (4. 70)) completes the proof.

It can be seen from (4. 70) and (4. 71)) that d,(X3, Xg) =0 only when dx (X3, X@) =0.
as such, the inverse nodal problem is stable.
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5. CONCLUSION

In this research work, we established and presented the direct and inverse SLP using
the new non-integer value differentiation method- Conformable derivative, where we
analyzed its spectral properties; the eigenvalues, the eigenfunctions, the nodal points, the
nodal lengths and the potential functions under different sets of boundary conditions as an
effort to extend the concepts of the SLP and its inverse problems to the non-integer value
derivative concepts as it gives a more appropriate and more approximate model of the
likely physical problems.

In order to test the possibility of using this new differentiation method in SLPs we used it
and established a transformation operator for the SLP on a classical Sturm-Liouville
operator, there we obtained a Hyperbolic type partial differential equation and the related
conditions for Nucleus function N(z,7). Finally, this problem is reduced to a Volterra
integral type equation. This transformation operator has an important place in terms of
the solution of the inverse problem in the SLT, especially the relation between the
potential function and the kernel in the form of N(z,z) = [I[q ( )— ( )]ds. A similar

relationship for the conformable SLP is presented as N(z,z) = fo ]dﬁs

1 sﬁ 1
Subsequently, we investigated the direct and inverse nodal proble;;ls associated with a
conformable derivative SLP with the spectral parameter included in the boundary
conditions. The spectral parameters obtained were employed to reconstruct the potential
function and the uniqueness of the potential function is demonstrated. We proved the
Ambarzumyan theorem to furthermore demonstrate the new derivative approach. This
study is significant for two reasons. Initially, an nth-degree polynomial was considered in
the boundary condition, resulting in the availability of exceptional cases. Secondly, in
comparison to the classical derivative, the conformable derivative demonstrated greater
universality.

In the last section, we extended the SLPs to the concepts of constant delay using the
conformable derivative approach, there we were able to show and expressed the possibility
of solving the direct and inverse SLP with constant delay and expressed the corresponding
spectral properties.

We examined the problem under two different sets of boundary conditions. In the first
case, we solved the direct problem and proved that the specification of the spectrum
uniquely determine the characteristics function, while in the second case, we solved both
the direct and the inverse problem and proved the stability of the obtained potential
function using Lipschitz stability approach.

This novel derivative approach allows for the discussion of similar problems with different
boundary conditions, along with their associated spectral features and also similar or

other derivative approaches can be use where possible to express similar cases of the SLP



so that a full non-integer derivative phase of the direct and inverse SLP could be
established and this will significantly add to the literature of this special case of the

second order differential equation.
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RECOMMENDATIONS

This research work established, analyzed and successfully expressed the direct and
inverse SLP using a non-integer value derivative called conformable derivative which is an
addition to the literature of the SLP since it is an extension to the classical SLP. This
work may enhance the provision of more appropriate and more approximate models of the
likely real life problem and we recommended that further researches should be carried out
using this new derivative under different set of the boundary conditions or another different
non-integer value differentiation approaches in order to established a complete phenomena

for the SLP as it may be more vital in the near future.
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