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OZET

MAKINE OGRENMESI ALGORITMALARI ILE SIFRELI
TRAFIGIN SINIFLANDIRILMASI

Gunimduzde internet kisisel, ticari ve askeri alanda birgok hassas verinin paylasildigi
temel iletisim platformu haline gelmistir. Ag Uzerinden paylasilan bu verilerin giivenligi,
yetkisiz erigsim ve kotii niyetli faaliyetlerin artan tehdidi nedeniyle giderek daha fazla
endise kaynagi haline gelmektedir. Bu endiseyi gidermek ve veri giivenliginin saglanmasi
icin ag lizerinden iletilen verilerde sifreleme yontem ve protokolleri kullanilmaktadir.
Sifreleme yontemleri ve protokolleri, kullanicilarin verilerinin glivenligini saglamak i¢in
faydali olsa da ayni1 zamanda ag iizerindeki faaliyetlerini gizlemek isteyen saldirganlar
tarafindan da kullanilabilmektedir. Bu nedenle, saldirganlarin ag iizerindeki faaliyetlerini
gizlemek igin sifreleme yontemlerini kullanmasi, ¢0ziilmesi gereken énemli bir sorun
olarak karsimiza ¢ikmaktadir. Sorunun ¢6ziimii ise ancak sifreli ag trafigini dogru bir
sekilde analiz etmek ve smiflandirmak ile miimkiin olabilecektir. Ote yandan sifreli trafigi
desifreleme yapmadan agda faaliyet gosteren saldirganlari tespit etme konusunda, mevcut

ticari glivenlik ¢oziimleri genellikle yetersiz kalmaktadir.

Gilinltimiizde hem sektdrde hem de akademide kullanimi gittikge artan ve daha da artacagi
ongorulen makine 6grenmesi teknikleri sifreli ag trafiginin siniflandirilmasi konusunda
¢Ozim sunma potansiyeline sahiptir. Bu diisiinceden hareketle, bu ¢alismada sifreli ag
trafiginin desifre edilmeden makine 6grenmesi yontemleri ile siiflandirilmast ve ag
tizerindeki saldirganlarin tespiti ig¢in kullanilabilecek makine 6grenmesi modelleri

gelistirilmesi hedeflenmistir.

Calisma kapsaminda denetimli makine Ogrenmesi algoritmalarindan K-Nearest
Neighbors (KNN), Support Vector Machine (SVM) ve Logistic Regression (LR)
algoritmalar1 ile makine Ogrenmesinin bir alt dali olan topluluk Ogrenmesi
algoritmalarindan Light Gradient Boosting Machine (LGBM) algoritmas1 kullanilmis ve
desifreleme islemi yapilmadan sifreli paketler olarak iletilen ag trafik verileri analiz
edilmistir. Calismada ag trafiginde yaygin olarak kullanilan siiflart igeren ve gergek

internet trafik verilerinden elde edilmis olan ISCXVPN2016 veri seti kullanilmistir.



Caligma kapsaminda denetimli makine d6grenmesi algoritmalar1 ve topluluk 6grenmesi
algoritmasiyla elde edilen basari oranlar1 karsilagtirllmis ve en yiiksek siiflandirma
basarist LGBM topluluk 6grenmesi algoritmasi ile %96,53 dogruluk oraninda elde

edilmistir.

Gergek diinyada, modelin basarisi kadar modelin siniflandirma hizi da 6nemlidir. Bu
nedenle, algoritmalarin basari oranlarinin yani sira hizinin analiz edilebilmesi amaciyla
test siireleri de hesaplanmis ve karsilastirmalara dahil edilmistir. Bu kapsamda basari
oraninda oldugu gibi hiz anlaminda da en iyi performans gosteren algoritmanin LGBM
oldugu ve 0,000074 saniyelik birim test siiresi ile makine 6grenmesi algoritmalarindan
en iyi sonucu veren KNN’den yaklasik iki kat daha hizli siniflandirma yapabildigi

sonucuna ulasilmustir.

Ayrica ¢alismada elde edilen basari oranlart ile literatiirde yer alan diger ¢alismalarin
basar1 oranlarinin kiyaslamalarina da yer verilmistir. Bulunan sonuglar, yapilan diger

calismalarin genelinden daha yiiksek performans elde edildigini géstermistir.



ABSTRACT

CLASSIFICATION OF ENCRYPTED TRAFFIC WITH MACHINE
LEARNING ALGORITHMS

In recent years, the Internet has become a fundamental communication platform for
sharing sensitive data in personal, commercial, and military domains. As the amount of
data shared over the network grows, concerns about the security of this data have
increased due to the rising threat of unauthorized access and malicious activities. To
mitigate these concerns and ensure data security, encryption methods, and protocols are
applied to the data transmitted over the network. While these encryption methods and
protocols help secure users' data, they can also be exploited by attackers seeking to
conceal their activities on the network. Consequently, the detection of attackers aiming
to hide their activities has emerged as a critical issue. The solution to this problem can
only be achieved by accurately analyzing and classifying encrypted network traffic.
However, current commercial security solutions often fall short when it comes to

detecting attackers on the network without decrypting encrypted traffic.

Machine learning techniques, which are increasingly utilized in both industry and
academia and which are anticipated to see further growth, offer significant potential for
addressing the classification of encrypted network traffic. Motivated by this, the aim of
this study is to classify encrypted network traffic without decryption and to develop
machine learning models that can be used for the detection of attackers on the network.

In this study, supervised machine learning algorithms such as K-Nearest Neighbors
(KNN), Support Vector Machine (SVM), and Logistic Regression (LR), along with
ensemble learning algorithms like Light Gradient Boosting Machine (LGBM), a subfield
of machine learning, are employed. Encrypted network traffic data, transmitted as
encrypted packets, is analyzed without performing decryption. The ISCXVPN2016
dataset, which includes commonly used classes in network traffic and is derived from real

internet traffic, is utilized in this study.

Vi



The classification accuracy rates achieved by the supervised machine learning algorithms
and the ensemble learning algorithm are compared. The highest classification success,
with an accuracy rate of 96.53%, is obtained using the LGBM ensemble learning

algorithm.

In real-world applications, the classification speed of the model is as important as its
accuracy. Therefore, in addition to comparing accuracy rates, the test durations for the
algorithms are also calculated and included in the comparisons. In terms of speed, similar
to accuracy, the LGBM algorithm demonstrates the best performance, achieving
classification approximately twice as fast as KNN, which provided the best result among
the machine learning algorithms, with a unit test duration of 0.000074 seconds.

Moreover, a comparison of the success rates obtained in this study with those in the
existing literature reveals that the results achieved in this work outperform the majority

of other studies.
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1. GIRIS

Internet, ginimuzde bilgiye erisimin ve iletisimin saglanmasinda kullanilan temel
araclardan biri haline gelmistir. Diinyada milyarlarca kisi istedigi anda internetten
sunulan genis bir bilgi yelpazesine erisebilmektedir [1]. Internetin yaygin olarak
kullanilmasi, basta bilgiye erisimin hizlanmasi ve iletisimin kiresel ¢apta yapilabilmesi
olmak Uzere saglik, giivenlik, sanat, eglence, teknoloji ve ticaret gibi bir¢cok alanda da
Oonemli avantajlar saglamaktadir. Ancak bu avantajlarin yani sira, internet lizerinden
kisisel, finansal, askeri vb. pek ¢ok hassas verinin iletimi de gerceklestirildiginden bu
verilerin glivenligi kisi ve kurumlar i¢in giderek artan bir endise kaynagi haline gelmistir
[2]. Bu noktada internet tzerinden aktarilan verilerin giivenliginin saglanmasi1 6nem arz
etmektedir. Glivenligin saglanamadig1 durumlarda veriler, veriye erisim yetkisi olmayan
saldirganlar tarafindan kotiiye kullanilabilmekte ve siber saldirilara maruz
kalmabilmektedir [3]. Internet tizerinden iletilen verilerin sifrelenmesi, hassas verilerin
transferi sirasinda izinsiz erisime karsi korunmasi maksadiyla uygulanan glvenlik
onlemlerinden biridir. Ote yandan saldirganlar sifreli trafigi kullanarak kendilerini ve

agdaki izlerini gizleyerek zararl faaliyetlerde bulunabilmektedirler [4].

Sifreli iletisim kanallarinin yayginlagmasi bilgi giivenligi acisindan olumlu bir gelisme
saglasa da bu sifreleme cabalari siber giivenlik uzmanlarinin ag trafigini analiz etme ve
giivenlik tehditlerini tanimlamaya yonelik siireglerini karmasik bir hale getirmektedir. Bu

durum sifreli trafigin siniflandirilmasi konusunun 6nemini artirmistir.

Sifreli trafigi dogru bir sekilde simiflandirmak, tehditlerin tespit edilebilmesi ve dnlem
alinabilmesi icin kritik bir gerekliliktir. Internet iizerindeki veri trafigi siirekli olarak
artmaya devam ederken bu trafigi etkili bir sekilde yonetmek ve giivenligini saglamak,
isletme ve kurumlar i¢in blyuk bir 6neme sahiptir. Makine 6grenmesi algoritmalart,
blyuk veri setleri izerinde etkin olarak calisabilmeleri nedeniyle bu alandaki yonetimsel
zorlugu ve giivenlik sorunlarini hafifletmek icin kullanilan ¢oziimlerden birisi olup sifreli
trafigi siniflandirmada biiyiik bir potansiyele sahiptir [5]. Bu kapsamda makine
Ogrenmesi modellerinin kullanildig1 yapay zeka uygulamalarinin destegi ile siber
giivenlik uzmanlarina, siber tehditleri daha hizli ve dogru bir sekilde tespit etme ve

saldirilar1 6nleme firsat1 saglanmis olacaktir.



Ag trafiginin sifrelenmesinde Virtual Private Network (VPN) ve Hypertext Transfer
Protocol Secure (HTTPS) en yaygin kullanilan yontemlerdir. VPN ile sifreleme islemi,
mevcut paketin baska bir paketin i¢cine alinmasi ve sifrelenmesi seklinde gergeklestirilir
[6]. HTTPS ile sifrelemede ise sifreleme algoritmasina gore kullanicilarin siteye girdigi
bilgileri iceren web trafigi sifrelenmektedir. Mevcut ticari guvenlik c¢ozimleri,
sifrelenmis trafigin desifrelemesini yapmadan trafigi analiz edemediginden sifrelenmis
veri trafiginin siniflandirilmasi noktasinda yetersiz kalabilmektedir. Makine 6grenmesi
algoritmalari, sifreli trafigi analiz ederken veri paketinin igerigini gérememesine ragmen
farkli  Ozellikleri ve Oriintilleri tanimlayabilmekte ve kategorize edilmesini
saglayabilmektedir. Makine 6grenmesi algoritmalari bu 6zellikleri kullanarak normal ve
anormal trafigi simiflandirabilmektedir. Boylelikle, siber giivenlik uzmanlarmin siber
tehditleri daha hizli ve dogru bir sekilde tespit edebilmesinde ve saldirilari 6nlemelerini

saglamada etkili bir ara¢ haline gelmektedir [7].

Bu calismada makine Ogrenmesi algoritmalar1 kullanilarak desifreleme islemi
yapilmadan sifreli paketler tizerinden, ag trafiginde akan verilerin analiziyle; paketlerin
durum, boyut ve siire degiskenleri kullanilarak trafigin etkin bir sekilde siniflandirilmasi
amaclanmistir. Yapilan calismada Kanada Siber Giivenlik Enstitiisii tarafindan

yayimlanmig olan ISCXVPN2016 veri seti [8] kullanilmustir.

Caligmanin ikinci boliimiinde, ag trafiginin sifrelenmesi ve siiflandirilmasina iliskin
kavramlar agiklanmistir. Trafik smiflandirma yontemlerinden bahsedilmis ve sifreli
trafigin siniflandirilmasinda kullanilan topluluk 6grenmesi ve derin 6grenme gibi cesitli
algoritmalar1 da igeren makine 6grenmesi tabanli siniflandirma yontemleri anlatilmugtir.
Sonrasinda sifreli trafigin siiflandirilmasina iliskin yapilan ¢alismalara yer verilmis ve
tablo halinde bir 6zeti sunulmustur. Ugiincii boliimde, makine 6grenmesi tirleri,
calismada kullanilan algoritmalar, c¢alisilan veri seti, gelistirilen model ve model
performans metrikleri agiklanmigtir. Dordiincii boliimde, modelin test edilmesi
sonrasinda elde edilen sonuclar belirtilmis ve karsilagtirmali analizler yapilmistir. Besinci
ve son boliimde ise ¢alismanin genel degerlendirmesine ve tezin ana katkilarinda ifade
edilen karsilastirma sonuglaria yer verilmis, hem akademik hem de sektorel katkisi

incelenmis ve gelecek ¢alismalar i¢in onerilerde bulunulmustur.



1.1. Problem Durumu

Mevcut ticari giivenlik ¢ozlimleri, sifrelenmis trafigin desifrelemesini yapmadan ag
trafigini analiz edememektedir. Bu nedenle ag lizerinde iletilen paketleri desifre etmeye
ihtiya¢c duymadan analiz yapabilen, yiiksek dogruluk oranina sahip, ayn1 zamanda analizi
kisa stirede yaparak bir tehdit durumunda hizli reaksiyon alinabilmesine imkan veren

yapay zeka temelli sistemlere ihtiya¢ duyulmaktadir.
1.2. Arastirmanin Amaci

Bu tez ¢alismasinda, siber giivenlik uzmanlarinin ag tizerindeki veri trafigini analiz etme
ve izleme kabiliyeti glglendirilerek giivenlik altyapisinin ileri seviyelere taginmasi ve

kullanici verilerinin giivenliginin artirilmasi hedeflenmektedir.

Calismada, sifreli trafigin siniflandirilmasinda makine Ogrenmesi algoritmalarinin
etkinliginin test edilmesi maksadi ile denetimli makine 6grenmesi algoritmalar1 ve
makine 6grenmesinin bir alt dali olan topluluk 6grenmesi algoritmalari ile analizler
yapilarak, yiksek diizeyde basarili ve ayni zamanda hizli ¢alisan algoritmalar tespit

edilmeye calisilmistir.
1.3. Arastirmanmin Ana Katkisi

Yapilan calismada ana katkilarimiz;

e Onerilen modelin test edilebilmesi icin ¢alismada kullanilan veri setinde yer alan tim
senaryolara iliskin verilerin analiz edilmesi,

e Kullanilan veri seti ile sifreli trafigin siniflandirilmasina iliskin yapilan ¢alismalarin
karsilastirmali bir 6zetinin ¢ikarilmasi,

e Secilen algoritmalarin basar1 oranlart ve literatiirde pek rastlanmayan test streleri
agisindan etkinliklerinin incelenmesi,

e Senaryo bazinda yapilan diger calismalarin sonuglartyla birebir karsilagtirma ve

degerlendirmelerin yapilmasi,



e Makine 6grenmesi algoritmalari kullanilarak elde edilen basari oranlari ile topluluk
O0grenmesi algoritmasi kullanilarak elde edilen basari oranmin kiyaslanarak hangi
makine Ogrenmesi tiiriiniin daha basarili oldugunun tespit edilmesi ve diger

calismalarda bulunan sonuglarla karsilagtirilmasidir.

1.4. Arastirmanin Sinirhihiklar:

Calismada algoritmalar, ISCXVPN2016 veri seti ile egitim ve teste tabi tutulmustur.

Boliim 2.4°de yer alan karsilagtirmali 6zet tablo, ISCXVPN2016 veri setinin tiretildigi y1l
olan 2016 yilindan itibaren yapilan ¢aligmalarla sinirlidir. Ancak literatiir taramasi i¢in
bu smirlilik s6z konusu olmayip sifreli trafigin siniflandirilmasina iliskin yapilan ve

Boliim 2.4°de yer verilen tim calismalarin incelenmesiyle gergeklestirilmistir.

Arastirmada kullanilan algoritmalarin ¢alisma hizlart Google Colaboratory ortaminin [9]
sundugu kaynaklarin giicii ile smirlidir. Ote yandan, tiim algoritmalar aym platformda
test edildigi i¢in makine 0grenmesi yontemleri arasindaki hiz farklarinin dogru tespit

edilmesinde bir giivenilirlik sorunu olusturmamaktadir.



2. KAVRAMSAL CERCEVE VE ILGILI ARASTIRMALAR

Internet iizerindeki veri trafigi her y1l artmaya devam ederken [10] bu trafigi etkili bir
sekilde yonetmek ve giivenligini saglamak, isletmeler ve hiikiimetler i¢in biiylik 6nem arz
etmektedir. Makine dgrenmesi, bu alandaki yonetimsel zorlugu ve giivenlik sorunlarini
hafifletmek i¢in kullanim potansiyeli tagiyan etkili araglardan biridir. Boylelikle sifreli
trafigi siniflandirarak, olasi tehditlere karst korunma saglanmasi ve ag giivenligini

artirmak miimkiin hale gelebilecektir [7].
2.1. Internet Aglarinda iletisim

1960'l1 yillarda Advanced Research Projects Agency Network (ARPANET) projesi ile
internetin temelleri atilmistir. ARPANET projesi bilgisayar aglarinin birbirleriyle iletisim
kurmasini saglamak amaciyla gelistirilmis bir projedir. 1969 yilinda, farkli sehirlerde yer
alan iki bilgisayar arasinda ilk veri transferi gergeklestirilmistir [1]. Bu sayede
ARPANET isleyen bir sistem olarak kullanilmaya baglanmis ve internetin temelleri
atilmistir. Zamanla diger tiniversitelerin ve kurumlarin kullanim: ile ARPANET daha da
geniglemistir. 1970-1980'ler boyunca, Transmission Control Protocol/Internet Protocol
(TCP/IP) gibi temel iletisim protokolleri gelistirilmis [11] ve ARPANET ginumiiz
internetinin temellerini olusturan bir ag haline gelmistir. 1990'li yillarin basinda sivil
kullanimina acilmig bdylece yayginlagma siireci hiz kazanmistir. Sonrasinda ise web
tarayicilari, world wide web (www) ve diger inovasyonlar ile internet ve internet

aglarinda iletisim daha fazla gelismeye ve yayginlasmaya baslamistir [1].
g ) geligmey yayginlagmaya bas $

Internet giiniimiizde hayati bir Gneme sahiptir ¢iinkii kisisel, ticari ve askeri dahil olmak
lizere birgok hassas verinin paylasildigi bir platform haline gelmistir. Bu verilerin
giivenligi, yetkisiz erisim ve kot niyetli faaliyetlerin artan tehdidi nedeniyle giderek daha
fazla endise kaynagi haline gelmistir. Ag trafiginin sifrelenmesi, hassas verilerin transferi
sirasinda izinsiz erigime kars1 korunmasi maksadiyla uygulanan giivenlik 6nlemlerinden

biridir.



2.2. Ag Trafiginin Sifrelenmesi

Ag trafiginin sifrelenmesi kisisel veriler, sifreler vb. hassas bilgilerin internet {izerinden
giivenli sekilde iletilmesini saglamaktadir. Sifreli ag trafigi, bir bilgisayar ag1 lizerinde

iletilen verilerin sifrelenmis bir formatta olmasi anlamina gelmektedir [12].

Bu sifreleme, bilgilerin basta gizliligi olmak iizere giivenligini saglamak amaciyla
kullanilmaktadir. HTTPS protokoll ve VPN teknolojisi giivenli iletisimin saglanmasi i¢in

ag trafiginin sifrelenmesinde yaygin olarak kullanilan yontemlerdir [13].

HTTPS, verilerin gizliliginin ve bitinliginiin korunmasi igin kullanicilarin web
tarayicilart ve sunucular arasinda giivenli bir baglanti kurulmasini saglamaktadir. Bu
kapsamda HTTPS protokolii, web trafigini sifreleyerek kullanicilarin giivenli bir sekilde
web hizmetlerine erisebilmelerini saglamaktadir. HTTPS protokoliinde, bir web
sayfasina erismek isteyen kullanicilarin tarayicisi tarafindan sunucu ile bir baglanti
baglatilmaktadir. Tarayici ve sunucu arasinda bir Secure Sockets Layer (SSL)/Transport
Layer Security (TLS) el sikisma gerceklesmektedir [14]. Kullanilacak sifreleme
algoritmasina gore SSL sertifikasi, verileri bir koda ¢evirmekte ve kullanicilarin siteye
girdigi bilgileri sifrelemektedir. Sifrelenmis veriler, tarayict sunucu arasinda
aktarilmaktadir. HTTPS, web trafigini sifrelemek igin SSL veya TLS protokollerini
kullanmaktadir [15]. Bu sayede, yetkisiz tiglincii taraflarin iletilen veriye erigsmeleri veya

veriyi degistirmeleri zorlagtirilmaktadir [16].

Ag giivenliginin saglanmasi, internet kullanimmin giin gectikge artmasiyla beraber,
modern iletisim ve veri aktarim sistemlerinde kritik bir 6nem arz etmektedir [17]. VPN
teknolojisi, sakli tutulmasi istenen bilgileri genis aglar veya internet gibi kiiresel aglar
tizerinden gilivenli bir bicimde iletebilme imkani sunan giivenlik protokollerini
icermektedir. Bu kapsamda VPN, aktarilmak istenen verinin giivenli bir bi¢imde
sifrelenmesi ve korunmasini saglamaktadir. Bu teknolojik ¢0ziim, cografi olarak uzak
noktalarda bulunan iki farkli cihazin internet iizerinden giivenli iletisim saglayabilmesine

olanak tanimaktadir [11].



VPN, kullanicilarin cografi kisitlamalar1 asmasi ve ¢evrimici gizliligi koruyabilmesi igin
kullanicilarin internet {izerinden Ozel aglara giivenli bir sekilde baglanmalarim
saglamaktadir. Bu kapsamda VPN teknolojisi, kullanicilarin internet trafigini
sifrelemekte ve kisi kimlik bilgilerinin korunmasini saglamaktadir. Ozellikle kurumsal
gizlilik ve kisisel gizliligin korunmasi i¢in kullanilmaktadir. VPN teknolojisinde VPN
tiineli olarak bilinen sifreli bir baglant1 olusturulmaktadir ve tiim veri trafigi bu giivenli
tiinelden gegmektedir. Veri paketleri kapsiillenerek farkl bir paket icerisine alinmakta ve
sifrelenmektedir [18]. VPN teknolojisinde SSL, Internet Protocol Security (IPsec),
OpenVPN gibi protokoller kullaniimaktadir. Bu protokoller, VPN’in cihaz ile hedef

sunucu arasinda nasil bir giivenli tiinel olusturacagini belirlemektedir [19].

Bu tez ¢alismasinda kullanilan veri seti icerisinde No-VPN olarak tabir edilen HTTPS
protokollyle sifrelenmis trafik ve VPN olarak tabir edilen VPN teknolojisi kullanilarak

sifrelenmis trafik verileri yer almaktadir.
2.3. Ag Trafiginin Simiflandirilmasi

Sifreleme yontem ve protokolleri, kullanicilar i¢in yararli olsa da agdaki faaliyetlerini
gizlemek isteyen saldirganlar tarafindan da kullanilabilmekte ve kullanicilarin zarar
gormesine neden olabilmektedir. Ayrica sifreli iletisim kanallarinin yayginlasmasi bilgi
giivenligi acisindan olumlu bir gelisme saglasa da bu sifreleme c¢abalari siber glivenlik
uzmanlarinin ag trafigini analiz etme ve giivenlik tehditlerini tanimlamaya yonelik
slireglerini  karmasik bir hale getirmektedir. Butin bu durumlar sifreli trafigin

siiflandirilmasi konusunu 6nemli hale getirmistir [20].

Sifreli trafigi dogru bir sekilde siniflandirmak, tehditlerin tespit edilebilmesi ve énlem
alinabilmesi i¢in kritik bir gerekliliktir. Sifreli trafigi desifreleme yapmadan trafik
igerigini analiz etme konusunda, mevcuttaki ticari giivenlik ¢oztimleri genellikle yetersiz
kalmaktadir. Makine 6grenmesi algoritmalar ile desifreleme islemi yapilmadan sifreli
paketler iizerinden paketlerin boyutlari, siire vb. degiskenler kullanilarak trafigin
smiflandirilmasi yapilabilmektedir. Ayrica internet Gzerindeki veri trafigi siirekli olarak
artmaya devam ederken [10] bu trafigi etkili bir sekilde yonetmek ve gilivenligini

saglamak, isletme ve kurumlar icin biiyiik bir 6neme sahiptir.



Makine 6grenmesi algoritmalari, biiyiik veri setleri lizerinde etkin olarak ¢alisabilmeleri
nedeniyle bu alandaki yonetimsel zorlugu ve giivenlik sorunlarini hafifletmek igin
kullanilan ¢6ziimlerden birisi olup sifreli trafigi siniflandirmada biiyiik bir potansiyele
sahiptir [5]. Bu kapsamda makine 6grenmesi modellerinin kullanildig1 yapay zeka
uygulamalarinin destegi ile siber giivenlik uzmanlarina, siber tehditleri daha hizli ve

dogru bir sekilde tespit etme ve saldirilart 6nleme firsati saglanmis olacaktir.

Ag trafiginin siniflandirilmasi konusunda literatiirde siklikla kullanilan ii¢ temel yontem
bulunmaktadir. Bunlar port tabanli siniflandirma, igerik tabanli siniflandirma ve makine

ogrenmesi tabanli siniflandirmadir [20,21].
2.3.1. Port tabanh simiflandirma

Siniflandirma isleminde en eski yOntem, internet iizerindeki kaynaklari tahsis edip
diizenleyen bir kurulus olan Internet Assigned Numbers Authority (IANA) tarafindan
yonetilen, internetteki hizmetlerin isimlerini ve bu hizmetlere atanmis olan port bilgilerini
kaydeden Service Name and Transport Protocol Port Number Registry veritabanindan
baglant1 noktas1 numaralarini sorgulamaktir [22]. Bu yontem siber giivenlik uzmanlarinin
saldirilar1 tanimlanmalar1 ve O©nlem alarak aglarini korumalari icin bir referans
kaynagidir. Ancak saldirganlar yaniltict trafik yonlendirmesi, port sahtekarligi, port
atlama gibi ¢esitli aldatict metotlar gelistirmislerdir [16]. Bu nedenle giivenilirligi diisiik

bir yontem olarak gortilmektedir.
2.3.2. lgerik tabanh simiflandirma

Bu yontem, trafikteki veri paketlerinin igeriginin analiz edilerek paket basliklari, Uniform
Resource Locator (URL), icerik turt gibi Ozelliklerine gobre ag trafiginin
siniflandirilmasina dayanmaktadir [23]. Igerik tabanli siniflandirma genelde Deep Packet
Inspection (DPI) tekniklerini kullanmaktadir. Bu nedenle trafigi detayl bir sekilde analiz
edebilmekte ve diger yontemlere gore daha yiiksek dogruluk saglayabilmektedir. Ancak
DPI, ag trafiginde belirli oriintiileri veya imzalar1 arayan ve bu imzalarla eslesen paketleri
tanimlayabilen imza tabanli bir yaklagim kullanmaktadir. Bu imza veri tabanimin siirekli
giincel tutulmasi gerekmektedir [20]. Aksi halde yeni ve siirekli degismekte olan
tehditlerin analizinde etkisiz kalmaktadr.



Ayrica igerik tabanli siniflandirmada derinlemesine analiz yapildigindan, bu yontem
gizliligin korunmasi konusunda endiselere neden olmaktadir. Buna ilaveten blylk
miktarlardaki veri trafiginin detayli incelenmesi i¢in, yiiksek islem giicii ve depolama
gereksinimi gibi kaynak ihtiyaglar1 da ortaya ¢ikmaktadir. Igerik tabanli siniflandirma
yonteminin asil zayifligt ise paket iceriginin sifrelenmis oldugu durumlarda
kullanilamamasidir [2]. Sifreleme, verilerin giivenli bir sekilde iletimini saglamaktadir
ancak sifreli trafigi izlemek ve simiflandirmak zordur [24]. Sifreli trafigin
siniflandirilmasi, bir ag tlizerinde iletilen verilerin sifrelenmis oldugu durumda, bu
verilerin igerigini veya ozelliklerini anlamaya g¢alisma siirecidir [25]. Bu siiflandirma,
siber giivenlik uzmanlarina 6nemli bilgiler saglayabilmektedir [26]. Trafigin sifreli
oldugu durumlarda, paketlerin ag iizerindeki hareketlerine ait sifreli olmayan birtakim
veriler kullanilarak makine 6grenmesi tabanli siniflandirma yontemi ile siniflandirma

islemi yapilabilmektedir [27].
2.3.3. Makine 6grenmesi tabanh simiflandirma

Topluluk 6grenmesi ve derin 6grenme gibi ¢esitli makine 6grenmesi tekniklerini de
iceren makine 6grenmesi tabanli siniflandirma yonteminde, kullanilan algoritmalar ile
modele ag trafigi 6gretilmekte ve modelin trafigi siniflandirmasi saglanmaktadir [28]. Bu
yontem diger yontemlere kiyasla daha esnek ve duyarlidir, boylece karmasik ve degisken

ag trafigi lizerinde etkin bir siniflandirma yapilabilmektedir.

Makine dgrenmesi tabanli siiflandirma yontemine iligskin algoritmalar, sifreli trafigin
siniflandirilmasinda biiytlik bir potansiyele sahiptir. Sifreli trafigi analiz ederken igerigi
gérmemesine ragmen ag paketlerine ait farkli 6zellikleri ve Orlntileri tanimlayarak
siniflandirabilmektedir. Ayrica biiyiik miktarlardaki veri trafigi (zerinde daha iyi

performans gostermektedir [23,29,30].
2.4, Tigili Aragtirmalar

Sifreli ag trafiginin siniflandirilmasi konusunda yapilan birgok calismada farkli makine
ogrenmesi, topluluk 6grenmesi ve derin 6grenme algoritmalari ile ¢alisilmis ve yiksek
basar1 oranlarinin yakalanmasi hedeflenmistir. Bu ¢alismada sifreli trafigin
siniflandirilmasi i¢in KNN, SVM, LR ve LGBM algoritmalar1 ile ISCXVPN2016 veri

seti kullanilmistr.



Kullanilan sifreli trafik veri setini olusturan Draper-gil vd. [8], ¢alismalarinda yalnizca
zamanla ilgili degiskenleri kullanarak sifreli ve VPN trafigi karakterize etmek i¢in akis
tabanli bir siniflandirma yontemi 6nermislerdir. Normal sifreli trafik igin 7 etiket, VPN
trafigi i¢in 7 etiket olmak tizere toplam 14 farkli etiketle veri setini olusturmuslardir. Bu
veri seti ve veri setinde yer alan senaryolara iligkin detayli bilgiler 3.2 bagliginda yer
almaktadir. Draper-gil vd. [8] yaptiklar1 ¢alismada makine 6grenmesi algoritmalarindan
C4.5 ve KNN’yi kullanmiglardir. Calismanin sonucunda C4.5 algoritmasinin daha iyi
performans sergiledigi bulunmus, her bir senaryo i¢in detayli siniflandirma yapilmis ve
%80,9 ila %90,6 arasinda basar1 oranlarina ulagilmistir. Bu ¢alisma ve olusturulan veri

seti sonraki ¢aligmalar i¢in bir rehber niteligi tasimaktadir.

Makine 6grenmesi tabanli algoritmalar kullanilarak sifreli trafigin smiflandirilmasi ile
ilgili literatiirde ¢ok sayida ¢alisma bulunmaktadir. Yapilan ¢alismalar incelendiginde;
genellikle sadece basari oranlarina odaklanilan ¢aligmalarin oldugu goriilmiistiir. Ugurlu
vd. [2] sifreli trafigin siniflandirilmasi igin yaptiklari galismada %94,53 dogruluk oranini
elde ettiklerini belirtmislerdir. Caicedo vd. [6] %94,42 dogruluk oranina ulagmislardir.
Draper-gil vd. [8] yaptiklar1 ¢alismada %90,6 basari elde etmislerdir. Huang vd. [12] f1
skorunda %80 orani elde edilebilecegini belirtmislerdir. Ergonul ve Demir [16] yaptiklari
calisgmada %97,77 dogruluk, Guo vd. [17] c¢alismalarinda %99,87 genel dogruluk,
Elmaghraby vd. [21] ise %96,8 dogruluk orani elde etmislerdir. Seddigh vd. [24] yiksek
hizli aglarda sifreli trafigin smiflandirilmasi i¢in ¢alisma yapmislar ve %90 dogruluk
orani elde etmiglerdir. Obasi [27], Yamansavascilar vd. [31], Bagui vd. [32], Lotfollahi
vd. [33], Shapira ve Shavitt [34], Zhang vd. [35], Cheng vd. [36], Zhou vd. [37], Bu vd.
[38], Majeed vd. [39], Afuwape vd. [40], Ismailaj vd. [41], Almomani [42], Bozkir vd.
[43], Yigidim [44], Alshammari vd. [45], Di Mauro ve Longo [46], Zhang vd. [47], Chari
vd. [48], Yang vd. [49] ve Obaidy vd. [50] de calismalarinda elde ettikleri basari
oranlarina deginmigler, algoritmalarin test siirelerini diger bir ifadeyle ¢alisma hizlarini
ele almamiglardir. GUnumuzde neredeyse her alanda 6nemli bir kriter olan test stiresinin
[51] bu alanda yapilan ¢ok az sayida ¢alismada [52] ele alindig1 goriilmiistiir. Test siiresi,

egitilen algoritmanin siiflandirma yapmak icin harcadig siireyi ifade etmektedir.
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Calismalarinda basar1 oraninin yani sira test siiresini de goz 6niinde bulunduran Khatouni
ve Heywood [52], sifreli trafigi siniflandirmak i¢in makine 6grenmesi algoritmalarindan
Gradient Descent, Naive Bayes (NB), SVM, KNN, Decision Tree (DT) ve Random Forest
(RF) kullanmislardir. Calisma sonucunda bulunan en yiiksek %85 dogruluk oranini DT
algoritmasi ile elde etmisler ve DT algoritmasinin RF algoritmasina gore yedi kat daha
hizli ¢alistigimi belirtmislerdir. Bu tez kapsaminda, kullanilan algoritmalarin basari

oranlarinin yani sira test siireleri de hesaplanmis ve karsilastirmalari yapilmastir.

ISCXVPN2016 veri seti kullanilarak yapilan bir¢ok ¢alisma ile algoritmalarin etkinligi
analiz edilmistir. Bu veri setinde i¢ senaryodan olusan, her bir senaryoda zamana bagli
alt veri setleri yer almaktadir. Her bir senaryo igin detayli olarak karsilagtirma yapan
caligmalarin az sayida oldugu goriilmiistiir. Bu ¢alismalardan Ugurlu vd. [2], Extreme
Gradient Boosting (XGBoost) algoritmasiyla Senaryo A1’de %93,04 kesinlik, Senaryo
A2 VPN’de %90,76 dogruluk, Senaryo A2 No-VPN’de %94,53 dogruluk ve Senaryo
B’de %86,06 kesinlik oranina ulagmislardir. Caicedo vd. [6], Bagging algoritmasi ile A2
senaryosunda VPN ve No-VPN i¢in sirasiyla %92,82 ve %94,42 dogruluk, B
senaryosunda ise %86,94 dogruluk orani elde etmislerdir. Draper-gil vd. [8] yaptiklar
calismada, C4.5 algoritmasi ile Al senaryosunda VPN icin %89 ve No-VPN i¢in %90,6
kesinlik, A2 senaryosunda VPN icin %84 ve No-VPN icin %89 kesinlik, B senaryosunda
ise %80,9 kesinlik oran1 yakalamigslardir. Majeed vd. [39], sifreli trafigin siniflandirilmasi
icin Onerdikleri Horizontal Federated Learning (HFL) yontemi ile Al ve A2 senaryosu
icin %86 dogruluk, B senaryosu icin %81 dogruluk orani elde etmislerdir. Bozkir vd.
[43], yaptiklari ¢alismanin sonucunda tim senaryolarda XGBoost algoritmasi ile %99 f1
skoruna ulagmislardir. Calismamizin dogru ve tutarli bir sekilde karsilagtirilabilmesi icin,
genel basar1 oranlarini karsilastiran ¢aligmalardan ziyade “senaryolar” bazinda basari
oranlarini karsilastiran bu ¢alismalar ile kiyaslamasi yapilarak sonuclar Tablo 5.1°de

sunulmus ve degerlendirilmistir.

Sifreli trafigin siiflandirilmast i¢in makine Ogrenmesi ve topluluk 6grenmesi
algoritmalar1 kullanilan ¢alismalarda genellikle topluluk 6grenmesi algoritmalari ile daha
yuksek basar1 oranlarina ulasildigi gorilmistiir. Ugurlu vd. [2], sifreli trafigin
siiflandirilmasi icin XGBoost, RF ve DT algoritmalarindan en yiiksek basariy1 XGBoost

topluluk 6grenmesi algoritmasi ile yakalamistir.
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Caicedo vd. [6] C4.5, Bagging ve Boosting algoritmalarindan en iyi sonucu Bagging
topluluk 6grenmesi algoritmasinin verdigini belirtmislerdir. Obas1 [27] Artificial Neural
Network (ANN), Convolutional Neural Network (CNN), Long Short-Term Memory
(LSTM), CapsNet, DT ve RF algoritmalarmni kullanmis ve en yiiksek dogruluk oranini
RF topluluk 6grenmesi algoritmasi ile elde etmistir. Bagui vd. [32] yaptiklar1 ¢alismada
NB, SVM, RF, KNN, LR ve Gradient Boosting Tree (GBT) algoritmalarini
kullanmislardir. Calisma sonucunda en yiiksek basari oranin1 RF ve GBT topluluk
O0grenmesi algoritmalar1 ile elde etmislerdir. Zhang vd. [35] RF, KNN ve C4.5
algoritmalariyla karsilastirildiginda RF topluluk 6grenmesi algoritmasi ile en iyi sonucu
elde ettiklerini belirtmiglerdir. Zhou vd. [37] yaptiklar1 calismada SVM, RF, NB, LR ve
ANN algoritmasin1 kullanmis ve en yiksek dogruluk oranini RF topluluk 6grenmesi
algoritmasi ile yakalamiglardir. Afuwape vd. [40] ¢alismalarinda AdaBoost, Gradient
Boosting (GB), RF, Bagging Decision Tree (BDT), KNN, LR, Multi Layer Perceptron
(MLP) ve NB algoritmalarint kullanmislardir. Calismanin sonucunda topluluk
algoritmalarinin daha iyi performans gosterdigini tespit etmisler ve RF topluluk
ogrenmesi algoritmasi ile en yiiksek dogruluk oranina ulagmislardir. Bozkir vd. [43] ise
GBT, XGBoost ve LGBM algoritmalarin1 kullanilmiglardir. Calismanin sonucunda
XGBoost topluluk 6grenmesi algoritmasi ile en iyi f1 skorunu yakalamislardir. Yapilan
calismalar incelendiginde genel olarak makine 6grenme algoritmalarina kiyasla topluluk
O0grenmesi algoritmalarinda daha iyi basari oranlarmin elde edildigi goriilmiistiir.
Topluluk 6grenmesi algoritmalarindan en iyi sonuglar ise XGBoost ve RF algoritmalari
ile yakalanmistir. Bu ¢alismada, daha once kullanilanlardan farkli olarak topluluk
ogrenmesi algoritmalarindan LGBM algoritmasi ve makine 6grenmesi algoritmalarindan
KNN, SVM ve LR secilmistir. Secilen topluluk 6grenmesi algoritmasi ile makine

ogrenmesi algoritmalarinin sonuglar: kiyaslanmaistir.

Makine Ogrenmesi algoritmalar1 ile sifreli trafigin siniflandirilmasina iliskin
ISCXVPN2016 veri setinin ortaya ¢iktig1 ¢calisma [8] dahil olmak Uzere ilgili tarihten
gunimize ayni veri seti ile bu konuda yapilan ¢alismalarin [2,6,8,12,16,17,27,31-43]

sonuglara Tablo 2.1°de karsilastirmali bir sekilde yer verilmistir.
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Sonug olarak literatiir incelendiginde sifreli trafigin siniflandirilmasina yonelik yapilan
calismalarda; makine 6grenmesi algoritmalarindan C4.5 ve KNN, topluluk 6grenmesi
algoritmalarindan XGBoost ve RF, derin 6grenme algoritmalarindan CNN ile yiiksek
basar1 oranlar1 elde edildigi gorilmiistiir. Topluluk 6grenmesi algoritmalart ve hibrit
modeller ile siniflandirma problemlerinde diger algoritmalardan daha yiiksek basari
oranlar1 saglanmaktadir. Ayrica yapilan incelemelerde sifreli ag trafiginin
siniflandirilmasi disinda karanlik ag trafiginin siniflandirilmasi i¢in makine 6grenmesi ve

topluluk 6grenmesi yontemleri kullanilarak yapilan ¢alismalara da [53-56] rastlanmustir.
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Tablo 2. 1. Literatiir Ozeti

Kaynak Yil Veri Seti Algoritma Turu Algoritma Adi Sonug
C45ile
Senaryo Al
ISCXVPN2016 L
o %90,6 kesinlik
. (Bu veri setini
Draper-gil vd. [8] 2016 cendileri Makine d6grenmesi C4.5 ve KNN Senaryo A2
endileri
%89 Kkesinlik
hazirlamistir.)
Senaryo B
%80,9 kesinlik
Yamansavasgilar Makine 6grenmesi J-48, RF, KNN ve KNN ile
2017 | ISCXVPN2016
vd. [31] Topluluk 6grenmesi Bayes Net %93,94 dogruluk
Makine 6grenmesi RF ve GBT
. NB, SVM, KNN,
Bagui vd. [32] 2017 | ISCXVPN2016 Topluluk 6grenmesi algoritmalari ile
LR, RF ve GBT
%90 dogruluk
Bagging ile
. ) ) . Senaryo A2
Caicedo vd. [6] Makine 6grenmesi C4.5, Bagging ve
2018 | ISCXVPN2016 . %94,42 dogruluk
Topluluk 6grenmesi Boosting
Senaryo B
%86,94 dogruluk
Lotfollahi vd. [33] CNN ile
2019 | ISCXVPN2016 Derin 6grenme SAE ve CNN
%98 dogruluk
Shapira ve Shavitt CNN ile
2019 | ISCXVPN2016 Derin 6grenme CNN
[34] %99,7 dogruluk
Zhang vd. [35] Makine dgrenmesi RF ile
2020 | ISCXVPN2016 C4.5, KNN ve RF
Topluluk 6grenmesi 0,93 dogruluk
Guo vd. [17] Derin 6grenme CAE, CNN, CAE ile
2020 | ISCXVPN2016
Makine 6grenmesi KNN ve C4.5 999,87 dogruluk
1D-CNN,
Cheng vd. [36] CNN-LSTM ve Onerilen yontem ile
2020 | ISCXVPN2016 Derin 6grenme
kendi dnerdikleri %95 kesinlik
y6ntem
ISCXVPN2016 Derin 6grenme ANN, CNN, LSTM RE il
e
Obas1 [27] 2020 | ve Makine dgrenmesi ve CapsNet
%96 dogruluk
Solana Networks | Topluluk 6grenmesi DT ve RF
ISCXVPN2016
Makine dgrenmesi SVM, .
ve . RF ile
Zhou vd. [37] 2020 Derin Ogrenme NB, LR,
ISCX-Tor/Non- %98 dogruluk
Topluluk 6grenmesi ANN ve RF
Tor
. CNN ve NIN sinir NIN ile
Bu vd. [38] 2020 | ISCXVPN2016 Derin Ogrenme

ag1

%98 dogruluk
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Tablo 2. 2. Literatir Ozeti (devam)

Kaynak Yil Veri Seti Algoritma Tari Algoritma Adi Sonug
HFL ile
Senaryo A igin
Majeed vd. [39] 2020 ISCXVPN2016 Makine 6grenmesi HFL %386,
Senaryo B i¢in %81
dogruluk
Afuwape vd. [40] 2021 ISCXVPN2016 Makine d6grenmesi KNN, LR, RF ile
Derin Ogrenme NB, MLP, 993,80 dogruluk
Topluluk 6grenmesi AdaBoost, GB, RF
ve BDT
Ugurlu vd. [2] 2021 ISCXVPN2016 Makine 6grenmesi XGBoost, DT ve XGBoost ile
Topluluk 6grenmesi RF Senaryo Al
%93,04 kesinlik
Senaryo A2
%94,53 dogruluk
Senaryo B
%86,06 kesinlik
Huang vd. [12] 2021 ISCXVPN2016 Derin 6grenme Kendi énerdikleri Onerilen yontem ile
Makine 6grenmesi hibrit yaklagim %80 f1 skoru
Ismailaj vd. [41] 2021 | ISCXVPN2016 | Derin 6grenme CNN ve CNNiile
Topluluk 6grenmesi LGBM %90 dogruluk
Almomani [42] 2022 ISCXVPN2016 Derin 6grenme ANN, Onerilen yontem ile
Makine 6grenmesi SVM ve kendi %98 dogruluk
Onerdikleri yontem
Ergéndl ve Demir | 2022 ISCXVPN2016 Derin 6grenme LSTM LSTM ile
[16] %97,77 dogruluk
Bozkir vd. [43] 2023 ISCXVPN2016 Topluluk 6grenmesi GBT, LGBM ve XGBoost ile
XGBoost Senaryo A ve
Senaryo B
%99 f1 skoru
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3. MATERYAL VE YONTEM

3.1. Makine Ogrenmesi Algoritmalar

Gunumuzde internet ve buna paralel gelistirilen yazilim araglarimin kullanimi giin
gectikce yayginlasmaktadir [10]. Bu nedenle ag tizerinden aktarilan veri miktar1 her yil
artmakta ve artik bireysel olarak incelenip yorumlanamayacak bir noktaya ulagmis
bulunmaktadir. Bu da verilerin analizinde kisilerin degil makinelerin kullanimini zorunlu
hale getirmektedir [57]. Bu ihtiyaci karsilamak igin yaygin olarak kullanilan ve her gegen
giin daha da gelismekte olan makine 6grenmesi alani, bilgisayar sistemlerinin deneyim

yoluyla 6grenme yetenegine sahip oldugu bir yapay zeka dalidir [58].

Algoritmalar, problemleri bilgisayar ortamlarinda ¢6zmek i¢in kullanilmakta olup
girdilerden ¢iktilar saglayan talimat dizisinden olusmaktadir [59]. Bu girdilerin hangi
adimlardan sonra c¢iktiya doniisecegi bilinmiyorsa bu durumda bilgisayarlarin gerekli
algoritmalar1 ¢ikarma islemini otomatik olarak yapmasi beklenmektedir. Makine
o0grenmesinde eger problemleri ¢6zmek icin direk bir bilgisayar programi yazilamiyorsa
probleme iliskin birtakim drneklemlerle ve ge¢gmis deneyimlerle bilgisayarlar egitilmekte
ve bu sekilde programlanmaktadir [60]. Makine 6grenmesi algoritmalari, problemlerin
¢oziimii i¢in gerekli uzmanliklarin bulunmadigi veya uzmanligin agiklanamadigi,
problemlerin ve sartlarin siklikla degistigi ve her sart veya durum igin Ozellestirme
yapilmasimin  gerektigi durumlarda kullanilmaktadir [61]. Makine Ogrenmesi

algoritmalari sistemin 6grenmesini ve karar alabilmesini saglamaktadir [44].
3.1.1. Denetimsiz makine 6grenmesi

Denetimsiz makine dgrenmesi, etiketlenmemis veri setlerini kullanarak desenleri veya
yapilar1 belirlemek i¢in kullanilan bir algoritma turudur [62]. Bu algoritmalar, veri
setindeki yapilari kendiliginden kesfeder ve 6grenir, ancak herhangi bir giris ¢ikis ¢iftiyle
egitilmezler. Denetimsiz 6grenme genellikle veri setindeki i¢sel yapilart anlamak, benzer

ornekleri gruplandirmak veya boyut indirgeme gibi gorevler i¢in kullanilir [63].
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3.1.2. Denetimli makine 6grenmesi

Denetimli makine 6grenmesi, bir modelin egitildigi veri setinde giris verileri ile bu
verilere karsilik gelen c¢ikis etiketleri arasindaki iligkiyi 6grenmeye calisan bir
algoritmadir [56]. Bu c¢alismada KNN, SVM ve LR denetimli makine 6grenmesi

algoritmalar1 kullanilmistir.
3.1.2.1. K-Nearest Neighbors (KNN)

1951 yilinda bir makalede Evelyn Fix ve Joseph Hodges tarafindan tanitilmis olup
1960’larda yaygin olarak kullanilmaya baglanan KNN, siniflandirma problemlerinde
kullanilan etkin ve basit bir algoritmadir. Bir veri noktasinin smifin1 belirlemek igin

cevresindeki k adet en yakin veri noktasina bakilmaktadir [64].

T A Sinifi
e e
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\\k:3 O/// @)
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X2 >

Sekil 3. 1. KNN Smiflandirma Semasi
Sekil 3.1’de goruldiigi gibi KNN'de hiperparametre olarak komsu sayisi (k)
belirlenmektedir. Belirlenen k degerine gore, en yakin komsularin siniflari incelenir ve
en ¢ok gorilen simf tespit edilir. Bilinmeyen veri noktasinin simiflandirilmasi,

cogunlugun smifi hangisi ise ona gore yapilmakta, en sik kullanilan etiket genellikle

tahminin sinifi olarak kullanilmaktadir [65,66].
3.1.2.2. Support Vector Machine (SVM)

1963 yilinda Vladmir N. Vapnik ve Alexey Chervonenkis tarafindan gelistirilen bu
algoritma zamanla en onemli ve en gii¢lii denetimli 6grenme tekniklerinden biri haline
gelmis olup siniflandirma ig¢in yaygin olarak kullanilan bu model, temel olarak iki sinif

arasindaki en iyi ayrimi bulmaya odaklanmaktadir [67].
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Sekil 3. 2. SVM Siniflandirma Semast

Sekil 3.2°deki gibi veri setindeki farkli siniflar1 birbirinden ayiran karar ¢izgileri
hyperplanelerdir. Hyperplanelere en yakin veri noktalarma Support Vectors (Sekil 3.2°de
destek vektorler olarak ifade edilmistir) adi verilmektedir. Hyperplanenin iki yanindaki
destek vektdr noktalarmnin yani smiflarin arasindaki uzaklik ise margindir. SVM
algoritmasi, veri noktalar1 ile bu hyperplanenin uzakliklarin1 hesaplayarak noktalari
siniflandirmaktadir. SVM, veri seti igerisindeki en yiiksek margine sahip hyperplane olan
maksimum margin hyperplane bulmay1 amaglamaktadir. En yuksek margini veren en iyi
model olarak kabul edilmektedir [65].

3.1.2.3. Logistic Regression (LR)

20. yiizyilin ikinci yarisinda yayginlagsan bu algoritma, siniflandirma problemleri i¢in
kullanilan ve smiflandirma problemlerine ilk uygulanan algoritmalardandir. Iki veya daha

fazla sinif arasindaki iliskiyi modellemek igin kullanilmaktadir [56].
z =0 + B1x1 + B2x2 + ... + Pnxn (3.1)

Yukarida yer alan denklem (3.1) sonucunda ortaya ¢ikan deger, bir sigmoid fonksiyonu
kullanilarak O ile 1 arasinda bir olasilik degeri haline getirilmektedir. BOylece logistic
regression, siniflandirma algoritmasina doniistiiriilmiis olur. Sigmoid fonksiyonu
sonucunda ortaya bir olasilik degeri ¢ikmaktadir. Bu olasilik degerinin siniflandirma
islemi, iki sinif arasindaki ayrimi saglamak icin belirlenen karar sinir1 degeri baz alinarak

yapilmaktadir [65].
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3.1.3. Topluluk 6grenmesi

Topluluk 6grenmesi, birden fazla O6grenme algoritmasini bir araya getirip farkli
Ogrenicileri kullanarak ve bu algoritmalarin tahminlerini birlestirerek gergeklestirilir [68].
Benzer sekilde aymi algoritmalarin farkli hiperparametre ayarlar1 birlestirilerek de
topluluk 6grenmesi gergeklestirilebilmektedir. Bu kapsamda her farkli algoritmada ayn1
veri seti veya veri setinin farkli alt kiimeleri kullanilarak elde edilen sonuglar
birlestirilmekte ve tahmin yapilmaktadir. Kullanilan algoritmalarin farkli 6grenme
stratejilerinin birlesimiyle daha genelleyici ve gli¢lii tahminler yapilmasi saglanmaktadir

[69]. Bu ¢alismada LGBM topluluk 6grenmesi algoritmasi kullanilmistir.
3.1.3.1. Light Gradient Boosting Machine (LGBM)

2017 yilinda Microsoft Research Asia tarafindan gelistirilen ve Microsoft tarafindan
yayimlanan bu algoritma, topluluk o6grenmesi tekniklerinden Gradient Boosting’e
dayanan bir siniflandirma algoritmasi olup Gradient Boosting’e gore hiz ve performans

acisindan daha etkin ¢alismaktadir [70].

Sekil 3. 3. Yaprak Bazli Bilylime [71]
LGBM Algoritmast karar agaglar1 iizerine kuruludur ve karar agaglarimi kullanarak
tahmin yapmaktadir [57]. Bu kapsamda Gradient Boosting kullanarak zayif karar
agaclarini bir araya getirmekte ve giiclii bir karar agaci olusturmaktadir. Sekil 3.3’teki
gibi en ¢ok kazang saglayan dallart genisleten yaprak bazli biiyiime teknigini
kullanmaktadir. Sonrasinda model iizerinde tahminler yaparak bu tahminleri veri

noktalariin 6zelliklerine gore siniflandirmaktadir [72].
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3.2. Calismada Kullamlan Veri Seti

Bu ¢alismada Draper Gil vd. [8] tarafindan olusturulmus Kanada Siber Giivenlik
Enstitiisii tarafindan yayimlanan sifreli trafik ve VPN trafigini i¢eren kapsamli bir etiketli
veri seti olan ISCXVPN2016 kullanilmistir. Gergek ag trafigini temsil edecek sekilde
hazirlanmis olan bu veri setinde Alice ve Bob adinda olusturulan iki kullanici arasindaki
trafige iliskin paketler yakalanmistir. Wireshark ve tcp-dump uygulamalari kullanilarak

tiretilen verilerin toplam boyutu 28 GB’dir.

Veri setinde toplam 7 smif etiketi yer almaktadir. Browsing smif etiketi, kullanicilarin
Firefox ve Chrome tarayicilarinda yaptiklar1 aktiviteler esnasinda olusturulan HTTPS
trafik verilerini icermektedir. Email smif etiketi, kullanicilarin gmail hesaplari
kullanilarak atilan e-postalar ile olusturulan trafik verilerini icermektedir. Bu sinifta
Simple Mail Transfer Protokol Secure (SMTPS), Post Office Protocol 3 (POP3) ve
Internet Message Access Protocol Secure (IMAPS) protokolleri kullanilmistir. Chat sinif
etiketi, anlik mesajlasma uygulamalar1 | Seek You (ICQ), Quick Insant Messenger
(QIM), Skype, Facebook ve Hangouts kullanilarak olusturulan trafik verilerini
icermektedir. Streaming smif etiketi, siirekli ve sabit veri akisi gerektiren Vimeo ve

Youtube uygulamalarindan izlenen videolar ile olusturulan trafik verilerini igcermektedir.

File Transfer sinif etiketi, kullanicilarin Skype {izerinden dosya aktarim ve paylasim
islemleri ile olusturulan trafik verilerini igermektedir. File Transfer Protocol Secure
(FTPS) ve Secure File Transfer Protocol (SFTP) protokolleri kullanilmigtir. Voice over
Internet Protocol (VolP) smif etiketi, kullanicilarin Facebook, Hangouts ve Skype
kullanarak yaptiklari sesli goriismeler ile olusturulan trafik verilerini igermektedir. Peer
to Peer (P2P) sinif etiketi, uTorrent ve Transmission uygulamalari kullanilarak paylasilan
dosyalar ile olusturulan trafik verilerini icermektedir. Veri seti igerigindeki siniflar, bu
siiflarin hangi hizmetlerden toplandig1 ve siniflarin igerigine iliskin bilgiler Tablo 3.1’de

yer almaktadir.

20



Tablo 3. 1. Veri Setindeki Siniflar

Trafik Siiflar1

Kullanilan Hizmetler

Icerigi

Browsing

Email

Chat

Streaming

File Transfer

VolP

P2pP

Firefox ve Chrome

SMTPS, POP3 ve IMAPS

ICQ, QIM, Skype, Facebook
ve Hangouts

Vimeo ve Youtube

Skype, FTPS ve SFTP
(Filezilla ve harici bir hizmet
kullanilarak)

Facebook, Skype ve
Hangouts sesli aramalari
(1 saat siireyle)

uTorrent ve Transmission
(Bittorrent)

Kullanicilarin tarayicisinda yapilan
aktiviteler esnasinda olusturulan
HTTPS trafik verileri

Kullanicilarin =~ gmail  hesaplari
kullanilarak atilan e-postalar ile
olusturulan trafik verileri

Anlik mesajlasma uygulamalari
kullanilarak  olusturulan  trafik
verileri

Stirekli  ve sabit veri akisi
gerektiren uygulamalardan izlenen
videolar ile olusturulan trafik
verileri

Kullanicilarin ~ Skype iizerinden
dosya aktarirm ve paylasim
islemleri ile olusturulan trafik
verileri

Kullanicilarin ~ yaptiklart  sesli
gorlismeler ile olusturulan trafik
verileri

Paylasilan dosyalar ile olusturulan
trafik verileri

Bu veri setinde Sekil 3.4’teki gibi Senaryo A ve Senaryo B olmak (izere iki senaryo yer

almaktadir.
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Senaryo Senaryo

Al : A2
—p VPN Browsing
—p VPN
B VPN —» VPN File Transfer
——Ag Trafigi~— nonVPN -
: —Jp» nonVPN Browsing

) nonVPN

—3» nonVPN File Transfer

Senaryo VPN
. —Ag Trafigi—P» ve
nonVPN

Sekil 3. 4. Veri Seti Senaryolari [8]

—» VPN Browsing

—» nonVPN File Transfer

Senaryo A’da kategorizasyon iki adimda yapilmaktadir. Senaryo A1’de VPN ile No-VPN
trafik birbirinden ayrilmakta olup ikili siniflandirma yapilmaktadir. Senaryo A2’de her
bir trafik (VPN ile No-VPN) ayri1 ayri trafigin tiiriine gore kategorize edilmektedir.

Senaryo B’de ise kategorizasyon tek adimda yapilmaktadir. Bu kapsamda VPN ve No-
VPN trafikten olusan ve her trafik igin 7 trafik tlrl iceren toplam 14 siiftan olusan karma

veri seti kullanilmaktadir.

Veri seti icerisindeki her bir senaryo; verilerin 15, 30, 60 ve 120 saniye (s) olmak (zere
zamanla ilgili 6zelliklerden akis siirelerine gore ayr1 ayr1 gruplandirilmis ve her biri farkli

veri setleri olarak diizenlenmis haldedir.

Senaryo Al: Al 15s VPN, Al 30s VPN, Al 60s VPN, Al 120s VPN olmak tizere 4 veri
seti,

Senaryo A2: A2 15s No-VPN, A2 15s VPN, A2 30s No-VPN, A2 30s VPN, A2 60s No-
VPN, A2 60s VPN, A2 120s No-VPN, A2 120s VPN olmak uzere 8 veri seti ve
Senaryo B: B 15s, B 30s, B 60s, B 120s olmak Uzere 4 veri seti yer almaktadir.

Bu kapsamda yukarida belirtilen toplam 16 adet veri setinin her biriyle ¢aligilmistir.
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Kullanilan ISCXVPN2016 veri setinde bir tanesi sinif etiketi olmak iizere toplam 24 adet

0zellik bulunmaktadir. Bu 6zellikler tanim ve agiklamalari ile birlikte Tablo 3.2°de yer

almaktadir.
Tablo 3. 2. Ozellikler Tablosu [8]
Ozellik Tanim Aciklama
duration Akisin stiresi -
total_fiat Toplam ileri yonlii varis siiresi
mean_fiat Ortalama ileri yonlii varis siiresi  ileri yonde gonderilen iki
fiat min_fiat Minimum ileri yonlii varis siiresi Esiel‘;?rasmdakl ilgili
. Maksimum ileri yonlii varig
max_fiat o
— suresl
total_biat Toplam geri yonlii varis siiresi
mean_biat Ortalama geri yonlii varis siiresi  Geri yonde gonderilen iki
biat . 9 . y A . . paket arasindaki ilgili
min_biat Minimum geri yonlii varis siiresi siireler
max_biat Maks_lmum geri yonlii varis
— suresl
mean_flowiat Ortalama akis varis siiresi
min_flowiat Minimum akis varig siiresi Her iki yonde goénderilen
flowiat max_flowiat Maksimum akis varis siiresi ;Elrglzliet arasmndaki ilgili
std flowiat Akis varis siiresi standart
- sapmasi
mean_active Ortalama aktif stire
sctive min_active Minimum aktif siire Bir akisin bosta kalmadan
max_active Maksimum aktif stire once aktif oldugu siireler
std_active Aktif siire standart sapmast
mean_idle Ortalama bosta kalma siiresi
min_idle Minimum bosta kalma siiresi Bir akisin aktif hale
idle max_idle Maksimum bosta kalma siiresi gelmgder} Once bosta
kaldig: siireler
. Bosta kalma siiresi standart
std_idle
- sapmasi
fb_psec flowBytesPerSecond Saniyede giden bayt sayisi -

fp_psec

flowPktsPerSecond

Saniyede giden paket sayis1

class

classl

Sinif
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Veri setinde yer alan Ozelliklerin arasindaki iliskileri anlamak amaciyla 6zelliklerin
birbirleri ile olan iliskileri incelenmistir. Bu kapsamda 6nem derecesi yuksek 6zelliklerin
sicaklik haritasi ¢ikarilmis olup Sekil 3.5°te gosterilmistir.

Sicaklik harita analizi, 6zellik ciftleri arasindaki iliskilerin ne derece giiclii oldugunu
gormeye ve hangi Ozelliklerin birlikte kullanilmasi gerektigini belirlemeye yardime1
olmaktadir [73]. Sicaklik haritasinda her bir 06zellik ¢iftinin iliski degeri
haritalandirilmaktadir. Koyu renklerden 1 degeri en giiglii pozitif iligkiyi, -1 degeri en
giiclii negatif iligkiyi, agik renk O degeri ise en zayif iliskiyi temsil etmektedir. 1’den veya
-1’den 0’a dogru 6zellik cifti arasindaki iliski azalarak gitmekte ve buna uygun sekilde
renk daha agik hale doniismektedir.

Kullanilan veriler igin 6rnek olarak en yiiksek pozitif korelasyonun total_biat ve max_biat

arasinda oldugu goriilmekte olup, degeri 0.92 dir.

Feature Correlation Heatmap for Top 15 Features
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Sekil 3. 5. Ozelliklerin Sicaklik Haritasi
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3.3. Arastirma Modeli

Bu c¢alisma kapsaminda makine Ogrenmesi algoritmalart ile sifreli trafigin

smiflandirilmasi igin atilan adimlar Sekil 3.6°da gosterilmistir.

Verileri TN g Veri Setini
: Ozellikleri Verileri e
Analize 2 : Egitim ve Test
Hazirlama Segme Olgeklendirme Olarak Ayirma
Sonuglari Modeli Egitme Hiperparametre Veri Setini
Degerlendirme ve Test Etme Secme Dengeleme

Sekil 3. 6. Arastirma Metodolojisinde izlenen Adimlar

Makine 6grenmesi algoritmalari ile sifreli trafigin siniflandirilmasi ¢alismasi i¢in veriler
oncelikle analize hazir hale getirilmistir. Sifreli trafigi tanimlamak i¢in énemli goériilen
Ozellikler tespit edilmistir. Segilen Ozellikler farkli Olgeklere sahip oldugundan
6l¢eklendirme islemi yapilmistir. Sonrasinda veriler, egitim verisi ve test verisi olarak
ayrilmistir. Model egitim verisi ile egitilmis, test verisi ile modelin performansi test

edilmistir.

Optimizasyon kapsaminda dengesizlik bulunan verilerde dengeleme islemi uygulanmig
ve kullanilan her bir algoritma i¢in hiperparametre segimi gergeklestirilmistir. Model
tekrardan egitim verisi ile egitilmis, test verisi ile test edilmistir. Son asamada, ¢ikan

sonuglar karsilagtirmali olarak degerlendirilmis ve yorumlanmustir.

Bu ¢alisma kapsaminda kullanilan algoritmalarin egitim ve test islemleri 51.0 GB sistem
bellegi, 15.0 GB Graphics Processing Unit bilgisayar bellegi ve 201.2 GB disk
kaynaklariyla Google Colaboratory Professional ortaminda [9] gergeklestirilmistir.
Python 3 programlama dili ve agik kaynakli scikit-learn kituphanesi [74] kullanilmistir.

3.3.1. Verilerin analize hazir hale getirilmesi

Calismada kullanilan ISCXVPN2016 veri seti [8] etiketli verilerden olugmaktadir. Veri
seti Oncelikle analize uygun hale getirilmistir. Verilerin analize uygun hale getirilmesi

icin eksik verilerin kontrolii yapilmistir. Eksik veri bulunmadigi goriilmiistiir.
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Caligmada kullanilan veri seti i¢cinde yer alan sinif etiketleri sayisal olmayan kategorik
verilerden olusmaktadir. Bu degerler label encoder ile sayisal degerlere
doniistiriilmistiir. Tiim siniflar1 igeren Senaryo B 15s veri seti icin atanan sayisal degerler

Tablo 3.3’te gosterilmistir.

Tablo 3. 3. Label Encoder ile Sinif Etiketlerini Sayisallastirma Tablosu

Trafik Sinifi Degiskeni  Atanan Sayisal Deger

Browsing 0
Chat

File Transfer
Email

P2P

Streaming

VolIP
VPN-Browsing
VPN-Chat
VPN-File Transfer
VPN-Email
VPN-P2P
VPN-Streaming
VPN-VolIP

© 0O N O O A WO DN P

N ol
w NN O

3.3.2. Ogzelliklerin secilmesi

Ozellik se¢imi, makine dgrenmesi modellerinin basar1 oranini degistirmeden hesaplama
performansini artirmak, maliyetini azaltmak ve gereksiz veya zararh 6zelliklerin etkisini

diisirmek i¢in yapilmaktadir [75].

Bu c¢aligmada karar agaci siniflandiricist kullanilarak Ozelliklerin 6nem dereceleri
hesaplanmistir. Onem derecelerine gore, tiim 6zelliklerin toplami bir olacak sekilde
yapilan agirliklandirma igslemi sonrasinda 6zellik se¢imi yapilmistir. Tiim siniflari igeren

Senaryo B 15s veri seti i¢in agirlik grafigi Sekil 3.7’de gosterilmistir.
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max_idle
min_active
mean_active
std_active
min_idle
max_active
mean_idle
std_idle
mean_fiat
min_fiat
flowPktsPerSecond
mean_flowiat
max_biat
min_biat
mean_biat
max_flowiat
max_fiat
std_flowiat
total_fiat
min_flowiat
duration
flowBytesPerSecond
total_biat

Ozellikler

0.00 0.02 0.04 0.06 0.08 0.10 0.12 0.14
Agrlik Derecesi

Sekil 3. 7. Senaryo B 15s’ye Ait Ozelliklerin Agirlik Grafigi

Burada tiim ozelliklerin 6nem dereceleri hesaplanmis ve Onem derecesine gore
siralanmasi saglanmistir. Ardindan agirliklandirma oranlart analiz edilmisg, bir akigin
bosta kalmadan dnce aktif oldugu siirelerin (active) ve yine bir akigin aktif hale gelmeden
Once bosta kaldig: siirelerin (idle) siniflandirmada diger 6zelliklere kiyasla ¢ok dnemli
olmadig1 goriilmiistiir. Bu nedenle agirlik degeri 0.01’in altinda kalan active ve idle ile
ilgili toplam 8 adet 6zellik ¢ikarilmistir. Calismada kullanilmak tizere 0.01’in Uzerindeki
diger 15 adet 6zellik secilmistir. Ilgili 6zellikler ve agirlik degerleri Tablo 3.4’te

gosterilmis olup segilen 6zelliklerin numaralari vurgulu olarak yazilmastir.
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Tablo 3. 4. Senaryo B 15s’ye Ait Ozelliklerin Agirlik Degerleri

No Ozellik Ad1 Agirhg
1  total_biat 0.143661
2  flowBytesPerSecond  0.117527
3 duration 0.114499
4 min_flowiat 0.087023
5 total_fiat 0.065198
6 std_flowiat 0.060411
7 max_fiat 0.059739
8 max_flowiat 0.056023
9 mean_biat 0.046961

10  min_biat 0.045398
11 max_biat 0.045074
12 mean_flowiat 0.040779
13 flowPktsPerSecond 0.031403
14 min_fiat 0.020947
15 mean_fiat 0.018952
16 std_idle 0.008859
17  mean_idle 0.007039
18 max_active 0.006434
19  min_idle 0.006154
20 std_active 0.005152
21 mean_active 0.004819
22  min_active 0.004677
23 max_idle 0.003259

3.3.3. Verilerin olgeklendirilmesi (normalizasyonu)

Veri setinde farkli 6lgeklere sahip Ozelliklerin oldugu goériilmiis olup tiim siniflari igeren

Senaryo B 15s veri setine iliskin istatistiki veriler Tablo 3.5’te gdsterilmistir.
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Tablo 3. 5. Senaryo B 15s’ye Ait Istatistiki Veriler

Tammlayie istatistikler

Veri Sayisi Aritmetik Standart Minimum Maksimum
(adet) Ortalama Sapma Deger Deger
total_biat (s) 13.130 638.875 2.362.490 1 43.002.380
‘;L‘;‘;Z)Bytespersecond (pack- 13.130 454718 8.982.233 0 565.000.000
duration (s) 13.130 9.788.733 14.807.250 0 601.405.000
min_flowiat (s) 13.130 43.427 466.325 721 18.919.900
total_fiat (s) 13.130 619.785 2.274.082 1 37.680.790
i std_flowiat (s) 13.130 1.032.781 3.595.225 0 136.000.000
E max_fiat (s) 13.130 1.016.790 3.328.565 0 152.000.000
=§ max_flowiat (s) 13.130 3.852.325 14.311.790 1 601.109.700
% mean_biat (s) 13.130 604.968 2.390.375 0 98.000.000
3
“ | min_biat (s) 13.130 2.871.231 10.275.070 1 600.109.700
max_biat (s) 13.130 928.233 2.504.501 0 43.000.000
mean_flowiat (s) 13.130 480.361 1.475.132 0 60.700.000
flowPktsPerSecond (packets/s) 13.130 1.909 15.646 0 666.666
min_fiat (s) 13.130 3.306.506 10.627.500 1 303.595.700
mean_fiat (s) 13.130 8.410.637 4.509.882 0 215.000.000

Tabloda, aritmetik ortalamalar ile minimum deger ve maksimum degerler arasinda biiyiik

farklar bulundugu ve Tablo 3.6’da yer alan miktarlarda aykiri degerlerin oldugu

gorulmektedir.

Tablo 3. 6. Senaryo B 15s’ye Ait Aykirt Deger Sayilari

Secilen Ozellik Ad1 Aykir1 Deger (Adet)
total_biat 646
flowBytesPerSecond 27
duration 136
min_flowiat 57
total_fiat 626
std_flowiat 131
max_fiat 110
max_flowiat 137
mean_biat 65
min_biat 34
max_biat 655
mean_flowiat 129
flowPktsPerSecond 123
min_fiat 108
mean_fiat 101
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Bahsedilen 0Ozellikler arasindaki farklilik nedeniyle olusacak dengesizliklerinin
giderilmesi ve bu durumun model performansinda sapmalara yol agmamasi igin
Olceklendirme islemi yapilmistir [56]. Yapilan lgeklendirme min-max normalizasyonu

ile gergeklestirilmistir.

X — min(x)

2= max(x) — min(x) (32)
Yukarida yer alan denklemde (3.2) gosterildigi gibi herhangi bir degerin 6lgeklenmis hali,
o degerin bulundugu veri setindeki minimum degere uzakliginin, o veri setindeki
maksimum ve minimum degerlerin farkina boliinmesidir. Min-max normalizasyonunda,
veri seti i¢inde yer alan degerlerin 0 ve 1 aralifina indirgenmesi saglanmaktadir.
Boylelikle degerler arasindaki biiylik farklar ortadan kaldirilmakta, modelin daha dengeli
ve daha dogru sonuglar iiretmesi saglanmaktadir. Yapilan 6l¢eklendirme sonrasi Senaryo

B 15s veri setine iliskin istatistiki veriler Tablo 3.7°de yer almaktadir.

Tablo 3. 7. Olgeklendirme Sonras1 Senaryo B 15s’ye Aiit Istatistiki Veriler

Tammlayiel istatistikler
Veri Sayisi Aritmetik Standart Minimum Maksimum
(adet) Ortalama Sapma Deger Deger
total_biat (s) 13.130 0,015 0,055 0 1
flowBytesPerSecond (packets/s) 13.130 0,0008 0,0159 0 1
duration (s) 13.130 0,016 0,0246 0 1
min_flowiat (s) 13.130 0,0023 0,0246 0 1
total_fiat (s) 13.130 0,016 0,06 0 1
< | std_flowiat (s) 13.130 0,008 0,026 0 1
g max_fiat (s) 13.130 0,007 0,0219 0 1
g max_flowiat (s) 13.130 0,006 0,0238 0 1
£ | mean_biat (s) 13.130 0,006 0,0244 0 1
J’T min_biat (s) 13.130 0,0048 0,0171 0 1
max_biat (s) 13.130 0,0215 0,058 0 1
mean_flowiat (s) 13.130 0,0079 0,0243 0 1
flowPktsPerSecond (packets/s) 13.130 0,0029 0,0235 0 1
min_fiat (s) 13.130 0,0109 0,035 0 1
mean_fiat (s) 13.130 0,0039 0,0209 0 1
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3.3.4. Verilerin egitim ve test alt veri setlerine ayrilmasi

Makine 6grenmesi algoritmalarina 6grenme islemi yaptirmak i¢in veri seti, egitim ve test
olarak ayrilmistir. Verilerin ayrimi %70 oraninda egitim verisi ve %30 oraninda test verisi
olacak sekilde gerceklestirilmistir. Bu islemi gerceklestirmek icin train test split islemi
yapilmustir. Train_test_split fonksiyonunda yer alan random_state parametresi sayesinde,

kod her calistirildiginda ayni rastgele boliinmenin elde edilmesi saglanmustir.

Algoritmalarin trafigi dogru bir sekilde smiflandirmay1 6grenebilmesi i¢in 6nce egitim
verileri ile modelin 6grenmesi saglanmis, sonrasinda test verileri ile 6grenme performansi

test edilmistir.

Optimizasyon kapsaminda asagidaki veri dengeleme ve hiperparametre se¢imi agamalari

da uygulanarak tekrar egitim ve test gergeklestirilmistir.
3.3.5. Verilerin dengelenmesi

Verilerin dengelenme ihtiyaci, bir simifa ait 6rneklem sayisinin diger siniflara gore
belirgin olarak fazla veya az oldugu durumlarda dogmaktadir [76]. Verilerdeki bu
dengesizlik, siniflandirma islemlerinde algoritmalarin yanlis 6grenmesine ve diisiik

performans gostermesine yol acabilmektedir [77].

Bu ¢alismada sinif dengesizligi A2 ve B senaryolarindaki veri setlerinde goriilmektedir.
Smif dengesizliginin bulundugu senaryolardaki veri setleri i¢in dengeleme islemi
yapilmistir. Dengeleme islemi, yeniden 6rnekleme yontemlerinden Synthetic Minority
Over-sampling Technique (SMOTE) kullanilarak gergeklestirilmistir.

SMOTE ile az sayidaki siniflar i¢in sentetik olarak 6rnek olusturularak dengesizligin
giderilmesi saglanmaktadir. Ornek olusturulurken azinlik sayidaki siniflarda yer alan her
bir 6rnek i¢in en yakin komsular belirlenir. Bu komsular arasindan rastgele bir komsu
secilerek arasindaki farkin bir kat1 kadar rastgele vektor olusturulur ve boylelikle sentetik
ornegin pozisyonu belirlenir. Sentetik Ornekler azinlik sayidaki siniflarda yer alan
orneklerin 6zelliklerini temsil eden yeni 6rnekler olup var olan érneklerin kombinasyonu

olusturulur [78].
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Tim smiflart igeren Senaryo B 15s veri setinde, dengeleme 6ncesi ve siif dengesizligini

gidermek i¢in uygulanan SMOTE sonras1 veri dagilimi Sekil 3.8”deki gibidir.
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Sekil 3. 8. Senaryo B 15s icin SMOTE ile Verilerin Dengelenmesi
3.3.6. Hiperparametrelerin secilmesi

Hiperparametre sec¢imi, algoritmalarin performansin1 dogrudan etkileyen parametrelerin
secilmesi anlamina gelmektedir [79]. Hiperparametre seciminde algoritmalar icin
kullanilacak aday parametrelerin denenmesi amaciyla modelin siirekli olarak egitilmesi
ve test edilmesi gerekmekte ve bu durum yogun hesaplama islemleri ve zaman
gerektirmektedir [80]. Bu se¢im deneme yanilma yoluyla manuel olarak da
yapilabilmektedir. Ancak manuel se¢imler siireci uzatmakta ve optimal sonug garantisi

de vermemektedir.

Yapilan c¢alismada hem siireci uzatmamak hem de hiperparamatrelerin en iyi
kombinasyonunu bulabilmek igin algoritmalarin parametre se¢imlerinde rastgele arama
teknigi kullanilmigtir. Rastgele arama tekniginde tanimlanan belirli araliktaki
parametreler rastgele olarak denenmektedir. BOylece hesaplama siiresi agisindan az

zaman gerektirmektedir.
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Ayrica bu teknikte, 1zgara aramasi adi verilen ve belirlenen parametrelerin tim
kombinasyonlarinin denendigi teknige kiyasla rastgele arama ile 6nemli parametrelere
odaklanilmakta ve kaynaklarin tim parametrelere esit olarak dagitilarak harcanmasindan

kaginilmaktadir. Bu nedenle daha hizli, verimli ve pratik bir yaklasimdir [81].

Kullanilan makine 6grenmesi algoritmalari igin belirlenen araliklarda rastgele arama
teknigi uygulanmis ve siniflandirma islemi i¢in en iyi sonuglari veren parametreler
secilmistir. Bu islem her algoritma igin ayri ayr1 uygulanmistir. Parametre seciminde

belirlenen araliklar Tablo 3.8’de gosterilmistir.

Tablo 3. 8. Kullanilan Hiperparametre Araliklari

Algoritma Adi Hiperparametre Arahklar:
'n_neighbors": [3, 5, 7, 9],

KNN ‘weights': ['uniform’, ‘distance’],

'metric: ['euclidean’, 'manhattan’, 'minkowski'].
'C" [0.1, 1, 10, 100],
SVM ‘gamma’; ['scale’, 0.1, 1, 10],
‘kernel’: ['linear', 'rbf', 'sigmoid’].
'C": [0.0001, 0.001, 0.01, 0.1, 1, 10, 100, 1000, 10000],
‘penalty’: ['none’, 'I1', '1217,

R 'solver': ['newton-cg’, 'Ibfgs’, 'liblinear’, 'sag’, 'saga’l,
'max_iter": [30, 50, 100, 200, 500, 1000, 2000, 5000].
'num_leaves': sp_randint(6, 100),
'learning_rate": [0.01, 0.05, 0.1, 0.3, 0.5, 0.7],
'max_depth': sp_randint(3, 30),
'min_child_samples': sp_randint(100, 1000),

L GBM 'subsample’: [0.6, 0.7, 0.8, 0.9, 1.0],

‘colsample_bytree": [0.5, 0.6, 0.7, 0.8, 0.9, 1.0],
'reg_alpha': [0, 0.1, 0.5, 1, 2, 5, 10],

'reg_lambda’: [0, 0.1, 0.5, 1, 2, 5, 10],
'min_child_weight': [1e-3, 1e-2, 0.1, 0.5, 1, 5, 10],
'n_estimators': sp_randint(50, 1000).
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Rastgele arama islemi ile hiperparametre segiminde ¢apraz dogrulama da yapilmistir.
Capraz dogrulama islemi sayesinde veriler daha verimli sekilde degerlendirilmekte ve
modelin daha giivenilir tahmin yapmas1 saglanmaktadir. Bu islemde veri setinin her bir
parcasi hem egitim hem de test verisi olarak kullanilmaktadir. Capraz dogrulamada veri
seti k sayida alt kiimeye bolinmekte, her alt kiime i¢in model egitilmekte ve modelin
performanst degerlendirilmektedir [82]. Bu islem k kez tekrarlanmakta ve sonuglarin
ortalamalar1 alinarak bir performans degeri elde edilmektedir. Bu ¢alismada k degeri 3

olarak kullanilmistir.
3.4. Model Performans Metrikleri

Makine Ogrenme algoritmalarinin performanslarini  Olgebilmek ve analizlerini
yapabilmek i¢in kullanilan ¢ok sayida performans metrigi bulunmaktadir. Bunlardan en
¢ok kullanilan performans metrigi dogruluktur. Modelin karmasik veriler arasindaki
iligkileri 6grenemedigi durumlarda, ¢ok dengeli oldugu ancak siniflarin Gnem
derecelerinin farkli oldugu durumlarda veya siif dengesizliginin oldugu durumlarda
dogruluk metrigi tek basina yeterli olmayabilir. Bu gibi durumlarda hassasiyet, duyarlilik,
1 skoru gibi performans metrikleri de kullanilmaktadir [83]. Bu performans metriklerinin
hesaplanmasinda, makine 6grenmesi modelinin dogru ve yanlis yaptig1 smiflandirma
sayilarina ihtiya¢ duyulmaktadir. Bu kapsamda gercek ve tahmin degerlerini igeren
karmagsiklik matrisi kullanilmaktadir. Karmasiklik matrisi yapist Tablo 3.9°da yer
almaktadir [84].

Tablo 3. 9. Karmagiklik Matrisi Yapisi

Tahmin
Karmasikhik Matrisi
C: (Pozitif) C: (Negatif)
C: (Pozitif) Dogru Pozitif (DP) Yanlis Negatif (YN)
Gercek
C: (Negatif) Yanlis Pozitif (YP) Dogru Negatif (DN)

Karmasiklik matrisinde yer alan dlgiitlere iligskin agiklamalar asagidaki gibidir. DP ve DN
Olctitleri modelin basarili oldugu durumlari, YP ve YN olg¢iitleri ise modelin basarisiz

oldugu durumlar1 temsil etmektedir [85].
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DP: Gergekte pozitif olan Orneklerin, kacinin pozitif olarak siniflandirildigini ifade

etmektedir.

YP: Gergekte negatif olan ancak pozitif olarak siiflandirilan 6rnek sayisini ifade

etmektedir.

DN: Gergekte negatif olan Orneklerin, kaginin negatif olarak siiflandirildigini ifade

etmektedir.

YN: Gergekte pozitif olan ancak negatif olarak siniflandirilan 6rnek sayisimi ifade

etmektedir.

Bu caligma kapsaminda kullanilan makine 6grenmesi algoritmalarinin performanslarini
6lgebilmek ve degerlendirebilmek i¢in test islemleri sonucunda dogruluk, f1 skoru ve test

suresi metrikleri dikkate alinmistir.
3.4.1. Dogruluk

Dogruluk metrigi, siniflandirma islemi yapilirken algoritma tarafindan dogru
siniflandirilan tahminlerin oranini bulmak i¢in kullanilmaktadir. Dogruluk, asagida yer

alan 3.3 denklemi ile hesaplanmaktadir.

DP + DN
DP +YP + DN + YN

Dogruluk = (3.3)

3.4.2. Kaesinlik

Kesinlik metrigi, siniflandirma islemi yapilirken algoritma tarafindan pozitif olarak
tahmini yapilan Orneklemlerin gercekte ne kadarinin pozitif oldugunu 6lgmek igin
kullanilmaktadir. Kisaca dogru pozitif oramidir. Kesinlik, 3.4 denklemi ile

hesaplanmaktadir.

Kesinlik = bP 3.4
esinlik = o575 (3.4)
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3.4.3. Duyarhhk

Duyarlilik metrigi, stniflandirma islemi yapilirken gercek pozitif 6rneklerin ne kadarinin
dogru tahmin edildigini 6l¢mek i¢in kullamilmaktadir. Duyarlilik, 3.5 denklemi ile

hesaplanmaktadir.

DP

Duyarlilik = DP T YN

(3.5)

3.4.4. F1skoru

F1 skoru, kesinlik ve duyarliligin harmonik ortalamas1 alinarak modelin ne kadar dengeli
bir 6l¢iim sagladigini 6lgmek i¢in kullanmilmaktadir. F1 skoru, 3.6 denklemi ile

hesaplanmaktadir.

O ) Kesinlik * Duyarlilik 16
= * .
b Kesinlik + Duyarlilik (3.6)

3.45. Testsuresi

Test siresi, bir siniflandirma slrecinde algoritmanin siniflandirma islemini ne kadar
siirede gerceklestirdigini ifade etmektedir. Bu slre, bir siniflandirma algoritmasinin ne
kadar hizli veya ne kadar yavas calistiginin belirlenmesine yardimci olmaktadir.
Algoritmanin hizliligi, simiflandirma igleminde tespitin daha hizli yapilmasi anlamina
geldiginden, daha etkin bir siniflandirma gergeklestirilmesi ve kaynaklarin daha verimli
kullanilmasi agisindan fayda saglayacaktir [51]. Yapilan ¢alisma kapsaminda g6z 6niinde
bulundurulan noktalardan birisi de makine 6grenmesi modellerinin siniflandirmadaki

hizlarmin karsilastirilmasi olmustur.
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4. BULGULAR VE YORUMLAR

Senaryo Al’de yer alan 4 adet, Senaryo A2’de yer alan 8 adet ve Senaryo B’de yer alan
4 adet zaman bazli veri setlerinin her birinin orijinal halleri ile ayr1 ayr1 denetimli makine
O0grenmesi ve topluluk Ogrenmesi algoritmalar1 kullanilarak calisma yapilmistir. Bu
kapsamda yapilan ¢alismanin ilk asamasinda, veri dengeleme islemi ve hiperparametre

secimi yapilmamistir. Algoritmalarin varsayilan parametre degerleri kullanilmigtir.

Birinci asamadaki islemlere ilaveten veri setlerinde dengeleme ve hiperparametre secimi
ile optimizasyon yapilan ikinci agsama ile ilgili olarak; Senaryo A1’de VPN ve No-VPN
olarak yapilan ikili siiflandirmada verilerin dengeli oldugu goriilmiistiir. Bu nedenle
Senaryo Al’deki zaman bazli 4 adet veri seti ig¢in veri seti dengeleme islemi
yapilmamustir. Senaryo A2 ve Senaryo B’de yer alan toplam 12 adet veri setinde SMOTE
ile dengeleme islemi gerceklestirilmistir. TUm veri setlerinde rastgele arama ile elde

edilen algoritmalarm en iyi parametreleri kullanilmistir.
4.1. Denetimli Makine Ogrenmesi Algoritmalari ile Elde Edilen Sonuclar

KNN, SVM ve LR algoritmalar1 kullanilarak orijinal veri seti ile elde edilen sonuclar
sirastyla Tablo 4.1, Tablo 4.2 ve Tablo 4.3’te yer almaktadir.

Tablo 4. 1. KNN Algoritmasinin Orijinal Veri Seti ile Bagar1 Oranlari

Algoritma KNN
Senaryolar Dogruluk F1 Skor
Senaryo Al 15s 0,8211* 0,8212*
Senaryo Al 30s 0,8144 0,8140
Senaryo Al 60s 0,7889 0,7891
Senaryo Al 120s 0,7935 0,7930
Senaryo A2 No-VPN 15s 0,8539 0,8521
Senaryo A2 VPN 15s 0,8043 0,8028
Senaryo A2 No-VPN 30s 0,8613** 0,8578**
Senaryo A2 VPN 30s 0,8311 0,8290
Senaryo A2 No-VPN 60s 0,8050 0,8013
Senaryo A2 VPN 60s 0,7967 0,7915
Senaryo A2 No-VPN 120s 0,8551 0,8480
Senaryo A2 VPN 120s 0,7834 0,7791
Senaryo B 15s 0,7166 0,7147
Senaryo B 30s 0,7232* 0,7286*
Senaryo B 60s 0,7187 0,7245
Senaryo B 120s 0,6754 0,6681

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basari oranlaridir.
**Kalin ve italik yazilan degerler, tim senaryolarda elde edilen en yiiksek basar1 oranlaridir.
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Tablo 4. 2. SVM Algoritmasinin Orijinal Veri Seti ile Basar1 Oranlari

Algoritma SVM
SEmEelEn Dogruluk F1 Skor
Senaryo Al 15s 0,6075 0,5924
Senaryo Al 30s 0,6078 0,5859
Senaryo Al 60s 0,6123 0,6108
Senaryo Al 120s 0,6173* 0,6125*
Senaryo A2 No-VPN 15s 0,6874** 0,6310**
Senaryo A2 VPN 15s 0,5752 0,5106
Senaryo A2 No-VPN 30s 0,6460 0,5791
Senaryo A2 VPN 30s 0,5890 0,5277
Senaryo A2 No-VPN 60s 0,5812 0,5262
Senaryo A2 VPN 60s 0,5320 0,4448
Senaryo A2 No-VPN 120s 0,6578 0,5767
Senaryo A2 VPN 120s 0,5811 0,4841
Senaryo B 15s 0,4394* 0,3987*
Senaryo B 30s 0,3938 0,3595
Senaryo B 60s 0,3767 0,3443
Senaryo B 120s 0,4049 0,3655

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basar1 oranlaridir.
**Kalin ve italik yazilan degerler, tiim senaryolarda elde edilen en yiiksek basari oranlaridir.

Tablo 4. 3. LR Algoritmasinin Orijinal Veri Seti ile Basar1 Oranlari

Algoritma LR
Senaryolar Dogruluk F1 Skor
Senaryo Al 15s 0,5721* 0,5678*
Senaryo Al 30s 0,5612 0,5389
Senaryo Al 60s 0,5603 0,5231
Senaryo Al 120s 0,5518 0,5156
Senaryo A2 No-VPN 15s 0,5825 0,4790
Senaryo A2 VPN 15s 0,4847 0,3503
Senaryo A2 No-VPN 30s 0,5742 0,4801
Senaryo A2 VPN 30s 0,5050 0,3862
Senaryo A2 No-VPN 60s 0,5190 0,4460
Senaryo A2 VPN 60s 0,4786 0,3827
Senaryo A2 No-VPN 120s 0,6255** 0,5380**
Senaryo A2 VPN 120s 0,5053 0,3644
Senaryo B 15s 0,2601 0,1882
Senaryo B 30s 0,3219 0,2420
Senaryo B 60s 0,3289 0,2619
Senaryo B 120s 0,3354* 0,2634*

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basar1 oranlaridir.
**Kalin ve italik yazilan degerler, tiim senaryolarda elde edilen en yiiksek basari oranlaridir.
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Senaryo Al goz dniinde bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde KNN
ve LR algoritmalar1 kullanildiginda basar1 oranlarinin gittikge azaldigi, SVM
algoritmasinda ise basar1 oraninin gittik¢e arttigir gériilmiistiir. Bu senaryoda en yiiksek
basar1 oranlarina KNN algoritmasi ile ulasilmistir. En yiiksek basari oranlari, 0,8211

dogruluk ve 0,8212 f1 skor ile Senaryo A1 15s veri setinde elde edilmistir.

Senaryo A2 g6z 6niinde bulunduruldugunda 15s, 30s, 60s ve 120s VPN ve No-VPN veri
setlerinde kullanilan KNN, SVM ve LR algoritmalarinin hepsinin basar1 oranlarinda
azalma egilimi goriilmiistiir. Bu senaryoda en yliksek basar1 oranlarina KNN algoritmasi
ile ulasilmistir. En yiiksek basari oranlari, 0,8613 dogruluk ve 0,8578 f1 skor ile Senaryo
A2 No-VPN 30s veri setinde elde edilmistir.

Senaryo B gbz oniinde bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde KNN
algoritmasi kullanildiginda basari oranlarinda azalma egilimi goriilmiistiir. Bu senaryoda
en yliksek basari oranlarina KNN algoritmasi ile ulagilmistir. En yiiksek basar1 oranlari,
0,7232 dogruluk ve 0,7286 f1 skor ile Senaryo B 30s veri setinde elde edilmistir. Bu

senaryoda SVM ve LR algoritmalarinda basari1 yakalanamamuistir (ortalama oran 0,33).

Tum senaryolar igin Tablo 4.4’teki varsayilan parametre degerlerinin kullanildig: orijinal
veri seti ile en yiiksek basar1 oranlarina denetimli makine 6grenmesi algoritmalarindan
KNN ile ulagilmigtir. KNN algoritmasi ile ulagilan en yiiksek basari oranlari, 0,8613
dogruluk ve 0,8578 f1 skor ile Senaryo A2 No-VPN 30s veri setinde elde edilmistir.

Tablo 4. 4. KNN Algoritmast i¢in Varsayilan Parametre Degerleri

Parametrenin Adi  Degeri

weights uniform
n_neighbors 5
metric minkowski

Orijinal veri seti ile egitime ve teste tabi tutulan KNN, SVM ve LR algoritmalarinin test
sreleri Tablo 4.5°te yer almaktadir. Test siirelerinin karsilastirmasi, tim veri setlerindeki
kategorizasyon slrelerinin aritmetik ortalamasi alinarak gerceklestirilmistir. Bu
kapsamda test streleri; KNN icin girdi basina 0,000098 saniye olup toplam 0,33 saniye,
SVM icin girdi basina 0,000385 saniye olup toplam 1,56 saniye ve LR i¢in girdi basina
0,000004 saniye olup toplam 0,01 saniye olarak hesaplanmustir.
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Tablo 4. 5. KNN, SVM ve LR Algoritmalarmin Test Siireleri

Algoritma Test KN SVM LR

Edilen Birim Birim Birim

Veri Jast Test Jast Test st Test
Senaryolar Sayisi | SUresl Suresi Suresi Suresi Suresi Suresi

@det) | O | (gadety | O | (wadety | O | (siadet)
Senaryo Al 15s 5.628 0,34 |0,000060 | 2,73 |0,000485| 0,04 | 0,000007
Senaryo Al 30s 4.397 043 |0,000008 | 2,09 |0,000475| 001 | 0,000002
Senaryo Al 60s 4.655 0,56 0,000120 1,80 0,000387 0,01 0,000002
Senaryo Al 120s 3.236 0,61 0,000189 1,13 0,000349 0,01 0,000003
Senaryo A2 No-VPN 15s 2.690 0,25 0,000093 0,63 0,000234 0,01 0,000004
Senaryo A2 VPN 15s 2.938 0,16 0,000054 0,96 0,000327 0,01 0,000003 ®
Senaryo A2 No-VPN 30s 2.076 0,09 0,000043 0,41 0,000197 0,01 0,000005 %
Senaryo A2 VPN 30s 2.321 0,13 0,000056 0,59 0,000254 0,01 0,000004 '%
Senaryo A2 No-VPN 60s 2.574 0,09 0,000035 0,69 0,000268 0,01 0,000004 T>5
Senaryo A2 VPN 60s 2.081 0,22 0,000106 0,46 0,000221 0,01 0,000005 E‘
Senaryo A2 No-VPN 120s 1.546 0,07 0,000045 0,18 0,000116 0,01 0,000006 ©
Senaryo A2 VPN 120s 1.690 0,39 0,000231 0,33 0,000195 0,01 0,000006
Senaryo B 15s 5.704 0,72 0,000126 6,31 0,001106 0,01 0,000002
Senaryo B 30s 4.543 0,49 0,000108 2,97 0,000654 0,01 0,000002
Senaryo B 60s 4.825 0,45 0,000093 2,03 0,000421 0,01 0,000002
Senaryo B 120s 3.501 0,39 0,000111 1,62 0,000463 0,01 0,000003
Ortalama Test Sureleri 0,33 0,000098 1,56 0,000385 0,01 0,000004

Bu sonuclar, kategorizasyonu gergeklestirme siiresinin en kisa olmasi nedeniyle en hizl

calisan algoritmanin LR, kategorizasyonu gerceklestirme siiresinin en uzun olmasi

nedeniyle en yavas calisan algoritmanin ise SVM algoritmasi oldugunu gostermektedir.
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Calismada, veri dengeleme ve hiperparametre se¢imi iglemleri ile yapilan optimizasyon
sonrasinda veriler tekrar egitim ve teste tabi tutulmustur. KNN, SVM ve LR algoritmalari
kullanilarak optimizasyon sonrasi elde edilen sonuglar sirasiyla Tablo 4.6, Tablo 4.7 ve
Tablo 4.8’de yer almaktadir. Bu tablolarda, Senaryo A2 ve Senaryo B’deki toplam 12
adet veri seti icin SMOTE ile dengeleme, rastgele arama ve g¢apraz dogrulama ile
hiperparametre se¢imi yapildiktan sonra elde edilen sonuglar yer almaktadir. Dengeleme
islemi yapilmayan Senaryo A1’de yer alan 4 adet veri seti i¢in rastgele arama ve capraz
dogrulama ile hiperparametre se¢imi yapildiktan sonra elde edilen sonuglara da ayni

tablolarda yer verilmistir.

Tablo 4. 6. KNN Algoritmasiin Optimizasyon Sonrast Veri Seti ile Basar1 Oranlari

Algoritma KNN
SRTEnelET Dogruluk F1 Skor
Senaryo Al 15s 0,8277* 0,8421* =
Senaryo Al 30s 0,8279 0,8289 % E
Senaryo Al 60s 0,8089 0,8191 ;‘;' g
Senaryo Al 120s 0,8127 0,8209 %
Senaryo A2 No-VPN 15s 0,9126** 0,8591**
Senaryo A2 VPN 15s 0,8695 0,8203
Senaryo A2 No-VPN 30s 0,9109 0,8505
Senaryo A2 VPN 30s 0,8989 0,8454 'ié £
Senaryo A2 No-VPN 60s 0,8675 0,8186 38
Senaryo A2 VPN 60s 0,8739 0,7999 § %
Senaryo A2 No-VPN 120s 0,8993 0,8433 £ £
Senaryo A2 VPN 120s 0,8725 0,7972 gﬁ é:
Senaryo B 15s 0,8219 0,7334 g T
Senaryo B 30s 0,8379* 0,7357*
Senaryo B 60s 0,8187 0,7245
Senaryo B 120s 0,8214 0,7140

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basar1 oranlaridir.
**Kalm ve italik yazilan degerler, tiim senaryolarda elde edilen en yiiksek basar1 oranlaridir.
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Tablo 4. 7. SVM Algoritmasimin Optimizasyon Sonrasi Veri Seti ile Bagar1 Oranlart

Algoritma SVM
Senaryolar Dogruluk F1 Skor
Senaryo Al 15s 0,6167 0,6113 o
Senaryo Al 30s 0,6445 0,6367 5 B E
Senaryo Al 60s 0,6323 0,6308 T g §"
Senaryo Al 120s 0,6576* 0,6388* =
Senaryo A2 No-VPN 15s 0,7403 0,7633
Senaryo A2 VPN 15s 0,6511 0,6411 .
Senaryo A2 No-VPN 30s 0,6427 0,6866 g =
Senaryo A2 VPN 30s 0,7602** 0,7176** =S
Senaryo A2 No-VPN 60s 0,6372 0,6374 qf i
Senaryo A2 VPN 60s 0,6866 0,6293 § ‘E
Senaryo A2 No-VPN 120s 0,6748 0,6711 é* g
Senaryo A2 VPN 120s 0,6969 0,6049 § g
Senaryo B 15s 0,5914* 0,5696* E”%
Senaryo B 30s 0,4245 0,4234 K
Senaryo B 60s 0,3767 0,3443
Senaryo B 120s 0,4128 0,3810

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basar1 oranlaridir.
**Kalin ve italik yazilan degerler, tiim senaryolarda elde edilen en yiiksek basari oranlaridir.

Tablo 4. 8. LR Algoritmasinin Optimizasyon Sonrasi Veri Seti ile Basar1 Oranlari

Algoritma LR
Senaryolar Dogruluk F1 Skor
Senaryo Al 15s 0,5963* 0,5877* o
Senaryo A1 30s 0,5956 0,5874 58 E
Senaryo Al 60s 0,5603 0,5231 TS
Senaryo Al 120s 0,5904 0,5802 =
Senaryo A2 No-VPN 15s 0,6646** 0,7197**
Senaryo A2 VPN 15s 0,5692 0,5486
Senaryo A2 No-VPN 30s 0,6489 0,6746 =
Senaryo A2 VPN 30s 0,6278 0,5735 5 £
Senaryo A2 No-VPN 60s 0,5537 0,6009 ERs
Senaryo A2 VPN 60s 0,5430 0,5044 5 g
Senaryo A2 No-VPN 120s 0,6171 0,6293 g g
Senaryo A2 VPN 120s 0,5518 0,4746 5 £
Senaryo B 15s 0,3608 0,4008 =
Senaryo B 30s 0,3950* 0,3778* 8
Senaryo B 60s 0,3289 0,2619
Senaryo B 120s 0,3705 0,3281

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basari oranlaridir.
**Kalin ve italik yazilan degerler, tiim senaryolarda elde edilen en yiiksek basari oranlaridir.
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Senaryo Al’de hiperparametre se¢imi sonrasindaki sonuglar g0z Oninde
bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde KNN ve LR algoritmalari
kullanildiginda basar1 oranlarinin gittikce azaldigi, SVM algoritmasinda ise basari
oraninin gittikge arttigi goriilmiistiir. Senaryo A1’in en yiiksek basari oranlart KNN
algoritmasinda 0,8277 dogruluk ve 0,8421 f1 skor ile Senaryo Al 15s veri setinde elde

edilmistir. Senaryo A1 veri setlerinde elde edilen basar1 oranlarinin grafigi Sekil 4.1°de

gosterilmistir.
0,85
0,8421
0,84
0,8289
0.83 0,8277 0,8279

0,8191 0,8209
0,82
0,8127
0,8089
0,81
0Y8 I
0,79

Senaryo Al 15s Senaryo Al 30s Senaryo Al 60s Senaryo Al 120s

mmmmm KNN Dogruluk KNN F1 Skor Linear (KNN F1 Skor)
Sekil 4. 1. KNN Algoritmasinin Optimizasyon Sonras1 Senaryo Al Bagar1 Oranlari

Senaryo A2’de dengeleme islemi ve hiperparametre secimi sonrasindaki sonuglar goz
onilinde bulunduruldugunda 15s, 30s, 60s ve 120s VPN ve No-VPN veri setlerinde
kullanilan KNN, SVM ve LR algoritmalariin hepsinin basari oranlarinda azalma egilimi
goriilmiistiir. Senaryo A2’nin en yliksek basari oranlart KNN algoritmasinda 0,9126
dogruluk ve 0,8591 f1 skor ile Senaryo A2 No-VPN 15s veri setinde elde edilmistir.
Senaryo A2 veri setlerinde elde edilen basar1 oranlarimin grafigi Sekil 4.2°de

gosterilmistir.
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0,94

0,9126 0,9109
0.92 0,8989 0,8993

09 — e

os . a8 08725

086 0,8505 0,8454 0.8433

0,84 0,8203 0,8186

08 0,7999 0,7972
08

0,78

0,76

0,74

0,72

Senaryo A2 Senaryo A2 Senaryo A2 Senaryo A2 Senaryo A2 Senaryo A2 Senaryo A2 Senaryo A2
No-VPN 15s VPN 15s No-VPN 30s VPN 30s No-VPN60s VPN 60s No-VPN VPN 120s
120s

mmmmm KNN Dogruluk KNN F1 Skor =~ ceeeeeeee Linear (KNN Dogruluk)
Sekil 4. 2. KNN Algoritmasinin Optimizasyon Sonrast Senaryo A2 Bagar1 Oranlar1

Senaryo B’de dengeleme islemi ve hiperparametre se¢imi sonrasindaki sonuglar goz
oniinde bulunduruldugunda SVM ve LR algoritmalarinda basar1 yakalanamamigtir
(ortalama basar1 orani 0,40). 15s, 30s, 60s ve 120s veri setlerinde KNN algoritmasi
kullani1ldiginda basar1 oranlarinda azalma egilimi goriilmiistiir. Senaryo B’nin en yiiksek
basari oranlart KNN algoritmasinda 0,8379 dogruluk ve 0,7357 f1 skor ile Senaryo B 30s
veri setinde elde edilmistir. Senaryo B veri setlerinde elde edilen basar1 oranlarinin grafigi

Sekil 4.3°te gosterilmistir.

0,86
0,84 0,8219 0,8187 0,8214

..................
..........................
...............

0,82 .
0,8

0,78

0,76

0,74 0,7334 0,7357 0.7245

0,72 0,714
0,7

0,68

0,66

0,64

Senaryo B 15s Senaryo B 30s Senaryo B 60s Senaryo B 120s

mmmmm KNN Dogruluk KNN F1 SKor ««+eee- Linear (KNN Dogruluk)

Sekil 4. 3. KNN Algoritmasinin Optimizasyon Sonrasi Senaryo B Basar1 Oranlari
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Tum senaryolar igin optimizasyon sonrasinda en yiiksek basari oranlarina denetimli

makine 0grenmesi algoritmalarindan KNN ile ulagilmigtir. KNN algoritmasi ile ulasilan

en yiiksek basar1 oranlari, 0,9126 dogruluk ve 0,8591 f1 skor ile Senaryo A2 No-VPN

15s veri setinde elde edilmistir.

Senaryo A2 No-VPN 15s veri seti ile KNN algoritmasi kullanilarak elde edilen Sekil

4.4’te yer alan karmasiklik matrisine gore yapilan analizde sinif tiirlerini tahmin etmedeki

en belirgin hatanin chat ile browsing siniflar1 arasinda oldugu goriilmektedir. Bu durum,

chat sinifina ait 6rneklerin browsing olarak ya da browsing sinifina ait 6rneklerin chat

sinifi olarak tahmin edildigini gostermektedir.

b'CHAT' b'BROWSING'

17

b'MAIL" b'FT*
1 |
=

Gergek Sinif

b'P2P!

- 3

b'VOIP' b'STREAMING'

| |
b'BROWSING' b'CHAT'

68

199

12

13

2

19

13

223

25

b'FT*

30

20

61

|
b'MAIL*

Tahmin Edilen Sinif

19

11

265

|
b'P2P’

32 1
4 0
11 1
T 0
2 0
% 1

0 858

1
b'STREAMING' b'VOIP

800

700

600

500

- 300

-200

- 100

Sekil 4. 4. KNN Algoritmasi ile Senaryo A2 No-VPN 15s Veri Seti Karmagiklik Matrisi

KNN algoritmasi ile elde edilen basar1 oranlari i¢in kullanilan parametreler Tablo 4.9°da

yer almaktadir.
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Tablo 4. 9. KNN Algoritmasi i¢in Parametre Degerleri

Parametrenin Adi  Degeri
weights distance
n_neighbors 7

metric manhattan

Optimizasyon sonrasi tekrardan egitime ve teste tabi tutulan KNN, SVM ve LR

algoritmalarinin test siireleri Tablo 4.10°da yer almaktadir. Test siirelerinin

karsilagtirmasi, tim veri setlerindeki kategorizasyon sirelerinin aritmetik ortalamasi
alinarak gerceklestirilmistir. Bu kapsamda test siireleri; KNN i¢in girdi basina 0,000140
saniye olup toplam 0,48 saniye, SVM ig¢in girdi bagina 0,000906 saniye olup toplam 3,35
saniye ve LR icin girdi basina 0,000003 saniye olup toplam 0,01 saniye olarak

hesaplanmustir.

Tablo 4. 10. KNN, SVM ve LR Algoritmalarinm Optimizasyon Sonrasi Test Siireleri

Test KNN SVM LR
saorina | B [ roq | B | 1eq [ B | 1eq [ O
Senaryolar Sayist | SUS | gijresi | SUST | gpyragi | SUTES | g
@det) | O | (adet) | © | (sfadet) | © | (s/adet)
Senaryo Al 15s 5628 | 043 |0,000076 | 2,56 |0,000455| 0,01 | 0,000002 | & 2
Senaryo A1 30s 4397 | 0,31 |0,000071 | 1,82 |0,000414 | 0,01 | 0,000002 § §
Senaryo A1 60s 4655 | 044 |0,000095| 1,30 | 0000279 | 001 | 0000002 | & E
Senaryo Al 120s 3236 | 0,60 |0,000185| 0,96 |0,000297 | 0,01 | 0,000003 | £ &
Senaryo A2 No-VPN 15s | 2.690 | 1,50 |0,000558 | 3,45 |0,001283 | 0,01 | 0,000004
Senaryo A2 VPN 15s 2938 | 0,17 |0,000058 | 1,79 | 0,000609 | 0,01 | 0,000003 _
Senaryo A2 No-VPN 30s 2.076 0,10 | 0,000048 | 1,45 | 0,000698 | 0,01 0,000005 | 2 §
Senaryo A2 VPN 30s 2321 | 015 |0,000065| 1,31 [0,000564 | 0,01 | 0,000004 | 5 &
Senaryo A2 No-VPN 60s | 2574 | 0,1 |0,000043 | 294 [0,001142 | 001 | 0000004 | & E
Senaryo A2 VPN 60s 2081 | 014 |0000067 | 1,31 |0,000630 | 0,01 | 0000005 | & s
Senaryo A2 No-VPN 120s | 1546 | 0,06 |0,000039 | 0,74 |0,000479 | 0,01 | 0,000006 | £ E
Senaryo A2 VPN 120s 1690 | 045 | 0000266 | 110 | 0000651 | 001 |0,000006 | 5 &
Senaryo B 15s 5704 | 146 |0,000256 | 12,75 | 0002235 | 001 |0,000002 | 2 &
Senaryo B 30s 4543 | 0,65 [0,000143 | 7,70 |0,001695 | 0,01 | 0,000002 | A £
Senaryo B 60s 4.825 0,60 | 0,000124 | 6,50 | 0,001347 | 0,01 | 0,000002
Senaryo B 120s 3.501 0,54 | 0,000154 | 6,00 |0,001714 | 0,01 | 0,000003
Ortalama Test Streleri 0,48 | 0,000140 | 3,35 | 0,000906 | 0,01 0,000003
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Bu sonuglar yine kategorizasyonu gergeklestirme siiresinin en kisa olmasi nedeniyle en
hizli ¢alisan algoritmanin LR, kategorizasyonu gerceklestirme siiresinin en uzun olmasi

nedeniyle en yavas calisan algoritmanin ise SVM algoritmas1 oldugunu gostermektedir.
4.2. Topluluk Ogrenmesi Algoritmasi ile Elde Edilen Sonuclar

LGBM algoritmasi kullanilarak orijinal veri seti ile elde edilen sonuglar Tablo 4.11°de

yer almaktadir.

Tablo 4. 11. LGBM Algoritmasinin Orijinal Veri Seti ile Bagar1 Oranlari

Algoritma LGBM
Senaryolar Dogruluk | F1 Skor
Senaryo Al 15s 0,9087* 0,9085*
Senaryo Al 30s 0,8924 0,8922
Senaryo Al 60s 0,8901 0,8912
Senaryo Al 120s 0,8927 0,8926
Senaryo A2 No-VPN 15s 0,9468** 0,9461**
Senaryo A2 VPN 15s 0,8999 0,8988
Senaryo A2 No-VPN 30s 0,9383 0,9373
Senaryo A2 VPN 30s 0,9130 0,9121
Senaryo A2 No-VPN 60s 0,9169 0,9166
Senaryo A2 VPN 60s 0,8813 0,8785
Senaryo A2 No-VPN 120s 0,9353 0,9341
Senaryo A2 VPN 120s 0,8728 0,8684
Senaryo B 15s 0,8658* 0,8657*
Senaryo B 30s 0,8576 0,8562
Senaryo B 60s 0,8335 0,8234
Senaryo B 120s 0,8250 0,8222

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basar1 oranlaridir.
**Kalm ve italik yazilan degerler, tiim senaryolarda elde edilen en yiiksek basar1 oranlaridir.

Senaryo A1l gbz oniinde bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde LGBM
algoritmasi kullanildiginda basar1 oranlarinin gittik¢e azaldig1 goriilmiistiir. Bu senaryoda
en yiiksek basari oranlari, 0,9087 dogruluk ve 0,9085 f1 skor ile Senaryo Al 15s veri

setinde elde edilmistir.

Senaryo A2 gbz oniinde bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde LGBM
algoritmasi kullanildiginda bagar1 oranlarinin gittikge azaldigi goriilmiistiir. Bu senaryoda
en yiiksek basari oranlari, 0,9468 dogruluk ve 0,9461 f1 skor ile Senaryo A2 No-VPN

15s veri setinde elde edilmistir.
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Senaryo B g6z oniinde bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde LGBM
algoritmasi kullanildiginda basar1 oranlarinin gittikce azaldig1 goriilmiistiir. Bu senaryoda
en yliksek basari oranlari, 0,8658 dogruluk ve 0,8657 f1 skor ile Senaryo B 15s veri

setinde elde edilmistir.

Tum senaryolar igin Tablo 4.12°deki varsayilan parametre degerlerinin kullanildig:
orijinal veri seti ile LGBM topluluk 6grenme algoritmasinda ulasilan en yiiksek basari
oranlari, 0,9468 dogruluk ve 0,9461 f1 skor ile Senaryo A2 No-VPN 15s veri setinde elde

edilmistir.

Tablo 4. 12. LGBM Algoritmasi igin Varsayilan Parametre Degerleri

Parametrenin Ad1  Degeri

colsample_bytree 1.0
learning_rate 0.1
max_depth -1

min_child_samples 20
min_child_weight 0.001

n_estimators 100
num_leaves 31

reg_alpha 0.0
reg_lambda 0.0
subsample 1.0

Orijinal veri seti ile egitime ve teste tabi tutulan LGBM algoritmasinin test siireleri Tablo
4.13’te yer almaktadir. LGBM algoritmasinin test siiresi girdi bagina 0,000022 saniye
olup toplam 0,07 saniye olarak hesaplanmistir. En basarili sonuglarin elde edildigi
topluluk 6grenmesi algoritmasi LGBM’nin ortalama test siiresi, denetimli makine
O0grenmesi algoritmalarindan en basarili sonuglar1 veren KNN algoritmasinin Tablo 4.5°te
gosterilmis olan ortalama test siresinden (0,33 saniyeden) daha az ¢ikmistir. Burada
LGBM algoritmasinin kategorizasyon hizinin KNN’den yaklasik bes kat daha yiiksek

oldugu goriilmektedir.
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Tablo 4. 13. LGBM Algoritmasinin Test Stireleri

LGBM
AT Test Edilen o
Veri Sayist Test_ Birim Tgst
(adet) Siresi Suresi

Senaryolar (s) (sladet)
Senaryo Al 15s 5.628 0,01 0,000002
Senaryo Al 30s 4,397 0,01 0,000002
Senaryo Al 60s 4.655 0,03 0,000006
Senaryo Al 120s 3.236 0,13 0,000040
Senaryo A2 No-VPN 15s 2.690 0,04 0,000015
Senaryo A2 VPN 15s 2.938 0,05 0,000017 | @
Senaryo A2 No-VPN 30s 2.076 0,05 0,000024 i
Senaryo A2 VPN 30s 2.321 0,04 0,000017 | g
Senaryo A2 No-VPN 60s 2.574 0,04 0,000016 TE
Senaryo A2 VPN 60s 2.081 0,03 0,000014 =
Senaryo A2 No-VPN 120s 1.546 0,02 0,000013 | ©
Senaryo A2 VPN 120s 1.690 0,12 0,000071
Senaryo B 15s 5.704 0,17 0,000030
Senaryo B 30s 4,543 0,14 0,000031
Senaryo B 60s 4.825 0,12 0,000025
Senaryo B 120s 3.501 0,12 0,000034
Ortalama Test Sureleri 0,07 0,000022

Calismada veri dengeleme ve hiperparametre se¢imi islemleri ile yapilan optimizasyon
sonrasinda veriler tekrar egitim ve teste tabi tutulmustur. LGBM algoritmasi kullanilarak
Senaryo A2 ve Senaryo B’deki 12 adet veri seti icin SMOTE ile dengeleme islemi,
rastgele arama ve ¢apraz dogrulama ile hiperparametre se¢imi yapildiktan sonra elde
edilen sonuglar Tablo 4.14’te yer almaktadir. Dengeleme islemi yapilmayan Senaryo
Al’de yer alan 4 adet veri seti i¢in rastgele arama ve ¢apraz dogrulama ile hiperparametre

se¢imi yapildiktan sonra elde edilen sonuclara da ayni tabloda yer verilmistir.
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Tablo 4. 14. LGBM Algoritmasimin Optimizasyon Sonrasi Veri Seti ile Bagar1 Oranlar1

Algoritma LGBM
SRR Dogruluk F1 Skor
Senaryo Al 15s 0,9135* 0,9173* %
Senaryo Al 30s 0,8994 0,9081 §E
Senaryo Al 60s 0,8915 0,9005 ;‘;' §
Senaryo A1 120s 0,8870 0,9015 =
Senaryo A2 No-VPN 15s 0,9653** 0,9459**
Senaryo A2 VPN 15s 0,9267 0,8989
Senaryo A2 No-VPN 30s 0,9468 0,9302 2
Senaryo A2 VPN 30s 0,9299 0,9076 LE’ %
Senaryo A2 No-VPN 60s 0,9294 0,9169 § 3
Senaryo A2 VPN 60s 0,9228 0,8678 § %
Senaryo A2 No-VPN 120s 0,9437 0,9271 g g
Senaryo A2 VPN 120s 0,9149 0,8614 55
Senaryo B 15s 0,9005* 0,8614* %D T
Senaryo B 30s 0,8989 0,8561 a
Senaryo B 60s 0,8335 0,8234
Senaryo B 120s 0,8869 0,8253

* Kalin yazilan degerler, ilgili senaryoda elde edilen en yiiksek basar1 oranlaridir.
**Kalin ve italik yazilan degerler, tiim senaryolarda elde edilen en yiiksek basari oranlaridir.

Senaryo Al’de hiperparametre se¢imi sonrasindaki sonuglar g0z Oninde
bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde LGBM algoritmasi
kullanildiginda basar1 oranlarinin gittik¢e azaldigi goriilmiistiir. LGBM algoritmasi ile
Senaryo Al icin en yiiksek basari oranlari, 0,9135 dogruluk ve 0,9173 f1 skor ile Senaryo
A1l 15s veri setinde elde edilmistir. Senaryo Al veri setlerinde elde edilen basari

oranlarinin grafigi Sekil 4.5’te gosterilmistir.
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Sekil 4. 5. LGBM Algoritmasinin Optimizasyon Sonras1 Senaryo Al Bagar1 Oranlar1

Senaryo A2’de dengeleme islemi ve hiperparametre se¢imi sonrasindaki sonuglar goz
ontinde bulunduruldugunda 15s, 30s, 60s ve 120s VPN ve No-VPN veri setlerinde LGBM
algoritmas1 kullanildiginda basar1 oranlarmin gittikge azaldigr goriilmiistir. LGBM
algoritmasi ile Senaryo A2 i¢in en yiiksek basari oranlari, 0,9653 dogruluk ve 0,9459 f1
skor ile Senaryo A2 No-VPN 15s veri setinde elde edilmistir. LGBM algoritmasi ile
Senaryo A2 veri setlerinde elde edilen basari oranlarinin grafigi Sekil 4.6’da

gosterilmistir.
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Sekil 4. 6. LGBM Algoritmasinin Optimizasyon Sonrasi Senaryo A2 Basar1 Oranlari
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Senaryo B’de dengeleme islemi ve hiperparametre se¢imi sonrasindaki sonuglar goz
oniinde bulunduruldugunda 15s, 30s, 60s ve 120s veri setlerinde LGBM algoritmasi
kullanildiginda basar1 oranlarinin gittikce azaldig1 goriilmiistiir. LGBM algoritmasi ile
Senaryo B igin en yiiksek basar1 oranlari, 0,9005 dogruluk ve 0,8614 f1 skor ile Senaryo
B 15s veri setinde elde edilmistir. LGBM algoritmasi ile Senaryo B veri setlerinde elde

edilen basar1 oranlarinin grafigi Sekil 4.7°de gosterilmistir.
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mmmmm | GBM Dogruluk LGBM F1 Skor = +eseeeeee Linear (LGBM Dogruluk)

Sekil 4. 7. LGBM Algoritmasinin Optimizasyon Sonrasi Senaryo B Basar1 Oranlari

TUm senaryolar igin optimizasyon sonrasinda LGBM topluluk 6grenmesi algoritmasinda
ulasilan en yiiksek basari oranlari, 0,9653 dogruluk ve 0,9459 f1 skor ile Senaryo A2 No-
VPN 15s veri setinde elde edilmistir.

Senaryo A2 No-VPN 15s veri seti ile LGBM algoritmasi kullanilarak elde edilen Sekil
4.8’de yer alan karmagsiklik matrisine gore yapilan analizde sinif tiirlerini tahmin
etmedeki en belirgin hatanin chat ile browsing siniflar1 arasinda oldugu goriilmektedir.
Bu durum, chat smifina ait orneklerin browsing olarak ya da browsing smifina ait

orneklerin chat sinifi olarak tahmin edildigini gostermektedir.
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Sekil 4. 8. LGBM Algoritmasi ile Senaryo A2 No-VPN 15s Veri Seti Karmagiklik
Matrisi

LGBM algoritmasi ile elde edilen basari oranlar1 i¢in kullanilan parametreler Tablo

4.15’te yer almaktadir.

Tablo 4. 15. LGBM Algoritmasi igin En Iyi Parametre Degerleri

Parametrenin Ad1  Degeri

colsample_bytree 0.8
learning_rate 0.5
max_depth 13
min_child_samples 257
min_child_weight 0.01

n_estimators 604
num_leaves 18
reg_alpha 0
reg_lambda

subsample 0.9
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Senaryo Al, A2 ve B’de yer alan toplamda 16 adet veri seti ile optimizasyon sonrast
tekrardan egitime ve teste tabi tutulan LGBM algoritmasinin test siireleri Tablo 4.16’da
yer almaktadir. LGBM algoritmasinin test siiresi girdi basma 0,000074 saniye olup
toplam 0,25 saniye olarak hesaplanmistir. Optimizasyon sonrasinda en basarili sonuglarin
elde edildigi topluluk 6grenmesi algoritmasi LGBM’nin ortalama test siiresi, denetimli
makine 6grenmesi algoritmalarindan en basarili sonuglari veren KNN algoritmasinin
Tablo 4.10°da gosterilmis olan ortalama test suresinden (0,48 saniyeden) daha az
cikmistir. Burada LGBM algoritmasinin kategorizasyon hizinin yaklasik iki kat daha
yiiksek oldugu goriilmektedir.

Tablo 4. 16. LGBM Algoritmasinin Optimizasyon Sonrasi Test Siireleri

. Test LGBM
Algoritma Edilen Test | Birim Test
Veri Sayis1 | Sdresi Stresi

Senaryolar (adet) ©) (s/adet)
Senaryo Al 15s 5.628 006 | 0000011 | § 2
Senaryo Al 30s 4.397 010 | 0000023 | & 2
Senaryo A1 60s 4.655 025 | 0000054 | fE
Senaryo Al 120s 3.236 034 | 0000105 | £8
Senaryo A2 No-VPN 15s 2.690 0,27 0,000100
Senaryo A2 VPN 15s 2.938 0,93 0,000317 S
Senaryo A2 No-VPN 30s 2.076 003 | 0000014 | 2§
Senaryo A2 VPN 30s 2.321 0,04 0,000017 | § §
Senaryo A2 No-VPN 60s 2.574 0,03 | 0000012 | E
Senaryo A2 VPN 60s 2.081 0,03 0,000014 | o §
Senaryo A2 No-VPN 120s 1.546 0,02 0,000013 é‘ 2
Senaryo A2 VPN 120s 1.690 011 | 0,000065 | 5 %
Senaryo B 15s 5.704 0,16 0,000028 %‘3 g
Senaryo B 30s 4.543 0,64 0000141 | A=
Senaryo B 60s 4.825 0,23 0,000048
Senaryo B 120s 3.501 0,79 0,000226
Ortalama Test Sureleri 0,25 0,000074

Bu sonuglar, optimizasyon sonrasinda da hem en basarili hem de en hizli algoritmanin

LGBM topluluk 6grenmesi algoritmasi oldugunu gostermektedir.
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5. SONUC, TARTISMA VE ONERILER

5.1. Sonuclar ve Tartisma

Yapilan sifreli trafigin siniflandirilmasi ¢alismasinda siber giivenlik uzmanlarinin ag
Uzerindeki tehditleri tespit etme ve saldirilar1 Onleme yeteneklerini artirmak ve
sistemlerin daha giivenli hale getirilmesini saglamak amaglanmistir. Bu siniflandirma ile
siber giivenlik uzmanlar1 belirledikleri politikalar kapsaminda istenmeyen siniflara iligkin
trafikleri tespit edip engelleyebileceklerdir. Calisma kapsaminda ag trafiginde yaygin
olarak kullanilan simiflar1 iceren ve gercek ag trafigi verilerinden elde edilmis olan
ISCXVPN2016 veri seti kullanilmistir. Bu veri seti i¢in denetimli makine 6grenmesi
algoritmalarindan KNN, SVM ve LR ile topluluk 6grenmesi algoritmalarindan LGBM
algoritmast kullanilmigtir. Kullanilan algoritmalar i¢in Oncelikle orijinal veri seti ile
egitim ve test gerceklestirilmistir. Daha sonra dengesiz dagilimli veri setleri SMOTE ile
dengelenip rastgele arama ve ¢apraz dogrulama ile parametre optimizasyonu yapilarak
tekrar egitim ve test gerceklestirilmistir. Yapilan optimizasyon sonucunda elde edilen

sonuglar incelenmis ve basar1 oranlarinin arttig1 goriilmiistiir.

Bu calismada her bir senaryo ve ilgili veri setleri i¢in, topluluk 6grenme algoritmast
LGBM ile elde edilen basari oranlarinin, kullanilan denetimli makine 6grenmesi
algoritmalarindan KNN, SVM ve LR ile elde edilen basar1 oranlarindan daha yiiksek
oldugu gorilmiistiir. Bu sonug; Ugurlu vd. [2], Caicedo vd. [6], Obas1 [27], Bagui vd.
[32], Zhang vd. [35], Zhou vd. [37], Afuwape vd. [40] ve Bozkir [43] tarafindan yapilan
calismalardaki topluluk 6grenmesi algoritmalarinda (genelde XGBoost ve RF ile) makine
O0grenmesi algoritmalarina kiyasla daha yiiksek basari oranlarina ulasildigi sonucunu

desteklemektedir.

En yiiksek basari oranlarina ulasilan LGBM algoritmasi ile elde edilen sonuglarin birebir
karsilagtirmasi, ISCXVPN2016 veri seti kullanilarak tiim senaryolar1 ele alan
calismalarda (Ugurlu vd. [2], Caicedo vd. [6], Draper-gil vd. [8], Majeed vd. [39] ve
Bozkir vd. [43]) elde edilen en yiiksek basari oranlari ile yapilmis olup sonuglar Tablo

5.1°de sunulmustur.
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Tablo 5. 1. Yapilan Calismanin Diger Tiim Senaryolar iceren Calismalarla

Karsilagtirmasi
Senaryo Yazar(lar) Algoritma Dogruluk F1 skor Kesinlik
- Ugurlu vd. [2] XGBoost %93,04 - -
<C‘): Draper-gil vd. [8]  C4.5 - - %90,60
§ Majeed vd. [39] HFL %86 - -
é Bozkir vd. [43] XGBoost - %99 -
Kendi calismamiz LGBM 291,35 %091,73 %091,99
Ugurlu vd. [2] XGBoost %94,53 - -
(<\EI Caicedo vd. [6] Bagging %94,42 - -
% Draper-gil vd. [8] C45 - - %89
o Majeed vd. [39] HFL %86 - -
) Bozkir vd. [43] XGBoost - %99 -
Kendi ¢alismamiz LGBM %096,53 9094,59 2094,86
Ugurlu vd. [2] XGBoost  %86,06 £ -
m Caicedo vd. [6] Bagging %86,94 - -
S\ Draper-gil vd. [8] C4.5 - - %80,90
g Majeed vd. [39] HFL %81 - -
2 Bozkir vd. [43] XGBoost - %99 -
Kendi ¢alismamiz  LGBM %90,05 %86,14 %86,83

Senaryo Al’de en yiiksek basar1 oranlar1 15s veri setinde elde edilmis olup dogruluk
%91,35, f1 skor %91,73 ve kesinlik %91,99°dur. Bu sonug ile Draper-gil vd. [8]
tarafindan yapilan ¢alismadaki %90,6 kesinlik orani ile karsilagtirildiginda %1,5 daha
basarilidir. Majeed vd. [39] tarafindan yapilan ¢alismadaki %86 dogruluk orani ile
karsilagtirildiginda %5,5 daha basarihidir. Ancak Ugurlu vd. [2] tarafindan yapilan
calismadaki %93,04 dogruluk oranindan %2 ve Bozkir vd. [43] tarafindan yapilan
¢alismadaki %99 f1 skoru’ndan %7 daha az basarilidir.

Senaryo A2’de en yiiksek basar1 oranlar1 15s veri setinde elde edilmis olup dogruluk
%96,53, f1 skor %94,59 ve kesinlik %94,86’dir. Bu sonug ile Draper-gil vd. [8] tarafindan
yapilan calismadaki %89 kesinlik orani ile karsilastirildiginda %6 daha basarilidir.
Caicedo vd. [6] tarafindan yapilan ¢alismadaki %94,42 dogruluk oran1 ile
karsilastirildiginda %2 daha basarilidir. Majeed vd. [39] tarafindan yapilan ¢alismadaki
%86 dogruluk orani ile karsilastirildiginda %10 daha basarilidir. Ugurlu vd. [2] tarafindan
yapilan ¢alismadaki %94,53 dogruluk orani ile karsilastirildiginda %2 daha basarilidir.
Ancak Bozkir vd. [43] tarafindan yapilan ¢alismadaki %99 f1 skoru’ndan %4 daha az

basarilidir.
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Senaryo B’de en yiiksek basari oranlart da yine 15s veri setinde elde edilmis olup
dogruluk %90,05, f1 skor %86,14 ve kesinlik %86,83’dir. Bu sonug ile Draper-gil vd. [8]
tarafindan yapilan ¢alismadaki %80,9 kesinlik orami ile karsilastirildiginda %6 daha
basarilidir. Caicedo vd. [6] tarafindan yapilan ¢alismadaki %86,94 dogruluk orani ile
karsilastirildiginda %3 daha basarilidir. Majeed vd. [39] tarafindan yapilan ¢alismadaki
%81 dogruluk orani ile karsilastirildiginda %9 daha basarilidir. Ugurlu vd. [2] tarafindan
yapilan ¢alismadaki %86,06 dogruluk orani ile karsilastirildiginda %4 daha basarilidir.
Ancak Bozkir vd. [43] tarafindan yapilan ¢alismadaki %99 f1 skoru’ndan %4 daha az

basarilidir.

Sifreli ag trafiginin siniflandirilmasina iligkin yapilan bu ¢alismada, basar1 oranlarinin
yani sira glinimizde neredeyse her alanda énemli bir kriter olan test sireleri de goz
ontinde bulundurulmustur. En iyi basari oranlarmin elde edildigi LGBM topluluk
Ogrenmesi algoritmasinin ortalama birim test stiresi 0,000074 saniye olup KNN makine
O0grenmesi algoritmasmin ortalama birim test stresi 0,000140 saniyeden daha az
cikmistir. Bu, LGBM’nin kategorizasyon iglemini daha kisa siirede yaptigi ve KNN
algoritmasindan yaklagik iki kat daha hizli ¢alistigi anlamina gelmektedir. Bu sonuglar
Khatouni ve Heywood [52] tarafindan yapilan g¢alismanin aksine, sifreli trafigin
siniflandirilmasinda  topluluk  6grenmesi  algoritmasinin =~ makine  dgrenmesi

algoritmasindan daha hizli calistigin1 gostermektedir.

Ayrica ¢alismanin optimizasyon Oncesi ve sonrasindaki basar1 oranlari ve test siireleri
incelendiginde SVM algoritmasinin basar1 oran1 ve hiz agisindan etkin kategorizasyon
gerceklestiremedigi, LR algoritmasimin en hizli kategorizasyonu saglamasina karsin
basar1 oranmin yiiksek olmadigi, KNN algoritmasinin basar1 oraninin yiiksek oldugu
ancak hiz agisindan LR algoritmasindan daha geride kaldigi, LGBM algoritmasinin ise
en yliksek basar1 oranlarmi verdigi ve hiz agisindan da etkin kategorizasyon
saglayabildigi goriilmiistiir. Bu veriler, kategorizasyon hizinin kritik oldugu durumlarda

LR ve LGBM algoritmalarinin tercih edilebilecegine isaret etmektedir.
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5.2. Cahsmanin Akademik Katkisi

Yapilan calismada hem dogruluk hem de hiz agisindan yiiksek performans gosteren bir
LGBM topluluk 6grenmesi modeli gelistirilmistir. ISCXVPN2016 veri seti kullanilarak
yapilan ¢alismada, daha 6nce LGBM topluluk 6grenmesi algoritmasi ile KNN, SVM ve
LR denetimli makine Ogrenmesi algoritmalarin1 kiyaslayan bir ¢alismaya

rastlanmamustir.

Ayrica bir siniflandirma probleminin etkinliginden bahsedebilmek igin modelin basarisi
kadar hiz1 da 6nemlidir. Ancak bu agidan ele alinan ¢aligmalar goriilmemis olup ilgili
algoritmalarin test siireleri hesaplanarak siniflandirma hizi agisindan da karsilagtirma

yapan bir ¢alisma gerceklestirilmistir.

Kullanilan veri setinin biiyiikliigii ve gesitliligi ise elde edilen sonuglarin genelleme ve
gecerlilik acisindan daha gii¢li olmasmi saglamaktadir. Onerilen modelin test
edilebilmesi i¢in ¢calismada kullanilan veri setinde yer alan tiim senaryolara iligkin veri
setleri analiz edilmistir. Bu veri seti kullanilarak yapilan diger ¢alismalarda bu kadar

detayl1 bir karsilastirmanin yapilmadig: da dikkatimizi ¢ekmistir.
5.3. Calismanmin Sektore Katkisi

Sifreli trafigin siiflandirilmasina iligkin yapilmis olan bu tez c¢alismasinda Onerilen
modeli kullanacak siber giivenlik uzmanlari, sifreli trafigi daha etkin bir sekilde
siiflandirarak tehditleri yiiksek dogruluk ve hizla tespit edebilir, istenmeyen tirden
trafikleri engelleyebilirler. Giivenlik sirketleri, bu g¢alismanin bulgularini kullanarak
mevcut tehdit tespiti ve engelleme sistemlerini giiclendirebilirler. Ornegin, yeni nesil
giivenlik duvarlari veya ag izleme sistemleri ile Onerilen modelin entegrasyonu yapilarak
daha etkin ve adaptif glvenlik modilleri olusturulabilir. Bu Urtinlerle, ag trafigi analiz
edilerek istenmeyen tirden trafikler siniflandirilabilir ve tehditlere karsi otomatik

onlemler alinabilir.
5.4. Oneriler

Sifreli trafigin simiflandirilmasi, giivenli ag yonetimi acisindan kritik bir konudur. Bu
konuda yapilan yapay zeka temelli ¢caligmalar 2000’1i yillarda yogunluk kazanmis olup

gunimdizde de artan 6nemiyle devam etmektedir.
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Gelecek calismalarda;

e Farkli veri setleri olusturulup modele entegre edilerek gelistirilen model daha
genellenebilir hale getirilebilir.
e Veri biitiinliigliniin korunmasi i¢in sifreli trafigin siniflandirilmasinda gelistirilen

modelin zaman damgasi ile entegrasyonu saglanabilir.

Bu alandaki ¢alismalar gelistirildikge siber giivenlik uzmanlarinin ag tizerindeki tehditleri
tespit etme ve saldirilart 6nleme yetenekleri artirilacak, sistemsel glivenligin daha ileri

seviyelere ulagmasi saglanacaktir.
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