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Bu tez beg boliimden olugmaktadir.

Ik boliim giris kismina ayrilmistir.

Ikinci boliimde, toplanabilme teorisinin bazi temel kavramlarina yer verilmistir.
Uctincii boliimde, oncelikle istatistiksel yakinsaklik ile kuvvetli p-Cesaro toplana-
bilme kavramlar: tanmitilip sinirh diziler i¢in bu kavramlarin denkligi gésterilmistir.
Daha sonra A-istatistiksel yakinsaklik ve A-kuvvetli toplanabilme kavramlar: tanitilip
yine smirh diziler i¢in bu kavramlarin denkligi gosterilmistir.

Doérdiincii boliimde, ¢arpimsal (P 6zellikli) matrisler tanitilip reel terimli, regiiler bir
A matrisinin carpimsal olmasi karakterize edilmistir. Daha sonra bir A matrisinin
sinirli toplanabilme alaninin ¢arpan uzay: incelenmigtir.

Son boliimde ise, ilk olarak A-diizgiin integrallenebilen diziler uzayi ile A-sinirh diziler
uzay1 tanitilmig ve bir z dizisinin A-kuvvetli yakinsak olmasi i¢in gerek ve yeter kosu-
lun z dizisinin A-istatistiksel yakinsak ve A-diizgiin integrallenebilir olmasi oldugu
gosterilmigtir. Daha sonra A-diizgiin integrallenebilirlik kullanilarak bir I/ cebiri i¢in
A matrisinin ¢arpan uzay1 karakterize edilmistir. Ayrica, A-diizgiin integrallenebilen
diziler uzay iizerinde A-istatistiksel yakinsakligin negatif olmayan regiiler ve iiggensel

bir matris metoduna denk oldugu gosterilmistir.
2009, 56 sayfa

Anahtar Kelimeler : Carpimsal toplanabilme metodu, kuvvetli toplanabilme

metodu, istatistiksel yakinsak dizi, carpan uzaylar
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Supervisor: Prof.Dr. Cihan ORHAN

This thesis consists of five chapters.

The first chapter is devoted to the introduction.

In the second chapter, some basic concept of summability theory has been recalled.
In the third chapter, the concepts of statistical convergence and strong p-Cesaro
convergence of sequences have been studied and equivalence of these concepts for
bounded sequences have been given. Subsequently, the idea of A-statistical conver-
gence and A-strong convergence of sequences have been explained. The equivalence
of these concepts for bounded sequences have also been examined.

In the fourth chapter, multiplicative matrices (property P) have been explained. A
characterization of a multiplicative regular matrix with real entries has been given.
Subsequently, multiplier space of the bounded summability field of a matrix has been
investigated.

In the final chapter, by using a recently introduced concept of A-uniform integrabil-
ity, multipliers of A, over any algebra, i/, has been characterized. It has been shown
that x is A-strongly convergent if and only if it is A-statistically convergent and A-
uniformly integrable. Moreover, it has been shown that, over the space of A-uniform
integrable sequences, A-statistical convergence is equivalent to a nonnegative regular

and triangular matrix method.
2009, 56 pages

Key Words: Multiplicative summability method, strong summability method, sta-

tistically convergent sequence, multiplier spaces
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SIMGELER DiZzZiNi

Ua A-diizgiin integrallenebilen diziler uzay1

st A-istatistiksel yakinsak diziler uzay1

i(A) A kiimesinin asimptotik yogunlugu

w(A) A-kuvvetli toplanabilen diziler uzay1

|A| A kiimesinin eleman sayis1

A¢ A kiimesinin tiimleyeni

XA A kiimesinin karakteristik fonksiyonu

A* A matrisinin sinirh toplanabilme alam

cA A matrisinin toplanabilirlik alan

Sa A-sirh diziler uzay:

Ci Cesaro matrisi

h.h.k Hemen her k&

Wp Kuvvetli p-Cesaro toplanabilen diziler uzay:
-1 oo (o, uzaymin aligilmig supremum normu

my my (ca NU, cq)

w Reel ya da kompleks terimli tiim diziler uzay:
wo(A) Sifira A-kuvvetli toplanabilen diziler uzay1
le Siirh diziler uzay:

my(E,F) U iizerinde carpanlarin uzayi

{(Az),} x dizisinin A matrisi altindaki doniigiim dizisi
A(x) {(Az),} dizisinin limiti



1. GIRIS

Smirli  diziler uzay1 {. ile gosterilmek iizere keyfi bir B matrisi icin
mp(le) = {x €l : her y € cg Nl i¢in xy € cp} uzaymin karakterize edilmesi
toplanabilme teorisinin bugiine kadar ¢oziillememis 6nemli bir problemidir. Bununla
iligkili olarak bir bakima daha kolay bir problem de ¢arpimsal metodlar i¢in mpg({)
uzaymin karakterizasyonudur. Bu tiir bir karakterizasyon Henriksen ve Isbell (1964)
tarafindan bir konferansta sunulmug ancak yayilanmamustir. Petersen (1972) tarafin-
dan bir ispat yaymlanmig ancak bu ispatin yanhg oldugu Khan ve Orhan (2007)

tarafindan yapilan incelemelerle ortaya konulmustur.

Bu tezin amac regiiler ve carpimsal toplanabilme metodlarinin toplanabilirlik alan-

larinin ¢arpanlarin karakterize etmektir.

Bu tezde, A-diizgiin integrallenebilme kavrami kullanilarak A-diizgiin integrallenebilir
diziler uzay1 tarafindan igerilen bir U cebiri i¢in A matrisinin ¢arpan uzay1 karak-
terize edilecektir. Ayrica, carpimsal negatif olmayan ve regiiler bir B matris topla-

nabilme metodu i¢in mp(ls) = cp N ls = stp N Ly oldugu gosterilecektir.

Fridy (1985) tarafindan istatistiksel yakinsakligin bir matris gosteriminin olmadigini
ispatlanmigtir. Fridy ve Miller (1991) tarafindan ise istatistiksel yakisaklik ve mat-
ris toplanabilme metodlarinin bir sinifi arasinda kuvvetli bir baglant1 oldugunu gos-
terilmigtir. Burada ise A-diizgiin integrallenebilir diziler uzay1 tizerinde A-istatistiksel
yakinsakligin negatif olmayan regiiler ve iicgensel bir matris metoduna denk oldugu

gosterilecektir.



2. TEMEL KAVRAMLAR

Bu boliimde toplanabilme teorisinin bazi temel kavramlar: verilecektir. Bu yiiksek

lisans tezinde N = {1,2,3, ...} dogal sayilar kiimesini gosterecektir.

Tanmim 2.1 w, reel ya da kompleks terimli tiim dizilerin uzay1 ve £ C w alt vektor
uzay1 olmak iizere E uzayma bir dizi uzay1 denir. Bir F dizi uzayindan reel veya
kompleks cisime tanimli lineer bir f fonksiyoneline toplanabilme metodu denir. Eger
E yakisak diziler uzayim igeriyor ve limz = L oldugunda f(z) = L oluyorsa f

fonksiyoneline regiiler toplanabilme metodu denir.

Tanim 2.2 A = (a,;) reel ya da kompleks terimli sonsuz matris ve x = (zy) bir dizi

olmak {iizere her n € N i¢in
o0
E Ank Tk
k=1

serisi yakinsak ise

(Az), = Z T
k=1
olmak tizere Az := {(Ax),} dizisine x dizisinin A doniigiim dizisi denir (Maddox
1970).
wa:={r €w:{(Ax),} dizisi mevcut}
ve

ca={xcew:{(Ax),} dizisi yakinsak}

kiimelerini tamimlayalim. Eger f : ¢4 — K fonksiyonelini f(z) = lim(Az),, seklinde
tamimlarsak f bir toplanabilme metodudur. Eger lim(Az), = L ise z dizisi L

degerine A — toplanabilirdir denir. Bu tezde A(x) := lim(Ax),, ile gosterilecektir.

Teorem 2.1 (Silverman-Toeplitz) Bir A = (a,;) matrisinin regiiler olmasi igin

gerek ve yeter kosul;

(i) |A]] := sup Y _ an| < oo
" k=1
(i1) lim a,, =0 (her k icin)



(111) hm Za”k =1

olmasidir (Hardy and Littlewood 1913, Boos 2000).

Ornegin
L 1<k<n
Cnk =
0 , k>n

ile tanimli C'; Cesaro matrisi regiilerdir.

Tanim 2.3 A ve B iki matris toplanabilme metodu olsun. Her x € ¢4 N ¢p igin

lim(Az),, = lim(Bx),, oluyorsa A ile B tutarhdir denir (Boos 2000).

Tamim 2.4 A ve B iki matris toplanabilme metodu olmak iizere eger cg D ¢y ve
A ile B tutarh ise B metodu A metodunu igeriyor denir ve B D A ile gosterilir.

B D A D B oluyorsa A ile B denktir denir (Boos 2000).



3. ISTATISTIKSEL VE A-iISTATISTIKSEL YAKINSAKLIK

Bu boliimde once istatistiksel yakinsaklik incelenecek daha sonra istatistiksel yakin-
sakligin matris karakterizasyonu verilecek ve kuvvetli yakinsaklik ile iligkisi ince-
lenecektir. Ayrica, A-istatistiksel yakinsaklik kavrami ele alinacak ve A-istatistiksel
yakinsaklik ile A-kuvvetli toplanabilmenin iligkisi incelenecektir. Bu boéliimde ele
alimacak diziler reel terimli olup aslinda elde edilen sonuclarin bir ¢cogu kompleks

terimli diziler i¢in de gecerlidir.
3.1 Istatistiksel Yakinsaklik
Bu kisimda bir dizinin istatistiksel yakinsakligi incelenecektir.

Tanim 3.1.1 K C N kiimesini alalim.
o1

(K):=lim—|{k<n:keK}
non

limiti mevcut ise bu limite K kiimesinin asimptotik yogunlugu denir (Niven and
Zuckerman 1980). Burada A C N olmak iizere |A| ile A kiimesinin kardinal sayisi

gosterilmektedir.

Tanim 3.1.2 = = (x) bir dizi olsun. Her ¢ > 0 igin,
.1
lim—{k<n:|lzy—L|>e}|=0
non

olacak sekilde bir L sayis1 varsa x dizisi L sayisina istatistiksel yakinsaktir denir ve

st —lima = L ile gosterilir (Fast 1951, Steinhaus 1951).

Simdi bir € > 0 i¢in E, = {k: |z, — L| > €} dersek xp_ bu kiimenin karakteristik
fonksiyonu olmak iizere st — limx = L olmasi icin gerek ve yeter kosul her ¢ > 0

icin lim (Cix g, (k))n = 0 olmasidur.



Ornek 3.1.1
Vi . k=m?
T = (m=12,..)
1, k#m?

seklinde tanimlanan x = () dizisini inceleyelim. Her € > 0 i¢in,
1 1 .1
lim—[{k<n:|zpg—1>e} <lim—|{k<n:z; #1} <lim—y/n=0
n n n n n n
oldugundan st — lim z = 1 bulunur.

Tanim 3.1.3 = = (z},) dizisi bir P 6zelligini yogunlugu sifir olan bir kiime digindaki
her k icin gergekliyorsa x dizisi P 6zelligini hemen her k igin gercekliyor denir

(Fridy 1985).

Onerme 3.1.1 2 = (x;) bir dizi olmak tizere, = dizisinin istatistiksel yakinsak
olmasi i¢in gerek ve yeter kosul 2 = y (h.h.k) olacak bicimde yakinsak bir y = (yx)

dizisinin mevcut olmasidir (Fridy 1985).

Onerme 3.1.2 Bir z = (xy) dizisinin bir L sayisina istatistiksel yakinsak olmasi igin

gerek ve yeter kogul §(K) = 1 olacak bi¢imde bir K C N i¢in %m}g xr = L olmasidir
<

(Salat 1980, Fridy 1985, Connor 1988).

x ve y iki istatistiksel yakinsak dizi ve A € R olmak iizere xy = (zpyx) ve Ax = (Azy)
dizileri de istatistiksel yakinsak dizilerdir. x dizisinin bir L sayisina yakinsak olmasi
x dizisinin yine L sayisina istatistiksel yakinsak olmasini gerektirdigi acgiktir. O

halde istatistiksel yakinsaklik, yakinsakligin bir genigletilmesidir.

Teorem 3.1.1 = = () bir dizi olmak iizere, = bir L sayisina istatistiksel yakinsak
ise © = y + z olacak bigimde L degerine yakinsak bir y = (y,) dizisi ve sifira
istatistiksel yakinsak bir z = (z;) dizisi vardir. Hatta = dizisi smirh ise 2z dizisi de

siirhidir (Connor 1988).



Ispat: st —limz = L olsun. Ny = 0 olmak iizere n > N; icin,
S|k < - 212 1 <
— n:|ry — -
n > k =] j
olacak sekilde pozitif tamsayilarin artan bir,
Ny < Ny < ...

dizisini alahm. y = (yx) ve z = (2;) dizilerini agagidaki gekilde tanimlayalim;
Ny < k < Nj ise

zr = 0 ve yr = g

olsun. j >1ve N; <k < N;4; icin

1

|z, — L] < = ise yp = xp ve zp =0
J
I

|z, — L] > =iseyy=Lvezy=x,—L
J

olsun. Bu durumda = = y + 2z gergeklenir. Ayrica ||z||  := sup |z;| olmak iizere
k

dizisi smirh ise

12]lo0 < 7]l o + L]

oldugu agiktir. Simdi e > 0 alalim ve j’yie > % olacak sekilde secelim. k > N; olmak
tizere; |z, — L| < % ise |yr — L| = |zg — L| oldugundan |y, — L| < e, |z — L| > %
ise |yr — L| = |L — L| = 0 olup ¢ keyfi oldugundan y dizisi L degerine yakinsaktir.

Her n sayisi ve her € > 0 igin,
{k<n:z#0} =k <n:lz|>ce}
oldugundan st — lim z = 0 oldugunu gostermek igin
1
lim—|{k<mn:z#0} =0
non

oldugunu gostermek yeterlidir. % < 6 olacak gekilde 6 > 0 ve j € N alalim.



N; < k < Njy; ise sadece |z, —L| > % oldugunda z; # 0 olur. O halde
N <k< Nl+1 ise
1
{k<mn:z #0} C {kgn:\xk—L\>7}

olur. Sonug olarak, N; < k < Nyy1 ve l > j ise,
1 1 1 1 1
—Hk<n:z #0} < —|dk<n:|lz,—L|>-;|l<-<=<96
n n [ [ g

gerceklenir. Bu da ispati tamamlar.

Istatistiksel yakinsakliga regiiler bir toplanabilme metodu olarak bakilabilir. Asagida
istatistiksel yakinsakligin bir matris toplanabilme metodu tarafindan i¢cerilmedigini

gosterecegiz. Bunun icin oncelikle agagidaki lemmay1 verecegiz.

Lemma 3.1.1 Sonsuz sayida k igin ¢, # 0 olacak sekilde bir ¢ say1 dizisini alalim.

Bu durumda x; = 0 (h.h.k) ve

oo
E tkl’k = o0
k=1

olacak sekilde bir x dizisi vardir (Fridy 1985).

Ispat: {m (k)} pozitif tamsayilarin artan bir dizisi ve her & icin,
m(k) > k* ve toyp # 0

olsun. Simdi bir x = (z},) dizisini

Ty = ve z, = 0 (diger durumlarda)

Lo (k)

olacak gekilde tanimlayalim. O halde z) = 0 (h.h.k) ve

Z lpry = Z Lin(k) Tm(k) = OO
k=1 k=1



gerceklenir.

Teorem 3.1.2 Hicbir matris toplanabilme metodu istatistiksel yakinsaklik meto-
dunu igermez (Fridy 1985).

Ispat: Lemma 3.1.1 gosteriyorki istatistiksel yakinsaklik metodunu iceren bir mat-
ris 6ncelikle satir sonlu olmahdir. Keyfi satir sonlu bir A = (a,;) matrisini alalim.
Sifirdan farkli a,,) ;) elemanim segelim. Daha sonra k(1) > k' (1), anayray # 0 ve

k> k(1) i¢in an(), = 0 olacak sekilde bir k(1) kolonunu secelim. Her m icin,
k(m) > m? ise A (m) k(m) 7 0

ve

k> k(m) ise anmyr =0

olmak iizere satir ve siitun indislerinin artan bir dizisini segebiliriz. Simdi = = (xy)

dizisini

1
Ty = —
(n(1),k(1)
1 m—1
Thm) = ——— |m— (n(m), k(i) Tk(i)
An(m),k(m) ;
zr = 0 (diger durumlarda)
seklinde tanimlayalim. O halde
(A'T)n(m) = Zan(m),kxk :Zan(m),k(z)xk(z)
k=1 i=1
m—1
= QAn(m),k(m)Tk(m) + Z Qn(m), k(i) k(i)
=1
m—1 m—1
= an(m),k(m) o m — Zan (m) k() Tk(3) +Zan(m),k(i)ﬂfk(i)
On(m),k(m) i=1 i=1

= m



elde edilir. Dolayisiyla {(Ax)n(m)} dizisi yakinsak degildir. Bir bagka deyimle z
dizisi A-toplanabilen bir dizi degildir. Ayrica k(m) > m? oldugundan,

{k <n:x, #0} <Vn

olup
1 1
lim—{k<n:z; #0} <lim—yn=0
n mn n n

oldugundan st — limz = 0 elde edilir. Bu durumda z dizisi istatistiksel yakinsak
oldugu halde A-toplanabilir degildir, yani A metodu istatistiksel yakinsaklig: iger-

mez.

Simdi de istatistiksel yakisakligin icerdigi asikar olmayan bir matris metodunun

varhigini gosterelim.

Ornek 3.1.2 A = (a,;,) matrisi,

1 ., k=mnwven tam kare degil
k=14 3 , n=m?vek=nveyak=(m—1)
0 , diger durumlarda

seklinde tanimlansi. O halde her x = () dizisi igin

o , n=1
(Az), = x(m—1)22+:r:m2 L n=m?(m=12,.)
Tn , n tam kare degil

gergeklenir. A matrisi regiiler ve tiggen bir matrisdir. Kabul edelimki lim(Ax),, = L

olsun.

[{k <n:(Ax) # 2} <V

oldugundan

1 1
limﬁ H{k <n:(Azx); # o} < lim ﬁ\/ﬁ =0



gerceklenir. Dolayisiyla (Az), = 2 (h.h.k) olur. Bu durumda Onerme 3.1.1°den
st —limxz = L gerceklenir. O halde istatistiksel yakinsaklik metodunun A meto-
dunu icerdigini soyleyebiliriz. Simdi de A metodunun yakinsakliga denk olmadigini

gosterelim. Bunun ig¢in bir # = (xy) dizisini,
T = (m=12,..)

seklinde tammlayalim. Bu durumda (Az); = —3 ve n > 1 i¢in (Az),, = 0 elde edilir.

x dizisi yakinsak degildir fakat A-toplanabilirdir (Fridy 1985).
3.2 Istatistiksel Yakinsakligin Matris Karakterizasyonu

Bu kisimda matris metodlarinin bir 7 sinifi ile matris toplanabilme ve istatistiksel

yakinsaklik arasinda giiclii bir iligki kurulacaktir. Simdi,
(i) Her n igin Zank =1,
k=1

(i1) K C N olmak iizere 6(K) = 0 ise limz Apg =0
keK
olacak gekilde negatif olmayan iiggensel A = (a,;) matrislerinin smifi 7 olsun. Bu

smuftaki her matris negatif olmayan terimlere sahip oldugundan (i) ve (ii) sartlari,
matrisin regiilerligi icin Silverman-Toeplitz kosullarinin gerceklenmesini garantiler.
Sozii edilen karakterizasyonu vermek i¢in agagida ispatsiz verilen lemmaya ihtiyag

duyulacaktir.

Lemma 3.2.1 Sinirh bir x = (zy) dizisi istatistiksel yakinsak degilise {n € N : x,, < A}
ve {n € N:z, > pu} kiimeleri sifir yogunluga sahip olmayacak sekilde A < p reel
sayilar1 vardir (Fridy and Miller 1991).

Teorem 3.2.1 Sinirh bir z = () dizisinin L sayisina istatistiksel yakinsak olmasi
icin gerek ve yeter sart her A € 7 igin lim(Ax), = L olmasidir (Fridy and Miller

1991).
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Ispat: Ilk olarak st — limz = L oldugunu kabul edelim. A € 7 ve £ > 0 olsun.
K = {keN:|zxy — L| > ¢} olmak iizere §(K) = 0 ve k ¢ K ise |z, —L| < ¢

gerceklenir.
(A)a =Ll = |> amae—L
k

= E ankxk—LE Ank;
2 2

S Z ank(a:k — L) + Z ank(xk — L)
kg K keK

< ¢ Z i + (sup |z), — L]) Z ke (3.2.1)
kg K k keK

elde edilir. Simdi (3.2.1) esitsizliginde her iki tarafin n — oo igin limiti alinirsa,

lim|(Ax), — L| < elim an+(su T —L)lim an,
n|() | nZk kp|k |n2k

ke K keK

gergeklenir. §(K) = 0 ve ¢ keyfi oldugundan (7i) koguluna gore
lim |(Az), — L| =0

olur. Yani 1171111(Ax)n = L gerceklenir.

Karsit olarak st —limx = M # L olsun. Bu durumda gerek kosuldan her A € 7 i¢in
liqllrn(Aa:)n = M +# L gergeklenir. O halde z dizisinin istatistiksel yakinsak olmadigini
kabul edelim. Lemma 3.2.1’den U = {k € N:zp < A} ve V ={k € N: x; > p} sifir
yogunluga sahip olmayacak gekilde A < pu reel sayilar1 vardir. O halde her £ € N
i¢in,

1
—HnelU:n<u} >¢
Uk

ve

1
—HfneV :n<ul} >e
(%7

olacak sekilde ¢ > 0, U' = {ux}ro, C U ve V' = {v}5, C V alt kiimeleri vardir.
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UNV =@ oldugundan U’ ile V' kiimeleri ayriktir. Simdi,
Uy=4{k<n:keU}

ve

V,={k<n:keV}

olmak iizere bir A = (a,;) matrisini,

;

0 , k>n

% . k<nwvengU UV
Ank = 1 ,

o nelU vekeU,

\|71n\ ., neVivekeV,

seklinde tanimlayalim. Bu durumda A € 7 olup
nel ise (Azx), < A

ancak

neV ise (Az), > p

olacaktir. O halde A € T gerceklendigi halde {(Az)}, yakinsak degildir.
3.3 Istatistiksel Yakinsaklik ve Kuvvetli p-Cesaro Toplanabilme
Bu kisimda kuvvetli p-Cesaro toplanabilme kavramimin tamimi yapildiktan sonra
sinirh diziler i¢in kuvvetli p-Cesaro toplanabilme ile istatistiksel yakinsakligin denk
oldugu gosterilecektir.
Tanmim 3.3.1 = = (x;) bir dizi ve 0 < p < oo olsun.
limliuk —L"=0
non
k=1
olacak gekilde L sayis1 varsa x dizisi L sayisina kuvvetli p-Cesaro toplanabilirdir
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denir (Hardy and Littlewood 1913, Connor 1988). Bu tezde p-Cesaro toplanabilen

dizilerin kiimesi w, ile gosterilecektir.

Teorem 3.3.1 p € R" olsun.

i) Bir dizi bir L degerine kuvvetli p-Cesaro toplanabilir ise ayni1 degere istatistiksel
yakinsaktir.

i1) Sinirh bir dizi L degerine istatistiksel yakinsak ise ayni degere kuvvetli p-Cesaro
toplanabilirdir (Connor 1988).

Ispat: i) L sayisma kuvvetli p-Cesaro toplanabilir bir 2 = (x) dizisini alahm. Her

e >0 icin

Z|I‘k—L|p = Z |$k—L|p+ Z |$k—L|p
k=1

1<k<n 1<k<n
‘mk—L|<s |ack—L‘25

> ok — L

1<k<n
‘zk—L|2€

2.

1<k<n
‘zk7L|ZE

:57’21

1<k<n
‘zka‘Za

= e’k <n:|zxy— L| > e}

v

v

gerceklenir. Bu durumda,

1 « P
"N o LP = [k <ncfay — LI >} 2 0 (3.3.1)
n n

k=1

elde edilir. (3.3.1) esitsizliginde her iki tarafin n — oo igin limiti alinirsa sol tarafin

limiti sifir olacagindan her ¢ > 0 igin

1
lim—{k<n:l|lz,—L|>e}|=0
non

gerceklenir. Yani st — limx = L olmalidir.
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i1) Simdi siirh bir x = () dizisini alahm. Ayrica st — limx = L oldugunu kabul
edelim. ||z| . := sup |z)| olmak tizere M := ||z||  + L tammlayalim. ¢ > 0 olmak
k

tizere her n > N, i¢in,

n

(i <oten-12 ('} <55

olacak sekilde bir V. > 0 segelim. Her k icin |z — L| < |zx| 4+ |L| = M oldugundan

|z, — LI” < MP elde edilir. n > N, olmak {izere,

E::{kEN:|xk—L|<<§>;}

dersek,
.
RS p 1 P p
> o= LP = =S D o= LI+ > ok — L
n k=1 n 1<k<n 1<k<n
\ kEEC kEE
.
1 €
< - MP? —
< S92 My
1<k<n 1<k<n
\ keE° kEE
1
< —{Mp {k’gn:|xk—L|Z(§>H—l—nE}
n 2 2
2 2

gerceklenir. Bu durumda st — limx = L gerceklenir.

Sonug¢ 3.3.1 Smurh diziler uzay1 iizerinde istatistiksel yakinsaklik ile kuvvetli

p-Cesaro toplanabilme denktir.

3.4 A-Istatistiksel Yakinsaklik ve Kuvvetli Toplanabilme

Bu kisimda A-istatistiksel yakinsaklik ve kuvvetli toplanabilme kavramlar1 verilip

sinirh diziler {izerinde bu kavramlarin denkligi gosterilecektir.
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Tamim 3.4.1 A = (a,;) negatif olmayan matris olmak iizere her € > 0 i¢in

1171111 Z anr = 0
ki|wp—L|>e
gercekleniyorsa x = (zy,) dizisi L sayisina A-istatistiksel yakinsaktir denir ve
sty —limx = L ile gosterilir (Connor 1989, Kolk 1991, Miller 1995). A-istatistiksel
yakinsak dizilerin uzayini st4 ile gosterirsek st uzayinin bir cebir yapisina sahip
oldugunu soyleyebiliriz. Burada U bir dizi uzay1 olmak {iizere her z,y € U igin
xy € U oluyorsa U uzayma bir cebir denir. A-istatistiksel yakinsaklik ile bir £ C N

kiimesinin A-yogunlugu baglantilidir. Eger,

da(E) := lim Zank
T ker
limiti mevcut ise F, A-yogunluga sahiptir denir (Freedman and Sember 1981).
Boylece bir ¢ > 0 i¢in E. := {k € N:|zy — L| > ¢} dersek, sty — limax = L ol-

masi i¢in gerek ve sart her € > 0 i¢in d4(E.) = 0 olmasidur.

A-istatistiksel yakinsaklik kavraminda A matrisi yerine C; Cesaro matrisi alinirsa

istatistiksel yakinsaklik kavrami elde edilir.

Daha once ispatlanan Teorem 3.2.1°in bir benzeri de A-istatistiksel yakinsaklik i¢in

verilebilir: A negatif olmayan regiiler bir matris olmak iizere,
o0

i) Her n icin ank =1,
k=1
it) K C N olmak tizere 4(K) = 0 ise limz bor, =0
keK
olacak sekilde tiim B = (bnk) matrislerinin sinifi 7 4 ile gosterilsin. O halde agagidaki

teorem ispatsiz verilebilir.
Teorem 3.4.1 Smirh bir z dizisinin bir L sayisina A-istatistiksel yakinsak olmasi

i¢in gerek ve yeter sart her B € 74 i¢in lim(Bz),, = L olmasidir (Fridy and Miller
1991).
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Simdi de A-kuvvetli yakinsakliga iliskin bilgileri hatirlatalim.

Tanim 3.4.2 A = (a,;) negatif olmayan bir matris ve peR™ olsun. Bir x = (xy)
dizisi i¢in,

li}LnZank |z, — LI =0
k

oluyorsa x dizisi L sayisina p indisine gore A-kuvvetli toplanabilirdir denir. Ozel
olarak p = 1 ise x dizisi L sayisina A-kuvvetli toplanabilir denir. (Freedman and
Sember 1989, Connor 1989). Bu tezde tiim A-kuvvetli toplanabilen dizilerin kiimesi

w(A) ve sifira A-kuvvetli toplanabilen dizilerin kiimesi wq(A) ile gosterilecektir.

Teorem 3.4.2 A negatif olmayan regiiler matris olsun. O halde,

(1) Bir x = (zy) dizisi L sayisina A-kuvvetli toplanabiliyorsa st 4 —lim x = L gergek-
lenir.

(ii) x = (x)) sirh bir dizi ve st4 — limx = L ise = dizisi, L sayisina A-kuvvetli
toplanabilirdir (Connor 1989).

Ispat: L = 0 almak genellikten birsey kaybettirmez.

(1) © € wo(A) alalm. Bu durumda,

" k

gerceklenir. Boylece her € > 0 icin,

S anklzl = D amklil+ ) an lak
k : <

v
g
)
=
e}

> e Y (3.4.1)

elde edilir. (3.4.1) esitsizliginde her iki tarafin n — oo igin limiti alimirsa sol taraf
sifira yakinsayacagindan ve sag taraf negatif olmadigindan sag taraf da sifira yakin-

sayacaktir. O halde sty — limx = 0 elde edilir.
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(i) Simdi x € sty Nl alalim. Bu durumda [|z||_, < oo olur. Ayrica

Zank|$k| = Z ang; |Tx| + Z Ank ||

k k:lzg|>e kx| <e
oo

< olle Do amte) anm
k:|xg|>e k=1

(3.4.2)

gerceklenir. A regiiler oldugundan (8.4.2) esitsizliginin sag tarafindaki ikinci ifade

¢’a yakinsar. Kabuliimiiz geregi esitsizligin sag tarafindaki ilk ifade de sifira yakin-

sayacagindan ve ¢ keyfi oldugundan x € wy(A) gergeklenir. Bu da ispat1 tamamlar.
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4. SINIRLI TOPLANABILME ALANLARI

Bu boliimde bir matrisin ¢arpimsal olmasi ve negatif olmayan regiiler bir matrisin

sinirli toplanabilme alaninin carpanlar ile ilgilenecegiz.
4.1 Carpimsal (P Ozellikli) Matrisler
Bu kisimda bir A matrisinin ¢arpimsalligi tanitilip bu 6zellik karakterize edilecektir.

Tanim 4.1.1 A reel terimli regiiler bir matris olmak iizere x ve 2’ sirasiyla L ve L’
sayilarina A-toplanabilen sinirh diziler oldugunda zz’ ¢arpimu da LL' ¢arpimina
A-toplanabilir oluyorsa A matrisi carpimsaldir veya P o6zelliklidir denir (Brauer

1956).

Teorem 4.1.1 A, carpimsal ve x terimleri 0 veya 1 olan bir dizi olsun. Eger x, L
sayisina A-toplanabilir ise L = 0 veya L = 1 gerceklenir (Brauer 1956).

Ispat: z terimleri 0 veya 1 olan bir dizi ve A matrisi carpimsal olsun. zz = z olup
A carpimsal oldugundan L = L? elde edilir. Bu ise L = 0 veya L = 1 olmasim

gerektirir.

Teorem 4.1.2 Reel terimli ve regiiler bir A matrisinin ¢arpimsal olmasi i¢in gerek
ve yeter kogul reel ve simirli bir z = () dizisi L sayisina A-toplanabilir oldugunda
(z2) dizisinin de L? sayisina A-toplanabilir olmasidir (Brauer 1956).

Ispat: A reel terimli, regiiler bir matris olmak iizere reel terimli, siurh z = ()
dizisi L sayisina A-toplanabilir oldugunda (z?) dizisi de L? sayisina A-toplanabilir
oluyorsa A matrisi @) 6zelliklidir diyelim. Simdi 2’ = (z},) = () alalm. A ¢arpimsal
oldugundan (z3zy) = (z2) de LL = L? sayisma A-toplanabilirdir.

Kargit olarak A matrisi @) 6zellikli olsun. x = (z) ve 2’ = (2}) dizileri sirasiyla L ve
L' sayilarina A-toplanabilir, reel terimli ve simirh diziler ise {zy, + .} ve {x) — 2} }
dizileri de reel terimli, sinirh ve sirasiyla L + L' ve L — L' sayilarina A-toplanabilir

dizilerdir. A matrisi, Q 6zellikli oldugundan {(z; + x;)z} ve{(zy — a:;)Z} dizileri de
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sirastyla (L + L')? ve (L — L')? sayilarina A-toplanabilirdir. Her k icin,
(2 + 24) — (2 — 24)? = dap),

ve

(L+ L) —(L—L) =4LL

oldugundan (z;x}) dizisi LL’ sayisisina A-toplanabilirdir.
Teorem 4.1.2’nin daha kullanigh olabilecek bir bagka hali asagida verilmistir.

Teorem 4.1.3 Reel terimli ve regiiler bir A = (a,,;) matrisinin ¢arpimsal olmas i¢in
gerek ve yeter kogul z = (z}) dizisi sifira A-toplanabilir oldugunda (z?%) dizisinin de
sifira A-toplanabilir olmasidir (Brauer 1956).

Ispat: A = (au) carpimsal bir matris olsun. Bu durumda z = () sifira
A-toplanabilir bir dizi ise (z7) dizisi de sifira A-toplanabilir bir dizidir.

Kargit olarak = = (zy) dizisi sifira A-toplanabilir oldugunda (z},) dizisi de sifira
A-toplanabilir olsun. L sayisina A-toplanabilen y = (y;) dizisi alalim. Bu durumda
(yr, — L) dizisi de sifira A-toplanabilirdir. Hipotezdenden {(y), — L)Z} dizisi de sifira
A-toplanabilirdir. O halde

(yx — L)* = yi — 2Lyy + L?

oldugundan

0=A(yi — 2Lyx + L?) = A(y7) — 2LA(yy,) + L?

gergeklenir. Buradan (y?) dizisinin L? sayisia A-toplanabilir oldugunu ssyleyebili-

riz. O halde Teorem 4.1.2°den A matrisi ¢arpimsaldir.
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4.2 Sinirhh Toplanabilme Alanlarinda Yaklagim

A reel terimli regiiler bir matris ve /., reel terimli ve sinirli diziler uzay1 olmak iizere
A* = {x €l : h,?l<Ax)” mevcut}
kiimesi ile A matrisinin sinirli toplanabilme alanim tanimlayalim, yani
A" =cy Nl

olsun. Bu kisimda, A* uzaymmin elemanlarina yine A* uzayina ait karakteristik
fonksiyonlarin sonlu lineer kombinasyonu ile diizgiin olarak yaklagilabilen A* kiimesini
karakterize edecegiz. Daha sonra A* kiimesinin carpanlar ile ilgilenecegiz. Bu

kistmda matrisler reel terimli ve regiiler alinacaktir.

Tanmim 4.2.1 X, /., uzaymin kapal alt uzayi olsun. £ C N alalim. F kiimesinin

karakteristik fonksiyonu;
1 , keFE

0, k¢ E

xe(k) =

olmak tizere, eger x € X ise E kiimesine X-kabul edilebilir (admissible) denir (Hill
and Sledd 1968).

Tamim 4.2.2 N dogal sayilar kiimesinin X-kabul edilebilir alt ctimlelerinin sonlu
pargalanmasina N kiimesinin X-kabul edilebilir pargalanmasi denir (Hill and Sledd

1968).

Tanmim 4.2.3 E; kiimeleri N dogal sayilar kiimesinin bir X-kabul edilebilir pargalan-

masini olugtursun. Her ¢ € N i¢in \; € R olmak {izere,

b= Z AiX g,
i=1

seklindeki bir fonksiyona X-kabul edilebilir fonksiyon denir (Hill and Sledd 1968).
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Teorem 4.2.1 Eger X kiimesi, X-kabul edilebilir fonksiyonlarin kapanisi ise bu
durumda X bir cebirdir (Hill and Sledd 1968).

Teorem 4.2.2 A*, /,, uzaymin bir alt cebiri ise A*, A*-kabul edilebilir fonksiyonlarin

kapanigina esittir (Hill and Sledd 1968).

4.3 Sinirh Toplanabilme Alanlarinin Carpanlar:

Bu kisimda sinirh toplanabilme alanlarinin carpanlari ile ilgilenecegiz.

Oncelikle A* uzaymin bir alt kiimesini tanimlayalim:
A :={x €l : her y € A" igin vy € A*}

kiimesi A* uzaymin bir alt kiimesidir. A* = A™ olmas: i¢in gerek ve yeter sart A*

uzayinin /., uzayinin bir alt cebiri olmasidir.

Teorem 4.3.1 (Brudno-Mazur-Orlicz Smirlh Tutarlihk Teoremi) A = (a,;)
ve B = (byi), A* C B* olacak sekilde iki regiiler matris olsun. Bu durumda her
xr € A* igin A(z) = B(x) gergeklenir (Boos 2000).

Ispat: A* C B* gerceklensin ancak bir x € A* icin A(z) # B(z) olsun. O halde

a # [ olmak tizere A(z) = a ve B(z) = [ alahm. Bir 2’ = () dizisini

T — &

b0 —a«a

/_
Ty =

seklinde tamimlayalm. O halde 2’ € A olup A(z) = 5= = 0 ve B(2') = g%z =1
gergeklenir. Bu durumda z € A* dizisini A(z) = 0 ve B(x) = 1 olacak gekilde
almak genellikten birgey kaybettirmez. (zxa,r) ve (zxbnr) matrislerini gézoniine

alalim. K(0) = 0 ve r(1) = 1 olmak iizere K (1) indisini her n < r(1) igin,

Z |Tpank| <1 ve Z |zpbne| < 1

k>K(1) k>K(1)
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olacak gekilde segelim. Simdi r(2) > r(1) indisini her n > r(2) icin,

Z |Tpank| <1 ve Z |zibne| < 1

k<K(1) k<K(1)
olacak sekilde secelim. Bu sekilde devam ederek bir m > 1 i¢in,

r(l) < r(2)<..<r(m)

K1) < K2)<..<K(m-1)

indisleri secilsin. Simdi de K (m) > K(m — 1) indisini her n < r(m) i¢in,

1 1
Z |zpan,| < — ve Z |2k | < -

k>K(m) k>K(m)

olacak sekilde segelim. Simdi r(m + 1) > r(m) indisini her n > r(m) i¢in,

1 1
Z |zran| < - ve Z |2k | < -

k<K(m) k<K (m)

olacak sekilde segelim. Boylece,

(Az), = Z Z Tk

J=0 ke(K(5),K(j+1)]

= Z Z TpQpg + Z TrAnk

j<m—1ke(K(5),K(j+1)] ke(K(m),K (m+1)]

J>m ke(K(5),K(j+1)]

seklinde yazilabilir. Burada her n > r(m) i¢in

Z Trank| < ml—l

k<K(m-1)
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oldugundan (4.3.1) esitligindeki ilk ifade sinirhdir. Ayrica n < r(m + 1) igin

1
nk| <
Z Uk nk m—+1

k>K(m+1)

oldugundan (4.8.1) esitligindeki f{iglincii ifade de simirhdir. O halde her

r(m) <n <r(m+1) igin

(Az), = O (%) + > Lol (4.3.2)

ke(K (m—1),K (m+1)]
gerceklenir. Benzer gekilde

(Bx), = O (%) + > Tibni (4.3.3)

ke(K (m—1),K (m+1)]

elde edilir. Her k igin ¢, € (0, 1], limkinf ¢, =0, limsup ¢, = 1 ve lilgn(é,,wrl —¢,) =0
k
olacak gekilde bir ¢ = (¢,,) dizisi vardir. Bu sekilde bir dizi yavas salinimh dizi olarak

adlandirilir. O halde yavag salimml bir ¢ = (¢,) dizi alalim ve bir y = (yx) dizisini
yr =r¢; , K(j—1) <k < K(j)

seklinde tamimlayalim. Bu durumda K(j — 1) < k < K(j) igin,

(Ay)n = Z%k%%
=1

k
= Z Gj1 Z Tlnk + O, Z Tl

g<m-—1 ke(K(5),K(j+1)] ke(K(m—1),K(m)]
Fomy D Tt Y b1 D T (4.3.4)
ke(K(m),K(m+1)] j>m ke(K (5),K (j+1)]

gergeklenir. (4.3.4) esitliginde sag tarafa ¢,, Z Trpan, ifadesi eklenip
ke (K (m),K (m+1)]
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gikartilirsa,

1
ke(K

(m—1),K(m)] ke(K(m),K(m+1)]

—Om Z Tplnk + Py Z Ty ank

ke(K(m),K(m+1)] ke(K(m),K(m+1)]

1
ke(K(

m—1),K (m+1)]

+ (Pms1 = Om) Z Tk nk (4.3.5)

ke (K (m),K (m-+1)]

gergeklenir. (4.3.2) esitliginden

Z Tan, — 0, (n — 00)
ke (K (m—1),K (m+1)]
olup ¢,, € (0,1] oldugundan (4.3.5) esitliginin sag tarafindaki ikinci ifade sifira

yakinsar. Ayni zamanda

E TkQnk

ke (K (m),K (m-+1)]
sinirh ve (gbm b1 gbm) — 0 oldugundan (4.3.5) esitliginin sag tarafindaki iigiincii

ifade de sifira yakmsar O halde n — oo i¢in (Ay), — 0 gergeklenir. Benzer gekilde

(By)n = O (%) + b Z Trebnk
ke(K

(m—1),K(m+1)]

+ (Pms1 — On) Z LD, (4.3.6)

ke (K (m),K (m+1)]

elde edilir. (Bz), — 1 ve ¢ dizisi yakinsak olmadigindan (4.3.3), (4.5.6) esitlik-
lerinden {(By),} dizisinin yakinsak olmadig1 goriiliir. Bu ise celigkidir.

Eger
1 1+1+1 1 1+1+1+1 1 1 1+
~ 2 2_ 2 2\33 3A3V3 3

serisinin kismi toplamlar dizisi (¢;) olarak alnirsa (¢;) dizisinin yavag salimimh

oldugu kolayca goriilebilir.
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Teorem 4.3.2 Bir A = (a,;) matrisi A** iizerinde ¢arpimsaldir, yani her z,y € A*™
icin A(zy) = A(x)A(y) gerceklenir (Hill and Sledd 1968).
Ispat: z € A** alahm. Once A(z) # 0 oldugunu kabul edelim. B = (b,;) matrisini,

Ak

A(z)

bnk =

seklinde tanimlayalim. x sinirli ve A regiiler oldugundan B matrisi regiilerdir. Simdi

y € A* alalm. = € A* oldugundan zy € A* olur ve

S ]

gerceklenir. Bu durumda y € B* olur, yani A* C B* elde edilir. Teorem 4.3.1°den
B(y) = A(y) olmahdur.

oldugundan A(zy) = A(z)A(y) elde edilir. Simdi A(x) = 0 alahm. Bir B = (by;)
matrisini,

buk = QpiTi + Gk

seklinde tanimlayalim. A regiiler ve x sinirh odugundan B regiilerdir. y € A* alirsak

x € A* oldugundan xy € A* olur ve
(BY)n =Y by = (Azy)n + (Ay)n
k

gerceklenir. Bu durumda y € B* olup A* C B* bulunur. Teorem 4.5.1°den
A(y) = B(y) olup
B(y) = A(zy) + Aly)

ve A(z) = 0 oldugundan
Azy) = 0= A(2)Aly)

elde edilir. Bu da ispat1 tamamlar.

Teorem 4.3.3 © € A* olsun. x dizisinin goriintti kiimesi ve A(z) noktasinin
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birlesiminden olugan kiimenin kapanigin1 C' ile gosterelim. Bu kiime reel sayilarin
kompakt bir alt kiimesidir. F', C iizerinde siirekli, reel degerli bir fonksiyon ol-
sun. Bu durumda y = {F(zy)} olmak iizere y € A™ olur. Hatta z € A* i¢in
A(yz) = A(2)F (A (x)) gergeklenir (Hill and Sledd 1968).

Ispat: n € N, z € A* ve x € A** olsun. Teorem 4.3.2’den
Alza") = A(2)A(2") = A(2) {A(2)}"

elde edilir. O halde teorem F polinom oldugunda gerceklenir. A doniisiimii siirekli
doniisiim oldugundan Weierstrass Yaklasim Teoremi’nden siirekli her F' fonksiyonu

i¢in bu teorem gerceklenir.

Teorem 4.3.4 Negatif olmayan bir A = (a,;) matrisi igin A* = w(A) Nl gercek-
lenir (Hill and Sledd 1968).

Ispat: Ilk olarak x € A** alalim. A regiiler oldugundan,

lingn Z ang (xp — A(z)) = lign Z kTl — li7rln Z anrA(x)
= A(z) —A(x)=0

olur. Bir s = (s;) dizisini

s = xp — A(x)

olarak tamimlayalim. Bu durumda s € A** olur. Simdi Teorem 4.3.3°de F(t) = |t|

ve z = (1,1,...) alimirsa

yk = F(sk) = |ox — Az)]
olup
gergeklenir. O halde,

li7rlnz:an;C |z, — A(x)| = A(yz) = lirranank (xp —A(x))| =0
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oldugundan = € w(A) gergeklenir. Boylece = € w(A) N {4, gerceklenir.

Karsit olarak x € wy N/, alalim. O halde
limZank |z, — L] =0
—
olacak gekilde bir L sayis1 vardir. Ayrica her y € A* i¢in
lim Z ppTrYr = lim Z ank(Te — L)y + Llim Z kY (4.3.7)
k k k

yazabiliriz. y dizisi sinirh ve x € w4 oldugundan,

Z ank (2 — L) Y

k

<k |1 — L] [yl

k

Iylloe D aurlr — L| — 0, (n — o0)
k

IA

gergeklenir. O halde
limZank (xp —L)yr =0
k

olup (4.3.7) esitliginden
lim ) anrziyr = LA(y)
k

olur. Bu durumda xy € c4 gerceklenir, yani x € A** bulunur. Bu da ispati tamam-

lar.

Teorem 4.3.5 v € A* ise A(z) € llimkinf Ty, lim sup xy | gergeklenir (Hill and Sledd
k

1968).

Ispat: p porzitif bir tamsay1 olsun. Bir y = (y,) dizisini

T ) ]pr
Yk =
infry, , k<p

seklinde tanmimlayalim. Bu durumda y € A* olup A(y) = A(x) elde edilir. Simdi

a := sup Y olsun. Bu durumda a — y; = |a — yi| olur. Teorem 4.8.3’de her k € N
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icin 2z = 1 ve F(t) = |t| alirsak
0<[A(a—y)=Ala—y)=a—Aly) =a— Alz)
gerceklenir. O halde her p i¢in

A(z) < a=supxg
k>p

bulunur. Bu durumda

A(x) < limsup xy,
k

gerceklenir. Benzer sekilde

Ax) > limkinf T,

elde edilir. Bu da ispati1 tamamlar.

Sonug 4.3.1 Bir x dizisi A** kiimesine ait ise A(z), = dizisinin bir limit noktasidir
(Hill and Sledd 1968).

Ispat: = € A** alahm. Ilk olarak A(z) = 0 kabul edelim. Teorem 4.3.3’de her
k € Nigin 2z, = 1 ve F(t) = |t| alirsak F(z) = |z| € A** olur ve

A(yz) = A(z)F {A(x)}

oldugundan

A([z]) = A (2)]

gergeklenir. Bu durumda A(z) = 0 oldugundan A(|z|) = 0 elde edilir. Boylece
Teorem 4.3.5’den

0 < liminf |z| < A(|z]) = 0 < lim sup |z|
gergeklenir. O halde liminf |z| = 0 olup 0 = A(z) bir limit noktas: olur. Simdi de

A(x) = L # 0 kabul edelim. Bu durumda A(x — L) = 0 gergeklenir. Birinci kisima
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benzer sekilde

0 <liminf |z — L| <0 < limsup |z — L]

gerceklenir ve boylece lim inf |x — L| = 0 olup L sayis1 x dizisinin bir limit noktasidir.

Bu da ispat1 tamamlar.
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5. TOPLANABILME ALANLARININ DUZGUN INTEGRALLENEBILEN
DiZILER UZERINDE CARPANLARI

Bu boliimde regiiler matris metodlarinin toplanabilirlik alanlarinin ¢arpanlarini sinir-
lilik sartini hafifleterek karakterize edecegiz. Bu amagla A-sinirh diziler ve A-diizgiin

integrallenebilen diziler uzaylarim kullanacagiz.
5.1 Diizgiin Integrallenebilen ve A-siirh Diziler

Bu kisimda diizgiin integrallenebilme ve A-sinirli diziler tamitilip diizgiin integral-
lenebilme sartinin siirlibk sartindan daha genel bir sart oldugunu gosterecegiz.
Negatif olmayan elemanlara sahip ve herbir satir toplami 1 olan matrislerin sinifini

M+ ile gosterecegiz.

Tanim 5.1.1 A = (a,) bir matris toplanabilme metodu olmak iizere

Sa = {I = (ak) : SUPZ |2k | |ans| < OO}
"k

uzayma A-simirh diziler uzay1 ve

Ug:i=<x=(xp): ]\}iinoos%p Z |z | |ank| =0
k:|xg|>M
uzayma ise A-diizgiin integrallenebilen diziler uzay1 denir (Khan and Orhan 2007).

Diizgiin integrallenebilen diziler uzayini karakterize eden agagidaki sonucu ispatsiz

verecegiz.

Lemma 5.1.1 © = (x) reel terimli bir dizi ve A € M olsun. z dizisinin A-diizgiin

integrallenebilir olmasi i¢in gerek ve yeter kogul ¢(0) = 0, lim @

= o0 ve

supz¢(|xk|)ank < 00
"ok
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olacak sekilde konveks ve ¢ift bir ¢ : R — R fonksiyonunun mevcut olmasidir (Khan

and Orhan 2008).

Simdi sinirh diziler uzayimin diizgiin integrallenebilen diziler uzayinin bir alt kiimesi
oldugunu gosterelim. Bunun i¢in sinirh her dizinin A-diizgiin integrallenebilir oldugunu

gostermeliyiz. x = (z) siirh bir dizi olsun.
E:={k:|zx| > M}

kiimesini tamimlayalim. ||z||, = sup|zx| degerinden biiyiik her M > 0 i¢in £ = @
k

olup

sup > ol lae] = supd xp(k) 2kl [an]
" k:|xg|>M "ok

=0

oldugundan x € U, gerceklenir. Regiiler ve m%ks anr — 0 olacak gekilde bir A € M+
matrisi aldigimizda siirsiz ancak A-diizgiin integrallenebilen bir dizi ingaa edebiliriz.

Aslinda A matrisi sifira yakinsayan kolonlara sahip ve
limkinf {maks ank} =0

olacak gekilde bir matris oldugunda da simirsiz ancak A-diizgiin integrallenebilen bir

x = (xy) dizisi ingaa edilebilir. Bunun i¢in kolon indislerinin
maks a, g(m) < 2", m=0,1,2...

olacak sekilde bir
K(0) < K(1) < K(2)...

dizisini segelim. Simdi de n > N(m) ve k < K(m) oldugunda a,; < 27 olacak
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bicimde satir indislerinin artan N (j) indislerini se¢elim. O halde bir y = (y;) dizisini,

m+1 ., k=K(m)
Yr =
0 , diger durumlarda

seklinde tamimlayalim. Her n > N(m) igin,

(Ay)n = Zykank

< 550+1mﬂW+§:o+1mﬁ (5.1.1)

gergeklenir.  (5.1.1) esitsizliginin her iki tarafinda m — oo icin limit alimrsa
n > N(m) oldugunda n — oo olacagindan lim(Ay), = 0 gergeklenir. Simdi bir
x = (z}) dizisini her k igin,

T Z:\/y_k

seklinde tammlayalm. ¢(z) = x? fonksiyonunu goz oniine alirsak lim(Ay), = 0

oldugundan

sungbﬂxk\)ank = supZankyk < 00
"k "k

olup Lemma 5.1.1°den x dizisi A-diizgiin integrallenebilirdir.

Tanim 5.1.2 x = (xy) reel terimli bir dizi, A = (a,x) bir matris ve I’ fonksiyonu,
R iizerinde bir olasilik dagilimi olmak iizere F' fonksiyonunun siirekli oldugu her ¢
i¢in,

lim Z ane = F(t)

kix <t
oluyorsa x dizisi F' fonksiyonuna A-dagilimsal yakinsaktir denir (Khan and Orhan

2008).

Asgagida verecegimiz teorem bir x dizisinin A-kuvvetli yakinsakligin1 karakterize et-
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mektedir.

Teorem 5.1.1 A = (a,,)eM™ ve x = (x}) reel terimli bir dizi olsun. Asagidaki

onermeler denktir.

(i) F = X[0,00) Olmak tizere z, F' fonksiyonuna A-dagilmsal yaknsaktir ve x dizisi

A-diizgiin integrallenebilirdir.
(ii) sta —limaz = 0 ve z dizisi A-diizgiin integrallenebilirdir.
(111) x dizisi sifira. A-kuvvetli toplanabilirdir (Khan and Orhan 2008).

Ispat: F := X[0,00) Olmak iizere F* fonksiyonunun siirekli oldugu her ¢ i¢in

lim Z an, = F(t)

kixp <t

ve x, A-diizgiin integrallenebilir olsun. € > 0 alalim. Boylece,

Z Unk, = Z Ak + Z Qnj

k:\ack|>s kixp<—e k:xp>e
S E Onk + § Apk — E Qnk
kixp<—¢ k kixp<e

— F(—e)+1—-F()=0+1-1=0

gergeklenir. O halde st4 — limz = 0 bulunur.
Simdi sty — limz = 0 ve x, A-diizgiin integrallenebilir olsun. Lemma 5.1.1°den

!

r — 00 igin 3@ 0 olacak bicimde konveks bir ¢ fonksiyonu vardir ve
supz¢(\xk])ank < 00 (5.1.2)
"ok

gerceklenir. x — oo igin ﬁ — 0 oldugundan her € > 0 verildiginde her x > L i¢in

_x_

(o < € olacak sekilde bir L > 0 sayis1 vardir. Bir y = (yg) dizisini;

Ty

0

k] <L

Yk
., diger durumlarda
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seklinde tanimlayalim. y dizisinin tanimindan her € > 0 igin,

Yooam= Y, an< Y am (5.1.3)

k:‘yk|25 k:‘xk|28 ]{7:|CE;€|ZE
|z <L

gerceklenir. z, sifira A-istatistiksel yakinsak oldugundan

li_>m Z anr = 0

k:|xg|>e

olmahdir. O halde (5.1.3) esitsizliginde her iki tarafin n — oo i¢in limiti alimrsa

AeM™ oldugundan

lim Z P

k:|yg|>e
gergeklenir. Bu durumda y dizisi sifira A-istatistiksel yakinsaktir. Ayrica y dizisi
sinirli bir dizi olup A-istatistiksel yakinsak oldugundan Teorem 3.4.2’den sifira A-

kuvvetli yakinsaktir. Diger yandan,

lim su Tl a < limsu Tr| anr + lim su Tl a

n n

k:|xg|<L k:|lxg|>L
. . xXr
= timsup Y fyl e +limsup 3 g (2
k:|xg|>L
< 1im8upz|yk|ank+€supz¢(|$k!)ank (5.1.4)
n k "ok

elde edilir. y dizisi sifira A-kuvvetli yakinsak oldugundan oldugundan (5.1./) esitsiz-
liginin sag tarafindaki ilk ifade sifira yakinsar. Ayrica (5.1.2) esitsizliginden sagdaki
ikinci ifade istenildigi kadar kiigiik yapilabilir. Boylece,

lim su Tl Ape = 0
- p§| k| nk

gerceklenir.

< Timi <1 _
0< hrr%lnfzk: |z | ans < hmnsup%: |zg| ank =0
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oldugundan
k

olur. Yani x dizisi sifira A-kuvvetli yakinsaktir.

Son olarak

1175112 |2k Qe = 0 (5.1.5)
k

oldugunu kabul edelim. Her ¢ < 0 i¢in, x; < ¢ ise |zx| > |t| > —t > 0 olacagindan

|z - B
—= > 1 gergeklenir. Boylece,

kixp <t kixp <t

elde edilir. O halde (5.1.5) esitligi nedeniyle (5.1.6) esitsizliginin sag tarafi sifira

yakinsayacagindan

ILm Z apr = 0

kix <t

bulunur. Ayrica her ¢ > 0 i¢in,

1 = Zank— Z Qnk + Z Ank

kixp <t kx>t
1
< Z ank"i_; Z Tglnk
kix <t k':ﬂk>t

k: :I)k<t

gergeklenir. O halde (5.1.7) esitsizliginde her iki tarafin n — oo i¢in limiti alinirsa

(5.1.5) esitligi nedeniyle

lim anp > 1
oo Z nk —

kixp <t

elde edilir. Ayrica

olup



gerceklenir. Bu durumda

nh_)m Z anr, = 1

kixp <t

olmahdir. Simdi € > 0 olsun. Her n > N i¢in

Z |xg| ank < €
%

olacak gekilde bir NeN vardir. Her n =1,2,..., N — 1 icin

Z]mkmnk <e , (hern<N)

k>K

olacak sekilde yeterince biiyiik KeN sayisi secilebilir.
¢ > maks {|x1|, |z2], ..., |TK]|}

oldugunda

sup Z |z | ank, < €

" k:|zg|>c

oldugu goriiliir. Bu da ispati1 tamamlar.
5.2 Carpan Uzaylar

Bu kisimda regiiler matris metodlarinin toplanabilirlik alanlarinin ¢arpanlarini sinir-
hilik sarti yerine A-diizgiin integrallenebilirlik sartin1 alarak karakterize edecegiz.
Burada U, (1,1, ...) birim elemanini igeren bir cebir olarak alinacaktir. Her regiiler

A € M™ matrisi i¢in
Uy = {:UECA:herp21 ve bir L i¢in Z\xk—L\pankaO}
k

ciimlesi de cebir yapisina sahiptir. £ ve F iki dizi uzay1 ve U bir cebir olmak iizere

myu(E,F) :={x €U : her y € & i¢in uy € F}
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kiimesine U/ iizerinde ¢arpanlarin uzay: diyecegiz. Uygunluk agisindan,
m(U) = my (caNU,ca)

gosterimini kullanacagiz.

Asagidaki sonug ispatsiz olarak verilecektir.

Onerme 5.2.1 A = (a,;) keyfi bir regiiler matris olsun. Her ¢ > 0 i¢in n — oo

oldugunda, E |anx] — 0 olmasi i¢in gerek ve yeter gart khrg xp, =L ven— oo
e c
k:|.’L’k7L|>E

icin Z |ank| — 0 olacak bigimde bir £ C N alt kiimesinin var olmasidir (Khan and
keE

Orhan 2007).

Sozii edilen carpan uzaylarin karakterizasyonu i¢in Brudno-Mazur-Orlicz Svnarly Tu-

tarlihik Teoremi’'nin sinirsiz diziler icin bir benzerine ihtiyag¢ duyacagiz.

Lemma 5.2.1 A ve B regiiler matrisler olmak tizere U, ¢, C U C S, N Sp ola-
cak sekilde bir cebir ve m(U), A matrisinin U iizerindeki ¢arpanlari olsun. Eger
caNU C ecgNU ise A ve B toplanabilme metodlart m(U) tizerinde tutarhidir (Khan
and Orhan 2007).

Ispat: Kabul edelim c4 N U C ¢ N U olsun ancak bir z € m(U) icin
A(x) = a # = B(x) olsun. Bir 2/ = (2},) dizisini

’ T —
seklinde tanimlayalim. 2’ € m(U) olup A(z') = 5=5 = 0 ve B(2') = g:—z = 1 gergek-

lenir. Bu durumda = € m(U) dizisini A(x) = 0 ve B(x) = 1 olacak sekilde almak
genellikten birgsey kaybettirmez. Teorem 4.3.1’in ispatinda kullanildigi gibi sinirh
ve yavag salimml bir ¢ dizisi kullanarak, A(y) = 0 fakat B-toplanabilir olmayacak
sekilde bir y = x¢ dizisini elde edebiliriz. Bu ise c4 NU C cg NU ile gelisir. Burada

detaylar1 vermeyecegiz.
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Agagida verilecek olan iki teorem U 4 uzayinin sadece toplanabilme alanlarinin ¢arpan-
larin1 karakterize etmek icin degil aym1 zamanda U, iizerinde A-istatistiksel yakin-
sakligin bir matris gosterimine sahip oldugunu gostermek icin de kullanilabilecegini

gosterir.

Teorem 5.2.1 A reel terimli, regiiler bir matris ve ¢ birim elemeni igeren bir cebir
olsun. O halde agagidaki onermeler gergeklenir.

(i) m(U) bir cebirdir.

(i1)) oo C U C Sy ise A, m(U) iizerinde garpimsaldir, yani, her =,y € m(U) igin
A(zy) = A(x)A(y) gerceklenir.

(111) loo CU C Sy ve A negatif olmayan bir matris ise
m(U) C {:U €U : her p > 1 ve bir L sayist i¢in limz |z — LI apg = O}
k

gerceklenir.

(1v) boo CU C Uy ise

m(U) 2 {x €U : bir L sayst igin limz |or — L| |ank| = O}
k

gerceklenir.

(V) U = Uy ve z € m(U) ise A(z) € [limkinf xk,limksup xk] gerceklenir (Khan and
Orhan 2007).

Ispat: Ilk olarak m(U) C cy NU oldugunu gosterelim. Bir x € m(U) alalm.
y=(1,1,...) igin y € ca NU oldugundan zy € c4 olur. zy = = oldugundan x € c4
olup x € ¢4 NU gergeklenir.

(i) z,y € m(U) ve «, [ keyfi skalerler olsun. Her z € ¢4 NU igin zz,yz € c4 olup
axz + Byz = (ax + By)z € ca gergeklenir. Bu durumda ax + By € m(U) olup
m(U) bir lineer uzaydir. Simdi z,y € m(U) alahm. =z € m(U) vey € ca NU
oldugundan xy € c4 olur. Ayrica U bir cebir oldugundan xy € U olup zy € cx NU
elde edilir. Simdi z € ¢4 NU igin y € m(U) olmas1 yz € c4 NU oldugunu gosterir.

r € m(U) oldugundan xy(z) = z(yz) € ca olmahdir. Ayrica x,yz € U ve U bir
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cebir oldugundan xyz € U olup xy € m(U) gergeklenir.
(i) x € m(U) alahm ve A(z) # 0 oldugunu kabul edelim. Bir B = (b,,;;) matrisini,

Ank Tk

A(z)

bnk =
seklinde tanmimlayalim. Bu durumda B matrisinin herbir satir toplami 1 degerine ve
herbir siitunu 0 degerine yakinsaktir. Ayrica U C S, oldugundan

1
sgpzk: |brk| = msgpzk: |2k | |ank| < 00

gergeklenir. O halde B matrisi regiilerdir. x € m(U) oldugundan her y € cqy NU

icin zy € ¢4 olmahdir, yani A(zy) mevcuttur. Ayrica

olup B(y) = é‘(ay)) mevcuttur. O halde y € cg NU elde edilir, yani ca NU C cg NU

olur. Lemma 5.2.1’den B(y) = A(y) olup A(zy) = A(x).B(y) oldugundan

A(zy) = A(z)A(y)

elde edilir.
Simdi de € m(U) ve A(x) = 0 olsun. Bir B = (b)) matrisini

bpk = QnpTp + g

seklinde tanimlayalim. O halde B matrisinin kolon limitleri 0 degerine ve herbir

satir toplam1 1 degerine yakinsar. Ayrica,

supz |brk| < supz |zk| |@nk] +supz |ank| < o0
"k "k "k

gergeklendiginden B matrisi regiilerdir. Her y € ¢4 NU i¢in (By),, = (Azy),+ (Ay),
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oldugu agiktir. z € m(U) oldugundan A(zy) limiti mevcuttur. Bu durumda

B(y) = A(zy) + A(y)

gerceklenir. Buradan ¢y N U C cg N U olup Lemma 5.2.1° den
B(y) = A(y) olur. Diger yandan B(y) = A(zy) + A(y) = A(y) oldugundan
A(zry) = 0 gergeklenir. O halde A(x)A(y) = 0 ve A(zy) = 0 olup

A(zy) = A(z)A(y) = 0 elde edilir.

(1) x € m(U) alalm. m(U) C c4 oldugundan = € c4 olup bir L reel sayisi icin
A(x) = L olur. Bir z = (z;) dizisini, z; := x; — L seklinde tammlayalim. m(U)
lineer uzay oldugundan z dizisi de m (i) nun bir elemamdir. Burada [[.]] tamdeger
fonksiyonunu gostermek iizere, her p > 1 icin z2(PI+Y) ¢ m(Uf) olmahdir. Holder

esitsizliginden her p > 1 i¢in,

1— p
E p _ E LIP 2( ]+1) 2([[p11+1)
‘xk—L‘ ank = |xl~C Ap e Ape 8
k

P 1— p____
) 2([[pl]+1) 2([[pl]+1)
Z o — LPPIIHD S
k
P

_ 2[pl+D) i
= Z g — O(1) (5.2.1)

IN

elde edilir. (5.2.1) esitsizliginde n — oo igin esitsizligin sag tarafi

[A ( ([[pHH))] D)

degerine yakinsar. A garpimsal oldugundan her m € N igin A (2™) = [A(2)]" =0

olur. Bu durumda n — oo i¢in,
Z \xk — L\pank — 0
k
elde edilir. Yani
m(U) C {x €U : her p>1 ve bir L sayist i¢in limz lzx — LI app = 0}
k
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gerceklenir.

(1) loe CU C U4 olmak iizere bir L sayisi igin
> Jak — Ll |a] — 0
k
olacak sekilde bir x € U alahm. Ayrica y € c4NU ve A(y) = [ olsun. Diger yandan

Z TrpYrQnke = Z (xr, — L+ L) ypank
k %
= LY yrtok+ Y (2 — L)Ytk
k k

= L(Ay), + Z(ﬂﬂk — L)yank

olur. L = 0 kabul etmek genellikten birgey kaybettirmez. O halde A matrisinin
mutlak deger matrisi olan (|a,|) matrisini kullanarak z dizisinin sifira A-istatistiksel
yakinsak oldugunu soyleyebiliriz. Hatta x,y € U oldugundan xy € U olup U C Uy
oldugundan zy € Uy olmalidir. z sifira A-istatistiksel yakinsak oldugundan Onerme

5.2.1den limz |an,| = 0 ve kh%l xr = 0 olacak sekilde bir £ C N vardir. Simdi [/
n ckec

keE
bir gosterge fonksiyonu olsun, yani herhangi bir K kiimesi i¢in, I fonksiyonu

0, v¢K
1, ze K

I(x) =

seklinde tanimlansin. O halde

< Z TkYkOnk| + Z TrYrank

E TrYkAnk
k

k:|zpyr|>M k:|zpyr| <M
< sup Z |yl lank| + MZ |G|
" kilzpyk|>M keE
+ 1> wnd (zays] < M) an (5.2.2)
keEe

elde edilir. Boylece (5.2.2) esitsizliginde n — oo igin her iki tarafin limiti alimrsa

1171;11 Z |an,| = 0 oldugundan egitsizligin sag tarafindaki ikinci ifade sifira yakinsar.
keE
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n — oo i¢in limit alindiktan sonra yeterince biiyiik M reel sayilari igin esitsizligin

sag tarafindaki ilk ifade de sifira yeterince yakin olur. Ayrica,

> oyl (wyel < M)ans| <Y Jowyel ]

keFEc keEc

= Y Jael el lanl + D lzal lyel [
keEC keEc°
lyi|>N |y | <N

< sup |z sup Z Yk | ||
keke " kepe

vk >N

AN k] |anl (5.2.3)

keEc

gergeklenir. n — oo igin (5.2.3) esitsizliginin sag tarafindaki ikinci kisim sifira
yakinsar. O halde n — oo igin limit alimip N sayisimi yeterince biiyiik segilirse
egitsizligin sag tarafindaki ilk kisim da sifira yeterince yaklagtirilabilir. Bu durumda
n — oo icin,

Z TrYrQnk — L3
k

gerceklenir, yani zy € c4 bulunur.

(v) Bu kisim Teorem 4.3.5’de gosterilmistir.

Yukaridaki teoremin (iii) ve (iv) kisimlar1 negatif olmayan regiiler matrisler igin

loo CU C U4 oldugunda m(U) uzayim karakterize etmektedir. Bu durumda

mU) = {x €U : bir L sayst igin limz |z — L] apy, = 0}
k
yazilabilir. Bu uzay ise U tizerinde A-istatistiksel yakinsak dizilerin uzayidir, yani
m(U) =staNU

elde edilir. Ayrica sty uzaymn bir cebir ve iki cebirin arakesitinin yine bir cebir

oldugundan yararlanilarak agsagidaki sonuca varilabilir.

Sonug 5.2.1 A negatif olmayan regiiler bir matris olsun. O halde asagidaki tner-
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meler gerceklenir.

(1) (1,1, ...) dizisini igeren bir U cebiri igin
Mg ru(StaNea MU, ca)

bir cebirdir.
(i1) loo CU C Sy olmak tizere A-matrisi, mg ,quy(staNcaNU, ca) lizerinde carpim-
saldar.

(1) loo CU C Sy olmak iizere

Mgt rua(Sta Nea MU, ca)

C {m ceUNsty: her p>1 ve bir L saypst i¢in limz |z, — L] app = ()}
k

gerceklenir.

(iv) b CU C Uy olmak iizere

Mt (StaANCANU, cy) = {x EU N sty : bir L sayse i¢in limz |xp — Ll an, = O}
k

gerceklenir (Khan and Orhan 2007).

Onerme 5.2.2 A-negatif olmayan regiiler bir matris ise m., , (sta, st4) = st gercek-
lenir. Hatta herhangi bir U cebiri igin mg ,ru(sta NU, sta) = sta NU gergeklenir
(Khan and Orhan 2007).

Ispat: m. L(sta,sta) C sty oldugu agiktir. Karsit olarak =,y € sty alalim. Bu
durumda d4(E,) = d0a(E,) = 0 ve z,y dizileri sirasiyla £ ve Ej {izerinde yakinsak
olacak sekilde E,, E,, C N alt kiimeleri vardir. £ = E, U E, alirsak §4(F) = 0 olup
xy dizisi E¢ tizerinde yakinsaktir, yani xy dizisi A-istatistiksel yakinsaktir. O halde

sta C mg,(sta,sta)

gerceklenir.
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Simdi herhangi bir I/ cebiri alalm. Iki cebirin arakesiti yine bir cebir yapisina
sahip oldugundan sty N U bir cebirdir. xz,y € stq4 NU alahm. Bu durumda
0a(Ey) = 6a(Ey) = 0 ve z,y swasiyla By ve Ey tizerinde yakinsak olacak sekil-
de E,, E, C N alt kiimeleri vardir. £ = E, U E, alirsak 04(E) = 0 ve zy dizisi E°
iizerinde yakinsak olur, yani xy dizisi A-istatistiksel yakinsak olup xy € st NU elde
edilir. Boylece

Mt s (sta MU, sta) = staNU

elde edilir.
Bundan sonraki teoremin ispati i¢in agagidaki lemmaya ihtiyacimiz olacaktir.

Lemma 5.2.2 A = (a,;) regiiler bir matris olsun. O halde satir toplamlar1 1 ve U4
tizerinde A matrisine denk olacak bicimde iicgensel bir B matrisi vardir. Ustelik A
matrisi negatif degilse B matrisi de negatif degildir (Khan and Orhan 2007).

Ispat: Her n icin Z |ang| serisi yakinsaktir. O halde K' — oo igin kalan terim,
k

> k| — 0

k>K

olur. Ozel olarak K, < K, 11 olmak tizere

1
Z k| < Ezan

k>Kp

olacak bigimde (K,) secebiliriz. Simdi bir B = (b,,;) matrisini

Qnk kSKn

0 , diger durumlarda

seklinde tanimlayalim. A matrisi negatif degilse B matrisi de negatif degildir. Jimdi

x € Uy alalim. Her € > 0 ve her ¢t > T igin,

sup Z |zk| lank] < €

" k:|zg]| >t
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olacak sekilde bir T" vardir. Boylece

(Az), — (Bz),| = ) amar — Y busti
k k
Kn
= Z Ankll — Z AnkTk
k k=1
= Z Ank Tk
k>Knp
< sup Z |ank| |xk| + T Z | @]
" klag|>T k>Kn
< e+T D aml —e
k>Kn,

gergeklenir. Bu ise A matrisi ile B matrisinin A-diizgiin integrallenebilen diziler
tizerinde denk oldugunu gosterir. Burada B matrisi tiggensel ve satir toplamlar: 1
olmak zorunda degildir. Ancak B matrisine denk olacak bicimde satir toplamlar 1

ve tiggensel bir matris elde edilebilir. Bunun icin;

Ky
Qp 1= E bnk = E Qnk
k k=1

tamimlayalim. A regiiler oldugundan «,, — 1 olmalidir. Her n igin «,, # 0 kabul

etmek genelligi bozmaz. Simdi,

r tank ) k < Kn
nk —
0 , diger durumlarda
seklinde tamimlanan B’ = (b/,) matrisinin satir toplamlar: 1 olup bu matris B

matrisine denktir. B’ matrisi iiggensellestirilerek B matrisine denk bir matris elde

edilebilir. Her iki satir arasina matrisin kendi satirlar1 eklenerek asagidaki gibi bir
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matris elde edebiliriz.

b, 0 0 0 0 o 0 0 0 0 0.
B, Y, 0 0 0 o 0 0 0 0 0.
0 0 o 0 0 0 0 0.

P A | o 0 0 0 0 0.
by, by .. blg, bk 0 0 0 0 0 0.
vy by e Vg Ve 0O 0 0 0 0 0.
Vy by e Vg Vg O 0 0 0 0 0.
0o 0 0 0.

Vy by e Vg Ve 00 0 0 0 0.
by b b % byr, O
By, by b b 1, bhy, O .

Bu matrisde K;-inci satirlar B’ matrisinin kendi satirlar: olup diger satirlar bu satir-
lardan elde edilmistir. Burada sonradan eklenen satirlardaki elemanlar1 bulunduk-
lar satirlarin toplamina bolersek elde ettigimiz son matris satir toplamlar: 1 olan
ticgensel bir matris olup B matrisine denktir. O halde U, iizerinde A matrisine
denk olacak sekilde satir toplamlar: 1 olan, iiggensel bir matris elde edilir. Bu da

ispat1 tamamlar.

Teorem 5.2.2 (Degismezlik Prensibi) A negatif olmayan regiiler bir matris ol-
sun. Bu durumda U4 iizerinde A-istatistiksel yakinsaklik B toplanabilme metoduna
denk olacak bicimde negatif olmayan, iicgensel regiiler bir B € M™ matrisi vardir.
Ustelik B matrisi icin asagidakiler gerceklenir.

(i) cg N {o bir cebirdir.

(i1) B, cp Nl tizerinde garpimsaldir (Khan and Orhan 2007).

Ispat: Lemma 5.2.2 nedeniyle U, iizerinde A matrisini iicgensel, negatif olmayan,
regiiler ve herbir satir toplami 1 olan matirs kabul etmek genellikten birsey kaybet-
tirmez. B matrisini olugturabilmek i¢in 6ncelikle bir C' = (¢,,) matrisi olusturalim.

C' matrisinin ilk iki satir1 A matrisinin birinci satir1 ile aym olan (1,0,0,...) ol-
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sun. Daha sonra gelen 22 = 4 satir1 A matrisinin ikinci satirindan elde ederiz.
(@21, asge, 0,0, ...), C' matrisinin ii¢iincii satir1 olsun. C' matrisinin dordiincii ve beginci

satirlart da (0, age, 0,0, ...) ve (ag1, 0,0, ...) olsun. Genel olarak
N, =2"+2°4 .. +2°

olmak iizere N, satir olugturulduktan sonra sirada gelen 2P+ satir soyle olusturulur.
C matrisinin (N 4 1)-inci satmn A matrisinin  (p + 1)-inci satm olan
(A(p11),15 A(p+1),25 -+ A(p+1),(p+1), 0, --.) olsun. Daha sonra gelen (ler 1) tane satirda
A matrisinin (p 4 1)-inci satirinin terimlerinin bir tanesi sifir ile degigtirilmig halini
alalim. Daha sonra gelen (p-g 1> tane satirda, miimkiin olan tiim kombinasyon-
larda, A matrisinin (p+ 1)-inci satirmin terimlerinin iki teriminin sifirla degigtirilmisg

halini yazalim. Bu sekilde devam edilerek olusturulmus bir C' matrisi agagida ve-

rilmigtir.

(1 0 0 00000000000 .|
1 0 0 00000000000
st azs 0 00000000000
a1 0 0 00000000000
0 an 0 00000000000
0 0 0 0000000000 O
31 as ags 0 0 000000000
st a; 0 00000000000
a1 0 ag 00000000000
0 agp ags 0 0 000000000
a1 0 0 00000000000
0 ap 0 00000000000
0 0 ag 00000000000
0 0 0 00000000000
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Elde edilen bu C' matrisi yardimiyla bir B = (b,;) matrisini

bmk = (1 - Mm)ank + Cmk

seklinde tanimlayalim. Burada N,, < m < N,,.; olmak {izere

lum = Z Cmk

k

ile verilmektedir. A matrisinin satir toplamlar1 1 oldugundan pu,, € [0, 1] oldugu
aciktir. O halde B matrisinin de satir toplamlar: 1 olmalidir. C' matrisinin eleman-
lar1 A matrisinin elemanlar: ile ayni oldugundan C' matrisinin kolonlar1 dolayisiyla
B matrisinin kolonlar1 sifira yakinsar. Bu durumda B matrisi regiilerdir. Ayrica
A ve C matrisleri iiggensel oldugundan B matrisi iiggenseldir. Bir L degerine
A-istatistiksel yakinsak olacak gekilde bir x = (z;) € Uy dizisi alahm. Simdi bir
y = (yx) dizisini
Yo = 1) — L

seklinde tanimlayalim. Her € > 0 igin,

Z Qnk = Z ank_>0

k:lyk|>e k:|zi—L|>e

oldugundan st — limy = 0 olur. Bu durumda d4(£) = 0 ve E° iizerinde y dizisi
sifira yakinsak olacak gekilde bir £ C N vardir. O halde N,, < m < N,,; olacak

sekildeki her m igin,

S S e I S/

k:|yg|>M kilyk| <M

> ykbmk
K

< sup Z |Yx| [Omi] + M

m
K|y |>M

Z bmk:

keE

1D Ykbo

ke Ee
lyg| <M

< 2sup Z |yk|ank+2MZank+ Z Yrbme|  (5.2.4)

m
ey |> M keE keee
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gerceklenir. B matrisi regiiler ve y dizisi E¢ iizerinde sifira yakinsak oldugun-
dan m — oo i¢in (5.2.4) esitsizliginin sag tarafindaki son toplam sifira yakinsar.
m biiytidiigiinde n de biiyiiyeceginden sag taraftaki ikinci ifade de sifira yakinsar.
Ayrica yeterince biiyiik M sayilari i¢in sag tarafta ilk ifade de sifira yaklagir. Boylece
li7£n(By)n = 0 bulunur.

0=B(y)=B(r—L)=B(x)— B(L)=B(x)— L

oldugundan B(z) = L elde edilir.

Kargit olarak = = (z) € Uy alahm ve B(x) = L olsun. Bir y = (y;) dizisini
yr := x — L seklinde tammlayalim. Bu durumda B(y) = 0 olur. Diger yandan
2"-inci blogun ilk satir1 A matrisinin m-inci satirindan olugtugundan lirl;ﬂ(Ay)n =0

olmalidir. Ayrica N,, < m < N, igin,

= Z bkt + (H = 1) Y Gk

- (By)m (tm, — 1) (AY)n

olup m — oo i¢in (BY),, — 0ve (Ay), — 0oldugundan (Cy),, — 0 elde edilir. Simdi
y dizisinin ilk n teriminin negatif isaretlileri kesinlikle A matrisinin n-inci satirimim
sifirla yer degistirilmemis terimlerine kargilik gelecek sekilde bir m € (N, Nyt

segelim. O halde lim(C),, = 0 oldugundan,
>yl (yr < 0)ane — 0
k

gergeklenir. Ayni islem y dizisinin pozitif terimleri i¢in de tekrarlanirsa

Z k| Gnre — O
k

oldugu goriiliir. Ayrica y € Uy oldugundan st4 — limy = 0 elde edilir, yani
sty —limx = L elde etmis olduk. Bu da A-istatistiksel yakinsaklik ile B-toplanabil-
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menin U4 iizerinde denk oldugunu gosterir. Hatta (o, C Uy ve sty MUy =cpNUy
oldugundan st 4 N/, = cg Nly olup sta ve {y, uzaylarinin herbiri cebir oldugundan
sty N Ly uzayl bir cebirdir. Bu durumda cg N ¢y, da bir cebirdir. Boylece (i)
ispatlanmig olur. Ayrica (i) ifadesini ispatlamak igin st4 N £, uzayimin bir cebir

oldugunu gozoniine almak yeterlidir.

Sonug 5.2.2

(i) A negatif olmayan matris olsun. Bu durumda simirh A-istatistiksel yakinsak
dizilerin ciimlesi /., uzayimin kapali lineer alt uzayidir ve higbir yerde yogun degildir.
(i) Ave B, w(A)Nls C w(B)N{y olacak sekilde iki negatif olmayan regiiler matris
ise A-istatistiksel yakinsaklik ile B-istatistiksel yakinsaklik tutarlidir.

(111) x siirh bir dizi ve st4 — limxz = L ise L sayisi = dizisinin bir limit noktasidir
ve

L e limkinf Tk, lim sup xy,
k

gergeklenir (Khan and Orhan 2007).

Ispat: (i) A negatif olmayan regiiler matris oldugundan Teorem 5.2.2'den Uy
iizerinde A-istatistiksel yakinsaklik B-toplanabilmeye denk olacak bicimde regiiler,
negatif olmayan, tiggensel bir B matrisi vardir. O halde /., C U4 oldugundan sinirh
A-istatistiksel yakinsak dizilerin uzay1 B matrisinin sinirli toplanabilme alanina esit-
tir. Teorem 4.2.2’den cp N {4 kapalidir. Boylece A-istatistiksel yakinsak dizilerin
uzay1 kapalidir.

(11) Bu sonu¢ Connor ve Kline tarafindan 1996 yilinda verilmistir. Burada da
"sty N Uy C stg NUy ise sty N Uy tizerinde A-istatistiksel yakinsaklk ile
B-istatistiksel yakinsaklik denktir” sonucunu belirtebiliriz. Bunun igin Teorem 5.2.2
ve Lemma 5.2.17 den yararlanmak yeterlidir.

(iii) Teorem 5.2.2°den Uy tizerinde A-istatistiksel yakinsaklik ile B-toplanabilme

denk olacak bicimde bir B matrisi vardir. B matrisinin /., iizerinde ¢arpanlarinin
Mm(loo) =My (cg Nloo,cp) = {x € oy : her y € cg Ny i¢in xy € cp}

oldugunu biliyoruz. Simdi y € cp N { alalim. Hipotezden x € /o, ve B(z) = L
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oldugundan x € cgN/l, gergeklenir. czN{y uzayl bir cebir oldugundan xy € cgNly,

olup bu durumda = € m(¢) gergeklenir. O halde Teorem 5.2.1 (v)’den

L e limkinf Tk, lim sup xy
k

gergeklenir. Ayrica Sonug 4.3.1’den B(x) = L degeri « dizisinin bir limit noktasidir.

Diger yandan Teorem 5.2.2 yeni sonuclar da verir. Ornegin; B matrisi stirh diziler

tizerinde ¢arpimsal, negatif olmayan bir matris ise
B Mo = m(ls) = {x € U : bir L sayist igin Z |z — L| |buk| — 0} = st Nl
k

gerceklenir. Carpimsal metodlar i¢in cg N Vo € m(ls) olup cp Nl 2 m(lso)
her zaman dogru oldugundan ilk esitlik aciktir. Ikinci esitlik Teorem 5.1.1°den
B-diizgiin integrallenebilir diziler {izerinde B-istatistiksel yakinsaklik ile B-kuvvetli

toplanabilme egit oldugundan gerceklenir.
Hatta asagidaki sonucu verebiliriz.

Sonug 5.2.3 A negatif olmayan regiiler matris olsun. Bu durumda sinirh diziler icin
A ve B aym istatistiksel limiti verecek sekilde bir B € M matrisi vardir. Aslinda

burada siirh diziler uzay1 yerine U4 N Up uzay1 alinabilir.

Siirh diziler tizerinde garpimsal bir B = (b,;) matrisi insaa edebiliriz. B matrisi,
bun, = 2, bpnt1 = —1 ve diger durumlarda sifir olan bir matris olsun. Bu durumda
cp Nls = ¢ gergeklenir. Atalla (1970, 1975), m%ks b — 0 ve siurh diziler tize-
rinde garpimsal olacak gekilde negatif olmayan bir B matrisi vermistir. Garreau
(1951) tarafindan ise bu matrisin siirh diziler iizerinde istatistiksel yakinsakliga

denk oldugu gosterilmistir
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6. SONUC

B reel terimli, regiiler ve sinirh diziler iizerinde carpimsal ise sinirh diziler iizerinde,
B matrisi A-kuvvetli toplanabilmeye denk olacak bicimde negatif olmayan ve regiiler

bir A matrisi vardir (Henriksen and Isbell 1964).

A negatif olmayan ve regiiler bir matris ise sinirh diziler tizerinde A-kuvvetli topla-
nabilme regiiler bir B matrisine denktir. Boylece w(A) N ls = cp Nl gerceklenir

ve B, A-kuvvetli limiti korur (Henriksen and Isbell 1964).

Bu sonuglar agagidaki sonuglarla karsilagtirilmalidir.

Mazur ve Orlicz (1954), cp bir cebir ve c¢p itizerinde B matrisi ¢arpimsal olacak
bicimde reel terimli, regiiler bir matris ise bu matrisin birim matrisin baz satirlarinin

atilmasi ile elde edilen bir satir-alt matrise denk oldugunu géstermistir.

Brauer, cg N ¢, bir cebir ve B matrisi cg N {4, iizerinde ¢arpimsal olacak bicimde
regiiler, reel terimli B matrisleri iizerinde caligmigtir ve bu tiir matrislerin birim
matrisin alt matrisi olabilecegini diigiinmiistiir. Henriksen ve Isbell (1964) tarafindan

ise Brauer’in bu diisiincesinin yanlis oldugunu gosterilmistir.

Karl Zeller (1953), sinirh diziler iizerinde C;-kuvvetli yakinsakliga denk olacak bigimde

regiiler bir B matrisinin varligin1 gostermistir.

Fridy ve Miller (1991), A negatif olmayan, regiiler matris oldugunda siirh diziler
tizerinde A-istatistiksel yakinsakligin negatif olmayan bir B matrisine denkliginin
dogrulugu ile ilgilenmistir. Biliyoruz ki dizi uzay: tizerinde hicbir kisitlama olmadig:
taktirde A-istatistiksel yakinsaklik, B-toplanabilmeye denk olacak bicimde regiiler

bir B matrisi mevcut degildir.
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Fridy ve Miller, negatif olmayan regiiler matrislerin "sinirls bir x dizisinin bir L
sayisina A-istatistiksel yakinsak olmasy icin gerek ve yeter kosul her BE T4 i¢in

B(xz)=L" gercekleyecek bigimde bir 74 smifinin var oldugunu gostermistir, yani

staNlyy = ﬂ (e Nls)
Betg

gerceklenir.

Bu sonuglar ise simmirli diziler iizerinde A-istatistiksel yakinsaklik icin dogrudan
Teorem 5.2.2 degismezlik prensibini akla getirmektedir. Sinirl bir x dizisinin bir L
sayisina A-istatistiksel yakinsak olmasi i¢in gerek ve yeter sart L sayisina A-kuvvetli
yakinsak olmasidir. O halde sty Nl = w(A) N {s gergeklenir. Ancak Henriksen
ve Isbell’in sonucu negatif olmayan regiiler bir A matrisi igin sinirli diziler iizerinde
A-kuvvetli toplanabilme B-toplanabilmeye denk olacak bicimde regiiler bir B mat-
risinin varligini soyler. Boylece, sinirli diziler igin A-istatistiksel yakinsaklik bir B

matrisi i¢cin B-toplanabilmeye denk olmak zorundadir.
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