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ÖZET

Yüksek LisansTezi

TOPLANAB·IL·IRL·IK ALANLARININ ÇARPAN UZAYLARI

Mehmet ÜNVER

Ankara Üniversitesi

Fen Bilimleri Enstitüsü

Matematik Anabilim Dal¬

Dan¬̧sman: Prof.Dr. Cihan ORHAN

Bu tez beş bölümden oluşmaktad¬r.
·Ilk bölüm giri̧s k¬sm¬na ayr¬lm¬̧st¬r.
·Ikinci bölümde, toplanabilme teorisinin baz¬temel kavramlar¬na yer verilmi̧stir.

Üçüncü bölümde, öncelikle istatistiksel yak¬nsakl¬k ile kuvvetli p-Cesàro toplana-

bilme kavramlar¬tan¬t¬l¬p s¬n¬rl¬diziler için bu kavramlar¬n denkli¼gi gösterilmi̧stir.

Daha sonraA-istatistiksel yak¬nsakl¬k veA-kuvvetli toplanabilme kavramlar¬tan¬t¬l¬p

yine s¬n¬rl¬diziler için bu kavramlar¬n denkli¼gi gösterilmi̧stir.

Dördüncü bölümde, çarp¬msal (P özellikli) matrisler tan¬t¬l¬p reel terimli, regüler bir

A matrisinin çarp¬msal olmas¬karakterize edilmi̧stir. Daha sonra bir A matrisinin

s¬n¬rl¬toplanabilme alan¬n¬n çarpan uzay¬incelenmi̧stir.

Son bölümde ise, ilk olarakA-düzgün integrallenebilen diziler uzay¬ileA-s¬n¬rl¬diziler

uzay¬tan¬t¬lm¬̧s ve bir x dizisinin A-kuvvetli yak¬nsak olmas¬için gerek ve yeter koşu-

lun x dizisinin A-istatistiksel yak¬nsak ve A-düzgün integrallenebilir olmas¬oldu¼gu

gösterilmi̧stir. Daha sonra A-düzgün integrallenebilirlik kullan¬larak bir U cebiri için
A matrisinin çarpan uzay¬karakterize edilmi̧stir. Ayr¬ca, A-düzgün integrallenebilen

diziler uzay¬üzerindeA-istatistiksel yak¬nsakl¬¼g¬n negatif olmayan regüler ve üçgensel

bir matris metoduna denk oldu¼gu gösterilmi̧stir.

2009, 56 sayfa

Anahtar Kelimeler : Çarp¬msal toplanabilme metodu, kuvvetli toplanabilme

metodu, istatistiksel yak¬nsak dizi, çarpan uzaylar
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ABSTRACT

Master Thesis

MULTIPLIER SPACES OF SUMMABILITY FIELDS

Mehmet ÜNVER

Ankara University

Graduate School of Natural And Applied Sciences

Department of Mathematics

Supervisor: Prof.Dr. Cihan ORHAN

This thesis consists of �ve chapters.

The �rst chapter is devoted to the introduction.

In the second chapter, some basic concept of summability theory has been recalled.

In the third chapter, the concepts of statistical convergence and strong p-Cesàro

convergence of sequences have been studied and equivalence of these concepts for

bounded sequences have been given. Subsequently, the idea of A-statistical conver-

gence and A-strong convergence of sequences have been explained. The equivalence

of these concepts for bounded sequences have also been examined.

In the fourth chapter, multiplicative matrices (property P ) have been explained. A

characterization of a multiplicative regular matrix with real entries has been given.

Subsequently, multiplier space of the bounded summability �eld of a matrix has been

investigated.

In the �nal chapter, by using a recently introduced concept of A-uniform integrabil-

ity, multipliers of A, over any algebra, U , has been characterized. It has been shown
that x is A-strongly convergent if and only if it is A-statistically convergent and A-

uniformly integrable. Moreover, it has been shown that, over the space of A-uniform

integrable sequences, A-statistical convergence is equivalent to a nonnegative regular

and triangular matrix method.

2009, 56 pages

Key Words: Multiplicative summability method, strong summability method, sta-

tistically convergent sequence, multiplier spaces
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1. G·IR·IŞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

2. TEMEL KAVRAMLAR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

3. ·ISTAT·IST·IKSEL VE A-·ISTAT·IST·IKSEL YAKINSAKLIK . . . . . . 4

3.1 ·Istatistiksel Yak¬nsakl¬k . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

3.2 ·Istatistiksel Yak¬nsakl¬¼g¬n Matris Karakterizasyonu . . . . . . . . . . . . . 10

3.3 ·IstatistikselYak¬nsakl¬kveKuvvetli p-CesároToplanabilme . . . . . . . 12

3.4 A-istatistiksel Yak¬nsakl¬k ve Kuvvetli Toplanabilme . . . . . . . . . . . 15

4. SINIRLI TOPLANAB·ILME ALANLARI . . . . . . . . . . . . . . . . . . . . . . . 18

4.1 Çarp¬msal (P Özellikli) Matrisler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
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S·IMGELER D·IZ·IN·I

UA A-düzgün integrallenebilen diziler uzay¬

stA A-istatistiksel yak¬nsak diziler uzay¬

�(A) A kümesinin asimptotik yo¼gunlu¼gu

!(A) A-kuvvetli toplanabilen diziler uzay¬

jAj A kümesinin eleman say¬s¬

Ac A kümesinin tümleyeni

�A A kümesinin karakteristik fonksiyonu

A� A matrisinin s¬n¬rl¬toplanabilme alan¬

cA A matrisinin toplanabilirlik alan¬

SA A-s¬n¬rl¬diziler uzay¬

C1 Cesàro matrisi

h:h:k Hemen her k

!p Kuvvetli p-Cesàro toplanabilen diziler uzay¬

k:k1 `1 uzay¬n¬n al¬̧s¬lm¬̧s supremum normu

mU mU (cA \ U ; cA)
w Reel ya da kompleks terimli tüm diziler uzay¬

!0(A) S¬f¬ra A-kuvvetli toplanabilen diziler uzay¬

`1 S¬n¬rl¬diziler uzay¬

mU(E ;F) U üzerinde çarpanlar¬n uzay¬
f(Ax)ng x dizisinin A matrisi alt¬ndaki dönüşüm dizisi

A(x) f(Ax)ng dizisinin limiti
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1. G·IR·IŞ

S¬n¬rl¬ diziler uzay¬ `1 ile gösterilmek üzere key� bir B matrisi için

mB(`1) = fx 2 `1 : her y 2 cB \ `1 için xy 2 cBg uzay¬n¬n karakterize edilmesi

toplanabilme teorisinin bugüne kadar çözülememi̧s önemli bir problemidir. Bununla

ili̧skili olarak bir bak¬ma daha kolay bir problem de çarp¬msal metodlar için mB(`1)

uzay¬n¬n karakterizasyonudur. Bu tür bir karakterizasyon Henriksen ve Isbell (1964)

taraf¬ndan bir konferansta sunulmuş ancak yay¬nlanmam¬̧st¬r. Petersen (1972) taraf¬n-

dan bir ispat yay¬nlanm¬̧s ancak bu ispat¬n yanl¬̧s oldu¼gu Khan ve Orhan (2007)

taraf¬ndan yap¬lan incelemelerle ortaya konulmuştur.

Bu tezin amac¬regüler ve çarp¬msal toplanabilme metodlar¬n¬n toplanabilirlik alan-

lar¬n¬n çarpanlar¬n¬karakterize etmektir.

Bu tezde, A-düzgün integrallenebilme kavram¬kullan¬larakA-düzgün integrallenebilir

diziler uzay¬taraf¬ndan içerilen bir U cebiri için A matrisinin çarpan uzay¬karak-

terize edilecektir. Ayr¬ca, çarp¬msal negatif olmayan ve regüler bir B matris topla-

nabilme metodu için mB(`1) = cB \ `1 = stB \ `1 oldu¼gu gösterilecektir.

Fridy (1985) taraf¬ndan istatistiksel yak¬nsakl¬¼g¬n bir matris gösteriminin olmad¬¼g¬n¬

ispatlanm¬̧st¬r. Fridy ve Miller (1991) taraf¬ndan ise istatistiksel yak¬nsakl¬k ve mat-

ris toplanabilme metodlar¬n¬n bir s¬n¬f¬aras¬nda kuvvetli bir ba¼glant¬oldu¼gunu gös-

terilmi̧stir. Burada iseA-düzgün integrallenebilir diziler uzay¬üzerindeA-istatistiksel

yak¬nsakl¬¼g¬n negatif olmayan regüler ve üçgensel bir matris metoduna denk oldu¼gu

gösterilecektir.
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2. TEMEL KAVRAMLAR

Bu bölümde toplanabilme teorisinin baz¬temel kavramlar¬verilecektir. Bu yüksek

lisans tezinde N = f1; 2; 3; :::g do¼gal say¬lar kümesini gösterecektir.

Tan¬m 2.1 !, reel ya da kompleks terimli tüm dizilerin uzay¬ve E � ! alt vektör

uzay¬olmak üzere E uzay¬na bir dizi uzay¬denir. Bir E dizi uzay¬ndan reel veya

kompleks cisime tan¬ml¬lineer bir f fonksiyoneline toplanabilme metodu denir. E¼ger

E yak¬nsak diziler uzay¬n¬ içeriyor ve limx = L oldu¼gunda f(x) = L oluyorsa f

fonksiyoneline regüler toplanabilme metodu denir.

Tan¬m 2.2 A = (ank) reel ya da kompleks terimli sonsuz matris ve x = (xk) bir dizi

olmak üzere her n 2 N için
1X
k=1

ankxk

serisi yak¬nsak ise

(Ax)n :=
1X
k=1

ankxk

olmak üzere Ax := f(Ax)ng dizisine x dizisinin A dönüşüm dizisi denir (Maddox

1970).

!A := fx 2 ! : f(Ax)ng dizisi mevcutg

ve

cA := fx 2 ! : f(Ax)ng dizisi yak¬nsakg

kümelerini tan¬mlayal¬m. E¼ger f : cA ! K fonksiyonelini f(x) = lim
n
(Ax)n şeklinde

tan¬mlarsak f bir toplanabilme metodudur. E¼ger lim
n
(Ax)n = L ise x dizisi L

de¼gerine A� toplanabilirdir denir. Bu tezde A(x) := lim
n
(Ax)n ile gösterilecektir.

Teorem 2.1 (Silverman-Toeplitz) Bir A = (ank) matrisinin regüler olmas¬için

gerek ve yeter koşul;

(i) jjAjj := sup
n

1X
k=1

jankj <1

(ii) lim
n!1

ank = 0 (her k için)

2



(iii) lim
n!1

1X
k=1

ank = 1

olmas¬d¬r (Hardy and Littlewood 1913, Boos 2000).

Örne¼gin

cnk =

8<: 1
n
; 1 � k � n

0 ; k > n

ile tan¬ml¬C1 Cesàro matrisi regülerdir.

Tan¬m 2.3 A ve B iki matris toplanabilme metodu olsun. Her x 2 cA \ cB için

lim
n
(Ax)n = lim

n
(Bx)n oluyorsa A ile B tutarl¬d¬r denir (Boos 2000).

Tan¬m 2.4 A ve B iki matris toplanabilme metodu olmak üzere e¼ger cB � cA ve

A ile B tutarl¬ ise B metodu A metodunu içeriyor denir ve B � A ile gösterilir.

B � A � B oluyorsa A ile B denktir denir (Boos 2000).
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3. ·ISTAT·IST·IKSEL VE A-·ISTAT·IST·IKSEL YAKINSAKLIK

Bu bölümde önce istatistiksel yak¬nsakl¬k incelenecek daha sonra istatistiksel yak¬n-

sakl¬¼g¬n matris karakterizasyonu verilecek ve kuvvetli yak¬nsakl¬k ile ili̧skisi ince-

lenecektir. Ayr¬ca, A-istatistiksel yak¬nsakl¬k kavram¬ele al¬nacak ve A-istatistiksel

yak¬nsakl¬k ile A-kuvvetli toplanabilmenin ili̧skisi incelenecektir. Bu bölümde ele

al¬nacak diziler reel terimli olup asl¬nda elde edilen sonuçlar¬n bir ço¼gu kompleks

terimli diziler için de geçerlidir.

3.1 ·Istatistiksel Yak¬nsakl¬k

Bu k¬s¬mda bir dizinin istatistiksel yak¬nsakl¬¼g¬incelenecektir.

Tan¬m 3.1.1 K � N kümesini alal¬m.

�(K) := lim
n

1

n
jfk � n : k 2 Kgj

limiti mevcut ise bu limite K kümesinin asimptotik yo¼gunlu¼gu denir (Niven and

Zuckerman 1980). Burada A � N olmak üzere jAj ile A kümesinin kardinal say¬s¬

gösterilmektedir.

Tan¬m 3.1.2 x = (xk) bir dizi olsun. Her " > 0 için,

lim
n

1

n
jfk � n : jxk � Lj � "gj = 0

olacak şekilde bir L say¬s¬varsa x dizisi L say¬s¬na istatistiksel yak¬nsakt¬r denir ve

st� limx = L ile gösterilir (Fast 1951, Steinhaus 1951).

Şimdi bir " > 0 için E" = fk : jxk � Lj � "g dersek �E" bu kümenin karakteristik

fonksiyonu olmak üzere st � limx = L olmas¬için gerek ve yeter koşul her " > 0

için lim
n

�
C1�E" (k)

�
n
= 0 olmas¬d¬r.
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Örnek 3.1.1

xk =

8>>><>>>:
p
k ; k = m2

(m = 1; 2; :::)

1 ; k 6= m2

şeklinde tan¬mlanan x = (xk) dizisini inceleyelim. Her " > 0 için,

lim
n

1

n
jfk � n : jxk � 1j � "gj � lim

n

1

n
jfk � n : xk 6= 1gj � lim

n

1

n

p
n = 0

oldu¼gundan st� limx = 1 bulunur.

Tan¬m 3.1.3 x = (xk) dizisi bir P özelli¼gini yo¼gunlu¼gu s¬f¬r olan bir küme d¬̧s¬ndaki

her k için gerçekliyorsa x dizisi P özelli¼gini hemen her k için gerçekliyor denir

(Fridy 1985).

Önerme 3.1.1 x = (xk) bir dizi olmak üzere, x dizisinin istatistiksel yak¬nsak

olmas¬için gerek ve yeter koşul xk = yk (h:h:k) olacak biçimde yak¬nsak bir y = (yk)

dizisinin mevcut olmas¬d¬r (Fridy 1985).

Önerme 3.1.2 Bir x = (xk) dizisinin bir L say¬s¬na istatistiksel yak¬nsak olmas¬için

gerek ve yeter koşul �(K) = 1 olacak biçimde bir K � N için lim
k2K

xk = L olmas¬d¬r

(�alát 1980, Fridy 1985, Connor 1988).

x ve y iki istatistiksel yak¬nsak dizi ve � 2 R olmak üzere xy = (xkyk) ve �x = (�xk)

dizileri de istatistiksel yak¬nsak dizilerdir. x dizisinin bir L say¬s¬na yak¬nsak olmas¬

x dizisinin yine L say¬s¬na istatistiksel yak¬nsak olmas¬n¬ gerektirdi¼gi aç¬kt¬r. O

halde istatistiksel yak¬nsakl¬k, yak¬nsakl¬¼g¬n bir geni̧sletilmesidir.

Teorem 3.1.1 x = (xk) bir dizi olmak üzere, x bir L say¬s¬na istatistiksel yak¬nsak

ise x = y + z olacak biçimde L de¼gerine yak¬nsak bir y = (yk) dizisi ve s¬f¬ra

istatistiksel yak¬nsak bir z = (zk) dizisi vard¬r. Hatta x dizisi s¬n¬rl¬ise z dizisi de

s¬n¬rl¬d¬r (Connor 1988).
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·Ispat: st� limx = L olsun. N0 = 0 olmak üzere n > Nj için,

1

n
jfk � n : jxk � Lj � jgj <

1

j

olacak şekilde pozitif tamsay¬lar¬n artan bir,

N1 < N2 < :::

dizisini alal¬m. y = (yk) ve z = (zk) dizilerini aşa¼g¬daki şekilde tan¬mlayal¬m;

N0 < k � N1 ise

zk = 0 ve yk = xk

olsun. j > 1 ve Nj < k � Nj+1 için ,

jxk � Lj <
1

j
ise yk = xk ve zk = 0

jxk � Lj �
1

j
ise yk = L ve zk = xk � L

olsun. Bu durumda x = y + z gerçeklenir. Ayr¬ca kxk1 := sup
k
jxkj olmak üzere x

dizisi s¬n¬rl¬ise

kzk1 � kxk1 + jLj

oldu¼gu aç¬kt¬r. Şimdi " > 0 alal¬m ve j�yi " > 1
j
olacak şekilde seçelim. k > Nj olmak

üzere; jxk � Lj < 1
j
ise jyk � Lj = jxk � Lj oldu¼gundan jyk � Lj < ", jxk � Lj � 1

j

ise jyk � Lj = jL� Lj = 0 olup " key� oldu¼gundan y dizisi L de¼gerine yak¬nsakt¬r.

Her n say¬s¬ve her " > 0 için,

jfk � n : zk 6= 0gj � jfk � n : jzkj � "gj

oldu¼gundan st� lim z = 0 oldu¼gunu göstermek için

lim
n

1

n
jfk � n : zk 6= 0gj = 0

oldu¼gunu göstermek yeterlidir. 1
j
< � olacak şekilde � > 0 ve j 2 N alal¬m.

6



Nj < k � Nj+1 ise sadece jxk � Lj > 1
j
oldu¼gunda zk 6= 0 olur. O halde

Nl < k � Nl+1 ise

fk � n : zk 6= 0g �
�
k � n : jxk � Lj >

1

l

�

olur. Sonuç olarak, Nl < k � Nl+1 ve l > j ise,

1

n
jfk � n : zk 6= 0gj �

1

n

�����k � n : jxk � Lj > 1

l

����� < 1

l
<
1

j
< �

gerçeklenir. Bu da ispat¬tamamlar.

·Istatistiksel yak¬nsakl¬¼ga regüler bir toplanabilme metodu olarak bak¬labilir. Aşa¼g¬da

istatistiksel yak¬nsakl¬¼g¬n bir matris toplanabilme metodu taraf¬ndan içerilmedi¼gini

gösterece¼giz. Bunun için öncelikle aşa¼g¬daki lemmay¬verece¼giz.

Lemma 3.1.1 Sonsuz say¬da k için tk 6= 0 olacak şekilde bir t say¬dizisini alal¬m.

Bu durumda xk = 0 (h:h:k) ve

1X
k=1

tkxk =1

olacak şekilde bir x dizisi vard¬r (Fridy 1985).

·Ispat: fm (k)g pozitif tamsay¬lar¬n artan bir dizisi ve her k için,

m(k) > k2 ve tm(k) 6= 0

olsun. Şimdi bir x = (xk) dizisini

xm(k) =
1

tm(k)
ve xk = 0 (di�ger durumlarda)

olacak şekilde tan¬mlayal¬m. O halde xk = 0 (h:h:k) ve

1X
k=1

tkxk =

1X
k=1

tm(k)xm(k) =1

7



gerçeklenir.

Teorem 3.1.2 Hiçbir matris toplanabilme metodu istatistiksel yak¬nsakl¬k meto-

dunu içermez (Fridy 1985).

·Ispat: Lemma 3.1.1 gösteriyorki istatistiksel yak¬nsakl¬k metodunu içeren bir mat-

ris öncelikle sat¬r sonlu olmal¬d¬r. Key� sat¬r sonlu bir A = (ank) matrisini alal¬m.

S¬f¬rdan farkl¬an(1);k0 (1) eleman¬n¬seçelim. Daha sonra k(1) � k
0
(1), an(1);k(1) 6= 0 ve

k > k(1) için an(1);k = 0 olacak şekilde bir k(1) kolonunu seçelim. Her m için,

k(m) � m2 ise an(m);k(m) 6= 0

ve

k > k(m) ise an(m);k = 0

olmak üzere sat¬r ve sütun indislerinin artan bir dizisini seçebiliriz. Şimdi x = (xk)

dizisini

xk(1) =
1

an(1);k(1)
:

xk(m) =
1

an(m);k(m)

"
m�

m�1X
i=1

an(m);k(i)xk(i)

#
:

xk = 0 (di¼ger durumlarda)

şeklinde tan¬mlayal¬m. O halde

(Ax)n(m) =
1X
k=1

an(m);kxk =
mX
i=1

an(m);k(i)xk(i)

= an(m);k(m)xk(m) +
m�1X
i=1

an(m);k(i)xk(i)

= an(m);k(m)
1

an(m);k(m)

"
m�

m�1X
i=1

an(m);k(i)xk(i)

#
+
m�1X
i=1

an(m);k(i)xk(i)

= m
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elde edilir. Dolay¬s¬yla
�
(Ax)n(m)

	
dizisi yak¬nsak de¼gildir. Bir başka deyimle x

dizisi A-toplanabilen bir dizi de¼gildir. Ayr¬ca k(m) � m2 oldu¼gundan,

jfk � n : xk 6= 0gj �
p
n

olup

lim
n

1

n
jfk � n : xk 6= 0gj � lim

n

1

n

p
n = 0

oldu¼gundan st � limx = 0 elde edilir. Bu durumda x dizisi istatistiksel yak¬nsak

oldu¼gu halde A-toplanabilir de¼gildir, yani A metodu istatistiksel yak¬nsakl¬¼g¬içer-

mez.

Şimdi de istatistiksel yak¬nsakl¬¼g¬n içerdi¼gi aşikar olmayan bir matris metodunun

varl¬¼g¬n¬gösterelim.

Örnek 3.1.2 A = (ank) matrisi,

ank =

8>>><>>>:
1 ; k = n ve n tam kare de¼gil
1
2
; n = m2 ve k = n veya k = (m� 1)2

0 ; di¼ger durumlarda

şeklinde tan¬mlans¬n. O halde her x = (xk) dizisi için

(Ax)n =

8>>><>>>:
x1
2

; n = 1
x(m�1)2+xm2

2
; n = m2 (m = 1; 2; :::)

xn ; n tam kare de¼gil

gerçeklenir. A matrisi regüler ve üçgen bir matrisdir. Kabul edelimki lim
n
(Ax)n = L

olsun.

jfk � n : (Ax)k 6= xkgj �
p
n

oldu¼gundan

lim
n

1

n
jfk � n : (Ax)k 6= xkgj � lim

n

1

n

p
n = 0

9



gerçeklenir. Dolay¬s¬yla (Ax)k = xk (h:h:k) olur. Bu durumda Önerme 3.1.1�den

st � limx = L gerçeklenir. O halde istatistiksel yak¬nsakl¬k metodunun A meto-

dunu içerdi¼gini söyleyebiliriz. Şimdi de A metodunun yak¬nsakl¬¼ga denk olmad¬¼g¬n¬

gösterelim. Bunun için bir x = (xk) dizisini,

xk =

8>>><>>>:
(�1)m ; k = m2

(m = 1; 2; :::)

0 ; k 6= m2

şeklinde tan¬mlayal¬m. Bu durumda (Ax)1 = �1
2
ve n > 1 için (Ax)n = 0 elde edilir.

x dizisi yak¬nsak de¼gildir fakat A-toplanabilirdir (Fridy 1985).

3.2 ·Istatistiksel Yak¬nsakl¬¼g¬n Matris Karakterizasyonu

Bu k¬s¬mda matris metodlar¬n¬n bir � s¬n¬f¬ile matris toplanabilme ve istatistiksel

yak¬nsakl¬k aras¬nda güçlü bir ili̧ski kurulacakt¬r. Şimdi,

(i) Her n için
nX
k=1

ank = 1;

(ii) K � N olmak üzere �(K) = 0 ise lim
n

X
k2K

ank = 0

olacak şekilde negatif olmayan üçgensel A = (ank) matrislerinin s¬n¬f¬� olsun. Bu

s¬n¬ftaki her matris negatif olmayan terimlere sahip oldu¼gundan (i) ve (ii) şartlar¬,

matrisin regülerli¼gi için Silverman-Toeplitz koşullar¬n¬n gerçeklenmesini garantiler.

Sözü edilen karakterizasyonu vermek için aşa¼g¬da ispats¬z verilen lemmaya ihtiyaç

duyulacakt¬r.

Lemma 3.2.1 S¬n¬rl¬bir x = (xk) dizisi istatistiksel yak¬nsak de¼gil ise fn 2 N : xn < �g

ve fn 2 N : xn > �g kümeleri s¬f¬r yo¼gunlu¼ga sahip olmayacak şekilde � < � reel

say¬lar¬vard¬r (Fridy and Miller 1991).

Teorem 3.2.1 S¬n¬rl¬bir x = (xk) dizisinin L say¬s¬na istatistiksel yak¬nsak olmas¬

için gerek ve yeter şart her A 2 � için lim
n
(Ax)n = L olmas¬d¬r (Fridy and Miller

1991).
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·Ispat: ·Ilk olarak st � limx = L oldu¼gunu kabul edelim. A 2 � ve " > 0 olsun.

K := fk 2 N : jxk � Lj � "g olmak üzere �(K) = 0 ve k 62 K ise jxk � Lj < "

gerçeklenir.

j(Ax)n � Lj =
�����X
k

ankxk � L
�����

=

�����X
k

ankxk � L
X
k

ank

�����
�

�����X
k 62K

ank(xk � L)
�����+
�����X
k2K

ank(xk � L)
�����

� "
X
k 62K

ank +

�
sup
k
jxk � Lj

�X
k2K

ank (3.2.1)

elde edilir. Şimdi (3.2.1) eşitsizli¼ginde her iki taraf¬n n!1 için limiti al¬n¬rsa,

lim
n
j(Ax)n � Lj � " lim

n

X
k 62K

ank +

�
sup
k
jxk � Lj

�
lim
n

X
k2K

ank

gerçeklenir. �(K) = 0 ve " key� oldu¼gundan (ii) koşuluna göre

lim
n
j(Ax)n � Lj = 0

olur. Yani lim
n
(Ax)n = L gerçeklenir.

Kaŗs¬t olarak st� limx =M 6= L olsun. Bu durumda gerek koşuldan her A 2 � için

lim
n
(Ax)n =M 6= L gerçeklenir. O halde x dizisinin istatistiksel yak¬nsak olmad¬¼g¬n¬

kabul edelim. Lemma 3.2.1�den U = fk 2 N : xk < �g ve V = fk 2 N : xk > �g s¬f¬r

yo¼gunlu¼ga sahip olmayacak şekilde � < � reel say¬lar¬vard¬r. O halde her k 2 N

için,
1

uk
jfn 2 U : n � ukgj > "

ve
1

vk
jfn 2 V : n � vkgj > "

olacak şekilde " > 0, U
0
= fukg1k=1 � U ve V

0
= fvkg1k=1 � V alt kümeleri vard¬r.
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U \ V = ? oldu¼gundan U 0
ile V

0
kümeleri ayr¬kt¬r. Şimdi,

Un = fk � n : k 2 Ug

ve

Vn = fk � n : k 2 V g

olmak üzere bir A = (ank) matrisini,

ank =

8>>>>>><>>>>>>:

0 ; k > n

1
n

; k � n ve n 62 U 0 [ V 0

1
jUnj ; n 2 U 0

ve k 2 Un
1
jVnj ; n 2 V 0

ve k 2 Vn

şeklinde tan¬mlayal¬m. Bu durumda A 2 � olup

n 2 U 0
ise (Ax)n < �

ancak

n 2 V 0
ise (Ax)n > �

olacakt¬r. O halde A 2 � gerçeklendi¼gi halde f(Ax)gn yak¬nsak de¼gildir.

3.3 ·Istatistiksel Yak¬nsakl¬k ve Kuvvetli p-Cesàro Toplanabilme

Bu k¬s¬mda kuvvetli p-Cesàro toplanabilme kavram¬n¬n tan¬m¬ yap¬ld¬ktan sonra

s¬n¬rl¬diziler için kuvvetli p-Cesàro toplanabilme ile istatistiksel yak¬nsakl¬¼g¬n denk

oldu¼gu gösterilecektir.

Tan¬m 3.3.1 x = (xk) bir dizi ve 0 < p <1 olsun.

lim
n

1

n

nX
k=1

jxk � Ljp = 0

olacak şekilde L say¬s¬ varsa x dizisi L say¬s¬na kuvvetli p-Cesàro toplanabilirdir
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denir (Hardy and Littlewood 1913, Connor 1988). Bu tezde p-Cesàro toplanabilen

dizilerin kümesi !p ile gösterilecektir.

Teorem 3.3.1 p 2 R+ olsun.

i) Bir dizi bir L de¼gerine kuvvetli p-Cesàro toplanabilir ise ayn¬de¼gere istatistiksel

yak¬nsakt¬r.

ii) S¬n¬rl¬bir dizi L de¼gerine istatistiksel yak¬nsak ise ayn¬de¼gere kuvvetli p-Cesàro

toplanabilirdir (Connor 1988).

·Ispat: i) L say¬s¬na kuvvetli p-Cesàro toplanabilir bir x = (xk) dizisini alal¬m. Her

" > 0 için

nX
k=1

jxk � Ljp =
X
1�k�n
jxk�Lj<"

jxk � Ljp +
X
1�k�n
jxk�Lj�"

jxk � Ljp

�
X
1�k�n
jxk�Lj�"

jxk � Ljp

�
X
1�k�n
jxk�Lj�"

"p

= "p
X
1�k�n
jxk�Lj�"

1

= "p jfk � n : jxk � Lj � "gj

gerçeklenir. Bu durumda,

1

n

nX
k=1

jxk � Ljp �
"p

n
jfk � n : jxk � Lj � "gj � 0 (3.3.1)

elde edilir. (3.3.1) eşitsizli¼ginde her iki taraf¬n n!1 için limiti al¬n¬rsa sol taraf¬n

limiti s¬f¬r olaca¼g¬ndan her " > 0 için

lim
n

1

n
jfk � n : jxk � Lj � "gj = 0

gerçeklenir. Yani st� limx = L olmal¬d¬r.
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ii) Şimdi s¬n¬rl¬bir x = (xk) dizisini alal¬m. Ayr¬ca st � limx = L oldu¼gunu kabul

edelim. kxk1 := sup
k
jxkj olmak üzere M := kxk1 + L tan¬mlayal¬m. " > 0 olmak

üzere her n > N" için,

1

n

�����k � n : jxk � Lj � �"2� 1
p

����� < "

2Mp

olacak şekilde bir N" > 0 seçelim. Her k için jxk � Lj � jxkj+ jLj =M oldu¼gundan

jxk � Ljp �Mp elde edilir. n > N" olmak üzere,

E :=

�
k 2 N : jxk � Lj <

�"
2

� 1
p

�

dersek,

1

n

nX
k=1

jxk � Ljp =
1

n

8><>:
X
1�k�n
k2Ec

jxk � Ljp +
X
1�k�n
k2E

jxk � Ljp

9>=>;
� 1

n

8><>:
X
1�k�n
k2Ec

Mp +
X
1�k�n
k2E

"

2

9>=>;
� 1

n

n
Mp

���nk � n : jxk � Lj � �"
2

�o���+ n"
2

o
=

"

2
+
"

2
= "

gerçeklenir. Bu durumda st� limx = L gerçeklenir.

Sonuç 3.3.1 S¬n¬rl¬ diziler uzay¬ üzerinde istatistiksel yak¬nsakl¬k ile kuvvetli

p-Cesàro toplanabilme denktir.

3.4 A-·Istatistiksel Yak¬nsakl¬k ve Kuvvetli Toplanabilme

Bu k¬s¬mda A-istatistiksel yak¬nsakl¬k ve kuvvetli toplanabilme kavramlar¬verilip

s¬n¬rl¬diziler üzerinde bu kavramlar¬n denkli¼gi gösterilecektir.
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Tan¬m 3.4.1 A = (ank) negatif olmayan matris olmak üzere her " > 0 için

lim
n

X
k:jxk�Lj>"

ank = 0

gerçekleniyorsa x = (xk) dizisi L say¬s¬na A-istatistiksel yak¬nsakt¬r denir ve

stA � limx = L ile gösterilir (Connor 1989, Kolk 1991, Miller 1995). A-istatistiksel

yak¬nsak dizilerin uzay¬n¬stA ile gösterirsek stA uzay¬n¬n bir cebir yap¬s¬na sahip

oldu¼gunu söyleyebiliriz. Burada U bir dizi uzay¬ olmak üzere her x; y 2 U için

xy 2 U oluyorsa U uzay¬na bir cebir denir. A-istatistiksel yak¬nsakl¬k ile bir E � N

kümesinin A-yo¼gunlu¼gu ba¼glant¬l¬d¬r. E¼ger,

�A(E) := lim
n!1

X
k2E

ank

limiti mevcut ise E, A-yo¼gunlu¼ga sahiptir denir (Freedman and Sember 1981).

Böylece bir " > 0 için E" := fk 2 N : jxk � Lj � "g dersek, stA � limx = L ol-

mas¬için gerek ve şart her " > 0 için �A(E") = 0 olmas¬d¬r.

A-istatistiksel yak¬nsakl¬k kavram¬nda A matrisi yerine C1 Cesàro matrisi al¬n¬rsa

istatistiksel yak¬nsakl¬k kavram¬elde edilir.

Daha önce ispatlanan Teorem 3.2.1�in bir benzeri de A-istatistiksel yak¬nsakl¬k için

verilebilir: A negatif olmayan regüler bir matris olmak üzere,

i) Her n için
1X
k=1

bnk = 1,

ii) K � N olmak üzere �A(K) = 0 ise lim
n

X
k2K

bnk = 0

olacak şekilde tüm B = (bnk)matrislerinin s¬n¬f¬�A ile gösterilsin. O halde aşa¼g¬daki

teorem ispats¬z verilebilir.

Teorem 3.4.1 S¬n¬rl¬bir x dizisinin bir L say¬s¬na A-istatistiksel yak¬nsak olmas¬

için gerek ve yeter şart her B 2 �A için lim
n
(Bx)n = L olmas¬d¬r (Fridy and Miller

1991).
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Şimdi de A-kuvvetli yak¬nsakl¬¼ga ili̧skin bilgileri hat¬rlatal¬m.

Tan¬m 3.4.2 A = (ank) negatif olmayan bir matris ve p�R+ olsun. Bir x = (xk)

dizisi için,

lim
n

X
k

ank jxk � Ljp = 0

oluyorsa x dizisi L say¬s¬na p indisine göre A-kuvvetli toplanabilirdir denir. Özel

olarak p = 1 ise x dizisi L say¬s¬na A-kuvvetli toplanabilir denir. (Freedman and

Sember 1989, Connor 1989). Bu tezde tüm A-kuvvetli toplanabilen dizilerin kümesi

!(A) ve s¬f¬ra A-kuvvetli toplanabilen dizilerin kümesi !0(A) ile gösterilecektir.

Teorem 3.4.2 A negatif olmayan regüler matris olsun. O halde,

(i) Bir x = (xk) dizisi L say¬s¬na A-kuvvetli toplanabiliyorsa stA� limx = L gerçek-

lenir.

(ii) x = (xk) s¬n¬rl¬bir dizi ve stA � limx = L ise x dizisi, L say¬s¬na A-kuvvetli

toplanabilirdir (Connor 1989).

·Ispat: L = 0 almak genellikten biŗsey kaybettirmez.

(i) x 2 !0(A) alal¬m. Bu durumda,

lim
n

X
k

ank jxkj = 0

gerçeklenir. Böylece her " > 0 için,

X
k

ank jxkj =
X

k:jxkj>"

ank jxkj+
X

k:jxkj�"

ank jxkj

�
X

k:jxkj>"

ank jxkj

� "
X

k:jxkj>"

ank (3.4.1)

elde edilir. (3.4.1) eşitsizli¼ginde her iki taraf¬n n ! 1 için limiti al¬n¬rsa sol taraf

s¬f¬ra yak¬nsayaca¼g¬ndan ve sa¼g taraf negatif olmad¬¼g¬ndan sa¼g taraf da s¬f¬ra yak¬n-

sayacakt¬r. O halde stA � limx = 0 elde edilir.
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(ii) Şimdi x 2 stA \ `1 alal¬m. Bu durumda kxk1 <1 olur. Ayr¬ca

X
k

ank jxkj =
X

k:jxkj�"

ank jxkj+
X

k:jxkj<"

ank jxkj

� kxk1
X

k:jxkj�"

ank + "

1X
k=1

ank (3.4.2)

gerçeklenir. A regüler oldu¼gundan (3.4.2) eşitsizli¼ginin sa¼g taraf¬ndaki ikinci ifade

"�a yak¬nsar. Kabulümüz gere¼gi eşitsizli¼gin sa¼g taraf¬ndaki ilk ifade de s¬f¬ra yak¬n-

sayaca¼g¬ndan ve " key� oldu¼gundan x 2 !0(A) gerçeklenir. Bu da ispat¬tamamlar.
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4. SINIRLI TOPLANAB·ILME ALANLARI

Bu bölümde bir matrisin çarp¬msal olmas¬ve negatif olmayan regüler bir matrisin

s¬n¬rl¬toplanabilme alan¬n¬n çarpanlar¬ile ilgilenece¼giz.

4.1 Çarp¬msal (P Özellikli) Matrisler

Bu k¬s¬mda bir A matrisinin çarp¬msall¬¼g¬tan¬t¬l¬p bu özellik karakterize edilecektir.

Tan¬m 4.1.1 A reel terimli regüler bir matris olmak üzere x ve x0 s¬ras¬yla L ve L0

say¬lar¬na A-toplanabilen s¬n¬rl¬ diziler oldu¼gunda xx0 çarp¬m¬ da LL0 çarp¬m¬na

A-toplanabilir oluyorsa A matrisi çarp¬msald¬r veya P özelliklidir denir (Brauer

1956).

Teorem 4.1.1 A, çarp¬msal ve x terimleri 0 veya 1 olan bir dizi olsun. E¼ger x, L

say¬s¬na A-toplanabilir ise L = 0 veya L = 1 gerçeklenir (Brauer 1956).

·Ispat: x terimleri 0 veya 1 olan bir dizi ve A matrisi çarp¬msal olsun. xx = x olup

A çarp¬msal oldu¼gundan L = L2 elde edilir. Bu ise L = 0 veya L = 1 olmas¬n¬

gerektirir.

Teorem 4.1.2 Reel terimli ve regüler bir A matrisinin çarp¬msal olmas¬için gerek

ve yeter koşul reel ve s¬n¬rl¬bir x = (xk) dizisi L say¬s¬na A-toplanabilir oldu¼gunda

(x2k) dizisinin de L
2 say¬s¬na A-toplanabilir olmas¬d¬r (Brauer 1956).

·Ispat: A reel terimli, regüler bir matris olmak üzere reel terimli, s¬n¬rl¬x = (xk)

dizisi L say¬s¬na A-toplanabilir oldu¼gunda (x2k) dizisi de L
2 say¬s¬na A-toplanabilir

oluyorsaAmatrisiQ özelliklidir diyelim. Şimdi x0 = (x0k) = (xk) alal¬m. A çarp¬msal

oldu¼gundan (xkxk) = (x2k) de LL = L
2 say¬s¬na A-toplanabilirdir.

Kaŗs¬t olarak A matrisi Q özellikli olsun. x = (xk) ve x0 = (x0k) dizileri s¬ras¬yla L ve

L0 say¬lar¬na A-toplanabilir, reel terimli ve s¬n¬rl¬diziler ise fxk + x0kg ve fxk � x0kg

dizileri de reel terimli, s¬n¬rl¬ve s¬ras¬yla L + L0 ve L� L0 say¬lar¬na A-toplanabilir

dizilerdir. A matrisi, Q özellikli oldu¼gundan
�
(xk + x

0
k)
2	 ve�(xk � x0k)2	 dizileri de
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s¬ras¬yla (L+ L0)2 ve (L� L0)2 say¬lar¬na A-toplanabilirdir. Her k için,

(xk + x
0
k)
2 � (xk � x0k)

2
= 4xkx

0
k

ve

(L+ L0)
2 � (L� L0)2 = 4LL0

oldu¼gundan (xkx0k) dizisi LL
0 say¬s¬s¬na A-toplanabilirdir.

Teorem 4.1.2�nin daha kullan¬̧sl¬olabilecek bir başka hali aşa¼g¬da verilmi̧stir.

Teorem 4.1.3 Reel terimli ve regüler bir A = (ank) matrisinin çarp¬msal olmas¬için

gerek ve yeter koşul x = (xk) dizisi s¬f¬ra A-toplanabilir oldu¼gunda (x2k) dizisinin de

s¬f¬ra A-toplanabilir olmas¬d¬r (Brauer 1956).

·Ispat: A = (ank) çarp¬msal bir matris olsun. Bu durumda x = (xk) s¬f¬ra

A-toplanabilir bir dizi ise (x2k) dizisi de s¬f¬ra A-toplanabilir bir dizidir.

Kaŗs¬t olarak x = (xk) dizisi s¬f¬ra A-toplanabilir oldu¼gunda (x0k) dizisi de s¬f¬ra

A-toplanabilir olsun. L say¬s¬na A-toplanabilen y = (yk) dizisi alal¬m. Bu durumda

(yk�L) dizisi de s¬f¬ra A-toplanabilirdir. Hipotezdenden
�
(yk � L)2

	
dizisi de s¬f¬ra

A-toplanabilirdir. O halde

(yk � L)2 = y2k � 2Lyk + L2

oldu¼gundan

0 = A
�
y2k � 2Lyk + L2

�
= A

�
y2k
�
� 2LA(yk) + L2

gerçeklenir. Buradan (y2k) dizisinin L
2 say¬s¬na A-toplanabilir oldu¼gunu söyleyebili-

riz. O halde Teorem 4.1.2�den A matrisi çarp¬msald¬r.
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4.2 S¬n¬rl¬Toplanabilme Alanlar¬nda Yaklaş¬m

A reel terimli regüler bir matris ve `1 reel terimli ve s¬n¬rl¬diziler uzay¬olmak üzere

A� :=
n
x 2 `1 : lim

n
(Ax)n mevcut

o
kümesi ile A matrisinin s¬n¬rl¬toplanabilme alan¬n¬tan¬mlayal¬m, yani

A� = cA \ `1

olsun. Bu k¬s¬mda, A� uzay¬n¬n elemanlar¬na yine A� uzay¬na ait karakteristik

fonksiyonlar¬n sonlu lineer kombinasyonu ile düzgün olarak yaklaş¬labilenA� kümesini

karakterize edece¼giz. Daha sonra A� kümesinin çarpanlar¬ ile ilgilenece¼giz. Bu

k¬s¬mda matrisler reel terimli ve regüler al¬nacakt¬r.

Tan¬m 4.2.1 X, `1 uzay¬n¬n kapal¬alt uzay¬olsun. E � N alal¬m. E kümesinin

karakteristik fonksiyonu;

�E(k) =

8<: 1 ; k 2 E

0 ; k 62 E

olmak üzere, e¼ger �E 2 X ise E kümesine X-kabul edilebilir (admissible) denir (Hill

and Sledd 1968).

Tan¬m 4.2.2 N do¼gal say¬lar kümesinin X-kabul edilebilir alt cümlelerinin sonlu

parçalanmas¬na N kümesinin X-kabul edilebilir parçalanmas¬denir (Hill and Sledd

1968).

Tan¬m 4.2.3 Ei kümeleri N do¼gal say¬lar kümesinin bir X-kabul edilebilir parçalan-

mas¬n¬oluştursun. Her i 2 N için �i 2 R olmak üzere,

� :=

nX
i=1

�i�Ei

şeklindeki bir fonksiyona X-kabul edilebilir fonksiyon denir (Hill and Sledd 1968).
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Teorem 4.2.1 E¼ger X kümesi, X-kabul edilebilir fonksiyonlar¬n kapan¬̧s¬ ise bu

durumda X bir cebirdir (Hill and Sledd 1968).

Teorem 4.2.2 A�, `1 uzay¬n¬n bir alt cebiri iseA�, A�-kabul edilebilir fonksiyonlar¬n

kapan¬̧s¬na eşittir (Hill and Sledd 1968).

4.3 S¬n¬rl¬Toplanabilme Alanlar¬n¬n Çarpanlar¬

Bu k¬s¬mda s¬n¬rl¬toplanabilme alanlar¬n¬n çarpanlar¬ile ilgilenece¼giz.

Öncelikle A� uzay¬n¬n bir alt kümesini tan¬mlayal¬m:

A�� := fx 2 `1 : her y 2 A� için xy 2 A�g

kümesi A� uzay¬n¬n bir alt kümesidir. A� = A�� olmas¬için gerek ve yeter şart A�

uzay¬n¬n `1 uzay¬n¬n bir alt cebiri olmas¬d¬r.

Teorem 4.3.1 (Brudno-Mazur-Orlicz S¬n¬rl¬Tutarl¬l¬k Teoremi) A = (ank)

ve B = (bnk), A� � B� olacak şekilde iki regüler matris olsun. Bu durumda her

x 2 A� için A(x) = B(x) gerçeklenir (Boos 2000).
·Ispat: A� � B� gerçeklensin ancak bir x 2 A� için A(x) 6= B(x) olsun. O halde

� 6= � olmak üzere A(x) = � ve B(x) = � alal¬m. Bir x0 = (x0k) dizisini

x0k =
xk � �
� � �

şeklinde tan¬mlayal¬m. O halde x0 2 A� olup A(x0) = ���
��� = 0 ve B(x

0) = ���
��� = 1

gerçeklenir. Bu durumda x 2 A� dizisini A(x) = 0 ve B(x) = 1 olacak şekilde

almak genellikten biŗsey kaybettirmez. (xkank) ve (xkbnk) matrislerini gözönüne

alal¬m. K(0) = 0 ve r(1) = 1 olmak üzere K(1) indisini her n � r(1) için,

X
k>K(1)

jxkankj < 1 ve
X

k>K(1)

jxkbnkj < 1
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olacak şekilde seçelim. Şimdi r(2) > r(1) indisini her n > r(2) için,

X
k�K(1)

jxkankj < 1 ve
X

k�K(1)

jxkbnkj < 1

olacak şekilde seçelim. Bu şekilde devam ederek bir m � 1 için,

r(1) < r(2) < ::: < r(m)

K(1) < K(2) < ::: < K(m� 1)

indisleri seçilsin. Şimdi de K(m) > K(m� 1) indisini her n � r(m) için,

X
k>K(m)

jxkankj <
1

m
ve

X
k>K(m)

jxkbnkj <
1

m

olacak şekilde seçelim. Şimdi r(m+ 1) > r(m) indisini her n > r(m) için,

X
k�K(m)

jxkankj <
1

m
ve

X
k�K(m)

jxkbnkj <
1

m

olacak şekilde seçelim. Böylece,

(Ax)n =
1X
j=0

X
k2(K(j);K(j+1)]

xkank

=
X
j<m�1

X
k2(K(j);K(j+1)]

xkank +
X

k2(K(m);K(m+1)]

xkank

+
X
j>m

X
k2(K(j);K(j+1)]

xkank (4.3.1)

şeklinde yaz¬labilir. Burada her n � r(m) için������
X

k<K(m�1)

xkank

������ < 1

m� 1
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oldu¼gundan (4.3.1) eşitli¼gindeki ilk ifade s¬n¬rl¬d¬r. Ayr¬ca n � r(m+ 1) için������
X

k>K(m+1)

xkank

������ < 1

m+ 1

oldu¼gundan (4.3.1) eşitli¼gindeki üçüncü ifade de s¬n¬rl¬d¬r. O halde her

r(m) � n � r(m+ 1) için

(Ax)n = O

�
1

m

�
+

X
k2(K(m�1);K(m+1)]

xkank (4.3.2)

gerçeklenir. Benzer şekilde

(Bx)n = O

�
1

m

�
+

X
k2(K(m�1);K(m+1)]

xkbnk (4.3.3)

elde edilir. Her k için �k 2 (0; 1], lim inf
k

�k = 0, lim sup
k

�k = 1 ve lim
k
(�k+1��k) = 0

olacak şekilde bir � = (�k) dizisi vard¬r. Bu şekilde bir dizi yavaş sal¬n¬ml¬dizi olarak

adland¬r¬l¬r. O halde yavaş sal¬n¬ml¬bir � = (�k) dizi alal¬m ve bir y = (yk) dizisini

yk = xk�j ; K(j � 1) < k � K(j)

şeklinde tan¬mlayal¬m. Bu durumda K(j � 1) < k � K(j) için,

(Ay)n =
1X
k=1

ankxk�j

=
X
j<m�1

�j+1
X

k2(K(j);K(j+1)]

xkank + �m
X

k2(K(m�1);K(m)]

xkank

+�m+1
X

k2(K(m);K(m+1)]

xkank +
X
j>m

�j+1
X

k2(K(j);K(j+1)]

xkank (4.3.4)

gerçeklenir. (4.3.4) eşitli¼ginde sa¼g tarafa �m
X

k2(K(m);K(m+1)]

xkank ifadesi eklenip

23



ç¬kart¬l¬rsa,

(Ay)n = O

�
1

m

�
+ �m

X
k2(K(m�1);K(m)]

xkank + �m
X

k2(K(m);K(m+1)]

xkank

��m
X

k2(K(m);K(m+1)]

xkank + �m+1
X

k2(K(m);K(m+1)]

xkank

= O

�
1

m

�
+ �m

X
k2(K(m�1);K(m+1)]

xkank

+
�
�m+1 � �m

� X
k2(K(m);K(m+1)]

xkank (4.3.5)

gerçeklenir. (4.3.2) eşitli¼ginden

X
k2(K(m�1);K(m+1)]

xkank ! 0; (n!1)

olup �m 2 (0; 1] oldu¼gundan (4.3.5) eşitli¼ginin sa¼g taraf¬ndaki ikinci ifade s¬f¬ra

yak¬nsar. Ayn¬zamanda X
k2(K(m);K(m+1)]

xkank

s¬n¬rl¬ve
�
�m+1 � �m

�
! 0 oldu¼gundan (4.3.5) eşitli¼ginin sa¼g taraf¬ndaki üçüncü

ifade de s¬f¬ra yak¬nsar O halde n!1 için (Ay)n ! 0 gerçeklenir. Benzer şekilde

(By)n = O

�
1

m

�
+ �m

X
k2(K(m�1);K(m+1)]

xkbnk

+
�
�m+1 � �m

� X
k2(K(m);K(m+1)]

xkbnk (4.3.6)

elde edilir. (Bx)n ! 1 ve � dizisi yak¬nsak olmad¬¼g¬ndan (4.3.3), (4.3.6) eşitlik-

lerinden f(By)ng dizisinin yak¬nsak olmad¬¼g¬görülür. Bu ise çeli̧skidir.

E¼ger

1� 1| {z }+ 12 + 12| {z }�12 � 12| {z }+13 + 13 + 13| {z }�13 � 13 � 13| {z }+:::
serisinin k¬smi toplamlar dizisi (�j) olarak al¬n¬rsa (�j) dizisinin yavaş sal¬n¬ml¬

oldu¼gu kolayca görülebilir.
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Teorem 4.3.2 Bir A = (ank) matrisi A�� üzerinde çarp¬msald¬r, yani her x; y 2 A��

için A(xy) = A(x)A(y) gerçeklenir (Hill and Sledd 1968).

·Ispat: x 2 A�� alal¬m. Önce A(x) 6= 0 oldu¼gunu kabul edelim. B = (bnk) matrisini,

bnk =
ankxk
A(x)

şeklinde tan¬mlayal¬m. x s¬n¬rl¬ve A regüler oldu¼gundan B matrisi regülerdir. Şimdi

y 2 A� alal¬m. x 2 A�� oldu¼gundan xy 2 A� olur ve

(By)n =
X
k

bnkyk =
X
k

ankxkyk
A(x)

=
(Axy)n
A(x)

gerçeklenir. Bu durumda y 2 B� olur, yani A� � B� elde edilir. Teorem 4.3.1�den

B(y) = A(y) olmal¬d¬r.

B(y) =
A(xy)

A(x)

oldu¼gundan A(xy) = A(x)A(y) elde edilir. Şimdi A(x) = 0 alal¬m. Bir B = (bnk)

matrisini,

bnk = ankxk + ank

şeklinde tan¬mlayal¬m. A regüler ve x s¬n¬rl¬odu¼gundan B regülerdir. y 2 A� al¬rsak

x 2 A�� oldu¼gundan xy 2 A� olur ve

(By)n =
X
k

bnkyk = (Axy)n + (Ay)n

gerçeklenir. Bu durumda y 2 B� olup A� � B� bulunur. Teorem 4.3.1�den

A(y) = B(y) olup

B(y) = A(xy) + A(y)

ve A(x) = 0 oldu¼gundan

A(xy) = 0 = A(x)A(y)

elde edilir. Bu da ispat¬tamamlar.

Teorem 4.3.3 x 2 A�� olsun. x dizisinin görüntü kümesi ve A(x) noktas¬n¬n
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birleşiminden oluşan kümenin kapan¬̧s¬n¬C ile gösterelim. Bu küme reel say¬lar¬n

kompakt bir alt kümesidir. F , C üzerinde sürekli, reel de¼gerli bir fonksiyon ol-

sun. Bu durumda y = fF (xk)g olmak üzere y 2 A�� olur. Hatta z 2 A� için

A(yz) = A(z)F (A (x)) gerçeklenir (Hill and Sledd 1968).

·Ispat: n 2 N, z 2 A� ve x 2 A�� olsun. Teorem 4.3.2�den

A(zxn) = A(z)A(xn) = A(z) fA(x)gn

elde edilir. O halde teorem F polinom oldu¼gunda gerçeklenir. A dönüşümü sürekli

dönüşüm oldu¼gundanWeierstrass Yaklaş¬m Teoremi�nden sürekli her F fonksiyonu

için bu teorem gerçeklenir.

Teorem 4.3.4 Negatif olmayan bir A = (ank) matrisi için A�� = !(A)\ `1 gerçek-

lenir (Hill and Sledd 1968).

·Ispat: ·Ilk olarak x 2 A�� alal¬m. A regüler oldu¼gundan,

lim
n

X
k

ank (xk � A (x)) = lim
n

X
k

ankxk � lim
n

X
k

ankA(x)

= A(x)� A(x) = 0

olur. Bir s = (sk) dizisini

sk = xk � A(x)

olarak tan¬mlayal¬m. Bu durumda s 2 A�� olur. Şimdi Teorem 4.3.3�de F (t) = jtj

ve z = (1; 1; :::) al¬n¬rsa

yk = F (sk) = jxk � A(x)j

olup

A(yz) = A(z)F (A(s)) = F (A(s))

gerçeklenir. O halde,

lim
n

X
k

ank jxk � A(x)j = A(yz) =
�����limn X

k

ank (xk � A (x))
����� = 0
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oldu¼gundan x 2 !(A) gerçeklenir. Böylece x 2 !(A) \ `1 gerçeklenir.

Kaŗs¬t olarak x 2 !A \ `1 alal¬m. O halde

lim
n

X
k

ank jxk � Lj = 0

olacak şekilde bir L say¬s¬vard¬r. Ayr¬ca her y 2 A� için

lim
n

X
k

ankxkyk = lim
n

X
k

ank(xk � L)yk + L lim
n

X
k

ankyk (4.3.7)

yazabiliriz. y dizisi s¬n¬rl¬ve x 2 !A oldu¼gundan,�����X
k

ank (xk � L) yk

����� �
X
k

ank jxk � Lj jykj

� kyk1
X
k

ank jxk � Lj ! 0; (n!1)

gerçeklenir. O halde

lim
n

X
k

ank (xk � L) yk = 0

olup (4.3.7) eşitli¼ginden

lim
n

X
k

ankxkyk = LA(y)

olur. Bu durumda xy 2 cA gerçeklenir, yani x 2 A�� bulunur. Bu da ispat¬tamam-

lar.

Teorem 4.3.5 x 2 A�� ise A(x) 2
�
lim inf

k
xk; lim sup

k
xk

�
gerçeklenir (Hill and Sledd

1968).

·Ispat: p pozitif bir tamsay¬olsun. Bir y = (yk) dizisini

yk =

8<: xk ; k � p

inf xk ; k < p

şeklinde tan¬mlayal¬m. Bu durumda y 2 A�� olup A(y) = A(x) elde edilir. Şimdi

a := sup yk olsun. Bu durumda a � yk = ja� ykj olur. Teorem 4.3.3�de her k 2 N
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için zk = 1 ve F (t) = jtj al¬rsak

0 � jA (a� y)j = A (a� y) = a� A(y) = a� A(x)

gerçeklenir. O halde her p için

A(x) � a = sup
k�p

xk

bulunur. Bu durumda

A(x) � lim sup
k

xk

gerçeklenir. Benzer şekilde

A(x) � lim inf
k

xk

elde edilir. Bu da ispat¬tamamlar.

Sonuç 4.3.1 Bir x dizisi A�� kümesine ait ise A(x), x dizisinin bir limit noktas¬d¬r

(Hill and Sledd 1968).

·Ispat: x 2 A�� alal¬m. ·Ilk olarak A(x) = 0 kabul edelim. Teorem 4.3.3�de her

k 2 N için zk = 1 ve F (t) = jtj al¬rsak F (x) = jxj 2 A�� olur ve

A(yz) = A(z)F fA(x)g

oldu¼gundan

A (jxj) = jA (x)j

gerçeklenir. Bu durumda A(x) = 0 oldu¼gundan A(jxj) = 0 elde edilir. Böylece

Teorem 4.3.5�den

0 � lim inf jxj � A(jxj) = 0 � lim sup jxj

gerçeklenir. O halde lim inf jxj = 0 olup 0 = A(x) bir limit noktas¬olur. Şimdi de

A(x) = L 6= 0 kabul edelim. Bu durumda A(x� L) = 0 gerçeklenir. Birinci k¬s¬ma
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benzer şekilde

0 � lim inf jx� Lj � 0 � lim sup jx� Lj

gerçeklenir ve böylece lim inf jx� Lj = 0 olup L say¬s¬x dizisinin bir limit noktas¬d¬r.

Bu da ispat¬tamamlar.

29



5. TOPLANAB·ILMEALANLARININDÜZGÜN ·INTEGRALLENEB·ILEN

D·IZ·ILER ÜZER·INDE ÇARPANLARI

Bu bölümde regüler matris metodlar¬n¬n toplanabilirlik alanlar¬n¬n çarpanlar¬n¬s¬n¬r-

l¬l¬k şart¬n¬ha��eterek karakterize edece¼giz. Bu amaçla A-s¬n¬rl¬diziler ve A-düzgün

integrallenebilen diziler uzaylar¬n¬kullanaca¼g¬z.

5.1 Düzgün ·Integrallenebilen ve A-s¬n¬rl¬Diziler

Bu k¬s¬mda düzgün integrallenebilme ve A-s¬n¬rl¬diziler tan¬t¬l¬p düzgün integral-

lenebilme şart¬n¬n s¬n¬rl¬l¬k şart¬ndan daha genel bir şart oldu¼gunu gösterece¼giz.

Negatif olmayan elemanlara sahip ve herbir sat¬r toplam¬1 olan matrislerin s¬n¬f¬n¬

M+ ile gösterece¼giz.

Tan¬m 5.1.1 A = (ank) bir matris toplanabilme metodu olmak üzere

SA :=

(
x = (xk) : sup

n

X
k

jxkj jankj <1
)

uzay¬na A-s¬n¬rl¬diziler uzay¬ve

UA :=

8<:x = (xk) : limM!1
sup
n

X
k:jxkj>M

jxkj jankj = 0

9=;
uzay¬na ise A-düzgün integrallenebilen diziler uzay¬denir (Khan and Orhan 2007).

Düzgün integrallenebilen diziler uzay¬n¬karakterize eden aşa¼g¬daki sonucu ispats¬z

verece¼giz.

Lemma 5.1.1 x = (xk) reel terimli bir dizi ve A 2M+ olsun. x dizisinin A-düzgün

integrallenebilir olmas¬için gerek ve yeter koşul �(0) = 0, lim
x!1

�(x)
x
=1 ve

sup
n

X
k

� (jxkj) ank <1
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olacak şekilde konveks ve çift bir � : R! R fonksiyonunun mevcut olmas¬d¬r (Khan

and Orhan 2008).

Şimdi s¬n¬rl¬diziler uzay¬n¬n düzgün integrallenebilen diziler uzay¬n¬n bir alt kümesi

oldu¼gunu gösterelim. Bunun için s¬n¬rl¬her dizininA-düzgün integrallenebilir oldu¼gunu

göstermeliyiz. x = (xk) s¬n¬rl¬bir dizi olsun.

E := fk : jxkj > Mg

kümesini tan¬mlayal¬m. kxk1 = sup
k
jxkj de¼gerinden büyük her M > 0 için E = ?

olup

sup
n

X
k:jxkj>M

jxkj jankj = sup
n

X
k

�E(k) jxkj jankj

= 0

oldu¼gundan x 2 UA gerçeklenir. Regüler vemaks
k
ank ! 0 olacak şekilde bir A 2M+

matrisi ald¬¼g¬m¬zda s¬n¬rs¬z ancakA-düzgün integrallenebilen bir dizi inşaa edebiliriz.

Asl¬nda A matrisi s¬f¬ra yak¬nsayan kolonlara sahip ve

lim inf
k

n
maks
n
ank

o
= 0

olacak şekilde bir matris oldu¼gunda da s¬n¬rs¬z ancak A-düzgün integrallenebilen bir

x = (xk) dizisi inşaa edilebilir. Bunun için kolon indislerinin

maks
n
an;K(m) < 2

�m;m = 0; 1; 2:::

olacak şekilde bir

K(0) < K(1) < K(2):::

dizisini seçelim. Şimdi de n > N(m) ve k � K(m) oldu¼gunda ank < 2�m olacak
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biçimde sat¬r indislerinin artanN(j) indislerini seçelim. O halde bir y = (yk) dizisini,

yk =

8<: m+ 1 ; k = K(m)

0 ; di¼ger durumlarda

şeklinde tan¬mlayal¬m. Her n > N(m) için,

(Ay)n =
1X
k=1

ykank

=

1X
j=0

(j + 1) an;K(j)

�
mX
j=0

(j + 1) 2�m +
X
j>m

(j + 1) 2�j (5.1.1)

gerçeklenir. (5.1.1) eşitsizli¼ginin her iki taraf¬nda m ! 1 için limit al¬n¬rsa

n > N(m) oldu¼gunda n ! 1 olaca¼g¬ndan lim
n
(Ay)n = 0 gerçeklenir. Şimdi bir

x = (xk) dizisini her k için,

xk :=
p
yk

şeklinde tan¬mlayal¬m. �(x) = x2 fonksiyonunu göz önüne al¬rsak lim
n
(Ay)n = 0

oldu¼gundan

sup
n

X
k

� (jxkj) ank = sup
n

X
k

ankyk <1

olup Lemma 5.1.1�den x dizisi A-düzgün integrallenebilirdir.

Tan¬m 5.1.2 x = (xk) reel terimli bir dizi, A = (ank) bir matris ve F fonksiyonu,

R üzerinde bir olas¬l¬k da¼g¬l¬m¬olmak üzere F fonksiyonunun sürekli oldu¼gu her t

için,

lim
n

X
k:xk�t

ank = F (t)

oluyorsa x dizisi F fonksiyonuna A-da¼g¬l¬msal yak¬nsakt¬r denir (Khan and Orhan

2008).

Aşa¼g¬da verece¼gimiz teorem bir x dizisinin A-kuvvetli yak¬nsakl¬¼g¬n¬karakterize et-
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mektedir.

Teorem 5.1.1 A = (ank)�M
+ ve x = (xk) reel terimli bir dizi olsun. Aşa¼g¬daki

önermeler denktir.

(i) F = �[0;1) olmak üzere x, F fonksiyonuna A-da¼g¬l¬msal yak¬nsakt¬r ve x dizisi

A-düzgün integrallenebilirdir.

(ii) stA � limx = 0 ve x dizisi A-düzgün integrallenebilirdir.

(iii) x dizisi s¬f¬ra A-kuvvetli toplanabilirdir (Khan and Orhan 2008).

·Ispat: F := �[0;1) olmak üzere F fonksiyonunun sürekli oldu¼gu her t için

lim
n

X
k:xk�t

ank = F (t)

ve x, A-düzgün integrallenebilir olsun. " > 0 alal¬m. Böylece,

X
k:jxkj>"

ank =
X

k:xk<�"

ank +
X
k:xk>"

ank

�
X

k:xk��"

ank +
X
k

ank �
X
k:xk�"

ank

! F (�") + 1� F (") = 0 + 1� 1 = 0

gerçeklenir. O halde stA � limx = 0 bulunur.

Şimdi stA � limx = 0 ve x, A-düzgün integrallenebilir olsun. Lemma 5.1.1�den

x!1 için x
�(x)

! 0 olacak biçimde konveks bir � fonksiyonu vard¬r ve

sup
n

X
k

� (jxkj) ank <1 (5.1.2)

gerçeklenir. x!1 için x
�(x)

! 0 oldu¼gundan her " > 0 verildi¼ginde her x > L için
x
�(x)

< " olacak şekilde bir L > 0 say¬s¬vard¬r. Bir y = (yk) dizisini;

yk =

8<: xk ; jxkj � L

0 ; di¼ger durumlarda
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şeklinde tan¬mlayal¬m. y dizisinin tan¬m¬ndan her " > 0 için,

X
k:jykj�"

ank =
X

k:jxkj�"
jxkj�L

ank �
X

k:jxkj�"

ank (5.1.3)

gerçeklenir. x, s¬f¬ra A-istatistiksel yak¬nsak oldu¼gundan

lim
n!1

X
k:jxkj�"

ank = 0

olmal¬d¬r. O halde (5.1.3) eşitsizli¼ginde her iki taraf¬n n ! 1 için limiti al¬n¬rsa

A�M+ oldu¼gundan

lim
n

X
k:jykj�"

ank = 0

gerçeklenir. Bu durumda y dizisi s¬f¬ra A-istatistiksel yak¬nsakt¬r. Ayr¬ca y dizisi

s¬n¬rl¬bir dizi olup A-istatistiksel yak¬nsak oldu¼gundan Teorem 3.4.2�den s¬f¬ra A-

kuvvetli yak¬nsakt¬r. Di¼ger yandan,

lim sup
n

X
k

jxkj ank � lim sup
n

X
k:jxkj�L

jxkj ank + lim sup
n

X
k:jxkj>L

jxkj ank

= lim sup
n

X
k

jykj ank + lim sup
n

X
k:jxkj>L

jxkj
� (jxkj)

� (jxkj) ank

� lim sup
n

X
k

jykj ank + " sup
n

X
k

� (jxkj) ank (5.1.4)

elde edilir. y dizisi s¬f¬ra A-kuvvetli yak¬nsak oldu¼gundan oldu¼gundan (5.1.4) eşitsiz-

li¼ginin sa¼g taraf¬ndaki ilk ifade s¬f¬ra yak¬nsar. Ayr¬ca (5.1.2) eşitsizli¼ginden sa¼gdaki

ikinci ifade istenildi¼gi kadar küçük yap¬labilir. Böylece,

lim sup
n

X
k

jxkj ank = 0

gerçeklenir.

0 � lim inf
n

X
k

jxkj ank � lim sup
n

X
k

jxkj ank = 0
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oldu¼gundan

lim
n

X
k

jxkj ank = 0

olur. Yani x dizisi s¬f¬ra A-kuvvetli yak¬nsakt¬r.

Son olarak

lim
n

X
k

jxkj ank = 0 (5.1.5)

oldu¼gunu kabul edelim. Her t < 0 için, xk � t ise jxkj � jtj � �t � 0 olaca¼g¬ndan

� jxkj
t
� 1 gerçeklenir. Böylece,

X
k:xk�t

ank � �
1

t

X
k:xk�t

jxkj ank (5.1.6)

elde edilir. O halde (5.1.5) eşitli¼gi nedeniyle (5.1.6) eşitsizli¼ginin sa¼g taraf¬s¬f¬ra

yak¬nsayaca¼g¬ndan

lim
n!1

X
k:xk�t

ank = 0

bulunur. Ayr¬ca her t > 0 için,

1 =
X
k

ank =
X
k:xk�t

ank +
X
k:xk>t

ank

�
X
k:xk�t

ank +
1

t

X
k:xk>t

xkank

�
X
k:xk�t

ank +
1

t

X
k

jxkj ank (5.1.7)

gerçeklenir. O halde (5.1.7) eşitsizli¼ginde her iki taraf¬n n ! 1 için limiti al¬n¬rsa

(5.1.5) eşitli¼gi nedeniyle

lim
n!1

X
k:xk�t

ank � 1

elde edilir. Ayr¬ca X
k:xk�t

ank �
X
k

ank = 1

olup

1 � lim
n!1

X
k:xk�t

ank � 1
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gerçeklenir. Bu durumda

lim
n!1

X
k:xk�t

ank = 1

olmal¬d¬r. Şimdi " > 0 olsun. Her n � N için

X
k

jxkj ank < "

olacak şekilde bir N�N vard¬r. Her n = 1; 2; :::; N � 1 için

X
k>K

jxkj ank < " ; (her n < N)

olacak şekilde yeterince büyük K�N say¬s¬seçilebilir.

c > maks fjx1j ; jx2j ; :::; jxK jg

oldu¼gunda

sup
n

X
k:jxkj>c

jxkj ank < "

oldu¼gu görülür. Bu da ispat¬tamamlar.

5.2 Çarpan Uzaylar

Bu k¬s¬mda regüler matris metodlar¬n¬n toplanabilirlik alanlar¬n¬n çarpanlar¬n¬s¬n¬r-

l¬l¬k şart¬ yerine A-düzgün integrallenebilirlik şart¬n¬ alarak karakterize edece¼giz.

Burada U , (1; 1; :::) birim eleman¬n¬içeren bir cebir olarak al¬nacakt¬r. Her regüler

A 2M+ matrisi için

UA :=
(
x 2 cA : her p � 1 ve bir L için

X
k

jxk � Ljp ank ! 0

)

cümlesi de cebir yap¬s¬na sahiptir. E ve F iki dizi uzay¬ve U bir cebir olmak üzere

mU(E ;F) := fx 2 U : her y 2 E için uy 2 Fg
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kümesine U üzerinde çarpanlar¬n uzay¬diyece¼giz. Uygunluk aç¬s¬ndan,

m(U) := mU (cA \ U ; cA)

gösterimini kullanaca¼g¬z.

Aşa¼g¬daki sonuç ispats¬z olarak verilecektir.

Önerme 5.2.1 A = (ank) key� bir regüler matris olsun. Her " > 0 için n ! 1

oldu¼gunda
X

k:jxk�Lj>"

jankj ! 0 olmas¬için gerek ve yeter şart lim
k2Ec

xk = L ve n!1

için
X
k2E

jankj ! 0 olacak biçimde bir E � N alt kümesinin var olmas¬d¬r (Khan and

Orhan 2007).

Sözü edilen çarpan uzaylar¬n karakterizasyonu için Brudno-Mazur-Orlicz S¬n¬rl¬Tu-

tarl¬l¬k Teoremi�nin s¬n¬rs¬z diziler için bir benzerine ihtiyaç duyaca¼g¬z.

Lemma 5.2.1 A ve B regüler matrisler olmak üzere U , `1 � U � SA \ SB ola-

cak şekilde bir cebir ve m(U), A matrisinin U üzerindeki çarpanlar¬olsun. E¼ger

cA \U � cB \U ise A ve B toplanabilme metodlar¬m(U) üzerinde tutarl¬d¬r (Khan

and Orhan 2007).

·Ispat: Kabul edelim cA \ U � cB \ U olsun ancak bir x 2 m(U) için

A(x) = � 6= � = B(x) olsun. Bir x0 = (x0k) dizisini

x0k =
xk � �
� � �

şeklinde tan¬mlayal¬m. x0 2 m(U) olup A(x0) = ���
��� = 0 ve B(x

0) = ���
��� = 1 gerçek-

lenir. Bu durumda x 2 m(U) dizisini A(x) = 0 ve B(x) = 1 olacak şekilde almak

genellikten biŗsey kaybettirmez. Teorem 4.3.1�in ispat¬nda kullan¬ld¬¼g¬gibi s¬n¬rl¬

ve yavaş sal¬n¬ml¬bir � dizisi kullanarak, A(y) = 0 fakat B-toplanabilir olmayacak

şekilde bir y = x� dizisini elde edebiliriz. Bu ise cA \U � cB \U ile çeli̧sir. Burada

detaylar¬vermeyece¼giz.
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Aşa¼g¬da verilecek olan iki teoremUA uzay¬n¬n sadece toplanabilme alanlar¬n¬n çarpan-

lar¬n¬karakterize etmek için de¼gil ayn¬zamanda UA üzerinde A-istatistiksel yak¬n-

sakl¬¼g¬n bir matris gösterimine sahip oldu¼gunu göstermek için de kullan¬labilece¼gini

gösterir.

Teorem 5.2.1 A reel terimli, regüler bir matris ve U birim elemen¬içeren bir cebir

olsun. O halde aşa¼g¬daki önermeler gerçeklenir.

(i) m(U) bir cebirdir.

(ii) `1 � U � SA ise A, m(U) üzerinde çarp¬msald¬r, yani, her x; y 2 m(U) için

A(xy) = A(x)A(y) gerçeklenir.

(iii) `1 � U � SA ve A negatif olmayan bir matris ise

m(U) �
(
x 2 U : her p � 1 ve bir L say¬s¬için lim

n

X
k

jxk � Ljp ank = 0
)

gerçeklenir.

(iv) `1 � U � UA ise

m(U) �
(
x 2 U : bir L say¬s¬için lim

n

X
k

jxk � Lj jankj = 0
)

gerçeklenir.

(v) U = `1 ve x 2 m(U) ise A(x) 2
�
lim inf

k
xk; lim sup

k
xk

�
gerçeklenir (Khan and

Orhan 2007).

·Ispat: ·Ilk olarak m(U) � cA \ U oldu¼gunu gösterelim. Bir x 2 m(U) alal¬m.

y = (1; 1; :::) için y 2 cA \ U oldu¼gundan xy 2 cA olur. xy = x oldu¼gundan x 2 cA
olup x 2 cA \ U gerçeklenir.

(i) x; y 2 m(U) ve �; � key� skalerler olsun. Her z 2 cA \ U için xz; yz 2 cA olup

�xz + �yz = (�x + �y)z 2 cA gerçeklenir. Bu durumda �x + �y 2 m(U) olup

m(U) bir lineer uzayd¬r. Şimdi x; y 2 m(U) alal¬m. x 2 m(U) ve y 2 cA \ U

oldu¼gundan xy 2 cA olur. Ayr¬ca U bir cebir oldu¼gundan xy 2 U olup xy 2 cA \ U

elde edilir. Şimdi z 2 cA \ U için y 2 m(U) olmas¬yz 2 cA \ U oldu¼gunu gösterir.

x 2 m(U) oldu¼gundan xy(z) = x(yz) 2 cA olmal¬d¬r. Ayr¬ca x; yz 2 U ve U bir
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cebir oldu¼gundan xyz 2 U olup xy 2 m(U) gerçeklenir.

(ii) x 2 m(U) alal¬m ve A(x) 6= 0 oldu¼gunu kabul edelim. Bir B = (bnk) matrisini,

bnk :=
ankxk
A(x)

şeklinde tan¬mlayal¬m. Bu durumda B matrisinin herbir sat¬r toplam¬1 de¼gerine ve

herbir sütunu 0 de¼gerine yak¬nsakt¬r. Ayr¬ca U � SA oldu¼gundan

sup
n

X
k

jbnkj =
1

jA(x)j supn
X
k

jxkj jankj <1

gerçeklenir. O halde B matrisi regülerdir. x 2 m(U) oldu¼gundan her y 2 cA \ U

için xy 2 cA olmal¬d¬r, yani A(xy) mevcuttur. Ayr¬ca

(By)n =
1X
k=1

ankxkyk
A(x)

=
1

A(x)
(Axy)n

olup B(y) = A(xy)
A(x)

mevcuttur. O halde y 2 cB \ U elde edilir, yani cA \ U � cB \ U

olur. Lemma 5.2.1�den B(y) = A(y) olup A(xy) = A(x):B(y) oldu¼gundan

A(xy) = A(x)A(y)

elde edilir.

Şimdi de x 2 m(U) ve A(x) = 0 olsun. Bir B = (bnk) matrisini

bnk := ankxk + ank

şeklinde tan¬mlayal¬m. O halde B matrisinin kolon limitleri 0 de¼gerine ve herbir

sat¬r toplam¬1 de¼gerine yak¬nsar. Ayr¬ca,

sup
n

X
k

jbnkj � sup
n

X
k

jxkj jankj+ sup
n

X
k

jankj <1

gerçeklendi¼ginden B matrisi regülerdir. Her y 2 cA\U için (By)n = (Axy)n+(Ay)n
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oldu¼gu aç¬kt¬r. x 2 m(U) oldu¼gundan A(xy) limiti mevcuttur. Bu durumda

B(y) = A(xy) + A(y)

gerçeklenir. Buradan cA \ U � cB \ U olup Lemma 5.2.1� den

B(y) = A(y) olur. Di¼ger yandan B(y) = A(xy) + A(y) = A(y) oldu¼gundan

A(xy) = 0 gerçeklenir. O halde A(x)A(y) = 0 ve A(xy) = 0 olup

A(xy) = A(x)A(y) = 0 elde edilir.

(iii) x 2 m(U) alal¬m. m(U) � cA oldu¼gundan x 2 cA olup bir L reel say¬s¬için

A(x) = L olur. Bir z = (zk) dizisini, zk := xk � L şeklinde tan¬mlayal¬m. m(U)

lineer uzay oldu¼gundan z dizisi de m(U) nun bir eleman¬d¬r. Burada [[:]] tamde¼ger

fonksiyonunu göstermek üzere, her p � 1 için z2([[p]]+1) 2 m(U) olmal¬d¬r. Hölder

eşitsizli¼ginden her p � 1 için,

X
k

jxk � Ljp ank =
X
k

jxk � Ljp a
p

2([[p]]+1)

nk a
1� p

2([[p]]+1)

nk

�
 X

k

jxk � Lj2([[p]]+1) ank

! p
2([[p]]+1)

 X
k

ank

!1� p
2([[p]]+1)

=

 X
k

jxk � Lj2([[p]]+1) ank

! p
2([[p]]+1)

O(1) (5.2.1)

elde edilir. (5.2.1) eşitsizli¼ginde n!1 için eşitsizli¼gin sa¼g taraf¬

�
A
�
z2([[p]]+1)

�� p
2([[p]]+1)

de¼gerine yak¬nsar. A çarp¬msal oldu¼gundan her m 2 N için A (zm) = [A (z)]m = 0

olur. Bu durumda n!1 için,

X
k

jxk � Ljp ank ! 0

elde edilir. Yani

m(U) �
(
x 2 U : her p � 1 ve bir L say¬s¬ için lim

n

X
k

jxk � Ljp ank = 0
)
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gerçeklenir.

(iv) `1 � U � UA olmak üzere bir L say¬s¬için

X
k

jxk � Lj jankj ! 0

olacak şekilde bir x 2 U alal¬m. Ayr¬ca y 2 cA\U ve A(y) = � olsun. Di¼ger yandan

X
k

xkykank =
X
k

(xk � L+ L) ykank

= L
X
k

ykank +
X
k

(xk � L)ykank

= L(Ay)n +
X
k

(xk � L)ykank

olur. L = 0 kabul etmek genellikten biŗsey kaybettirmez. O halde A matrisinin

mutlak de¼ger matrisi olan (jankj)matrisini kullanarak x dizisinin s¬f¬ra A-istatistiksel

yak¬nsak oldu¼gunu söyleyebiliriz. Hatta x; y 2 U oldu¼gundan xy 2 U olup U � UA
oldu¼gundan xy 2 UA olmal¬d¬r. x s¬f¬ra A-istatistiksel yak¬nsak oldu¼gundan Önerme

5.2.1�den lim
n

X
k2E

jankj = 0 ve lim
k2Ec

xk = 0 olacak şekilde bir E � N vard¬r. Şimdi I

bir gösterge fonksiyonu olsun, yani herhangi bir K kümesi için, I fonksiyonu

I(x) =

8<: 0 ; x 62 K

1 ; x 2 K

şeklinde tan¬mlans¬n. O halde

�����X
k

xkykank

����� �

������
X

k:jxkykj>M

xkykank

������+
������
X

k:jxkykj�M

xkykank

������
� sup

n

X
k:jxkykj>M

jxkykj jankj+M
X
k2E

jankj

+

�����X
k2Ec

xkykI (jxkykj �M) ank

����� (5.2.2)

elde edilir. Böylece (5.2.2) eşitsizli¼ginde n ! 1 için her iki taraf¬n limiti al¬n¬rsa

lim
n

X
k2E

jankj = 0 oldu¼gundan eşitsizli¼gin sa¼g taraf¬ndaki ikinci ifade s¬f¬ra yak¬nsar.
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n ! 1 için limit al¬nd¬ktan sonra yeterince büyük M reel say¬lar¬için eşitsizli¼gin

sa¼g taraf¬ndaki ilk ifade de s¬f¬ra yeterince yak¬n olur. Ayr¬ca,�����X
k2Ec

xkykI (jxkykj �M) ank

����� �
X
k2Ec

jxkykj jankj

=
X
k2Ec
jykj>N

jxkj jykj jankj+
X
k2Ec
jykj�N

jxkj jykj jankj

� sup
k2Ec

jxkj sup
n

X
k2Ec
jykj>N

jykj jankj

+N
X
k2Ec

jxkj jankj (5.2.3)

gerçeklenir. n ! 1 için (5.2.3) eşitsizli¼ginin sa¼g taraf¬ndaki ikinci k¬s¬m s¬f¬ra

yak¬nsar. O halde n ! 1 için limit al¬n¬p N say¬s¬n¬ yeterince büyük seçilirse

eşitsizli¼gin sa¼g taraf¬ndaki ilk k¬s¬m da s¬f¬ra yeterince yaklaşt¬r¬labilir. Bu durumda

n!1 için, X
k

xkykank ! L�

gerçeklenir, yani xy 2 cA bulunur.

(v) Bu k¬s¬m Teorem 4.3.5�de gösterilmi̧stir.

Yukar¬daki teoremin (iii) ve (iv) k¬s¬mlar¬ negatif olmayan regüler matrisler için

`1 � U � UA oldu¼gunda m(U) uzay¬n¬karakterize etmektedir. Bu durumda

m(U) =
(
x 2 U : bir L say¬s¬için lim

n

X
k

jxk � Lj ank = 0
)

yaz¬labilir. Bu uzay ise U üzerinde A-istatistiksel yak¬nsak dizilerin uzay¬d¬r, yani

m(U) = stA \ U

elde edilir. Ayr¬ca stA uzay¬n¬n bir cebir ve iki cebirin arakesitinin yine bir cebir

oldu¼gundan yararlan¬larak aşa¼g¬daki sonuca var¬labilir.

Sonuç 5.2.1 A negatif olmayan regüler bir matris olsun. O halde aşa¼g¬daki öner-
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meler gerçeklenir.

(i) (1; 1; :::) dizisini içeren bir U cebiri için

mstA\U(stA \ cA \ U ; cA)

bir cebirdir.

(ii) `1 � U � SA olmak üzere A-matrisi, mstA\U(stA\ cA\U ; cA) üzerinde çarp¬m-

sald¬r.

(iii) `1 � U � SA olmak üzere

mstA\U(stA \ cA \ U ; cA)

�
(
x 2 U \ stA : her p � 1 ve bir L say¬s¬için lim

n

X
k

jxk � Lj ank = 0
)

gerçeklenir.

(iv) `1 � U � UA olmak üzere

mstA\U(stA\cA\U ; cA) =
(
x 2 U \ stA : bir L say¬s¬için lim

n

X
k

jxk � Lj ank = 0
)

gerçeklenir (Khan and Orhan 2007).

Önerme 5.2.2 A-negatif olmayan regüler bir matris isemstA(stA; stA) = stA gerçek-

lenir. Hatta herhangi bir U cebiri için mstA\U(stA \ U ; stA) = stA \ U gerçeklenir

(Khan and Orhan 2007).

·Ispat: mstA(stA; stA) � stA oldu¼gu aç¬kt¬r. Kaŗs¬t olarak x; y 2 stA alal¬m. Bu

durumda �A(Ex) = �A(Ey) = 0 ve x; y dizileri s¬ras¬yla Ecx ve E
c
y üzerinde yak¬nsak

olacak şekilde Ex; Ey � N alt kümeleri vard¬r. E = Ex [ Ey al¬rsak �A(E) = 0 olup

xy dizisi Ec üzerinde yak¬nsakt¬r, yani xy dizisi A-istatistiksel yak¬nsakt¬r. O halde

stA � mstA(stA; stA)

gerçeklenir.
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Şimdi herhangi bir U cebiri alal¬m. ·Iki cebirin arakesiti yine bir cebir yap¬s¬na

sahip oldu¼gundan stA \ U bir cebirdir. x; y 2 stA \ U alal¬m. Bu durumda

�A(Ex) = �A(Ey) = 0 ve x; y s¬ras¬yla Ecx ve E
c
y üzerinde yak¬nsak olacak şekil-

de Ex; Ey � N alt kümeleri vard¬r. E = Ex [ Ey al¬rsak �A(E) = 0 ve xy dizisi Ec

üzerinde yak¬nsak olur, yani xy dizisi A-istatistiksel yak¬nsak olup xy 2 stA\U elde

edilir. Böylece

mstA\U(stA \ U ; stA) = stA \ U

elde edilir.

Bundan sonraki teoremin ispat¬için aşa¼g¬daki lemmaya ihtiyac¬m¬z olacakt¬r.

Lemma 5.2.2 A = (ank) regüler bir matris olsun. O halde sat¬r toplamlar¬1 ve UA
üzerinde A matrisine denk olacak biçimde üçgensel bir B matrisi vard¬r. Üstelik A

matrisi negatif de¼gilse B matrisi de negatif de¼gildir (Khan and Orhan 2007).

·Ispat: Her n için
X
k

jankj serisi yak¬nsakt¬r. O halde K !1 için kalan terim,

X
k>K

jankj ! 0

olur. Özel olarak Kn < Kn+1 olmak üzere

X
k>Kn

jankj <
1

n
= "n

olacak biçimde (Kn) seçebiliriz. Şimdi bir B = (bnk) matrisini

bnk =

8<: ank ; k � Kn

0 ; di¼ger durumlarda

şeklinde tan¬mlayal¬m. A matrisi negatif de¼gilse B matrisi de negatif de¼gildir. Şimdi

x 2 UA alal¬m. Her " > 0 ve her t � T için,

sup
n

X
k:jxkj>t

jxkj jankj < "
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olacak şekilde bir T vard¬r. Böylece

j(Ax)n � (Bx)nj =
�����X
k

ankxk �
X
k

bnkxk

�����
=

�����X
k

ankxk �
KnX
k=1

ankxk

�����
=

�����X
k>Kn

ankxk

�����
� sup

n

X
k:jxkj>T

jankj jxkj+ T
X
k>Kn

jankj

� "+ T
X
k>Kn

jankj ! "

gerçeklenir. Bu ise A matrisi ile B matrisinin A-düzgün integrallenebilen diziler

üzerinde denk oldu¼gunu gösterir. Burada B matrisi üçgensel ve sat¬r toplamlar¬1

olmak zorunda de¼gildir. Ancak B matrisine denk olacak biçimde sat¬r toplamlar¬1

ve üçgensel bir matris elde edilebilir. Bunun için;

�n :=
X
k

bnk =
KnX
k=1

ank

tan¬mlayal¬m. A regüler oldu¼gundan �n ! 1 olmal¬d¬r. Her n için �n 6= 0 kabul

etmek genelli¼gi bozmaz. Şimdi,

b0nk =

8<: 1
�n
ank ; k � Kn

0 ; di¼ger durumlarda

şeklinde tan¬mlanan B0 = (b0nk) matrisinin sat¬r toplamlar¬ 1 olup bu matris B

matrisine denktir. B0 matrisi üçgenselleştirilerek B matrisine denk bir matris elde

edilebilir. Her iki sat¬r aras¬na matrisin kendi sat¬rlar¬eklenerek aşa¼g¬daki gibi bir
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matris elde edebiliriz.26666666666666666666666666666664

b011 0 0 0 0 0 0 0 0 0 0 :::

b011 b012 0 0 0 0 0 0 0 0 0 :::

::: ::: ::: 0 0 0 0 0 0 0 0 :::

b011 b012 ::: b01;K1�1 0 0 0 0 0 0 0 :::

b011 b012 ::: b01;K1�1 b01;K1
0 0 0 0 0 0 :::

b011 b012 ::: b01;K1�1 b01;K1
0 0 0 0 0 0 :::

b011 b012 ::: b01;K1�1 b01;K1
0 0 0 0 0 0 :::

:::

b011

:::

b012

:::

:::

:::

b01;K1�1

:::

b01;K1

:::

0

:::

0

0

0

0

0

0

0

0 :::

0 :::

b021 b022 b023 ::: b02;K1
::: ::: ::: ::: b02;K2

0 :::

b021 b022 b023 ::: b02;K1
::: ::: ::: ::: b02;K2

0 :::
:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

:

37777777777777777777777777777775
Bu matrisde Ki-inci sat¬rlar B0 matrisinin kendi sat¬rlar¬olup di¼ger sat¬rlar bu sat¬r-

lardan elde edilmi̧stir. Burada sonradan eklenen sat¬rlardaki elemanlar¬bulunduk-

lar¬sat¬rlar¬n toplam¬na bölersek elde etti¼gimiz son matris sat¬r toplamlar¬1 olan

üçgensel bir matris olup B matrisine denktir. O halde UA üzerinde A matrisine

denk olacak şekilde sat¬r toplamlar¬1 olan, üçgensel bir matris elde edilir. Bu da

ispat¬tamamlar.

Teorem 5.2.2 (De¼gi̧smezlik Prensibi) A negatif olmayan regüler bir matris ol-

sun. Bu durumda UA üzerinde A-istatistiksel yak¬nsakl¬k B toplanabilme metoduna

denk olacak biçimde negatif olmayan, üçgensel regüler bir B 2 M+ matrisi vard¬r.

Üstelik B matrisi için aşa¼g¬dakiler gerçeklenir.

(i) cB \ `1 bir cebirdir.

(ii) B, cB \ `1 üzerinde çarp¬msald¬r (Khan and Orhan 2007).

·Ispat: Lemma 5.2.2 nedeniyle UA üzerinde A matrisini üçgensel, negatif olmayan,

regüler ve herbir sat¬r toplam¬1 olan matirs kabul etmek genellikten biŗsey kaybet-

tirmez. B matrisini oluşturabilmek için öncelikle bir C = (cnk) matrisi oluştural¬m.

C matrisinin ilk iki sat¬r¬A matrisinin birinci sat¬r¬ ile ayn¬ olan (1; 0; 0; :::) ol-

46



sun. Daha sonra gelen 22 = 4 sat¬r¬A matrisinin ikinci sat¬r¬ndan elde ederiz.

(a21; a22; 0; 0; :::), C matrisinin üçüncü sat¬r¬olsun. C matrisinin dördüncü ve beşinci

sat¬rlar¬da (0; a22; 0; 0; :::) ve (a21; 0; 0; :::) olsun. Genel olarak

Np := 2
1 + 22 + :::+ 2p

olmak üzere Np sat¬r oluşturulduktan sonra s¬rada gelen 2p+1 sat¬r şöyle oluşturulur.

C matrisinin (N + 1_)-inci sat¬r¬ A matrisinin (p + 1)-inci sat¬r¬ olan

(a(p+1);1; a(p+1);2; :::; a(p+1);(p+1); 0; :::) olsun. Daha sonra gelen
�
p+ 1

1

�
tane sat¬rda

A matrisinin (p+ 1)-inci sat¬r¬n¬n terimlerinin bir tanesi s¬f¬r ile de¼gi̧stirilmi̧s halini

alal¬m. Daha sonra gelen
�
p+ 1

2

�
tane sat¬rda, mümkün olan tüm kombinasyon-

larda, A matrisinin (p+1)-inci sat¬r¬n¬n terimlerinin iki teriminin s¬f¬rla de¼gi̧stirilmi̧s

halini yazal¬m. Bu şekilde devam edilerek oluşturulmuş bir C matrisi aşa¼g¬da ve-

rilmi̧stir.

26666666666666666666666666666666666666664

1 0 0 0 0 0 0 0 0 0 0 0 0 0 :::

1 0 0 0 0 0 0 0 0 0 0 0 0 0 :::

a21 a22 0 0 0 0 0 0 0 0 0 0 0 0 :::

a21 0 0 0 0 0 0 0 0 0 0 0 0 0 :::

0 a22 0 0 0 0 0 0 0 0 0 0 0 0 :::

0 0 0 0 0 0 0 0 0 0 0 0 0 0 :::

a31 a32 a33 0 0 0 0 0 0 0 0 0 0 0 :::

a31 a32 0 0 0 0 0 0 0 0 0 0 0 0 :::

a31 0 a33 0 0 0 0 0 0 0 0 0 0 0 :::

0 a32 a33 0 0 0 0 0 0 0 0 0 0 0 :::

a31 0 0 0 0 0 0 0 0 0 0 0 0 0 :::

0 a32 0 0 0 0 0 0 0 0 0 0 0 0 :::

0 0 a33 0 0 0 0 0 0 0 0 0 0 0 :::

0 0 0 0 0 0 0 0 0 0 0 0 0 0 :::

: : : : : : : : : : : : : : :

37777777777777777777777777777777777777775
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Elde edilen bu C matrisi yard¬m¬yla bir B = (bnk) matrisini

bmk := (1� �m)ank + cmk

şeklinde tan¬mlayal¬m. Burada Nn < m � Nn+1 olmak üzere

�m :=
X
k

cmk

ile verilmektedir. A matrisinin sat¬r toplamlar¬1 oldu¼gundan �m 2 [0; 1] oldu¼gu

aç¬kt¬r. O halde B matrisinin de sat¬r toplamlar¬1 olmal¬d¬r. C matrisinin eleman-

lar¬A matrisinin elemanlar¬ile ayn¬oldu¼gundan C matrisinin kolonlar¬dolay¬s¬yla

B matrisinin kolonlar¬s¬f¬ra yak¬nsar. Bu durumda B matrisi regülerdir. Ayr¬ca

A ve C matrisleri üçgensel oldu¼gundan B matrisi üçgenseldir. Bir L de¼gerine

A-istatistiksel yak¬nsak olacak şekilde bir x = (xk) 2 UA dizisi alal¬m. Şimdi bir

y = (yk) dizisini

yk = xk � L

şeklinde tan¬mlayal¬m. Her " > 0 için,

X
k:jykj>"

ank =
X

k:jxk�Lj>"

ank ! 0

oldu¼gundan stA � lim y = 0 olur. Bu durumda �A(E) = 0 ve Ec üzerinde y dizisi

s¬f¬ra yak¬nsak olacak şekilde bir E � N vard¬r. O halde Nn < m � Nn+1 olacak

şekildeki her m için,

�����X
k

ykbmk

����� �

������
X

k:jykj>M

ykbmk

������+
������
X

k:jykj�M

ykbmk

������
� sup

m

X
k:jykj>M

jykj jbmkj+M
�����X
k2E

bmk

�����+
�������
X
k2Ec
jykj�M

ykbmk

�������
� 2 sup

m

X
k:jykj>M

jykj ank + 2M
X
k2E

ank +

�������
X
k2Ec
jykj�M

ykbmk

������� (5.2.4)
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gerçeklenir. B matrisi regüler ve y dizisi Ec üzerinde s¬f¬ra yak¬nsak oldu¼gun-

dan m ! 1 için (5.2.4) eşitsizli¼ginin sa¼g taraf¬ndaki son toplam s¬f¬ra yak¬nsar.

m büyüdü¼günde n de büyüyece¼ginden sa¼g taraftaki ikinci ifade de s¬f¬ra yak¬nsar.

Ayr¬ca yeterince büyükM say¬lar¬için sa¼g tarafta ilk ifade de s¬f¬ra yaklaş¬r. Böylece

lim
n
(By)n = 0 bulunur.

0 = B(y) = B(x� L) = B(x)�B(L) = B(x)� L

oldu¼gundan B(x) = L elde edilir.

Kaŗs¬t olarak x = (xk) 2 UA alal¬m ve B(x) = L olsun. Bir y = (yk) dizisini

yk := xk � L şeklinde tan¬mlayal¬m. Bu durumda B(y) = 0 olur. Di¼ger yandan

2m-inci blo¼gun ilk sat¬r¬A matrisinin m-inci sat¬r¬ndan oluştu¼gundan lim
n
(Ay)n = 0

olmal¬d¬r. Ayr¬ca Nn < m � Nn+1 için,

(Cy)m =
X
k

cmkyk =
X
k

[bmk + (�m � 1) ank] yk

=
X
k

bmkyk + (�m � 1)
X
k

ankyk

= (By)m + (�m � 1) (Ay)n

olupm!1 için (By)m ! 0 ve (Ay)n ! 0 oldu¼gundan (Cy)n ! 0 elde edilir. Şimdi

y dizisinin ilk n teriminin negatif i̧saretlileri kesinlikle A matrisinin n-inci sat¬r¬n¬n

s¬f¬rla yer de¼gi̧stirilmemi̧s terimlerine kaŗs¬l¬k gelecek şekilde bir m 2 (Nn; Nn+1]

seçelim. O halde lim
n
(Cy)n = 0 oldu¼gundan,

X
k

ykI(yk < 0)ank ! 0

gerçeklenir. Ayn¬i̧slem y dizisinin pozitif terimleri için de tekrarlan¬rsa

X
k

jykj ank ! 0

oldu¼gu görülür. Ayr¬ca y 2 UA oldu¼gundan stA � lim y = 0 elde edilir, yani

stA� limx = L elde etmi̧s olduk. Bu da A-istatistiksel yak¬nsakl¬k ile B-toplanabil-
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menin UA üzerinde denk oldu¼gunu gösterir. Hatta `1 � UA ve stA \UA = cB \UA
oldu¼gundan stA\ `1 = cB \ `1 olup stA ve `1 uzaylar¬n¬n herbiri cebir oldu¼gundan

stA \ `1 uzay¬ bir cebirdir. Bu durumda cB \ `1 da bir cebirdir. Böylece (i)

ispatlanm¬̧s olur. Ayr¬ca (ii) ifadesini ispatlamak için stA \ `1 uzay¬n¬n bir cebir

oldu¼gunu gözönüne almak yeterlidir.

Sonuç 5.2.2

(i) A negatif olmayan matris olsun. Bu durumda s¬n¬rl¬A-istatistiksel yak¬nsak

dizilerin cümlesi `1 uzay¬n¬n kapal¬lineer alt uzay¬d¬r ve hiçbir yerde yo¼gun de¼gildir.

(ii) A ve B, !(A)\`1 � !(B)\`1 olacak şekilde iki negatif olmayan regüler matris

ise A-istatistiksel yak¬nsakl¬k ile B-istatistiksel yak¬nsakl¬k tutarl¬d¬r.

(iii) x s¬n¬rl¬bir dizi ve stA � limx = L ise L say¬s¬x dizisinin bir limit noktas¬d¬r

ve

L 2
�
lim inf

k
xk; lim sup

k
xk

�
gerçeklenir (Khan and Orhan 2007).

·Ispat: (i) A negatif olmayan regüler matris oldu¼gundan Teorem 5.2.2�den UA
üzerinde A-istatistiksel yak¬nsakl¬k B-toplanabilmeye denk olacak biçimde regüler,

negatif olmayan, üçgensel bir B matrisi vard¬r. O halde `1 � UA oldu¼gundan s¬n¬rl¬

A-istatistiksel yak¬nsak dizilerin uzay¬B matrisinin s¬n¬rl¬toplanabilme alan¬na eşit-

tir. Teorem 4.2.2�den cB \ `1 kapal¬d¬r. Böylece A-istatistiksel yak¬nsak dizilerin

uzay¬kapal¬d¬r.

(ii) Bu sonuç Connor ve Kline taraf¬ndan 1996 y¬l¬nda verilmi̧stir. Burada da

"stA \ UA � stB \ UA ise stA \ UA üzerinde A-istatistiksel yak¬nsakl¬k ile

B-istatistiksel yak¬nsakl¬k denktir" sonucunu belirtebiliriz. Bunun için Teorem 5.2.2

ve Lemma 5.2.1� den yararlanmak yeterlidir.

(iii) Teorem 5.2.2�den UA üzerinde A-istatistiksel yak¬nsakl¬k ile B-toplanabilme

denk olacak biçimde bir B matrisi vard¬r. B matrisinin `1 üzerinde çarpanlar¬n¬n

m(`1) = m`1(cB \ `1; cB) = fx 2 `1 : her y 2 cB \ `1 için xy 2 cBg

oldu¼gunu biliyoruz. Şimdi y 2 cB \ `1 alal¬m. Hipotezden x 2 `1 ve B(x) = L
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oldu¼gundan x 2 cB\`1 gerçeklenir. cB\`1 uzay¬bir cebir oldu¼gundan xy 2 cB\`1
olup bu durumda x 2 m(`1) gerçeklenir. O halde Teorem 5.2.1 (v)�den

L 2
�
lim inf

k
xk; lim sup

k
xk

�

gerçeklenir. Ayr¬ca Sonuç 4.3.1�den B(x) = L de¼geri x dizisinin bir limit noktas¬d¬r.

Di¼ger yandan Teorem 5.2.2 yeni sonuçlar da verir. Örne¼gin; B matrisi s¬n¬rl¬diziler

üzerinde çarp¬msal, negatif olmayan bir matris ise

cB \ `1 = m(`1) =
(
x 2 `1 : bir L say¬s¬için

X
k

jxk � Lj jbnkj ! 0

)
= stB \ `1

gerçeklenir. Çarp¬msal metodlar için cB \ `1 � m(`1) olup cB \ `1 � m(`1)

her zaman do¼gru oldu¼gundan ilk eşitlik aç¬kt¬r. ·Ikinci eşitlik Teorem 5.1.1�den

B-düzgün integrallenebilir diziler üzerinde B-istatistiksel yak¬nsakl¬k ile B-kuvvetli

toplanabilme eşit oldu¼gundan gerçeklenir.

Hatta aşa¼g¬daki sonucu verebiliriz.

Sonuç 5.2.3 A negatif olmayan regüler matris olsun. Bu durumda s¬n¬rl¬diziler için

A ve B ayn¬istatistiksel limiti verecek şekilde bir B 2 M+ matrisi vard¬r. Asl¬nda

burada s¬n¬rl¬diziler uzay¬yerine UA \ UB uzay¬al¬nabilir.

S¬n¬rl¬diziler üzerinde çarp¬msal bir B = (bnk) matrisi inşaa edebiliriz. B matrisi,

bnn = 2, bn;n+1 = �1 ve di¼ger durumlarda s¬f¬r olan bir matris olsun. Bu durumda

cB \ `1 = c gerçeklenir. Atalla (1970, 1975), maks
k
bnk ! 0 ve s¬n¬rl¬diziler üze-

rinde çarp¬msal olacak şekilde negatif olmayan bir B matrisi vermi̧stir. Garreau

(1951) taraf¬ndan ise bu matrisin s¬n¬rl¬ diziler üzerinde istatistiksel yak¬nsakl¬¼ga

denk oldu¼gu gösterilmi̧stir
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6. SONUÇ

B reel terimli, regüler ve s¬n¬rl¬diziler üzerinde çarp¬msal ise s¬n¬rl¬diziler üzerinde,

B matrisi A-kuvvetli toplanabilmeye denk olacak biçimde negatif olmayan ve regüler

bir A matrisi vard¬r (Henriksen and Isbell 1964).

A negatif olmayan ve regüler bir matris ise s¬n¬rl¬diziler üzerinde A-kuvvetli topla-

nabilme regüler bir B matrisine denktir. Böylece !(A) \ `1 = cB \ `1 gerçeklenir

ve B, A-kuvvetli limiti korur (Henriksen and Isbell 1964).

Bu sonuçlar aşa¼g¬daki sonuçlarla kaŗs¬laşt¬r¬lmal¬d¬r.

Mazur ve Orlicz (1954), cB bir cebir ve cB üzerinde B matrisi çarp¬msal olacak

biçimde reel terimli, regüler bir matris ise bu matrisin birim matrisin baz¬sat¬rlar¬n¬n

at¬lmas¬ile elde edilen bir sat¬r-alt matrise denk oldu¼gunu göstermi̧stir.

Brauer, cB \ `1 bir cebir ve B matrisi cB \ `1 üzerinde çarp¬msal olacak biçimde

regüler, reel terimli B matrisleri üzerinde çal¬̧sm¬̧st¬r ve bu tür matrislerin birim

matrisin alt matrisi olabilece¼gini düşünmüştür. Henriksen ve Isbell (1964) taraf¬ndan

ise Brauer�in bu düşüncesinin yanl¬̧s oldu¼gunu gösterilmi̧stir.

Karl Zeller (1953), s¬n¬rl¬diziler üzerindeC1-kuvvetli yak¬nsakl¬¼ga denk olacak biçimde

regüler bir B matrisinin varl¬¼g¬n¬göstermi̧stir.

Fridy ve Miller (1991), A negatif olmayan, regüler matris oldu¼gunda s¬n¬rl¬diziler

üzerinde A-istatistiksel yak¬nsakl¬¼g¬n negatif olmayan bir B matrisine denkli¼ginin

do¼grulu¼gu ile ilgilenmi̧stir. Biliyoruz ki dizi uzay¬üzerinde hiçbir k¬s¬tlama olmad¬¼g¬

taktirde A-istatistiksel yak¬nsakl¬k, B-toplanabilmeye denk olacak biçimde regüler

bir B matrisi mevcut de¼gildir.
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Fridy ve Miller, negatif olmayan regüler matrislerin "s¬n¬rl¬ bir x dizisinin bir L

say¬s¬na A-istatistiksel yak¬nsak olmas¬ için gerek ve yeter koşul her B2 �A için

B(x)=L" gerçekleyecek biçimde bir �A s¬n¬f¬n¬n var oldu¼gunu göstermi̧stir, yani

stA \ `1 =
\
B2�A

(cB \ `1)

gerçeklenir.

Bu sonuçlar ise s¬n¬rl¬ diziler üzerinde A-istatistiksel yak¬nsakl¬k için do¼grudan

Teorem 5.2.2 de¼gişmezlik prensibini akla getirmektedir. S¬n¬rl¬bir x dizisinin bir L

say¬s¬na A-istatistiksel yak¬nsak olmas¬için gerek ve yeter şart L say¬s¬na A-kuvvetli

yak¬nsak olmas¬d¬r. O halde stA \ `1 = !(A) \ `1 gerçeklenir. Ancak Henriksen

ve Isbell�in sonucu negatif olmayan regüler bir A matrisi için s¬n¬rl¬diziler üzerinde

A-kuvvetli toplanabilme B-toplanabilmeye denk olacak biçimde regüler bir B mat-

risinin varl¬¼g¬n¬söyler. Böylece, s¬n¬rl¬diziler için A-istatistiksel yak¬nsakl¬k bir B

matrisi için B-toplanabilmeye denk olmak zorundad¬r.
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