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OZET

Enerjinin miimkiin oldugu siirece yenilenebilir kaynaklardan saglanmasi siirdiiriilebilir
kalkinmanmm en Onemli gerekliliklerindendir. Riizgar enerjisi, mevcut potansiyel
bakimindan Tiirkiye cografyasinda énemli bir yere sahiptir. Ulkemizde tiiketilen enerjinin
onemli bir kism1 fosil yakitlarla ve ithal edilen kaynaklarla saglanmaktadir. Bu durum,
tilkemizi stratejik ve ekonomik olarak olumsuz etkilemektedir. Tiim diinyada oldugu gibi
iilkemizde de yenilenebilir enerji yatirimlar1 artmaktadir. Yenilenebilir enerji
potansiyellerinin dogru bir sekilde belirlenmesi, yatirnmin atil konuma diismesini
onleyecektir. Bu calismada Meteoroloji Isleri Genel Miidiirliigii’'nden temin edilen ge¢mise
doniik 30 yillik riizgar hizi, nem, basing, sicaklik ve yagis miktar1 verilerini kapsayan
meteorolojik veri seti kullanilmigtir. Bu veri setiyle Ankara ilinde bulunan 6rnek ilgeler
icin riizgdr hiz1 tahmini yapilmistir. Matlab'da YSA modellerini olusturmak icin farklh
yapay sinir ag1 Ogrenme algoritmalari kullanilmistir. Anlik riizgdr hizi tahmininin
sonuglarina bakildiginda; test verileri i¢in ortalama mutlak yiizdesel hata (OMYH) Cubuk
icin %8,52, Kegioren i¢in %7,71, Golbast i¢cin %8,89, Kizilcahamam i¢in %7,27, Elmadag
icin %6,09, Polath i¢in %6,92, Bala i¢in %8,18, Sereflikochisar i¢in %7,50 ve Haymana
icin %7,85 seklinde bulunmustur. Gelecek donem riizgdr hizi tahmin sonuglarina
bakildiginda; test verileri i¢in ortalama mutlak ytizdesel hata (OMYH) Cubuk i¢in %9,48,
Kecioren icin %7,77, Polatli icin %7,88, Bala i¢in %6,83, Sereflikochisar i¢in %8,02 ve
Haymana icin %5,41 seklinde bulundu. Sonuglar, benzer ¢aligmalarla karsilastirildiginda
riizgar hizinin, yilin ayi, sicaklik, basing, bagil nem ve yagis miktar1 verilerinden tahmin
edilebilecegini gostermektedir.
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yapay zeka, tahmin.
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ABSTRACT

Supplying energy from renewable sources as long as possible is one of the most important
requirements for sustainable development. Wind energy has an important role in Turkey in
terms of the existing potential. A significant part of the consumed energy in our country is
supplied by fossil fuels and imported sources. This situation adversely affects our country
in terms of strategical and economical manner. As in all over the world, renewable energy
investments are also increasing in our country. The correct determination of renewable
energy potentials will prevent the investment to fall into an idle position. In this study, the
meteorological dataset containing past 30 years data of wind speed, humidity, pressure,
temperature and precipitation obtained from the Turkish State Meteorological Service are
used. Wind speed estimation is studied for sample districts located in the Ankara city using
this data set. In Matlab, different artificial neural network learning algorithms have been
used to construct the ANN models. In case of looking at the results of the instantaneous
wind speed prediction; the mean absolute percentage errors (MAPE) for testing data were
found as %8,52 (for Cubuk), %7,71 (for Kegioren), % 8,89 (for Golbasi), %7,27 (for
Kizilcahamam), %6,09 (for Elmadag), %6,92 (for Polatli), %8,18 (for Bala), %7,50 (for
Sereflikoghisar) and %7,85 ( for Haymana). In case of looking at the results of the future-
term wind speed prediction; the mean absolute percentage errors (MAPE) for testing data
were found as %9,48 (for Cubuk), %7,77 (for Kegioren), %7,88 (for Polatl1), %6,83 (for
Bala), %8,02 (for Sereflikoghisar) and %5,41 ( for Haymana). In case of comparing the
results with the similar studies, it is shown that wind speed can be predicted using the data
set containing month, temperature, pressure, relative humidity and precipitation data.

Science Code : 90542

Key Words : Renewable energy, wind speed, wind energy, artificial neural
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Vi

TESEKKUR

Bu calismada kullanmak {iizere 20.03.2017 tarih ve 56497898-302.99-E.11839 sayili
yazimiz ile Meteoroloji Genel Miidiirliigii’nden Ankara iline ait son 30 yillik meteorolojik
bilgiler talep edilmistir. Talebimiz dogrultusunda, Meteoroloji Genel Midiirliigii’ niin
10.04.2017 tarih ve 95579059-107-E.16381 sayili yazi ile Ankara iline ait meteorolojik
bilgiler tarafimiza tevdi edilmistir. S6z konusu verilere ulasmamdaki katkilarindan dolay1
Meteoroloji Genel Midiirliigii’ne tesekkiir ederim. Calismalarim boyunca karsilastigim
zorluklarda bilgi ve tecriibeleriyle yardimci olan, destegini esirgemeyen degerli
danigmanim Prof. Dr. Giingér BAL’a ve fikirleriyle destek veren degerli hocam Dr.
Ogretim Uyesi Mehmet YESILBUDAK ’a tesekkiirlerimi sunarim.
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Xii

SIMGELER VE KISALTMALAR

Bu calismada kullanilmis simgeler ve kisaltmalar, aciklamalar1 ile birlikte asagida

sunulmustur.

Simgeler Aciklamalar

m/s Riizgar hiz1 birimi (metre/saniye)
°C Sicaklik birimi (Santigrat derece)
hpa Basing birimi (Hektopaskal)
Kisaltmalar Aciklamalar

ANN Artifical neural networks
EPOCH Yapay sinir ag1 0grenme asama sayisi
GYA Geri yayilim algoritmast

OMYH Ortalama mutlak yiizdesel hata
MATLAB ““MATrix LABoratory’’ program
OKH Ortalama kare hatasi

KOH Karekok ortalama hatasi

YSA Yapay sinir aglari

T™MY Tipik meteorolojik y1l



1. GIRIS

Enerji tiretimi ve tiikketimi toplumlarin gelismislik diizeyinin ve yasam kalitesinin 6nemli
gostergelerinden biridir. Enerji arzi bir iilkenin, gelecegi ve milli giivenligi agisindan
onemli bir faktor haline gelmistir [1]. Devletler kaynaklarinin énemli bir kismin1 enerji
sektoriine ayirmakta, 6zel sektore tesvikler saglamaktadir. Bu kapsamda kendilerine

gelecek hedefleri koymaktadir.

Ulkemizde riizgar enerjisinin kurulu giicii her gecen giin artmaktadir. 2014 yilinda 3762,10
MW, 2015 yilinda 4718,30 MW ve 2016 yilina gelindiginde 6106,05 MW olmustur [2].
2016 yilinda gergeklestirdigi 1387 MW’lik artis ile riizgar sektoriinde Almanya ve
Fransa’nin ardindan Avrupa’da 3. ve Diinya’da 7. sirada yer almistir [3]. Giinlimiizde ise
Tiirkiye’nin toplam kurulu giicii 80 000 MW’1 asmistir. Bu kurulu gii¢ icerisinde riizgar
enerjisinin payr %7,6° lar seviyesine gelmistir [4]. Ulkemiz, 2023 yilinda toplam enerji
tiikketiminin en az licte birini yenilenebilir enerji kaynaklarindan karsilamay1 hedeflemistir
[5]. Riizgar enerjisi kurulu giiciinii 20 000 MW’a ¢ikarmay1 hedeflemis, bu dogrultuda
yatirimlara hiz vermistir [6]. Yenilenebilir enerji yatirimlarinin atil pozisyona diismemesi

icin bolgenin analizinin iyi yapilmasi gerekmektedir.

Literatiirde farkli giris verileri kullanilarak, farkli bolgeler igin yapilmis g¢alismalar

bulunmaktadir.

Bilgili; (2007), tarafindan riizgar hiz1 disindaki meteorolojik verileri kullanilarak riizgar
hiz1 tahmin c¢alismas1 yapilmistir. Coklu dogrusal regresyon metodu ile yapilan ¢alismada
ortalama mutlak yiizdesel hata degeri Antalya i¢in %17,05, Mersin igin %8,57, Samandag
icin %12,61 bulunmustur. Yapay sinir aglari metodu ile yapilan ¢alismada ortalama mutlak
ylizdesel hata degeri en yiiksek %11,70, en diisiik %7,82 bulunmustur [7].

Ozpmar; (2007), tarafindan hazirlanan doktora tezinde yapay sinir aglari kullanilarak
riizgar enerjisi, giines enerjisi ve debi enerjisi tahmin c¢aligmasi yapilmistir. Riizgar
enerjisine nazaran giines ve debi enerjisinin tahmininde daha hassas sonuglar elde edildigi
ifade edilmistir. Glines ve debi verilerinin degiskenlik gostermemesi nedeniyle yapay sinir

aglar1 tarafindan 6grenilmeye daha yatkin oldugu tespitine varilmistir [1].
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Ozcan; (2011), tarafindan yapay zeka yontemlerinden yapay sinir aglar1 ve uyarmali
sinirsel bulanik denetim sistemleri kullanilarak Isparta ilinin riizgar potansiyeli tahmin
edilmeye calisilmistir. Bu iki metottan uyarmali sinirsel bulanik denetim sistemlerine ait
sonuglarin korelasyon katsayisi degerinin yapay sinir aglar ile elde edilen degere gore
daha yiiksek oldugu goriilmiis ve boylece uyarmali sinirsel bulanik denetim sisteminin

tahmin ¢alismasi i¢in daha uygun oldugu sonucuna ulagilmstir [8].

Karamanlioglu; (2011), tarafindan Mersin ve Silifke bolgelerinde riizgar gii¢c potansiyelleri
tahmin edilerek, riizgar santrali kurulumu i¢in en uygun bdlge secimi yapilmistir. Sicaklik,
bagil nem ve basing verilerinden olusan ii¢ girisli, iki gizli katmanli, geri beslemeli bir
ogrenme algoritmasindan olusan yapay sinir agt modeli ile riizgar hizi tahmin edilmeye
calisilmistir. Elde edilen sonuglar gergek degerlerle karsilastirilarak tahminlerin dogrulugu
test edilmistir. Ortalama mutlak yiizdesel hata Mersin i¢in % 4,038, Silifke i¢in % 8,694

olarak bulunmustur [9].

Yaniktepe ve digerleri; (2013), tarafindan yapay sinir aglar1 yontemi ile Osmaniye ilinin
riizgar enerjisi tahmini yapilmis, ¢alismalar neticesinde ortalama mutlak yiizdesel hata
degeri %13,79 olarak bulunmustur [10].

Kose ve digerleri; (2014), tarafindan Karabiik ili i¢in stokastik modellerle riizgar hizi
tahmin ¢aligmasi yapilmigtir. Ortalama mutlak yiizdesel hata degerleri otoregresif hareketli
ortalamalar modeli i¢in %22,98, Box Jenkins modeli olarak adlandirilan otoregresif(3)

modeli i¢in %10,61 bulunmustur [11].

Cadenas ve digerleri; (2015), tarafindan Meksika’nin Qaxaca eyaletinin La Mata ili i¢in
NARX (harici girisli dogrusal olmayan otoregresif ag) modeli kullanilarak riizgar hizi
tahmin calismasi yapilmig, ¢alismalar sonucunda NARX modeli i¢in ortalama mutlak
yiizdesel hata degeri %11,44, NAR (dogrusal olmayan otoregresif ag) modeli i¢in %11,89

degeri bulunmustur [12].

Selvi ve digerleri; (2016), tarafindan yapilan riizgar giicii tahmin galismasinda fourier
serileri lizerinden beklenti maksimizasyonu (EMOFsS) teknigi ve yapay sinir aglar teknigi

kullanilarak elde edilen sonuglar karsilagtirillmistir. Ortalama mutlak ytizdesel hata degeri,



EMOFs teknigi ile yapilan tahmin c¢aligmasinda %10,64, yapay sinir aglari ile yapilan
tahmin ¢alismasinda %11,70 bulunmustur [13].

Eseye ve digerleri; (2017), tarafindan hibrid bir yaklasim kullanilarak kisa vadeli riizgar
glicii tahmin calismasi yapilmis, ¢alismalar neticesinde ortalama mutlak yiizdesel hata
degerleri DSBPN (gift katmanli geriye yayilimli yapay sinir agi) yaklasimi ile kis icin
%9,40, ilkbahar icin %18,52, yaz i¢in %12,33 ve sonbahar i¢in %4,50 bulunmustur.
DSHGN (¢ift katmanli genetik algoritma tabanli yapay sinir agi) yaklasimi ile kis igin
%8,88, bahar i¢in %18,44, yaz i¢in %11,85 ve sonbahar i¢in %4,39 bulunmustur. Ortalama
mutlak yiizdesel hata degeri DSBPN yaklasimi ile %11,191, DSHGN yaklasimi ile
%10,893 bulunmustur [14].

Hayashi ve Kermanshahi; (2000), tarafindan Japonya meteoroloji ajansindan alinan
verilerle yapay sinir aglarina dayanan bir teknik ile 1-24 saat arasi riizgar hizi tahmin
calismas1 gergeklestirilmistir. Riizgar hiz1 ile beraber riizgar tiirbin ¢ikis giicii tahmini

gergeklestirilmistir. Yapilan ¢alisma neticesinde %90 basari saglanmustir [15].

Kaplan ve digerleri; (2013), tarafindan Tokat iline ait 2005-2009 yillar1 arasindaki Ocak,
Subat, Mart aylarinin giinliik ortalama riizgar hizi, nem ve sicaklik verileri giris alinarak,
2010 yili Ocak, Subat, Mart aylarma ait giinliik ortalama riizgar hizi tahmin edilmistir.
Yapay sinir a§ modeli olarak geri beslemeli a§ modeli kullanmilmistir. Yapilan tahmin
caligmasi sonucunda 0,0704, 0,0903, 0,0860 karekok ortalama hatasi (KOH) degerlerine
ulagilmistir. Riizgar hizi ve basing verilerinin giris verisi olarak alindig1 tahmin ¢aligmalari,
riizgar hiz1 — nem ve riizgar hiz1 — sicaklik giris verisi olarak kullanilan sistemden daha

basarili bulunmustur [16].

Anurag ve Deo; (2003), calismasinda Hindistan’daki kiy1 seridi i¢in aylik, haftalik ve
giinliik rlizgar hizlar1 tahmin calismasi gerceklestirmistir. Tahmin c¢alismasinda ortalama
hata %4,3, %5,4 ve %6,3 olarak gerceklesmistir. Aylik tahminler giinliik tahminlere oranla
daha iyi ¢ikmustir [17].

Liera ve digerleri; (2002), tarafindan sicaklik, basing, nem, giineslenme siiresi Vb.
meteorolojik degerler kullanilarak yapay sinir aglari ile 20 dakikalik riizgar hiz1 tahminleri

yapilmistir. 3 girisli, gizli katmaninda 6 noronu bulunan, 1 ¢ikis katmanl ileri beslemeli



yapay sinir ag1 ile en iyi sonug elde edilmistir. Normalize degerler gercek degerlere
cevrildikten sonra tahmin calismasinin dogruluguna dair yapilan degerlendirmede

maksimum hata (mutlak deger) 6,05 elde edilmistir [18].

Chang ve digerleri; (2016), Tayvan gii¢ sirketinden alinan veriler ile farkli yaklasimlar
uygulanarak riizgar hizi ve enerjisi 6ngoriilmeye ¢alisilmistir. Riizgar hiz1 tahminlerinde,
%26,64, %21,75, %15,47 ve %2,365 ortalama mutlak yiizdesel hata (OMYH) degerlerine
ulasilmistir. Elde edilen sonuglar neticesinde Onerilen yontemin kisa vadeli tahmin

uygulamalari i¢in uygun oldugu kanisina varilmistir [19].

Finamore ve digerleri; (2016), tarafindan Italya hava kuvvetleri meteoroloji servisinden
aliman verilerle yapay sinir aglarimi kullanarak bir saatlik riizgar hizi tahmin c¢aligmasi
yapilmistir. Tahmin g¢aligmasimin dogruluk seviyesi ortalama mutlak yiizdesel hata ve
ortalama kare hatasi ile test edilmistir. Caligma sonucunda ortalama mutlak yiizdesel hata
%15,42, ortalama kare hatas1 7,35 degerleri elde edilmistir [20].

Riizgar hizi tahminlerinde sonuglarin degerlendirilmesinde farkli hata Olgeklerinin
kullanilmasi, standart bir kiyaslama platformunun bulunmamasi ve ¢gogunlukla girig verisi
olarak mevsimsel etkilerin goz ardi edilmesi literatiirde ki problemler arasinda yer
almaktadir. Tespit edilen bu sorunlar dogrultusunda bu g¢alismada literatiirde rastlanan
farkli hata olgekleri, kiyaslama yontemleri detayl sekilde uygulanmistir. Mevsimsel etki

g6z Oniine alinarak ay verisi de giris parametresi olarak kullanilmistir.

Literatiirde Ankara iline ait riizgdr hizi tahmin c¢alimasina rastlanilmadigindan bu
caligmada Ankara iline ait riizgar hiz1 tahmin ¢alismasi yapilmistir. Ankara iline ait riizgar
hiz1 karakteristiginde, yapay sinir aglarimin tahmin calismasindaki performansi ortaya
konulmustur. Riizgar hiz1 tahmin ¢alismalarinda giris verisi olarak degisik parametrelerin
kullanildig1 goriilmiistiir, bu ¢alismada oncelikle ay, nem, basing, sicaklik ve yagis miktari
verilerinin tahmin c¢alismasia etkileri tespit edilmeye calisilmistir. Bu giris verileri
kullanilarak yapay sinir agr modelleri ile anlik ve gelecek doneme ait rlizgar hizinin

tahmini gerceklestirilmistir.

Bu tez ¢aligmasinda, riizgar enerjisi yatirimcilarina rehberlik etmek amaciyla riizgar hizi

belirlenecek bolgenin Meteoroloji Genel Miidiirliigii’nden alinan ay, nem, sicaklik, basing,



yagis miktari, riizgar hiz1 verileri ile yapay sinir aglart metodu kullanilarak riizgar hizi
tahmini gercgeklestirilecektir. Bu dogrultuda Ankara iline ait son 30 yillik basing, nem,
sicaklik, yagis miktar1 ve riizgar hizi verileri Meteoroloji Genel Midiirliigiinden temin
edilmistir. En 1yi sonucu elde edebilmek i¢in MATLAB programinda farkli yapay sinir ag

Ogrenme algoritmalar1 kullanilmig ve bunlara ait sonuglar karsilastirilmistir.






2. YAPAY SINiR AGLARI

Yapay sinir aglari, insan beyninin calisma sistemine benzetme g¢abalarmin bir sonucu
olarak ortaya ¢ikmistir. insan beynine benzer olacak sekilde 6grenebilme, iliskilendirme,
genelleme, siiflandirma, yeni bilgiler liretebilme gibi yeteneklere sahip olmasindan &tiirii
geleneksel programlama yontemlerinden farklidir. Yapay sinir aglari bugiin matematik,
fizik, bilgisayar ve elektrik miihendisligi gibi ¢ok farkli alanlarda kullanilmaktadir. Bu
yontemin miihendislik uygulamalarinda kullanilmasinin temel sebebi; Klasik tekniklerle

¢Ozimi zor veya miimkiin olmayan problemler i¢in basarili bir alternatif olmasidir.

2.1. Yapay Sinir Aglarinin Avantajlar: ve Dezavantajlar:

Yapay sinir aglarinin avantajlari ve dezavantajlar1 uygulanan modele gore degismektedir.

Genel olarak yapay sinir aglar1t modellerinin ortak avantaj ve dezavantajlari bulunmaktadir.

Yapay sinir aglarinin ortak avantajlari asagidaki gibi siralanabilir: [21].

e Makine 6grenmesini gergeklestirirler.

e Caligma stilleri klasik programlama yontemlerinden farklidir.

e Mevcut 6rneklere bakarak 6grenirler.

e Onceden goriilmemis drneklerle ilgili bilgi iiretebilirler.

e Sistemin giivenilir sekilde calistirilabilmesi i¢in egitilmeleri ve bu egitimlerin
performanslarinin test edilmesi gereklidir.

e Tam olmayan bilgi ile ¢alisabilirler.

Yapay sinir aglariin ortak dezavantajlar1 asagidaki gibi siralanabilir [21].

e Probleme uygun yapay sinir ag modelinin belirlenmesi genellikle deneme-yanilma yolu
ile yapilabilmektedir. Bu en 6nemli sorunlarindandir. Ciinkii her probleme 6zgii bir
model yoktur.  Katman sayisi, katmanda olmasi gereken hiicre sayisi vb.
belirlenmesinde bir kural bulunmamaktadir.

e Agim 6grenecegi problemin aga gosterimi ve agin egitiminin ne zaman bitirilecegine
dair bir yontem bulunmamaktadir.

e Yapay sinir agmin davraniglarinin uygulamaya bagimli olmasindan otiirii, Yiiksek

dogrulukta netice alinan bir model benzer bir sorunda ayni1 tepkiyi vermeyebilir.



2.2. Yapay Sinir Aglarmin Kullamim Alanlari

Yapay sinir aglar1 giinlimiizde bircok alanda kullanilmaktadir. Bunlardan bazilarini
asagidaki sekilde siralayabiliriz.

e Kanserin saptanmasi, kalp krizlerinin tedavisi vb. saglik ¢alismalarinda,

e Son zamanlarda gittikce yayginlasan sosyal medya programlarinda,

e Kredi isteyen miisterilerin degerlendirmesi gibi bankacilik iglemlerinde,

e Veri madenciligi,

e Optik karakter tanima ve okuma sistemleri,

e @Giivenlik sistemlerinde kullanilan konusma ve parmak izi tanima islemleri,

e Uretim ¢izelgeleme ve planlama,

e Her tiirlii tahmin ¢aligmalart

2.3. Biyolojik Sinir Hiicreleri ve Yapay Sinir Hiicresi

Yapay sinir aglar1 biyolojik sinir sisteminin ¢alisma prensibine bakilarak gelistirilmistir.
Biyolojik yapay sinir aginda oldugu gibi temel unsur hiicredir. Hiicre, yapay sinir aglarinin
en temel ve kiiclik bilgi isleme birimidir [1]. Bu hiicreler birbirlerine hiyerarsik olarak
bagl ve paralel olarak calisabilmektedir. Bu hiicreler proses elemanlar1 gibi birbirlerine
bagh sekilde bulunmaktadir. Yapay sinir aglarinda tipki biyolojik sinir sisteminde oldugu
gibi, bilgi, 6grenme yolu ile elde edilmekte ve islem elemanlarinin baglanti degerlerinde
saklanmaktadir. Bu yiizden tipki biyolojik sinir yapisinda oldugu gibi yapay sinir aglarinda
da dagitik bir hafiza bulunmaktadir [21]. Bilgi yapay sinir aglarinda yayilmis durumdadir.
Tek bir baglantinin anlami yoktur. Noronlarmin baglantilarinin degerleri agin bilgisini
gostermektedir. Bilgiler aga dagitilmis durumdadir. Bu da daginik bir bellegi

olusturmaktadir.

Biyolojik sinir ag yapisit milyonlarca sinir hiicresinden olugmaktadir. Sinir hiicreleri de
birbirlerine baglanarak fonksiyonlar1 gergeklestirirler. Bir insan beyninde yaklasik 10°
adet sinir hiicresi bulunmaktadir. Hiicre basina baglant1 sayis1 ise 10* seviyesindedir. Insan
beyni ¢ok hizli ¢alisabilen miikemmel bir bilgisayar olarak goriilebilir. Bugilin insan

beyninin sahip oldugu bilgi isleme ve kontrol edebilme kapasitesinin kiigiik bir oranina



sahip makine yapilsa problemlerin ¢éziimiinde miilkemmel sonuglara erisilebilir. Yapay

sinir aglar1 yontemi ile de bu amaglanmaktadir.

Sinir sisteminin en basit yapisi néronlardir. Viicudun degisik yerleri ile bilgi aligverisi
yapan ndron hiicresidir. Sekil 2.1’de basit bir biyolojik sinir hiicresinin (ndron) yapisi
goriilmektedir. Dendiritler bir sinir hiicresine gelen girisleri toplarlar. Hiicrenin ¢ekirdegi
ile her bir dendirit arasinda farkli bir etkilesim s6z konusudur. Bu sebepten 6tiirii bazi
dendiritlerin digerlerine oranla daha agirlik sahibi oldugu goriilmektedir. Bu da disaridan
gelen sinyallerde sinir hiicresi tarafindan segicilik olgusunun oldugu anlamina gelmektedir.
Soma, dendiritler araciligiyla iletilen sinyalleri toplayan merkezdir. Hiicre ¢ekirdegi olarak
da bilinen yapidir. Cekirdek (soma), gelen sinyalleri isleme tabi tutar ve diger hiicrelere
gondermek Tlizere bilgiyi aksonlara iletir. Aksonlar aldigi bilgiyi bir sonraki hiicreye
iletmekle gorevlidir. Fakat aksonlar aldigi sinyalin 6n islemden gecirilmeden diger
hiicrelere aktarilmasina engel olur. Aksonlar bilgiyi ucunda sinaps adi verilen birime
aktarir. Sinaps, aksondan gelen toplam bilgiyi 6n islemden gecirerek diger hiicrelere ait
dendiritlere iletmekle gorevlidir. Burada sinapsin 6n islem ile gergeklestirdigi gorev ¢ok
Oonem tagimaktadir. S6z konusu 6n islem, gelen toplam sinyalin, sinaps tarafindan oldugu
gibi degil belli bir aralifa indirgenerek diger hiicrelere iletmesidir. Bu yiizden her gelen
toplam sinyal ile dendirite iletilen sinyal arasinda bir korelasyon olusturulur. Bu kapsamda
ogrenme isleminin sinapslar da gerceklestirildigi fikri ortaya atilmis, yapay sinir aglari
diinyasinda teori haline donligmiistiir. Yapay sinir aginda kullanilan 6grenme bu teoriye
dayandirilmig, sinapslar ve dendiritler arasinda yer alan agirhk katsayilariin

giincellenmesi olarak algilanmaktadir [22].
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Sekil 2.1. Basit bir noron yapisi
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Yapay sinir hiicresi de yukarida anlatilan biyolojik sinir hiicresine ait ilkelere ve calisma
prensibine dayandirilmaya ¢alisilmistir. Basit bir yapay sinir agi hiicresi Sekil 2.2°den
gorlilecegi lizere girdiler, agirliklar, birlestirme (toplama) fonksiyonu, aktivasyon

fonksiyonu ve ¢ikis olmak iizere 5 temel kisimdan olugmaktadir.

Toplama
X, . . o
—‘H“‘—‘—‘li Fonksiyvonu
T
X, w, T~ net 3
4 -
X3 _—"‘_7 - f ( - )
- ) 1
: w,
X b
" Aktivasyon
Girdiler Agirhiklar Esik Fonksivonu

Sekil 2.2. Yapay sinir hiicresi [23]

Girdiler: Dis diinyadan veya basgka bir hiicreden gelen bilgileri igerir. Bunlar agin

ogrenmesi i¢in kullanilir. Biyolojik sinir aglarinda dendiritlere karsilik gelir.
Agirliklar: Hiicreler arasindaki baglantilarin sayisal degerini ifade etmektedir. Hiicreye
gelen bilginin 6nemini ve hiicre lizerindeki etkisini gosterir. Biyolojik sinir aglarindaki

dendiritlerin 6nemini ifade eder.

Toplama Fonksiyonu: Bir hiicreye gelen girdi degerleri ile agirliklar1 ¢arpip toplayarak o

hiicrenin net girdisini hesaplar. Tiim bu toplam sinyal (sinapsise) esiklenme fonksiyonuna

girdi olarak yonlendirilir. Toplama fonksiyonunda degisik formiiller kullanilabilir.

Aktivasyon Fonksiyonu: Hiicreye gelen net girdiyi isleyerek hiicrenin bu girdiye karsilik

iretecegi ¢iktinin belirlenmesini saglar. Toplama fonksiyonundaki gibi aktivasyon

fonksiyonunda da degisik formiiller kullanilabilir.

Ciktilar: Aktivasyon fonksiyonlari sonucunda olusan ¢ikt1 degerleridir. S6z konusu ¢ikti
degerini dis diinyaya, baska bir hiicreye veya kendisine girdi olarak gonderilebilir [24].
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W=w;. Wy, Wg. Wy . ... W, (2.1)
X =X{.X5.X3.X4. .... Xp (2.2)
(2.3)

net= 27{;1 w;ix; + b

Cikis, y = f (net) (2.4)

seklinde hiicre ¢ikisi hesaplanir. Buradaki X girisler matrisi, W agirliklar matrisi, n ise
girdi sayisidir. F fonksiyonu, aktivasyon fonksiyonudur. Cesitli aktivasyon fonksiyonlari

bulunmaktadir. Bunlardan bazilar1 Cizelge 2.1’de gosterilmistir.

Cizelge 2.1. Aktivasyon fonksiyonlari

Aktivasyon Fonksiyonu Aciklama
Lineer aktivasyon fonksiyonu | | e Ty
Gelen girdi degerleri direk ¢ikt1 degerleridir. S x

f(net)=net /|1 """"
Step Fonksiyonu Y 4

1 net > Q Hiicrenin ¢iktist, “‘net’” girdi degeri belirli 1 .
f(net) = { ] bir esik degerin (Q) {dstinde ise 1, I

0 net < Q altinda(veya esit) ise 0 degerini alir.

Adimn {8fep] Fonksiyon

Sigmoid fonksiyonu Burada net, islem elemanma gelen toplam
L fonksiyonunu kullanarak belirlenen net girdi ']
f(net)=m degerini gostermektedir. ] -
) i Esik deger aktivasyon fonksiyonunun -1 ile d
g . .. . . Ml
Esik deger fonksiyonu +1 arasinda degiseni ise signum aktivasyon | — -r-=re-ereo L
fonksiyonu, olarak adlandirilir.  Signum e
0 net <0 . . . . .
_ aktivasyon fonksiyonu. net giris degeri 0
f(net) = {net 0 <net<1 - N N
sifirdan biyiikse +1, sifirdan kiigiikse —1, T
1 net>1 . L
sifira esitse sifir degerini verir.
J
. !
Siniis fonksiyonu Ogrenilmesi istenilen durumlarin sinis V\
fonksiyonuna uygun dagilim gdsteren ) — :
f(net)=sin(net) durumlarda kullanilir. 4 \/ ‘ \
-
Hiperbolik tanjant fonksiyonu Lineer olmayan tiirevi alinabilir /‘
fonksiyondur. +1 ile —1 arasinda g¢ikis

—_ net —net net __ —~ -z 2 I
fgli?t_)(e te )/ (e degerleri iiretir. /
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2.4. Yapay Sinir Agimin Yapisi

Yapay sinir aglar1 yapay sinir hiicrelerinin bir araya gelmesi ile olusur. Tek tabaka veya tek
eleman igeren aglar genellikle yetersiz kalmaktadir. Bu yiizden Sekil 2.3’den goriilecegi
lizere bir yapay sinir ag1 genel olarak 3 katmandan (girdi tabakasi, gizli tabaka ve ¢ikti
tabakasi) olusur. Girdi tabakasi, dig diinyadan gelen girdileri alan ndronlari igerir. Bu
tabakada bulunan noéronlar girdi degerlerini bir sonraki tabakaya iletir, girdi degerleri
iizerinde bir islem uygulamaz. Bir¢ok ag tliriinde gizli tabakada bulunan bir néron bir
onceki tabakanin tiim noronlarindan sinyal alir. Bu bilgilerde islem yapildiktan sonra
¢iktisini bir sonraki tabakanin tiim néronlarina gonderir. Cikt1 tabakasi ¢iktilar: disari ileten
noronlari igceren bir tabakadir. Cikt1 tabakasindaki (katmanindaki) ndronlar gizli tabakadan

gelen bilgileri isler ve ¢ikti iiretir.

T

Gizli Tabaka

N O (Birden fazia olabilir)
/ ‘§;§ ; ; Cikh Tabakas

Sekil 2.3. Basit bir yapay sinir ag1 [25]

2.5. Yapay Sinir Aglar1 Modelleri

Temel olarak ileri beslemeli ve geri beslemeli yapay sinir aglari olarak iki grupta
toplanmaktadir. ileri beslemeli yapay sinir aglarinda islem girislerden ¢ikislara dogrudur,
herhangi bir dongii olusturmadiklarindan gecikmeler yoktur. Sekil 2.4’de basit bir ileri

beslemeli yapay sinir ag1 yapisi gosterilmistir.
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Garda Gazla Cikt
tabakasa tabaka tabakasa

© Baglanu agirliklarn

Sekil 2.4. ileri beslemeli yap1

fleri besleme sirasinda, girdi hiicreleri (X;) girdi sinyallerini aldiktan sonra h1..... hp gizli
hiicrelerine bu sinyalleri yayar. Gizli hiicreler aktivasyonlarini gergeklestirdikten sonra

c¢ikt1 hiicrelerine sinyalini (Y; ....Yy,) gonderir. Cikt1 hiicreleri aktivasyonunu hesaplar.

Geri beslemeli yapay sinir aglarinda dongii olmasindan o6tiirii gecikmeler s6z konusudur.
Yapay sinir ag1 yapisinin egitimi esnasinda elde edilen (yy) ile istenen ¢ikt1 degeri (ty)
degeri karsilastirilarak hata belirlenir. Bu hata ile §y (k=1...... m), (m=cikt1 sayis1) faktorii
hesaplanir. §) faktorii, ¢ikti hiicresinde olusan hatayr gizli tabakadaki hiicrelere geri
dagitmak, ¢ikt1 ve gizli tabakalar arasindaki agirliklar1 da diizeltmek i¢in kullanilir. Benzer
sekilde 6; (j=1.....p), (p= gizli katman sayis1) faktorii her gizli hiicre Z; i¢in hesaplanir.
Fakat hatayr girdi tabakasina geri yaymak i¢in degil, girdi ve gizli tabakalar1 arasindaki
agirliklar1 diizeltmek i¢in kullanilir. 6 faktorlerinin hepsi hesaplandiktan sonra tiim

tabakalardaki agirliklar es zamanl ayarlanir.

Sekil 2.5°de basit bir geri beslemeli yapay sinir ag1 yapist gosterilmistir. Daireler islem
elemanlar1 noronlar1 ifade etmektedir. Girdi tabakasinda ii¢ nérona yer verilmis olup bu
kapsamda yani aga girdi olarak ii¢ degisken tanitilmaktadir. Gizli tabakada iki, ¢ikti
tabakasinda {li¢ ndrona yer verilmistir. Girdi tabakasindan, gizli tabakaya dogru agirlikl
seti ile, gizli tabakadan ¢ikti tabakasina dogru agirlik 2 seti ile agirlandirilarak degerler
iletilmektedir. Sekil 2.5°de kullanilan kalin oklar animsama sirasindaki bilgi akisini temsil
etmektedir. Animsama iglemi, egitimi tamamlanmis bir aga yeni girdi verilerinin
sunularak, ciktilarin elde edilmesi islemidir. Animsama islemi sirasinda geri yayilma

islemi kullanilmaz. Geri yayilim ag1 yapisi sadece egitim sirasinda kullanilir.



14

Colrchl DaCerior

lirddl Tabakam

AQmkicar |
Gzl Tabaks
AQirhkicar 2
ikl Tabhakas

L- ikt D Jortlos

Sekil 2.5. Geri beslemeli yapay sinir ag1 [25]

2.6. Yapay Sinir Aglarinda Ogrenme

Insanlar yasadig1 tecriibelerle davranislarini sekillendirir ve bir siire sonra hangi olay
karsisinda nasil tepki verecegini ¢ogu zaman tahmin edebilirler. Fakat daha 6nce hig
yasamadig1 bir durum ile karsilastiginda yine tecriibesizlik yasayabilir. Yapay sinir aglar
da tipki insanlar gibi dis ortamdan girisler alir bunu beyin merkezine iletir ve aktivasyon

fonksiyonundan gecirerek bir ¢ikis liretir.

Ogrenme algoritmalar1 gercek c¢ikis degerine en yakin ¢ikist elde etmede kullanilir.
Ogrenme siirecinde yenilenen agirlik katsayilaridir. Agirhik Katsayilart her seferinde
giincellenerek en az hata payin1 yakalamaya c¢alisir. En az hata pay1 yakalandiginda sisteme

ait agirlik katsayilari sabitlenir ve kayit altina alinir.

Yapay sinir aglarinda degisik 6grenme yontemleri bulunmaktadir. Genel olarak dort gesit

ogrenme ¢esidinden bahsedebiliriz.
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2.6.1. Denetimli 6grenme

Bu 6grenme ¢esidinde denetleyici yapay sinir aglarina girdi/gikti haritasi sunar. Yani
gerceklestirilecek olayla ilgili denetici sisteme hem girdi hem de bu girdiler sonucunda
elde edilmesi gereken ¢ikti degerlerini sunar. Arzu edilen ¢ikis ile sisteme ait cikis
arasindaki fark hata Ol¢iisiidiir, sisteme ait verilerin giincellenmesinde kullanilir. Sisteme
ait verilerde degisiklik yapilarak hata azaltilmaya calisir. Boylelikle optimum veriler
yakalanmaya caligilir. Bu 6grenme cesidinde sisteme sunulan giris/gikis degerler egitim

kiimesi olarak adlandirilir.

Widrow Hoff’a ait delta kurali, McClelland ve Rumelhart’a ait genellestirilmis delta kurali
veya geri yayillim algoritmasi bu 6grenme bigimine 6rnek olarak verilebilir. Denetimli
O0grenme yapay sinir aglarinda kullanilan en yaygin 6grenme bigimidir. Sekil 2.6’da

denetimli 6grenmeye ait akis diyagrami verilmistir [26].

YSA |
Girig - Min hatava Gergek gikug

x(t) | \i ulasana kadar Y (1)
agiriiklar

guncellenir

g Igarets
.+
Hata Ne S 4
> - K d
XS
- Mo Istenilen ¢ikag
/
Dogru Yanlhis

Sekil 2.6. Denetimli 6grenmeye ait akis diyagrami

2.6.2. Denetimsiz 6grenme

Bu dgrenme ¢esidinde sistemin dgrenmesini saglayacak bir denetici yoktur. Denetimli
ogrenmede oldugu gibi arzu edilen ¢ikis degerleri bulunmamaktadir. Sisteme sadece girdi
degerleri verilmektedir. Bu yiizden hata bilgisi ile yapay sinir aglarimin davranisini

degistirmek miimkiin degildir. Ag her bir girdi 6rnegini kendi arasinda siniflandirarak
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kendi kurallarin1 olusturur, bunun {izerinden baglanti agirliklarin1 belirlenir. Bu yontem
daha ¢ok kiimeleme problemlerinde kullanilir. Sistemin 6grenmesi bittikten sonra

anlamlarinin ne oldugunu gostermesi i¢in ¢iktilar etiketlenmelidir.

Bu 6grenme ¢esidine Kohonen’a ait 6zdiizenlemeli aglar ve Grossberg’a ait uyarlanabilir
rezonans teorisi ornek verilebilir. Sekil 2.7°de denetimsiz 6grenmeye ait akis diyagrami

verilmistir.

i YSA
uiy x(t)’lere gore

x(t) ™~ agarhiklar
L—) gincellenir

Gergek c¢ikag

N
Y (1)

Sekil 2.7. Denetimsiz 6grenmeye ait akis diyagrami

2.6.3. Destekleyici (takviyeli) 6grenme

Bu 6grenme ¢esidi de denetimli 6grenmeye yakin bir yontemdir. Burada da bir denetleyici
yardimci olur. Fakat bu 6grenme ¢esidinde, denetleyici sisteme her girdi degeri igin ¢ikti
degeri vermemektedir. Bunun yerine kendisine gosterilen girdilere karsilik sistemin ¢ikt
degeri tiretmesi beklenir. Bu 6grenme bi¢iminde egitici tarafindan sisteme her iterasyonda
elde edilen ¢ikt1 degerinin iyi veya kotii olup olmadig bilgisi verilir. Sistem denetleyiciden
bu sinyal bilgisini alarak yeniden diizenlemelere giderek 6grenme siirecine devam eder. Bu

ogrenme ¢esidinde deneme-yanilma esas1 kullanilir.

Bu 6grenme c¢esidine Sejnowski ve Hinton’ ait boltzmann kurali 6rnek verilebilir. Sekil

2.8’de destekleyici (takviyeli) 6grenmeye ait akis diyagrami verilmistir.
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YSA
Ktk isaretlere
gore
agirlhiklar
gincellenir

Gergek gikig

Y(t)

Kritik
Igaret
Uretect

T akviye
Isareti

Sekil 2.8. Destekleyici (takviyeli) 6grenmeye ait akig diyagrami

2.6.4. Karma 6grenme

Yukarida sayilan ii¢ cesit 0grenmenin birkaginin birlikte kullanilarak gergeklestiren
ogrenme yontemidir. Bu 6grenme ¢esidinde kismen denetimsiz, kismen ise denetimli
olarak gergeklestirilen 6grenme ¢esitleri kastedilmektedir. Bu 6grenme yontemine olasilik

tabanli ve radyal tabanli aglar 6rnek olarak verilebilir.

2.7. Yapay Sinir Aglar1 Hesaplama Araglar

Bu ¢aligmada, sistemlerin analizinde ve yapay sinir aglari ¢alismalarinda siklikla kullanilan
“MATrix LABoratory” kelimelerinin kisaltmasi olan Matlab programi kullanilmistir.
Matlab programi ile yapay sinir aglariin tanimlanmasi, test ve simiilasyonu basari ile
gerceklestirilebilmektedir. Sekil 2.9°da gosterilen Matlab programina ait yapay sinir aglari
arayiizii lizerinden sisteme ait veriler tanitilabilmektedir. Sekil 2.10°da gosterilen veri
yonetim arayliziinden ise egitime ve teste dair elde edilen veriler goriiliip,

kaydedilebilmektedir.
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Create MNetwaork or Data
FMetwork Data

Pl s

metwnork 1
Petwaork Proper ties
Mebwork Type:
Input data-

Target datm:

Trawmang function:

Avdaption learming function:

Performance function:

FMumber of layers:

Properties for:  Layer 1

MMumiber of newrons:

Tranifer Function:

L Help

Sekil 2.9. Matlab yapay sinir aglar1 arayiizii

4 Network/Data Manager

b Input Data:

TAMSIG

mu

Feed-forward backprop

T Wiews

{

(Sclect an Input)
(Select & Target)
TRAIMNL M
LEARMGDN
MASE

AL

% Restore Defaults

& Close

¥ Create

“J| Output Data:

simgiris.
testgiris

@ Target Data:

target

) Input Delay States:

cubukning

cubukn5ni_outputs
cubukn5né_sim

) Layer Delay States:

Sekil 2.10. Matlab yapay sinir aglar1 veri yonetim arayiizii

2.8. Uygulanan Riizgar Hizi Tahmin Modelleri

Riizgar hiz1 tahmininde izlenen akis semas1 Cizelge 2.2°de verilmistir. Tahmin isleminde
Meteoroloji Genel Miidiirliigii’nden alinan; Ankara iline ait son 30 yillik ay, basing, nem,
sicaklik, yagis miktar1 ve riizgar hiz1 verileri kullanilmistir. Giris verilerinin riizgar hizi
tahminindeki etkilerini ortaya ¢ikarmak amaciyla farkli modeller ile Ankara’daki 4 farkli

ilgeye ait meteorolojik veriler kullanilarak egitim ve test islemleri gerceklestirilmistir. Elde

edilen bulgular ilerleyen bolimde bulgu sonuglari bagligi altinda verilmistir.



Cizelge 2.2. Riizgar hiz1 tahmininde izlenen akis semasi

Verilerin toplanmasi

y

Egitim ve test veri setlerinin

olusturulmasi

Alnan verilerin analizi ve

normalize edilmesi

A

A 4

YSA’nin yapisinin tasarlanmasi; YSA modeli

se¢imi, 6grenme fonksiyonu se¢imi, adaptif

ogrenme fonksiyonu sec¢imi, gizli katman sayisi

secimi, gizli ndron sayisi se¢imi, katman

fonksiyonlar se¢imi vb.

Eve

v

YSA’nin egitilmesi

v

Egitim sonuglarinin analizi

Hay1

Hedef hata

degerine

ulasild1 m1?

Test etme kiimesini galigtir

A 4

Test sonuglarinin analizini gergeklestir

Hedef hata

Hayir

Hayir

Test ve
egitim

kiimesi

degerine

ulasild1 m1?

Bitir
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Egitim ve test veri setlerini olusturma: Yapay sinir aglarinda veriler egitim ve test verileri

olmak tiizere iki gruba ayrilir. Bu ayirma islemi i¢in genel bir kural bulunmamaktadir.
Tamamen tahmini ger¢eklestirecek kisinin tecriibesi, literatiirde yapilmis benzer ¢calismalar
veya deneme-yanilma yaparak elde ettigi sonuglar neticesinde olusturulur. Fakat egitim ve
test verilerinin farkli sekillerde gruplandirilmas: tahmin sonuglarmi &nemli derecede
etkilemektedir. Veri gruplandirmasi yaparken segilen egitim verileri, egitim verilerinin
kiimesinin ¢alisma araligin1 kapsamasi gerekir. Egitim verileri dogru belirlenmedigi
takdirde dogru sonug iiretilemez. Literatiirde yapilan calismalarda bu hususta Oneriler
bulunmaktadir. Bir¢ok arastirmact gruplandirmayi %90 egitim - %10 test, %80 egitim -
%20 test veya %70 egitim, %30 test seklinde yapmaktadir [27]. Calismamizda veriler
%80’1 egitim, %20’si test olarak ayristirilmugtir.

Verilerin _analizi ve verilerin _normalize edilmesi: Literatiirde yapilan normalizasyon

caligmalar1 ile ilgili degerlendirmeler incelendiginde 0,1 — 0,9 arasinda gergeklestirilen
normalizasyonlarin  diger normalizasyon yOntemlerine gore 1iyi sonu¢ verdigi
goriilmektedir. Hava tahmin ¢alismalarinda uygulanan normalizasyon yontemlerinden en
yiiksek tahmin dogrulugu saglayan ‘D Min Max Normalizasyon Yontemi’’ oldugu tespit
edilmigtir [28]. Caligilan veri setinin 0,1 — 0,9 normalizasyon 6lgeginde -0,9 — 0,9 6l¢cegine
oranla daha iyi sonug¢ verdigi goriilmiistiir [29]. Meteoroloji Genel Miidiirliigiinden temin
edilen veriler Esitlik 2.5 yardimiyla 0,1 — 0,9 degeri arasinda normalize edilmistir.
Normalize edilen verilerden ilk %80’lik kismi1 yapay sinir aglarinin egitilmesi, geri kalan

%20’1ik kismu test edilmesi i¢in kullanilmistir.

X — Xpmi
Normalizasyon = 0,8 — " +01 (2.5)

Xmaks ~ Xmin

Tahmin ¢alisgmamizda kullandigimiz D Min_Max yontemi kullanilarak normalize edilmis

veri setine ait 6rnek bir kesit Cizelge 2.3’de verilmistir.
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Cizelge 2.3. D Min_ Max yontemi kullanilarak normalize edilmis veri setine ait 6rnek bir

kesit
Ay Sicaklik Basing Nem Yagis miktar1 Riizgar
0,1 0,101651 0,729496 0,872429 0,242064 0,308952
0,172727 0,317503 0,600563 0,615666 0,162301 0,178357
0,245455 0,406805 0,303293 0,575616 0,209656 0,431543
0,318182 0,451888 0,221406 0,688071 0,598705 0,33128
0,390909 0,60635 0,335284 0,44799 0,284684 0,532227
0,463636 0,706368 0,377254 0,498757 0,242952 0,567193
0,536364 0,805894 0,257274 0,550736 0,268405 0,461453
0,609091 0,748001 0,269763 0,588709 0,131373 0,445024
0,681818 0,646012 0,445912 0,679369 0,36933 0,220484
0,754545 0,523132 0,544052 0,707554 0,208324 0,192259
0,827273 0,392837 0,634436 0,801283 0,193674 0,157293
09 0,176196 0,561159 0,831969 0,177248 0,261769
0,1 0,328909 0,389515 0,811102 0,30037 0,396156
0,172727 0,188169 0,250317 0,788378 0,388568 0,578568
0,827273 0,371085 0,539033 0,709064 0,273585 0,26514
09 0,252072 0,726531 0,803643 0,141435 0,231859
0,1 0,253107 0,527686 0,892934 0,30037 0,360769
0,172727 0,272963 0,354787 0,756511 0,228302 0,325803
0,245455 0,342015 0,598339 0,71399 0,374362 0,423117
0,318182 0,44265 0,21998 0,680927 0,350536 0,479568
0,390909 0,56883 0,408846 0,638658 0,448946 0,515798
0,463636 0,679171 0,336196 0,529711 0,319016 0,557504
0,536364 0,827967 0,254993 0,330215 0,15653 0,686835
0,609091 0,777317 0,350453 0,365261 0,204033 09
0,681818 0,690109 0,472885 0,326281 0,10296 0,647235
0,754545 0,467186 0,62765 0,683539 0,352016 0,363718
0,827273 0,275648 0,769813 0,764553 0,153718 0,449236
09 0,289099 0,660154 0,836643 0,287495 0,287467

YSA vapisinin

tasarlanmast:

YSA modeli secilirken, yap1 06zelliklerinin belirlenmest,

katman sayisinin, noéron sayisinin ve Ogrenme fonksiyonun belirlenmesi Onem arz

etmektedir. Bunlar secilirken uygulanmak istenilen problemin 06zelligi ¢ok Onemlidir.

Kullanim amacina gore basarili ag tiirleri ana hatlariyla Cizelge 2.4’deki gibi gosterilebilir.

Cizelge 2.4. Yapay sinir agi tiirleri ve kullanim alanlar1 [30]

Kullanim Amaci

Ag Tiirii

Tahmin fslemi

* Cok Katmanl Algilayicilar (CKA)

Simiflandirma Islemi
( Girdi verilerinin simiflandirilmasi iglemi)

* Adaptif Rezonans Teorisi Modelleri (ART)

» Ogrenmeli Vektdr Kuantalama Modelleri (LVQ)
* Counterpropagation

* Olasilikli Sinir Aglar1 (PNN)

Veri Onisleme
( Girdi verileri i¢inde hatal1 veya eksik
bilgilerin tamamlanmasi)

* Boltzman Makinesi
* Hopfield Aglari
* Bidirectional Associative Memory (BAM)
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Calismamizda riizgar hiz1 tahminin daha saglikli gerceklestirilebilmesi i¢in literatiirde en
sik kullanilan yapay sinir agi modelleri kullanilmis yaklagik olarak 153 farkli model ile
Cubuk ilgesi verileri ilizerinden denemeler yapilmistir. Modellere ait bilgiler Ek:1’de
sunulmustur. Bu testler ile elde edilen sonuglar ger¢ek degerlerle karsilastiriimistir.
Yapilan tahminin dogruluk derecesini 6lgmek icin, ortalama mutlak yilizdesel hata
(OMYH), ortalama kare hatas1 (OKH), karekok ortalama hatasi (KOH) ve Belirlilik
katsayis1 (R?) degerlerine bakilmistir. Yapay sinir aglarindan alman sonuglarmn
yorumlanmasi ve performansi, ¢ikti degerlerinin orjinal degerlere doniistiiriilmesinden
sonra gergeklestirilmelidir [27]. Testlerin neticesinde OMYH, OKH, KOH, Belirlilik
katsayis1 degerlerine bakilarak en iyi sonu¢ veren modeller arasindan 24 adet model (n2,
n4, n7, nl10, nl4, nl9, n21, n24, n27, n30, n31, n35, n37, n38, n12nl0, n37nl0,
n38ep01200, n29, n36n6, n11n10epo02500, n12, n36, n38n6, n39ep01200) diger ilgelerin

verilerine de uygulanmistir.

Asagidaki denklemlerde kullanilan x; tahmin edilen riizgar hizi degerini, y; gercek riizgar

hizi degerini, n ise 6l¢lim sayisini ifade etmektedir.

1 & (2.6)
OKH = ~ > (v — x)?
n .
i=1
= 2.7)
KOH= |= ) (y; —x,)?
D0 x)
i=1
. 2.8
OMYH = =32, | ¥=5x100 @8)
n Yi
Yo (v — x;)? (2.9)

R =1-

?:1(3’1’)2

Y SA mimarisinin se¢ciminde gizli katman sayis1 ve gizli ndron sayisinin se¢imi de oldukga
onemlidir. Karmasik dogrusal olmayan islevleri tek katman ile yeterli dogruluk seviyesine

yaklastiran bir¢ok ¢alisma bulunmaktadir, birgok arastirmaci bunlardan etkilenerek sadece
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tek katmanla c¢alismaktadir. Tek katman kullanilan c¢alismalarda gizli noron sayisi
arttirtlmasi gerekebilir. Bir¢ok arastirmacida iki gizli katmanin bazi problemler i¢in daha
iyi fayda saglayabilecegini savunmaktadir [27]. Bu konuda ¢alisma yapan birgok
arastirmact iki gizli katmanmn yeterli olacagini savunmaktadir. Fazla gizli katman
kullanilmasinin ag1 yavaslatacagini ve ezberlemeye gecilecegini iddia etmektedirler. Fakat
katman sayisinin belirlenmesinde standartlasmis bir kural bulunmaktadir, tamamen
deneme yanilma yontemi ile sonuglar karsilastirilmalidir. Ciinkii her duruma, giris

parametresine 6zgl sonuglar olugsmaktadir.

Gizli katmandaki néron sayisinin belirlenmesindeki en yaygin yontem deneme yanilma
yontemidir. Burada da kesinlesmis bir kural bulunmamaktadir. Tahmini gergeklestirecek
kisinin yetenegine kalmis bir seydir. Gizli néron sayisini belirlemek 6nemli fakat bir o
kadar da karmasik bir konudur. Genellikle daha az ndrona sahip yapilar daha az genelleme
ve uyum sorunu olusturdugundan tercih edilir. Ancak daha az gizli nérona sahip aglarda
verileri 6grenmek ve modellemek i¢in yeterli giice sahip olmayabilir. Bu konuda bir¢ok
calisgma yapilmasma ragmen herkesge kabul edilebilir teorik bir temel, kriter
olusturulmamistir. Asir1 uyum sorunlarini 6nlemek i¢in bazi arastirmacilar 2n+1, 2n veya
n/2 kurali gibi bu konuda iddialarda bulunmustur. Burada ki n ifadesi giris ndron sayisini
ifade etmektedir. Bunun yaninda bazi arastirmacilar giris ve ¢ikis verisi sayisi ile gizli
ndron sayist arasinda iliski kurarak, gizli néron sayisin1 formiiliize etmektedir. Fakat bu
Oneriler tam olarak herkesce kabul edilmemektedir. Bu sezgisel secimlerin higbiri tiim

problemler i¢in iyi sonug vermez [27].

Gizli katman ve ndron sayisinin belirlenmesi i¢in literatiirde farkli genel kurallar belirten

arastirmacilarda bulunmaktadir [31].

1. Kural: Girdi verisi ve istenilen ¢ikt1 verisi arasindaki iligkinin karmasikligi artinca, gizli
katmanlardaki ndronlarin sayist da artmalidir.

2. Kural: Ele alinan siire¢ asamalara ayrilabiliyorsa, gizli katman sayisi arttirilmalidir.

3. Kural: YSA’da kullanilan egitim verisi sayisi, gizli katmanda kullanilacak noron sayisi

i¢in tist sinir olugturmaktadir.

YSA’nin egitilmesi: YSA mimarisi olusturulduktan sonra YSA egitim islemleri igin

calistirilir. YSA calistirildiktan sonra genelde iki yontem izlenir. Bir grup arastirmaci, gizli
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katmanda ¢ok fazla noron kullanarak baglar. Diger grup arastirmaci ise tam tersi bigimde
kiigiik bir ag yapisi1 kurarak baslarlar. Iki grupta istenilen hata degerine ulasmaya calisir.

Belirlenen hata sinirina ulagip ulagsmadigi kontrol edilir. Sekil 2.11 *den goriilecegi gibi
yapay sinir aglar1 egitim sirasinda W* noktasini yakalamaya ¢alismaktadir. Fakat YSA
bazen farkli hata degerine takilmakta ve ¢dziim iiretilememektedir. Bu yiizden kullanici bir
hata toleransi belirler. Bu hata toleransi i¢inde kalan ¢aligmalart kabul eder. Sekil 2.11°de
goriildiigl tizere W, ve W5 noktalar1 hata sinirlart igerisinde W, ve W,noktalar1 hata sinir1

disindadir.

W W W W w”*

Sekil 2.11. Yapay sinir aglarinda hata noktasi

Yapay sinir aglari, Secilen veri kiimelerinin 6rnek uzaymi temsil edebilecek diizeyde
olmadiginda veya istenilen giris, c¢ikis modeline uygun dogru yapay sinir agi
parametrelerinin (YSA modeli, 6grenme fonksiyonu, katman sayisi, néron sayisi, katman

fonksiyonu vb.) secilmemis olmasi1 durumlarinda hedeflenen hata degerine ulagmayabilir.
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3. ARASTIRMA BULGULARI VE TARTISMA

Bu bolimde c¢alisma sonucunda elde edilen bulgular sunulmakta ve sonuglar

degerlendirilmektedir.

3.1. Giris Verilerinin Agirhiklarimin Tespit Edilmesi

Bu béliimde, giris verilerinden (ay, basing, nem, sicaklik, yagis miktar1) hangisinin riizgar
hizi  tahminindeki etkisinin fazla oldugunu belirleyebilmek i¢in bir calisma
gerceklestirilmistir. Giris verileri sirayla ¢ikarilarak tahmin islemi gergeklestirilmistir. So6z
konusu islem rastgele segilen dort farkli ilge icin yapilmistir. Yapilan tahmin ¢alismasina
dair sonuglar Cizelge 3.1’de gosterilmistir. Cubuk ilgesinde yapilan tahmin ¢alismasinda
en iyi OMYH degerinin biitin giris verilerinin ayn1 anda kullanildiginda saglandigi
goriilmektedir. Nem bilgisi kullanilmadan sadece ay, sicaklik, basing, yagis miktar
bilgileri giris verisi olarak alindiginda OMYH degerinin %26,17 oldugu goriilmektedir.
Buda nem bilgisinin giris Vverileri igerisinde Onemli bir yere sahip oldugunu
gostermektedir. Cubuk ilgesi icin OMYH sonuglart degerlendirildiginde giris verilerinin
onem siras1 nem, basing, sicaklik, yagis miktari, ay bilgisi seklinde oldugu sdylenebilir.
Kegioren ilgesine ait sonuglara bakildiginda en iyi sonucun yagis miktart Verisi
kullanilmadan yapilan tahmin ¢alismasinda alindig1 goriilmektedir. Kegioren ilgesine ait
onem sirasina bakildiginda ay, nem, sicaklik, basing, yagis miktar1 oldugu goriilmektedir.
Kizilcahamam ilgesine ait sonuglara bakildiginda en iyi sonuglarin tim verilerin
kullanildig1 veya sicaklik bilgisinin kullanilmadigr tahmin ¢alismalarinda alindigi
goriilmektedir. Kizilcahamam ilgesine ait Onem sirasina bakildifinda nem, ay, yagis
miktari, basing, sicaklik seklinde oldugu goriilmektedir. Ayni ¢alisma sonuglar1 Polath
ilgesi i¢in incelediginde yine en iyi sonucun tiim verilerin kullanildig1 sistemde alindigi,
onem sirasinin ise nem, sicaklik, yagis miktari, ay ve basing seklinde oldugu

goriilmektedir.

llgelere ait sonuglar birlikte degerlendirildiginde tek bir degerlendirmenin hepsi igin
gecerli olmadig1 goriilmektedir. Genel olarak nem verisi kullanilmadan yapilan tahmin
caligmalarinda iyi sonuclar elde edildigi sOylenebilir fakat bu tiim ilgeler i¢in gecerli

degildir. Ornek olarak Kegidren ilgesi i¢in ay bilgisi verisi dnem arz ederken, Cubuk ilgesi
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icin diger giris verilerine gore dnem arz etmemektedir. Her ne kadar genelleme yapilamasa
da Cubuk, Kizilcahamam ve Polatli ilgeleri igin girig verilerinden neme ait degerlerin 6nem
sirasinda birinci sirada oldugu, Kecioren ilgesi i¢in de 6nemli oldugu goériilmektedir. Yine
Cizelge 3.1. ’den goriilecegi lizere Cubuk, Kizilcahamam ve Polatli ilgelerinde tiim giris
verilerinin kullanildigi tahmin g¢alismalarinda en iyi sonuglarin elde edildigi, Ke¢ioren
ilgesinde ise en iyi ikinci OMYH degerinin yakalandig1 goriilmektedir. Onceki boliimlerde
de bahsedildigi gibi benzer c¢alismalarda benzer sonuglarin elde edilememe riskinin
bulunmasina ragmen Cizelge 3.1°de bulunan sonuclar neticesinde, riizgar hizi tahmin

caligmasinda tiim degerlerin bulundugu giris modeli tercih edilmistir.

Cizelge 3.1. Girig verilerinin agirlik sonuglari

OMYH degeri OMYH degeri | OMYH degeri | OMYH degeri | OMYH degeri OMYH degeri
(ay, sicaklik | (sicaklik, basing, | (ay, basing, (ay, sicaklik; | (ay, sicaklik, ( i‘%iﬂ
flge Adi basing, nem, nem, yagis nem, yagis nem, yagis basing, yag1s ;iy, sicakl ),
yagis miktar1) miktar1) miktar1) miktart) miktar1) asing, nem.
Cubuk 9,485531524 | 13,82921385 | 16,49943633 | 18,65996667 | 26,17571976 | 16,32062228
Kegioren | 7,779103908 9,21878883 8,399994646 | 8,174425028 | 9,040003977 | 7,35107251
Kizilca-
hamam 13,13110104 | 15,28984908 | 13,13110104 | 13,31766498 | 15,30699022 | 14,71681994
Polath 7,883502071 12,34310881 | 13,51392794 | 10,6954991 | 13,62856329 | 13,34675651

3.2. Anlik Déneme Ait Riizgar Hiz1 Tahmini

Bu boéliimde riizgar hizi bilinmeyen bdlgenin nem, sicaklik, basing, yagis miktar1 ve
mevsimsel faktor olarak ay bilgisi ile yapay sinir aglari metodu kullanilarak riizgar hizi
tahmini gerceklestirilecektir. Bu boliimde anlik riizgar hizi bilinmeyen fakat ay, basing,
nem, sicaklik ve yagis miktar1 bilinen bolgelerin riizgar hiz tahminleri yapilmistir. Cizelge
3.2’de bulunan girdi verileri ile riizgar hizi tahminin yapilabilecegi gosterilmistir.

Normalizasyonu gerceklestirilen verilerin %80°1 egitim, %20’si test i¢in kullanilmistir.

Cizelge 3.2. Girdi ve ¢ikt1 verileri

Girdiler Cikt1

Basing (n) Riizgar Hiz1 (n)
Sicaklik (n)
Bagil Nem (n)
Yagis miktar1 (n)
Ay (n)

n=o anki yil
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Ek:1°de bulunan 153 farkli model ile Cubuk ilgesi i¢in yapilan riizgar hizi tahminlerine ait
en iyi 5 farkli sonug¢ Cizelge 3.3’de gosterilmistir. OMYH sonuglarina bakildiginda en iyi
sonucun sirastyla n37n10, n35, nl9, n21 ve n38epol200 modelleri ile alindig
goriilmektedir. Bu modellerin Ek:1°de bulunan o6zelliklerine bakildiginda YSA Modeli,
ogrenme fonksiyonu, adaptif 6grenme fonksiyonu, noron sayisi, katman fonksiyonu
acisindan farkliliklar oldugu bu yiizden sabit bir yarginin ¢ikarilmayacagi goriilmektedir.
Bu modellere ait gergek riizgar hizi ve tahmin edilen riizgar hizlarina ait karsilastirma Sekil
3.1°de gosterilmistir. Sonuglar incelediginde her bir modelin farkli zamanlarda digerlerine
gore dogruluk derecesi degismektedir. Genel olarak farkli model yapilari ile tahmin
calismasimin gerceklestirilebilecegi goriilmektedir. Cizelge 3.3’den goriilecegi iizere
normalize edilmis test verileri icin OKH degerlerine bakildiginda 5 model arasinda en iyi
degerin N38ep0l1200 modeli ile alindig1r goriilmektedir. Fakat gergek test verileri icin
OMYH degerlerine bakildiginda en yiiksek degerin bu modele ait oldugu goriilmektedir.
Daha onceden de bahsedildigi normalizasyon verileri iizerinden dogruluk derecesinin

Ol¢iilmesinin yapilmasi tahmini gerceklestirecek kisiyi yaniltabilir.

Sekil 3.2 ‘den riizgar hizi tahmini gergeklestirilen yila ait sonuglar incelendiginde, 4. ve 10.
aylarda gercek riizgar hizinin bir anda arttig1 goriilmektedir. Cubuk ilgesine ait istasyondan
alman girig verileri incelendiginde 4. ayda gergeklesen riizgar hiz1 artisina benzer sekilde
basing ve yagis miktari verilerinde de bir 6nceki ve sonraki aya oranla artig goriilmektedir.
10. ayda ise benzer sekilde sadece basing miktarinda bir artig goriilmekte, yagis miktar
degerinde ise periyodik olarak bir artis (sonraki ay artis devam etmektedir) bulunmaktadir.
Diger aylara ait veriler incelediginde riizgar hizinda gergeklesen periyodik degisimler,
diger meteoroloji verilerinde ayni periyodik sekilde gozlemlenmemektedir. 4. ve 10.
aylarda basing degeri riizgdr hizina benzer sekilde degisim gosterse de riizgar hizi
tahmininde ayni sonucu gérememekteyiz. Sadece n38epo1200 modeli ile yapilan tahmin
caligmasinda 4. ayda riizgar hizinda bir miktar degisim oldugu gozlemlenmektedir. Bu
sonuglar yapay sinir aglarinin dogrusal bir bi¢cimde tahmin g¢alismasi gostermedigini

yinelemistir.
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Cizelge 3.3. Cubuk ilgesi i¢in anlik riizgar hizi tahmin sonuglari

Normalize Normalize Normalize Gergek test Gergek test
Model edilmis egitim edilmis test edilmis test verileri i¢in verileri i¢in
verileri igin OKH | verileri i¢gin OKH | verileri i¢gin KOH OMYH (%) Belirlilik katsay1s1
n37n10 0,00777503 0,010771285 0,1037848 8,522059901 0,980977406
n35 0,0119457 0,011728666 0,108298964 9,019920981 0,977379043
ni9 0,0123881 0,011059918 0,105166143 9,181811269 0,979633699
n21 0,00988445 0,013552946 0,116417122 9,277122538 0,973482692
n38ep01200 0,0115332 0,010738583 0,103627133 9,462244794 0,980437263
Gergek === =n37n10 == - N35 === nl9 ccc:c: nN21 === n38ep0l1200
35
— 3 r
E
- 25 |
B
T
@« 2 -
(7]
N
E
1,5 -
1 1 1 1 1 1 1 1 1 1 1 1 1 J
2 3 5 6 7 8 10 11 12
Ay
Sekil 3.1. Cubuk ilgesi i¢in anlik riizgar hizi tahmin sonuglari
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Sekil 3.2. Cubuk ilgesi i¢in tahmini gerceklestirilen yila ait veriler
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Cubuk ilgesi igin en iyi sonu¢ elde edilen 24 farkli model Kegidren ilgesi igin de
kullanilmistir. Kegitren ilgesi igin yapilan riizgar hizi tahmin ¢aligmasinda elde edilen en
iyi 5 farkli sonu¢ Cizelge 3.4’de gosterilmistir. OMYH sonuglarina bakildiginda en iyi
sonucun sirasiyla n21, n29, n36n6, n38 ve n37 modelleri ile alindig1 goriilmektedir. Bu
modellerin Ek:1’de bulunan 6zelliklerine bakildiginda en iyi 5 modelden 3 modelin elman
geri yayilim ag1 YSA modeli oldugu, 6grenme fonksiyonlarinin trainlm ve trainscg, adaptif
ogrenme fonksiyonun learngdm (4 modelde) oldugu goriilmektedir. Yine burada en iyi
sonu¢ alinan YSA modeli, 6§renme fonksiyonu gibi sabit bir hipotez sunulamamaktadir.
Sekil 3.3’de sunulan tahmin sonuglari incelendiginde farkli modellerle riizgar hizi tahminin

Kegioren ilgesinde gerceklestirilebilecegi goriillmektedir.

Sekil 3.4’den goriilecegi lizere 8. ve 11. aylarda gercek riizgdr hizinin arttig1
goriilmektedir. 8. ay’da sicaklik degerinde periyodik bir diisiis bulunmakta olup 9. ayda
devam etmektedir. 11. ay’da ise sicaklik degerinde 10. ve 12. aylara gore yiikselis
bulunmaktadir. Basing degerlerinde 8. ayda periyodik bir artis, 11. ayda ise Onceki ve
sonraki aya gore artis bulunmaktadir. Nem degerlerine bakacak olursak 8. ayda dnceki ve
sonraki aya gore hafif artis oldugu, 11.ayda ise periyodik bir artisin oldugu goriilmektedir.
Yagis miktar1 verilerine bakacak olursak 8.ayda bir dnceki ve sonraki aya oranla artig
oldugu, 11. ayda ise bir dnceki ve sonraki gore azalig oldugu goriilmektedir. Yapay sinir
aglar1 her ne kadar istatistiksel yontemlerden farkli olarak dogrusal olarak ¢alismasa da bu
farkliliklarin tahmini giiglestirdigi ve bu yiizden 8. ve 11. ayda gerceklesen riizgar hizi

yiikselisini yakalamakta basarisiz olmasina neden olmus olabilir.

Cizelge 3.4. Kegioren ilgesi i¢in anlik riizgar hiz1 tahmin sonuglar

Gergek test
Normalize edilmis | Normalize edilmis
Normalize edilmis test | Gergek test verileri | verileri i¢in
Model | egitim verileri igin test verileri igin
verileri icin KOH icin OMYH (%) Belirlilik
OKH OKH
katsayis1
n21l 0,00751217 0,010341999 0,101695621 7,717228909 | 0,988858572
n37 0,00801388 0,012558962 0,112066773 8,363748135 |0,986167583
n38 0,00831627 0,015056543 0,122705107 8,123648146 0,983707182
n29 0,00890206 0,014239806 0,11933066 7,748030491 | 0,985242934
n36n6 0,00460218 0,012656402 0,112500676 7,936369079 | 0,986672001
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Sekil 3.3. Kegidren ilgesi igin anlik riizgar hizi tahmin sonuglari
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Sekil 3.4. Kecioren ilgesi tahmini gergeklestirilen yila ait veriler

Cubuk ilgesinde en iyi sonuglar elde edilen 24 farkli model Kizilcahamam ilgesi igin de
kullanilmistir. Kizilcahamam ilgesi i¢in yapilan riizgar hizi tahmin c¢alismasinda elde
edilen en iyi 5 farkli sonug¢ Cizelge 3.5 ve Sekil 3.5°de gosterilmistir. Sonuglar
incelediginde egitimde en iyi sonu¢ alinan model n7 modeli olmasina karsin test isleminde
en iyi sonu¢ N19 modelinde alinmistir. OMYH degerleri ve tahmin sonuglarina ait grafikler
incelediginde Kizilcahamam ilgesinde riizgar hizinin s6z konusu giris verileri ile tahmin
edilebilecegi, bu tahminin dogruluk derecesinin deneme-yanilma yontemi ile gelistirilen

farkli modellerle gelistirilebilecegi goriilmektedir.



Cizelge 3.5. Kizilcahamam ilgesi i¢in anlik riizgar hiz1 tahmin sonuglari
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Normalize Gergek test
Normalize Normalize
edilmis test Gergek test verileri | verileri i¢in
Model edilmis egitim edilmis test o
verileri i¢in icin OMYH (%) Belirlilik
verileri igin OKH | verileri i¢in OKH
KOH katsayis1
n4 0,0103836 0,006820818 0,082588244 8,963836961 0,981672301
n7 0,00889344 0,003563194 0,059692499 7,870877313 0,988861363
nl9 0,00934333 0,002472997 0,049729234 7,276050261 0,993393695
n27 0,0086339 0,003956763 0,062902809 9,468589865 0,989013345
n37 0,00994178 0,003698024 0,060811377 8,31194192 0,989173405
— O Q[CEK == =4 N7 == enl9 ccccc. n27 n37
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Sekil 3.5. Kizilcahamam ilgesi i¢in anlik riizgar hizi tahmin sonuglari

Cubuk ilgesi i¢in denenen modellerden en iyi sonuglar elde edilen 24 farkli model Elmadag
ilgesi i¢in de kullanilmistir. Elmadag ilgesi i¢in yapilan riizgar hizi tahmin ¢alismasinda
elde edilen en iyi 5 farkli sonug Cizelge 3.6 ve Sekil 3.6’da gosterilmistir. Cizelge 3.6° da
bulunan normalize edilmis test verileri icin OKH degerlerine bakildiginda en iyi sonucun
n7 modeli ile gerceklestirildigi fakat OMYH degerlerine gore ise en iyi tahminin
n38ep0l1200 modeli yapildigr goriilmektedir. Bu farklilikta bize tahminin basarisinin
Olciilmesinin normalizasyon degerleri ilizerinden yapilmasinin yanlis olabilecegini
gostermektedir. Egitim sonuglarina bakildiginda ise nl4 modeli ile en iyi sonuglarin
yakalandig1 soylenebilir fakat bu durumun gercek test verileri icin OMYH degerlerine
bakildiginda 5 model arasinda en kotli sonu¢ veren model oldugu goriilmektedir. Buda

tahminden elde edilen sonuglarin bazen bizi yaniltabilecegi hatta ¢ok iyi sonuglar veren bir

modelin ezberlediginden bu sonuglar1 verebilecegini gostermektedir.
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Cizelge 3.6. Elmadag ilgesi i¢in anlik riizgar hizi tahmin sonuglari

Normalize Normalize Normalize S
o o o Gergek test Gergek test verileri
edilmis egitim | edilmis test edilmis test SN .. . e
Model verileri igin verileri igin verileri igin verileri igin i¢in Belirlilik
0,
OKH OKH KOH OMYH (%) katsayis1
n7 0,00993445 0,00677277 | 0,082296838 6,809977272 0,9928863
nl4 0,00583256 | 0,013136815 | 0,114615946 8,182151965 0,988888559
n37 0,00805364 | 0,017805953 | 0,133438947 6,761633075 0,987435267
n38ep01200 0,0109855 0,00772071 0,08786757 6,092580407 0,993095421
n39epo1200 | 0,00670832 0,01265958 | 0,112514798 6,467921881 0,990616337
Gergek === en7 «v N14 === en37 ccccce n38epo01200 = = = n39ep01200
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Sekil 3.6. Elmadag ilgesi i¢in anlik riizgar hizi tahmin sonuglari

Cubuk ilgesi i¢in denenen modellerden en iyi sonuglar elde edilen 24 farkli model Polath

ilgesi i¢in de kullanilmistir. Polatli ilgesi igin yapilan riizgar hizi tahmin ¢alismasinda elde

edilen en iyi 5 farkli sonug Cizelge 3.7 ve Sekil 3.7°de gosterilmistir. Normalize edilmis

egitim verileri icin OKH degerleri ve gergek test verileri i¢gin OMYH degerlerine ait

sonuglar karsilastirildiginda uyumluluk gosterdigi goriilmektedir. Sekil 3.7°den 7. ayda ki

ani rizgar hizi disinda diger aylarda ki riizgar hizinin tim modellerle yakalandigi

gorliilmektedir. Genel itibariyle sonuglara bakildiginda riizgar hizi tahmin ¢alismasinin

farkli modellerle gerceklestirilebilecegi goriilmektedir.
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Cizelge 3.7. Polath ilgesi i¢in anlik riizgar hiz1 tahmin sonuglari
Normalize Normalize Normalize Gergek test
Model edilmis egitim edilmis test edilmis test Gergek test verileri | verileri i¢in
oae
verileri i¢in verileri igin verileri igin icin OMYH (%) Belirlilik
OKH OKH KOH katsayis1
n10 0,00825816 0,010611476 0,103012017 7,34832429 0,986449845
nl19 0,00842815 0,010356596 0,101767362 8,428603715 0,986710172
n21 0,00728668 0,009237081 0,096109733 6,928587029 0,988460704
n35 0,00834037 0,011103964 0,105375349 7,952577822 0,985487168
n38epo1200 | 0,00781877 0,010589187 0,102903775 7,715113383 0,98630911
Gergek == =n10 N19 e== opn2] ccccece n35 n38epo01200
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Sekil 3.7. Polatli ilgesi i¢in anlik riizgar hiz1 tahmin sonuglari

Cubuk 1ilgesi i¢in denenen modellerden en iyi sonuglar elde edilen 24 farkli model
Sereflikochisar ilgesi i¢in de kullanilmistir. Sereflikochisar ilgesi i¢in yapilan riizgar hizi
tahmin c¢alismasinda elde edilen en iyi 5 farkli sonu¢ Cizelge 3.8 ve Sekil 3.8’de
gosterilmistir. Normalize edilmis egitim verileri i¢cin OKH degerlerine bakildiginda en kotii
sonucun n10 modelinde alindig1 fakat normalize edilmis test verileri icin OKH degerlerine
bakildiginda en iyi sonucun n10 modelinde alindig1 goriilmektedir. Buda egitimde ve test
isleminde farklilik yasanabilecegini gostermektedir. Gergek degerler ile ilgili sonuglara
bakildiginda (gergek test verileri igcin OMYH ve gergek test verileri i¢in belirlilik katsayisi)
yine en iyi sonucun nl0 modelinde alindigi goriilmektedir. Sekil 3.8’de ki sonuglar
tahminlerin  basaril sekilde gerceklestirildigi

degerlendirildiginde sayilabilecek

goriilmektedir.
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Cizelge 3.8. Sereflikoghisar ilgesi igin anlik riizgar hiz1 tahmin sonuglari

Normalize

edilmis egitim

Normalize edilmis

Normalize

Gergek test verileri

Gergek test

verileri igin

Model test verileri i¢in edilmis test o
verileri i¢in icin OMYH (%) Belirlilik
OKH verileri i¢in KOH
OKH katsayis1
n4 0,00686624 0,008612203 0,092801955 7,594348417 0,991309453
n10 0,00752233 0,007814211 0,088398026 7,509564494 0,992083433
nl4 0,00718172 0,008059333 0,089773786 7,688684714 0,991859752
n37 0,00674556 0,008952093 0,0946155 7,512612514 0,990792725
n36n6 0,00415913 0,008182999 0,090459932 7,811258406 0,991845
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Sekil 3.8. Sereflikochisar ilgesi i¢in anlik rlizgar hizi tahmin sonuglari

Cubuk ilgesi icin denenen modellerden en iyi sonuclar elde edilen 24 farkli model
Haymana ilgesi i¢cin de kullanilmistir. Haymana ilgesi i¢in yapilan riizgr hizi tahmin
calismasinda elde edilen en iyi 5 farkli sonug Cizelge 3.9 ve Sekil 3.9’da gosterilmistir.
Egitim ve test sonuglarina bakildiginda benzer olduklart goriilmektedir. Sekil 3.9°da ki

sonuglar incelendiginde 6. ve 9. Aydaki riizgar hizindaki dislisiin tahminlerle

yakalanamadig1  fakat genel itibariyle tahmin c¢alismasinin  basarili  oldugu

degerlendirilebilir.



Cizelge 3.9. Haymana ilgesi i¢in anlik riizgar hiz1 tahmin sonuglari
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Normalize Normalize Gergek test
Normalize edilmis
edilmis egitim edilmis test Gergek test verileri | verileri igin
Model test verileri i¢in o
verileri i¢in OKH verileri i¢in icin OMYH (%) Belirlilik
OKH KOH katsayis1
nl4 0,00516434 0,006590314 0,081180747 8,170001488 0,991472878
n19 0,00573308 0,006629178 0,081419766 8,215126165 0,991709325
n27 0,00575221 0,008402706 0,091666275 8,815335836 0,989741431
n35 0,00686164 0,00804396 0,089688124 8,962714031 0,989681837
n29 0,00521243 0,0059947 0,077425449 7,85949893 0,992573007
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Sekil 3.9. Haymana ilgesi i¢in anlik riizgar hizi tahmin sonuglari

Golbasi ilgesi i¢in yapilan riizgar hizi tahmin ¢alismasinda elde edilen en iyi 2 farkli sonug

Cizelge 3.10 ve Sekil 3.10°da gosterilmistir. Egitim ve test sonuglarma bakildiginda

tahmine ait dogruluk derecesinin degerlendirmesinde modellerde farklilik olmadigi

goriilmektedir. Sekil 3.10°da ki sonuglar degerlendirildiginde yapilan tahminlerin dogruluk

derecesinin yiiksek oldugu goriilmektedir.

Cizelge 3.10. Golbast ilgesi i¢in anlik riizgar hizi tahmin sonuglari

Gergek test
Normalize edilmis Normalize edilmis o
Normalize edilmis Gergek test verileri verileri igin
Model egitim verileri igin test verileri i¢in o
test verileri icin OKH icin OMYH (%) Belirlilik
OKH KOH
katsayist
nl10 0,0067693 0,01042038 0,102080261 8,962409522 0,987858679
n27 0,00441991 0,008455737 0,091955079 8,894112625 0,990534626
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Sekil 3.10. Golbasi ilgesi i¢in anlik riizgar hizi tahmin sonuglart

Bala ilgesi i¢in yapilan riizgar hizi tahmin ¢alismasinda elde edilen en iyi 3 farkli sonug

Cizelge 3.11 ve Sekil 3.11 *de gdsterilmistir.

Cizelge 3.11. Bala ilgesi i¢in anlik riizgar hizi tahmin sonuglari

Normalize edilmis | Normalize edilmis | Normalize edilmis Gergek test verileri
Gergek test verileri
Model | egitim verileri igin test verileri igin test verileri igin i¢in Belirlilik
icin OMYH (%)
OKH OKH KOH katsayist
n7 0,00772626 0,008207361 0,090594486 10,00259646 0,98727643
n21 0,00619122 0,009312921 0,096503476 9,844389946 0,984647728
n27 0,00620719 0,007501415 0,086610708 8,183957025 0,989118234
Gergek === -n7 N2l == =n27
5
4,5
" /\
= NS N\\ —_—
5 35 N ~— S __
T o c—— - o c——
& 3 \—/“‘z
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Ay

Sekil 3.11. Bala ilgesi i¢in anlik riizgar hizi tahmin sonuglari
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Bu béliimde yapilan riizgar hizi tahminlerinin sonuglar1 en iyi ortalama mutlak ytizdesel
hata (OMYH) sonuglarint veren modeller segilerek Cizelge 3.12°de 6zetlenmistir. Cizelge
3.12°den goriilecegi tizere her ilge i¢cin ayn1 modeller uygulanmasina ragmen en i1yi sonug
elde edilen modeller genel itibariyle farklilik gostermektedir. Bunun temel sebebi her
ilcenin ayr1 bir karakteristik yapiya sahip olmasi ve yapay sinir aglarinin ¢aligma sartlarina
bagimli olmasidir. Cizelge 3.12 ve ilgelerin kendilerine ait sonug tablolarindaki degerler
incelendiginde, egitim islemine ait OKH degerlerinin yaniltict olabilecegi, test islemine
gecildiginde egitimde daha diisiik olan OKH degerinin test isleminde daha iyi ¢ikabilecegi

goriilebilmektedir.

Cizelge 3.12. Anlik riizgar hiz1 tahminine ait toplu sonuglar

Normalize Normalize Normalize Gereek test Gergek test
Model edilmis egitim | edilmis test | edilmis test ek tes verileri i¢in
AN - S verileri i¢in
verileri i¢in verileri igin | verileri igin OMYH (%) Belirlilik
OKH OKH KOH 0 katsayisi
Cubuk n37n10 0,00777 0,01077 0,10378 8,52 0,980
Kegioren n21 0,00751 0,01034 0,10169 7,71 0,988
Golbast n27 0,00676 0,00845 0,09195 8,89 0,990
Kizilcahamam nl9 0,00934 0,00247 0,04972 7,27 0,993
Elmadag n38ep01200 | 0,01098 0,00772 0,08786 6,09 0,993
Polatlt n21 0,00728 0,00923 0,09610 6,92 0,988
Bala n27 0,00620 0,00750 0,08661 8,18 0,989
Sereflikoghisar nl10 0,00752 0,00781 0,08839 7,50 0,992
Haymana n29 0,00521 0,00599 0,07742 7,85 0,992

Literatiirde gergeklestirilen benzer tahmin calismalarinda genel olarak OMYH degeri
%10’un altinda olan tahminler dogruluk derecesi yiiksek tahmin c¢aligmalart olarak

degerlendirilmektedir [10,32-40].

17 Haziran 2014 tarih ve 29033 sayili resmi gazetede yayimlanan “Riizgar ve Giines
Enerjisine Dayali Onlisans Basvurular1 I¢in Yapilacak Riizgar ve Giines Olgiimleri
Uygulamalarma Dair Teblig’’ adli teblig de riizgar enerji santrali kurulacak sahada en az
bir yillik riizgar 6l¢iimii yapilmasi, riizgar 6l¢iim istasyonlarina ait kurulum ve sonug

raporlariin Enerji Piyasasi Diizenleme Kuruluna sunulmasi zorunlu kilinmistir. Riizgar
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Olciim istasyonlarinda; riizgar hizi sensorii, riizgar yon sensorii, hava sicaklik sensorii,
bagil nem sensoril, basing sensorii, l¢iim kayit cihazinin bulunmasi istenmektedir [41].
Tebligde bulunan bu Slgiimlere ait asgari siirlara ait bilgiler Cizelge 3.13’de verilmistir.
Cizelge 3.13’den goriilecegi tizere riizgar hizi Olgerlerin dogruluk orani asgari olarak
5m/s’e kadar + 0,5 m/s, 5m/s’den sonra + 10 % olarak istenmistir. Sekil 3.12°den ve riizgar
hizi tahmin sonug grafiklerimizden goriilecegi lizere Ankara’nin riizgar hizi genel itibari ile
Sm/sn altindir. Cizelge 3.13’deki riizgar hiz 6l¢iimii hata sinirlar1 degerlendirildiginde,
digik riizgar hizina sahip bdlgelerde Ol¢lim hatalarinin  daha genis tutuldugu
goriilmektedir. O yiizden Ankara iline ait riizgar hizi tahmini ¢alismamizin, daha iyi bir
potansiyele sahip bir bolgede yapilacak ¢aligmaya gore hata oranlarinin biraz daha yiiksek

cikmasi olagan goziikmektedir.

Ankara ili i¢in gerceklestirdigimiz riizgar hizi tahminlerimde, gerek literatiirde yapilan
benzer ¢aligmalar gerekse de s6z konusu tebligdeki riizgar hizi 6l¢iim hata kriterinin de

saglanmasi icin hata orani olarak asgari %10 hedeflenmistir.

Calismadan elde edilen sonuglar degerlendirecek olursak, gergeklestirilen tahminlerimizde
en kiigik OMYH degerimiz Elmadag il¢cesinde % 6,09, en yiksek OMYH degerimiz
Golbast ilgesinde %8,89 ¢ikmistir. Literatiirde yapilan benzer calismalar ve yukarida
bahsedilen tebligde belirtilen sinirlar ¢ercevesinde degerlendirdigimizde tahminlerimizin
yiksek dogruluk derecesine sahip oldugu soylenebilir. Literatiirde yapilan benzer

caligmalarin bir kismina ait veriler girig kisminda sunulmustur.

OMYH degerinin yaninda, tahmininin dogruluk derecesini 6l¢mek icin kullandigimiz diger
degerler igin literatiir ¢cercevesinde yorum yapmak gerekirse OKH ve KOH degerlerinin
miimkiin oldugunca sifira yakin oldugu, Belirlilik katsayist degerinin 1’e yakin oldugu
tahminler dogruluk derecesi yiiksek tahminlerdir. R? degeri biiyiik ya da KOH degeri
kiiclik dagilim fonksiyonlar1 en iyi dagilim fonksiyonu olarak kabul edilir [42-44]. OKH,
KOH ve Belirlilik katsayist degerlerimiz dogrultusunda da elde edilen sonuglarin iyi

oldugu degerlendirilmektedir.
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Cizelge 3.13. Riizgar 6lgliim istasyonunda kullanilacak sensorlerin asgari dzellikleri [41]

Sensor Adi

Istenilen Ozellikleri

[lave Ozellikler

Riizgar Hiz Olger

Olgiim arahig:: 0 - 75 m/s

Esik degeri: 0,5 m/s

Coziindrlik: 0,1 m/s

Dogruluk: £ 0,5m/s (5 m/s’ ye
kadar),

+ 10 % ( 5 m/S’nin {izerinde)
Mesafe sabiti: 2-5m

Riizgar Yén Olger

Olgiim araligi: 0. . . .360°
Coziintirliik: 1°
Dogruluk : + 5°

Hava Sicakligt
Olger

Olgiim arahg: - 40 °C. . 460 °C
Coziiniirlik: 0,1 °C
Dogruluk : £ 0,3 °C

Sensor uygun sekilde havalandirilan
O0zel siperi icine kurulacaktir.
Sicaklik sensdriinde kullanilan siper
giineslenmeden en az etkilenen bir
maddeden yapilmis olmalidir.

Hava Nemi Olger

Olgiim aralig1 : %0. . . .. %100
Coziniirlik : %1
Dogruluk : % 3

Sensor uygun sekilde havalandirilan
Ozel siperi igine kurulacaktir. Nem
sensoriinde kullanilan siper
giineslenmeden en az etkilenen bir
maddeden yapilmis olmalidir.

Basing Olcer

Olgiim arahig1: 750...... 1050 hPa
Cozuniirlik: 0,5 hPa

Dogruluk := 1,0 hPa (tam 6l¢iim
araliginda)

Kararlilik : + 0,5 hPa / y1l

NOT: Bagvuru sahibi; basing, sicaklik, nem, riizgar hiz1 ve riizgar yonii sensorlerine ait giincel
(ongoriilen Olglim periyodunun bir bolimiinii veya tamamint kapsayan) kalibrasyon
sertifikalarini kurulum kontroliinde verir.
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Sekil 3.12. Ankara ili riizgar hiz1 verileri [45]

3.3. Gelecek Doneme Ait Riizgar Hiz1 Tahmini

Bu bolimde gegmis doneme ait meteorolojik verilerle gelecek doneme ait riizgar hizi
tahmini gergeklestirilmistir. Uzun vadeli rlizgar hizi tahmini, uzun yillar i¢in yapilacak
rlizgar enerjisi santrallerinin enerji giicii hesaplamalarinda, ekipman secimi, yatirim geri
doniis hesaplamalarinda, risk analizlerinde, kullanim yerlerinin tespitinde kullanilmaktadir
[1, 46]. Takip eden ge¢mis 3 yilin (n-2, n-1, n) ay, basing, nem, sicaklik, yagis miktari,
riizgar hiz1 verileri girdi olarak alinmig bir sonraki yilin (n+1) riizgar hizi tahmin edilmeye
calisilmistir.  Yine Meteoroloji Genel Midiirliigii'nden alinan ve normalizasyonu
gerceklestirilen verilerin %80’ini egitim, %20’si test i¢in kullanilmistir. Gelecek doneme
ait rlizgar hiz1 tahmininde kullanilan yapay sinir aglarina ait girdi ve ¢ikt1 verileri Cizelge

3.14°de gosterilmistir.



Cizelge 3.14. Gelecek yillara ait riizgar hiz1 tahmin yontemi
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Girdi Verileri
Ay Sicaklik Basing Nem Yagis Miktar1 Riizgar Hizt Tahmin
Edilen
Riizgar
Hiz1
(n-6),(n- (n-6),(n-7),(n- (n-6),(n-7),(n-8) | (n-6),(n-7),(n-8) | (n-6),(n-7),(n-8) | (n-6),(n-7),(n- (n-5)
7),(n-8) 8) 8)
(n-5),(n- (n-5),(n-6),(n- (n-5),(n-6),(n-7) | (n-5),(n-6),(n-7) | (n-5),(n-6),(n-7) | (n-5),(n-6),(n- (n-4)
6),(n-7) 7) 7
(n-4),(n- (n-4),(n-5),(n- (n-4),(n-5),(n-6) | (n-4),(n-5),(n-6) | (n-4),(n-5),(n-6) | (n-4),(n-5),(n- (n-3)
5),(n-6) 6) 6)
(n-3),(n- (n-3),(n-4),(n- (n-3),(n-4),(n-5) | (n-3),(n-4),(n-5) | (n-3),(n-4),(n-5) | (n-3),(n-4),(n- (n-2)
4),(n-5) 5) 5)
(n-2),(n- (n-2),(n-3),(n- (n-2),(n-3),(n-4) | (n-2),(n-3),(n-4) | (n-2),(n-3),(n-4) | (n-2),(n-3),(n- (n-1)
3),(n-4) 4) 4)
(n-1),(n- (n-1),(n-2),(n- (n-1),(n-2),(n-3) | (n-1),(n-2),(n-3) | (n-1),(n-2),(n-3) | (n-1),(n-2),(n- n
2),(n-3) 3) 3)
(n),(n-1),(n- | (n),(n-1),(n-2) | (n),(n-1),(n-2) | (n),(n-1),(n-2) | (n),(n-1),(n-2) | (n),(n-1),(n-2) | (n+1)
2) (Gelece
k Y1)

Bir 6nceki bolimde kullanilan modeller ile gelecek doneme ait tahmin caligmalarinda

istenilen neticelere erisilemediginden farkli modellerle de denemeler yapilmistir. Bu

modellerin bir kismi Ek:2’de sunulmustur. Bu bdliimde yapilan tahmin ¢alismalarinda iyi

netice alinan modellerin 6zelliklerinden goriilecegi lizere bir onceki bolimde kullanilan

modellerden farkli olarak 6grenme fonksiyonu traingdx, trainda, traingdm ve traingd olan

tasarimlarla basar1 saglanmistir. EK:2’de bulunan modeller ile yapilan denemelerden

OMYH degeri %10’un altinda olanlarin sonuglar1 Cizelge 3.15’de sunulmustur. Her ilgede

birbirinden farkli modellerle daha iyi sonuglar elde edildigi goriilmektedir.

Cizelge 3.15. Gelecek doneme ait riizgar hiz1 tahmin sonuglari

_ _ Gerlgek. Fest
No_rmghzg _ Normalize qumgllze ygnlerl igin
edilmis egitim edilmis test edilmis test icin Ortalama | Gergek test
verileri igin veriler?i P verileri igin Mutlak verileri igin
Model Ortalama Ortalam; Kare | Karekok Yiizde Hata | Belirlilik
Kare Hatas1 Ortalama (OMYH) katsayisi
Hatas1 (OKH)
(OKH) Hatas1 (KOH) | (%)
Cubuk 2.Model 0,0161 0,0068 0,0826 9,48 0,9899
Kegioren 3.Model 0,0100 0,0098 0,0994 17,77 0,9906
Polatlt 5.Model 0,0236 0,0135 0,11623 7,88 0,9842
4.Model 0,01451 0,0051 0,07177 6,83 0,9928
2.Model 0,0129 0,0084 0,0921 7,89 0,9875
Bala 3.Model 0,0096 0,0119 0,1091 8,80 0,9822
5.Model 0,0183 0,0088 0,094 9,92 0,9874
1.Model 0,0039 0,0074 0,0861 8,02 0,9935
Sereflikochisar |5 \1odel 0,0061 0,0099 0,0997 9,27 0,9909
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Cizelge 3.15. (devam) Gelecek doneme ait riizgar hiz1 tahmin sonuglari

3.Model 0,011 0,0064 0,08011 541 0,9936
8.Model 0,017 0,0043 0,0662 5,44 0,9958
6.Model 0,0181 0,0063 0,0798 6,61 0,9938
4.Model 0,0105 0,0090 0,0951 6,31 0,9914
Haymana
2.Model 0,0095 0,0126 0,11225 7,31 0,9807
5. Model 0,0255 0,01333 0,115485 9,92 0,9867
7. Model 0,024 0,01383 0,117635 9,57 0,9871

Cubuk ilgesine ait Cizelge 3.15’de gosterilen gelecek yillara ait tahmin sonucu Sekil
3.13’de sunulmustur. OMYH degerine bakildiginda (%9,48) hedeflenen %10 limitinin
altinda oldugu, Sekil 3.13” deki sonugtan goriilecegi lizere 4. ,5. ve 9. aylardaki riizgar
hizindaki ufak artiglarin yakalanamadigr 10., 11. ve 12. aylardaki degisim seklinin
yakalandig1 goriilmektedir. Genel olarak biitiin sonuglar literatiir ¢ercevesinde birlikte

degerlendirildiginde, tahmin sonucu iyi olarak degerlendirilebilir.

e Gergek  ==—2.Model

&
(6] &
T 1

w
T

Riizgar Hizi (m/s)
N
No»

P
(9]
T

[N

Sekil 3.13. Cubuk ilgesine ait gelecek donem riizgar hizi tahmin sonuglari

Kegioren ilgesine ait Cizelge 3.15°de gosterilen gelecek yillara ait tahmin sonucu Sekil
3.14’de sunulmustur. Cubuk ilgesinde basar1 saglanan 2. model ile Kecioren ilgesinde
istenilen kriterlerde basar1 saglanamamstir. Ogrenme fonksiyonu traingdx yerine traingda,
noron sayist 1 yerine 3 kullanilarak tahmin ¢alismasinda basar1 saglanmistir. OMYH
degeri %10’un altinda %7,77 degeri elde edilerek, Sekil 3.14’den goriilecegi lizere basaril

bir tahmin ¢alismas1 gergeklestirilmistir.
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Sekil 3.14. Kegioren ilgesine ait gelecek donem riizgar hizi tahmin sonuglart

Polath ilgesine ait Cizelge 3.15’de gosterilen gelecek yillara ait tahmin sonucu Sekil
3.15°de sunulmustur. Sonuglardan OMYH degerine bakildiginda %10’un altinda %7,88
degeri yakalanmigtir. Cubuk ve Kegioren ilgelerinden farkli model olarak 5. model ile
basar1 saglanmistir. 5. modelde farkli olarak 6grenme modeli traingdm kullanilmistir. Sekil
3.15°de goriilecegi tlizere 7. ayda gerceklesen yiikselis tahmin ¢aligmasinda

yakalanamamastir.

e Gergek == 5_Model

e &0
wu w (O3]
T T T
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Sekil 3.15. Polatl ilgesine ait gelecek donem rilizgar hizi tahmin sonuglari

Bala ilgesine Cizelge 3.15’de bulunan degerlere bakildiginda normalizasyon edilmis
verilerle yapilan dogruluk testlerinin yaniltabilecegi goriilmektedir. Normalizasyon edilmis

verilerle yapilan dogruluk testlerinde en iyi sonucun 3. model oldugu fakat gergek
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degerlerle yapilan testlerde durumun farklt oldugu goriilmektedir. Sekil 3.16’da ki
sonuclarda incelendiginde tahmin ¢aligmalarmin  basart ile  gergeklestirildigi

degerlendirilmektedir.

e GErGEK == =4 .Model 2.Model === <=3 Model <= -5.Model
5,5
z 5
E 45
e -
~ e N 5
«03,5 7— et - . —
S 3 ~— S — e
® 25
2
1,5 1 1 1 1 1 1 1 1 1 1 1 1 J
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Sekil 3.16. Bala ilgesine ait gelecek donem riizgar hizi tahmin sonuglari

Sereflikochisar ilgesine ait Cizelge 3.15’de gosterilen gelecek yillara ait tahmin sonucu
Sekil 3.17°de sunulmustur. Cizelge 3.15’de verilen degerler incelendiginde egitim- test ve
normalizasyon — gergek degerlerle yapilacak yorumlarin ortiisecegi goriilmektedir. OMYH
degerlerine bakildiginda %10 degerinin altinda degerlerin (%8,02 ve %9,27) yakalandigi
goriilmektedir. Sekil 3.17°da bulunan sonuglardan goriilecegi lizere basarili denilebilecek

tahminlerin gerceklestirildigi degerlendirmesi yapilabilmektedir.

e Gercek == == 1.Model 2.Model

Riizgar Hizi (m/s)

Sekil 3.17. Sereflikochisar ilgesine ait gelecek donem riizgar hizi tahmin sonuglari
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Haymana ilgesine ait Cizelge 3.15°de gosterilen gelecek yillara ait tahmin sonucu Sekil

3.18’de sunulmustur.

—— Gergek 0 ceceee 3.Model 2.Model === 4 Model
peseT 5.Model 6.Model 7.Model 8.Model
3,5
=
S 3t
N
T :
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1,5 i 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 ]
1 2 3 4 5 6 7 8 9 10 11 12
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Sekil 3.18. Haymana ilgesine ait gelecek donem riizgar hizi tahmin sonuglari

Haymana ilcesine ait Cizelge 3.15°deki sonuglara bakilacak olursa 7 modelde de OMYH
degeri %10’un altinda olan degerlerin yakalandig: goriilecektir. Egitim verilerinde iyi olan
fakat test asamasina gecildiginde digerlerine nazaran kotii sonuglar elde edilen modeller
bulunmaktadir. %5,41 ve %5,44 gibi OMYH degerlerinin literatiirde yapilan benzer
caligmalarda elde edilen OMYH degerlerine bakildiginda iyi oldugu sdylenebilir. Sekil
3.18’deki gercek riizgar hizina bakildiginda Haymana ilgesinde tahmini gergeklestirilen
yilda rlizgdr hizimin ¢ok dalgalanmadigi goriilmektedir. Dalgalanmanin olmamasi da
tahminde OMYH degerinin iyi ¢ikmasi yoniinde olumlu katki sagladigi seklinde
yorumlanabilir.

Gecmis 3 yila ait ay, sicaklik, basing, nem, yagis miktar ve riizgar verileri ile gelecek yila
ait riizgar hiz1 tahmin ¢alismasi sonuglarina ait en iyi modeller Cizelge 3.16’da verilmistir.
Cizelge 3.16’da bulunan 2. model, 1. modelin; 3. model, 4. modelin, ara néron sayisi 1
olarak yapilan tasarimlaridir. ilgelere ait sonuglara bakildigi zaman 6nceki boliimde
gerceklestirilen anlik tahminde oldugu gibi, her ilgede farkli modeller ile en iyi sonuglarin
alindig1 goriilmektedir. Yine bu sonuglarda yapay sinir aglarinin farkl karakteristige sahip
alanlarda farkl tepkiler verdigini gostermektedir. Tek bir model ile farkli ortamlarda her

zaman en iyi performans alinamayacagini gostermektedir.
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Cizelge 3.16. Gelecek yila ait riizgar hizi tahminlerinde en iyi sonuglar

Normalize Normalize Normalize i
A . o Gergek test Gergek test verileri
Model edilmis egitim edilmis test | edilmis test verileri igin | icin Belirlilik
verileri i¢in verileri igin | verileri igin A
OKH OKH KOH OMYH (%) | katsayist
Cubuk 2.Model | 0,0161 0,006828 0,08263 9,48 0,989
Kegioren 3.Model | 0,0100 0,009899 0,099492 7,77 0,990622
Polatli 5.Model | 0,0236 0,013511 0,116239 7,88 0,984216
Bala 4.Model | 0,01451 0,005151 0,071772 6,83 0,992838
Sereflikochisar | 1.Model | 0,0039 0,007415 0,086109 8,02 0,993506
Haymana 3.Model | 0,011 0,006419 0,080119 5,41 0,993658

Cizelge 3.16’da bulunan OKH, KOH, OMYH ve Belirlilik katsayisi degerlerine

bakildiginda; en kiicik OMYH degerimizin Haymana ilgesinde %5,41, en yiiksek

degerimizin ise

%9,48 ile Cubuk ilgemizde oldugu goriilmektedir. Cizelge 3.17’de

literatiirden benzer bazi c¢aligmalara ait bilgiler paylagilmistir. Literatiir ¢ergevesinde

degerlendirdigimizde

sOylenebilir.

tahminlerimizin yiiksek dogruluk derecesine

sahip oldugu

Cizelge 3.17. Literatiirden riizgar hiz1 tahmin ¢aligmalarindan OMYH degerlerine 6rnekler

OMYH OMYH
(Maksimum) (Minimum)
Finamore ve digerleri; 2016, 5 [20] 27,05 8,62
Chang ve digerleri; 2016 [19] 26,641 2,365
Kirbas ve digerleri; 2018, 36 [39] 128,98 8,45
Cadenas ve digerleri [12] 11,44 11,96
Ghanbarzadeh ve digerleri; 2009, 667 [40] 10,78 7,3
Bilgili; 2007, 158 [7] 7,570 3,238
Bu ¢alismada 9,48 5,41

Literatiirde yapilan benzer c¢aligmalara ait OKH ve KOH degerlerine gore sonuglarimiz

degerlendirildiginde iyi oldugu goriilmektedir [14, 19, 20].
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3.3.1. Gelecek doneme ait riizgar hizi1 tahmini sonuclarimin tipik meteorolojik yil
hesabina gore degerlendirilmesi

Tipik meteorolojik yil (TMY) hesabi, gelecek doneme ait riizgar hizi tahmininde kullanilan
9 yillik egitim veri seti igerisindeki her aylik riizgar hizi verisi, ortalamalar ile mukayese
edilmis olup ortalamaya en yakin ayin riizgar hizi verisi tipik meteorolojik ay verisi olarak
alimmigtir. Bu sekilde 12 aylik rlizgar hizi verisinden olusan tipik yil olusturulmustur.

Ilgelere ait tipik meteorolojik yillar Sekil 3.19 - 3.24°de verilmistir.

4 - Tipik meteorolojik yil == = Ortalama Yl

Riizgar Hizi (m/s)
N
wn

Sekil 3.19. Cubuk ilgesi i¢in tipik meteorolojik ve ortalama yil

Tipik meteorolojik yil == == Ortalama Yl

Riizgar Hizi (m/s)

Sekil 3.20. Kegioren ilgesi i¢in tipik meteorolojik ve ortalama yil



48

Sekil 3.21. Polatli ilgesi igin tipik meteorolojik ve ortalama yil

Sekil 3.22. Sereflikoghisar ilgesi igin tipik meteorolojik ve ortalama yil

Sekil 3.23. Haymana ilgesi i¢in tipik meteorolojik ve ortalama yil
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Tipik meteorolojik yil = = Ortalama Yil

Riizgar Hizi (m/s)
w
wn

Sekil 3.24. Bala ilgesi tipik meteorolojik ve ortalama y1l

Tipik meteorolojik yil ve YSA ile gerceklestirilen tahmine ait OMYH karsilagtirilmasi
Cizelge 3.18’de verilmistir. Kegidren ilgesine ait sonu¢ haric YSA ile yapilan tahmin

calismasinin OMYH degerlerinin daha 1yi oldugu goriilmektedir.

Cizelge 3.18. TMY hesabinda ve YSA tahmininde elde edilen OMYH degerleri

Tipik meteorolojik yila (TMY) ait OMYH (%) | YSA ile gergeklestirilen tahmine ait OMYH (%)

Cubuk 9,68 9,48
Kegioren 6,6 7,77
Polath 9,68 7,88
Sereflikoghisar 10,11 8,02
Haymana 7,109 5,41

Bala 7,113 6,83
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4. SONUC VE ONERILER

Literatiirde yapilan tahmin ¢alismalarindan yapay sinir aglar1 kullanilarak yapilanlara bir
ornekte bu ¢aligsma ile sunulmustur. Literatiirde yapilan riizgar hizi tahmin ¢aligmalarinda
Ankara iline rastlanilmadigindan 6rneklem olarak Ankara iline ait ilgeler secilmistir.
Calismamin ilk kisminda, rlizgar hizinin tahminine girdi olusturacak ay, basing, sicaklik,
nem ve yagis miktar1 verilerinin etkisinin saptanabilmesi i¢in ¢alisma yapilmistir. Bu
calisma neticesinde girdi verilerinin standart 6nem sirasinin olmadigi, ilgeden ilgeye
farklilik gosterdigi tespit edilmistir. Genel olarak tiim ilgelerin sonuglarina bakildiginda
tim girdi verilerinin kullanildig:i tahminlerde iyi sonuglar elde edilmistir. Bu yiizden
tahmin c¢aligmalarimda tiim verilerin girdi olarak kullanilmasina karar verilmistir.
Calismamin ikinci kisminda, riizgar hizi bilinmeyen fakat ay, nem, basing, yagis miktart ve
sicaklik bilgileri bilinen bir yere ait anlik riizgar hizi tahmin ¢aligmasi yapilmistir. Bu
caligmada girdi olarak anlik riizgar hiz1 tahmin edilecek yila ait ay, sicaklik, basing, nem ve
yagis miktar verileri kullanilmigtir. Literatiirdeki benzer ¢aligmalarla karsilastirildiginda,
soz konusu veriler girdi verisi olarak kullanildiginda, riizgar hizinin tahminin yiiksek
dogruluk seviyesinde gergeklestirilebildigi goriilmektedir. Caligmamin tiglincli kisminda
gecmis t¢ yillik doneme ait ay, sicaklik, basing, nem, yagis miktar1 ve riizgar hizi verileri
kullanilarak gelecek yila ait riizgar hizi tahmin ¢alismalar1 yapilmistir. Yapilan ¢alismanin
neticelerine literatiir ¢ercevesinde bakildiginda gelecek doneme ait riizgar hizi tahminin

yapilabildigi goriilmektedir.

Benzer olarak ileride yapilacak olan c¢aligmalarda farkli veriler girdi olarak kullanilarak
veya farkli yapay sinir ag1 kombinasyonlar1 olusturularak daha iyi sonuglar elde edilebilir.
Ayni sekilde farkli yenilebilir enerji kaynaklar1 i¢inde aralarinda dogal baginti oldugu
diistiniilen verilerle tahminler gergeklestirilebilir. Fakat unutulmamasi gereken hata
oraninin, tahmini gergeklestirilen bolgenin karakteristiiyle dogrudan bagintili oldugu ve
en uygun model se¢iminin yine tahmini gergeklestirilecek bolgenin karakteristigiyle

degiskenlik gosterebilecegi her zaman g6z oniinde bulundurulmalidir.

Riizgar enerjisi santral yatirimlarinda, yatirimlarin geri doniis hesaplarinda, enerji giicii
hesaplamalarinda, ekipman secimi, risk analizlerinde ve bakim onarim hesaplamalarinda

yapay sinir aglari ile uzun dénem riizgar hiz1 tahmin yontemi kullanilabilir.
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EK- 1. Bu ¢alismada kullanilan yapay sinir ag1 modelleri

Adr: n1
Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noéron - Katman Sayist: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n4

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n7

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n10

Modeli: ileri Beslemeli Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n13

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 3 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n2

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu : OKH

Noron - Katman Sayist: 3-2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: nS

Modeli: Ardisik Beslemeli Geri Yayilim
Ag

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n8

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adr: n11

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n14

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n3
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu : OKH
Noron - Katman Sayisi: 3-2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adi: né

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adr: n9

Modeli: Elman Geri Yayilm Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n12

Modeli: Elman Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n15

Modeli: Elman Geri Yayihm Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 3 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
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Adi: n16

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n19

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noéron - Katman Sayist: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adr: n22

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu : TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu : OKH
Noron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG
Adi:n25

Modeli: ileri Beslemeli Geri Yayilim Ag:
Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: TANGSIG

2. Katman Fonk.: LOGSIG

Adr: n27

Modeli: ileri Beslemeli Geri Yayilim Agi
Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adi: n17
Modeli: Ardisik Beslemeli Geri Yayilim
Ag
Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Néron - Katman Sayisi: 3 -2
1. Katman Fonk.: LOGSIG
2. Katman Fonk.: PURELIN
Adi: n20
Modeli: Ardisik Beslemeli Geri Yayilim
Ag1
Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 3 -2
1. Katman Fonk.: TANSIG
2. Katman Fonk.: TANSIG
Adi: n23
Modeli: Ardigik Beslemeli Geri Yayilim
Ag1
Ogrenme Fonksiyonu : TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu : OKH
Noron - Katman Sayisi: 3 -2
1. Katman Fonk.: LOGSIG
2. Katman Fonk.: LOGSIG

Ad1:n26

Adi: n18
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adi: n21

Modeli: Elman Geri Yayilim Agt

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adr: n24

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu : TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu : OKH
Noron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD

Performans Fonksiyonu: OKH

Noéron - Katman Sayist: 3 -2
1. Katman Fonk.: LOGSIG
2. Katman Fonk.: TANSIG

Adi: n28

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: :TANSIG

Adi: n29
Modeli: Elman Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 3 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG
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Adi: n30

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Adi: n33

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 3 -2

1. Katman Fonk.: TANGSIG

2. Katman Fonk.: LOGSIG

Adi: n35

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adr: n38
Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: nl1-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n31

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Adi: n34

Adi: n32

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 3 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM

Performans Fonksiyonu: OKH

Noron - Katman Sayist: 3 -2
1 Katman Fonk.: LOGSIG
2. Katman Fonk.: TANSIG

Adi: n36

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n39

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n2-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adr: n37
Modeli: Elman Geri Yayilim Ag

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 3 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adr: n40
Modeli: Elman Geri Yayilhim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adi: n3-6

Modeli: Elman Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
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Adi: n4-6
Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adi: n7-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayist: 6 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n10-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n13-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayist: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adz: n16-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n5-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n8-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n11-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n14-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n17-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n6-6
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adr: n9-6

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adi: n12-6

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n15-6

Modeli: Elman Geri Yayilhim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adr: n18-6

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN



62

EK- 1. (devam) Bu ¢alismada kullanilan yapay sinir ag1 modelleri

Adr: n19-6
Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adr: n22-6

Modeli: ileri Beslemeli Geri Yayilim Ag:

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Adi: n25-6

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: LOGSIG

Adi: n27-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noéron - Katman Sayist: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG
Adi: n30-6

Modeli: ileri Beslemeli Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Adi: n20-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adi: n23-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Adi: n26-6

Adi: n21-6
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adi: n24-6

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 6 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD

Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2
1. Katman Fonk.: LOGSIG
2. Katman Fonk.: TANSIG

Adi: n28-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adi: n31-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Adi: n29-6
Modeli: Elman Geri Yayilhim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG
Adi: n32-6

Modeli: Elman Geri Yayilhim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG
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Adr: n33-6

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: LOGSIG

Adr: n35-6

Modeli: ileri Beslemeli Geri Yayilim Agt

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noéron - Katman Sayist: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adi: n38-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adr: n1-10

Modeli: ileri Beslemeli Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adr: n4-10

Modeli: ileri Beslemeli Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n34-6

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM

Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 6 -2
1. Katman Fonk.: LOGSIG
2. Katman Fonk.: TANSIG

Adi: n36-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n39-6

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n2-10

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n5-10

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adr: n37-6
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 6 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adr: n40-6

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 6 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n3-10

Modeli: Elman Geri Yayilhim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adz: n6-10

Modeli: Elman Geri Yayilhim Agi

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

63



64

EK- 1. (devam) Bu ¢alismada kullanilan yapay sinir ag1 modelleri

Adi: n7-10
Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adi: n10-10
Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adi: n13-10

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n16-10

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 10 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adr: n19-10

Modeli: ileri Beslemeli Geri Yayilim Ag:

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adi: n8-10

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 10 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adr: n11-10

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 10 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n14-10

Modeli: Ardigik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adi: n17-10

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 10 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adi: n20-10

Modeli: Ardisik Beslemeli Geri Yayilim
Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adi: n9-10
Modeli: Elman Geri Yayilim Ag

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adi: n12-10
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n15-10

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adr: n18-10

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
Adr: n21-10

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG
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Adi: n22-10
Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 10 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Adr: n25-10

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu : TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu : OKH

Noron - Katman Sayisi: 10 -2

1. Katman Fonk.: TANGSIG

2. Katman Fonk.: :LOGSIG

Adi: n27-10

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adr: n30-10

Modeli: ileri Beslemeli Geri Yayilim Agi

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG
Adr: n33-10

Modeli: ileri Beslemeli Geri Yayilim Agi
Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: TANGSIG

2. Katman Fonk.: :LOGSIG

Adi: n23-10
Modeli: Ardisik Beslemeli Geri Yayilim
Ag1
Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Néron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG
2. Katman Fonk.: LOGSIG

Adi: n26-10

Adi: n24-10
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu : TrainLM
Adaptif Ogr. Fonk.: LearngD
Performans Fonksiyonu : OKH

Noron - Katman Sayist: 10 -2

1. Katman Fonk.: LOGSIG
2. Katman Fonk.: :TANSIG

Adr: n28-10
Modeli: Ardisik Beslemeli Geri Yayilim
Ag1
Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: TANSIG
2. Katman Fonk.: TANSIG
Adi: n31-10
Modeli: Ardisik Beslemeli Geri Yayilim
Ag1
Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Néron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG
2. Katman Fonk.: LOGSIG

Adi: n34-10

Adr: n29-10
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: TANSIG

Adr: n32-10

Modeli: Elman Geri Yayilim Ag:

Ogrenme Fonksiyonu: TrainLM
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: LOGSIG

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainLM

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 10 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: :TANSIG
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Adr: n35-10

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayist: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN

Adr: n38-10

Modeli: ileri Beslemeli Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

121
122

123
124
125
126
127
128
129
130
131
132
133
134
135
136
137
138
139
140
141
142
143
144
145

Adi: n36-10

Modeli: Ardisik Beslemeli Geri Yayilim

Ag1

Ogrenme Fonksiyonu: TrainSCG

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayisi: 10 -2
1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adi: n39-10

Modeli: Ardisik Beslemeli Geri Yayilim

Ag1

Ogrenme Fonksiyonu: TrainSCG

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

Adr:
Adi: n10ep01200; Aciklama:
Adi: n23ep01200; Agiklama:
Adi: n31ep01200; A¢iklama:
Adi: n37ep01200; Aciklama:
Adi: n38ep01200; Agiklama:
Adi: n39ep01200; Aciklama:

Adr:

=

Adr:

=

Adr:

=

Adr:

=

n10n6epo1200; Aciklama:

=

Adi: n11n6ep01200; Agiklama:

Adr:

=

n12n6epo1200; Aciklama:
Adr:

=

n17n6epo1200; Aciklama:
Ad

=

: n35n6ep01200; Aciklama:
Adr:

=

n36n6epol700; Aciklama:
Adr:

=

n37n6epo1200; Aciklama:
Adr:

=

n2n10epo1200; Aciklama:
Adi:

=

n4n10ep02000; A¢iklama:
Adr:

=

n5n10ep02500; A¢iklama:
Adr:

=

n6n10epo2500; Aciklama:
Adi:

=

Adr:
Adr:
Adr:

=

Adr: n37-10
Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noron - Katman Sayist: 10 -2

1. Katman Fonk.: TANSIG

2. Katman Fonk.: PURELIN
Adi: n40-10

Modeli: Elman Geri Yayilim Ag1

Ogrenme Fonksiyonu: TrainSCG
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH
Noéron - Katman Sayisi: 10 -2
1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

n5ep01200; A¢iklama: nS5 adli modelin 1200epoch ile yapilmis halidir.
n10 adli modelin 1200epoch ile yapilmis halidir.

n23 adli modelin 1200epoch ile yapilmis halidir.
n31 adli modelin 1200epoch ile yapilmis halidir.
n37 adli modelin 1200epoch ile yapilmis halidir.
n38 adli modelin 1200epoch ile yapilmis halidir.
n39 adli modelin 1200epoch ile yapilmis halidir.
n4n6epo1200; Aciklama: n4-6 adli 1200 epoch ile yapilmis halidir.
n5n6epo1200; Ac¢iklama: n5-6 adli 1200 epoch ile yapilmis halidir.
n6n6epo1200; Aciklama: n6-6 adli 1200 epoch ile yapilmis halidir.

n10-6 adl1 1200 epoch ile yapilmus halidir.
n11-6 adli 1200 epoch ile yapilmus halidir.
n12-6 adli 1200 epoch ile yapilmis halidir.
n17-6 adli 1200 epoch ile yapilmus halidir.
n35-6 adli 1200 epoch ile yapilmis halidir.
n36-6 adli 1700 epoch ile yapilmis halidir.
n37-6 adl1 1200 epoch ile yapilmus halidir.
n12-10 adli 1200 epoch ile yapilmig halidir.
n4-10 adl1 2000 epoch ile yapilmus halidir.
n5-10 adl1 2500 epoch ile yapilmus halidir.
n6-10 adli 2500 epoch ile yapilmis halidir.

n11n10epo2500; A¢iklama: n11-10 adli 2500 epoch ile yapilmis halidir.
n13n10epo2500; Ac¢iklama: n13-10 adli 2500 epoch ile yapilmis halidir.
n16n10epo2500; Aciklama: n16-10 adli 2500 epoch ile yapilmis halidir.
n19n10epo2500; A¢iklama: n19-10 adli 2500 epoch ile yapilmis halidir.
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146 Adi: n20n10ep02500; Agciklama: n20-10 adli 2500 epoch ile yapilmis halidir.
147 Adi: n33n10ep02500; Aciklama: n33-10 adli 2500 epoch ile yapilmis halidir.
148 Adi: n35n10ep02500; Agciklama: n35-10 adli 2500 epoch ile yapilmis halidir.
149 Adi: n36n10ep02500; Aciklama: n36-10 adli 2500 epoch ile yapilmis halidir.
150 Adi: n37n10ep02500; Agciklama: n37-10 adli 2500 epoch ile yapilmis halidir.
151 Adi: n38n10ep02500; Aciklama: n38-10 adli 2500 epoch ile yapilmis halidir.
152 Adi: n39n10ep02500; Agciklama: n39-10 adli 2500 epoch ile yapilmis halidir.
153 Adi: n40n10ep02500; Aciklama: n40-10 adli 2500 epoch ile yapilmis halidir.



EK-2. Gelecek donem rilizgar hizi tahmininde kullanilan yapay sinir ag1 modelleri.

1. Model

Adr: n2ileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Ag:
Ogrenme Fonksiyonu: TrainGDX
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

3. Model

Adr: ndileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Agi
Ogrenme Fonksiyonu: TrainGDa
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayist: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

5. Model

Adi: n5ileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Agi
Ogrenme Fonksiyonu: TrainGDm
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 3-2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

7. Model

Adi: n6ileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Ag:
Ogrenme Fonksiyonu: TrainGD

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noéron - Katman Sayisi: 3 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

2.Model

Adr: n3ileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainGDX
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayisi: 1 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

4.Model

Adr: ndileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Agi
Ogrenme Fonksiyonu: TrainGDa
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Noron - Katman Sayist: 1 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

6.Model

Adt: n5ileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Agi
Ogrenme Fonksiyonu: TrainGDm
Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 1 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN

8.Model

Adi: n6ileri(1000epouch)

Modeli: ileri Beslemeli Geri Yayilim Ag1
Ogrenme Fonksiyonu: TrainGD

Adaptif Ogr. Fonk.: LearngDM
Performans Fonksiyonu: OKH

Néron - Katman Sayisi: 1 -2

1. Katman Fonk.: LOGSIG

2. Katman Fonk.: PURELIN
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