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ABSTRACT

Glio-SERS: Artificial Intelligence and Surface Enhanced Raman
Spectroscopy Driven Liquid Biopsy Method for Brain Tumor
Classification
Hulya Torun
Doctor of Philosophy in Biomedical Sciences and Engineering
June 25, 2024

Glioblastoma (GB), the most aggressive adult brain tumor, requires invasive pro-
cedures such as biopsy or surgical intervention, along with sophisticated laboratory
settings and prolonged, costly molecular testing for accurate diagnosis. Nearly all
patients with GB experience tumor regrowth within two years after primary surgery.
The current management of gliomas relies on diagnostic imaging, which lacks the
high sensitivity and specificity needed to evaluate recurrence after primary treat-
ment. Implementing liquid biopsy in gliomas is essential for early diagnosis, de-
tecting residual disease after surgery, and assessing disease status post-treatment.
With an average survival rate of just 14 months, there is an urgent need for rapid,
accurate, cost-effective, and minimally invasive diagnostic strategies. This study
introduces a transformative diagnostic paradigm—a liquid biopsy approach that
merges Surface-Enhanced Raman Spectroscopy (SERS) analysis of exosomes with
artificial intelligence (AI).

In a prospective study, we evaluated the efficacy of this SERS and Al-based liquid
biopsy analysis for GB detection. We collected 20 glioblastoma, 23 meningioma
(MNG) as the most frequent benign tumor control, and 30 healthy control (HC)
plasma samples under informed consent and IRB approval. SERS was employed
to analyze the isolated plasma exosomes, generating spectral data on molecular
signatures indicative of each condition. Deep learning algorithms were integrated
into the analysis pipeline to facilitate rapid and accurate differentiation between
GB, MNG, and HC plasma exosome SERS signatures.

Our approach achieved a remarkable 87% prediction accuracy in distinguishing

GB exosomal signatures from those of MNG and HC individuals. This result signifies
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a substantial advancement in the precision and speed of GB diagnostics compared
to traditional methods.

This pioneering liquid biopsy technique emerges as a front-line solution for GB
detection and monitoring. The ongoing integration of an expansive library of tumor
signatures signifies a significant leap forward in analytical technologies tailored for
neuro-oncology. Our study demonstrates not only the technological superiority of
our approach but also its potential to revolutionize GB detection and improve patient

care once it is clinically validated with a larger cohort.



OZETCE

Glio-SERS: Beyin Tiimorlerinin Simiflandirilmasi icin Yapay Zeka ve
Yiizey Giiclendirilmis Raman Spektroskopisi Tabanli Si1v1 Biyopsi
Yontemi
Hulya Torun
Biyomedikal Bilimler ve Miihendislik, Doktora
25 Haziran 2024

Glioblastoma (GB), en agresif yetigkin beyin tiimorii olarak, gelismig laboratuvar
ortamlar1 ve uzman personel gerektiren uzun ve maliyetli molekiiler ve histopa-
toloji degerlendirmeleri nedeniyle 6nemli tanisal zorluklar sunmaktadir. Kesin tam
genellikle doku orneklerinin molekiiler ve histolojik analizi i¢in biyopsi ve cerrahi
miidahaleler gibi invaziv prosediirleri gerektirir. Mevcut tam ve tedavi yaklagimlari,
14 aylik bir ortalama yagam siiresi sunarak, daha etkin ve diisiik maliyetli yontemlere
olan acil ihtiyac1 vurgulamaktadir.

Bu galisma, GB i¢in Yiizey Artirilmig Raman Spektroskopisi (SERS) ve ya-
pay zeka (YZ) destekli sivi biyopsi kullanarak yeni bir tam yaklagimi sunmaktadir.
Plazma eksozomlari, saglikli olanlardan beyin tiimorlerini tespit edip ayirt edebilen
onemli ayirt edici imzalar tagir. SERS ile, GB-spesifik eksozomal imzalari tanimladik
ve YZ ile hizhi ve dogrulugu yiiksek analizler gerceklestirdik, %87 tam dogrulugu elde
ettik. SERS, YZ ile birlestiginde kan eksozomlarindan beyin tiimorlerinin tespiti
icin kullanilabilir. Metodolojimiz, GB imzalarin1 MNG ve saglikli plazma eksozom
imzalarindan basariyla ayirarak, bu sivi biyopsi yaklagimi ile néro-onkoloji tanilarini
ilerletme potansiyeline sahiptir. Genigletilmis bir tiimor imza kiitiiphanesinin en-
tegrasyonu, yontemin potansiyel etkisini énemli oOlc¢iide artirarak noro-onkoloji igin
analitik teknolojilerde biiyiik bir ilerlemeyi igaret etmektedir. YZ siniflandirmasi, ek-
sozom SERS spektrumlarinin beyin tiimorlerinin eksozom kaynakli molekiiler imzalarini
ayirt etmek icin umut verici bir analiz teknigidir. Bu yaklagim, beyin tiimori
tespiti ve siniflandirmasi icin hizli, diigiik maliyet ve yiiksek dogrulukta bir yontem
saglayarak doktorlara teshis ve takip konusunda yardimeci olma vaadini tasimakta

ve boylece beyin tiimori tanilarinda yeni bir donemi miijdelemektedir.
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Chapter 1

INTRODUCTION

1.1 Glioblastoma (GB)

Glioblastoma (GB) is the most common and malignant primary brain tumor in
adults, classified as a WHO Grade IV tumor based on histological and molecular
features [Louis et al., 2021¢, Louis et al., 2021d]. Characterized by rapid prolifera-
tion, diffuse infiltration, resistance to apoptosis, and significant cellular and molec-
ular heterogeneity, GB presents a dire healthcare challenge with a median survival
of just over a year [Ostrom et al., 2021, Dhermain and Marazano, 2022, Grochans
et al., 2022]. The 2021 WHO Central Nervous System (CNS) tumor classification
emphasizes the importance of molecular markers, with IDH-wild type status being a
defining feature of GBs, while IDH-mutant tumors are categorized separately [Louis
et al., 2021c, Weller et al., 2021, Ostrom et al., 2021]. GBs originate from neural
stem cells (NSCs), NSC-derived astrocytes, and oligodendrocyte precursor cells, ex-
hibiting aggressive traits such as mitotic activity, cellular pleomorphism, astrocytic
differentiation, nuclear atypia, microvascular proliferation, and necrosis [Stoyanov
et al., 2022, Louis et al., 2021d, Louis et al., 2021c].

Despite advancements in treatment options, including surgery, chemotherapy,
and radiation therapy, the prognosis remains grim due to the tumor’s intrinsic het-
erogeneity and resistance to treatment [Ali et al., 2020, Jackson et al., 2019]. This
underscores the urgency to develop novel diagnostic strategies that allow for early
cancer detection, thereby enhancing survival rates and improving patients’ quality
of life. Accurate diagnosis requires detailed neuropathological and molecular evalu-

ations due to the significant heterogeneity in GBs [Louis et al., 2021d, Weller et al.,
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2021]. Standard diagnostic methods such as hematoxylin and eosin (H&E) staining
provide initial assessment but fail to identify specific molecular alterations necessary
for targeted therapies [Louis et al., 2021¢, Stoyanov et al., 2022]. The 2021 updates in
CNS tumor classification underscore the need for comprehensive molecular testing,
including immunohistochemistry and genetic analyses, to improve diagnostic preci-
sion and patient outcomes [Louis et al., 2021¢, Ostrom et al., 2021]. However, these
tests are time-consuming, and the subjective nature of histopathological evaluation
poses challenges in diagnosing high-grade gliomas [Louis et al., 2021d, Dhermain
and Marazano, 2022].

There is an unmet clinical need to detect GB rapidly, via easily accessible and
accurate diagnostic tools. The current diagnosis of GB relies on the histopatholog-
ical analysis of biopsy/surgically removed samples, in addition to costly and time-
consuming molecular genetic tests, which are not available in every hospital, particu-
larly in developing regions. Having a minimally invasive GB diagnostic tool, such as
the one proposed in this study, would be a game-changer in eliminating unnecessary
invasive procedures, including biopsies and surgeries, when not necessary.

GB remains a significant challenge in the field of neuro-oncology due to its
rapid progression, infiltrative nature, and poor prognosis [Louis et al., 2021¢c, Gon-
zalez Castro and Wesseling, 2021, Hanif et al., 2017]. The current diagnostic
techniques often fall short in providing early and accurate identification, leading
to delayed interventions and compromised patient outcomes [Jain, 2018, Silantyev
et al., 2019]. Traditional methods such as biopsy and surgical resection are time-
consuming, costly, and invasive, so innovative approaches to revolutionize GB diag-
nosis are required [Horbinski et al., 2019]. This study aims to explore the potential of
a liquid biopsy technique in revolutionizing GB diagnosis and therapy management,
addressing the urgent need for more effective and less invasive diagnostic tools in the
field of neuro-oncology. Herein, we utilized exosomes and artificial intelligence (AI)
to enable the rapid, minimally invasive, and high-accuracy detection of GB through

surface-enhanced Raman spectroscopy (SERS) analysis of blood exosomes.
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Figure 1.1: Example of biopsy of a brain lesion in a 71-year-old female patient.
Initial gadolinium-enhanced coronal (A) T1-weighted (B) T2-weighted (C) FLAIR
MRI prior to any treatment showing hyperintense area with indistinct boundaries at
the right frontal horn (white arrow). (D) In post-contrast DSC perfusion imaging,
no increased perfusion is detected within the described infiltrative signal anomalies.
The choline/NAA ratio is less than 1 in all voxels. Early postoperative (E) coronal
and (F) axial CT scan after stereotactic biopsy showing the trajectory of the needle
and sampling areas (green arrows). Histopathological examination showed atypical
glial cells. (G) At 3 months, a follow-up postcontrast coronal T1-weighted MRI
showed the development of the tumor (red arrow). She proceeded to further surgery;
the histopathology was consistent with glioblastoma. From the archive of Prof.
Ihsan Solaroglu, MD.

1.2 Assessment of Glioma Progression and Pseudoprogression

In clinical practice, managing gliomas primarily relies on diagnostic imaging, which
often lacks the sensitivity and specificity needed to accurately evaluate recurrence af-
ter primary treatment [Brandsma and van den Bent, 2009]. Distinguishing between
pseudoprogression and true progression is vital for clinicians to avoid unnecessary
surgeries and ineffective treatments. Traditionally, glioblastoma response assess-
ment is conducted using contrast-enhanced (gadolinium) T1-weighted anatomical

MRI [Wen et al., 2020]. However, this method mainly reflects blood-brain bar-
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rier disruption and does not specifically measure tumor activity. True progression
indicates actual tumor regrowth and spread despite treatment, whereas pseudore-
sponse, which can present as an apparent reduction in contrast enhancement in
patients treated with bevacizumab, and necrosis following radiation therapy, may
show similar MRI results [van Dijken et al., 2017].

Pseudoprogression, a temporary condition observed after radiotherapy and chemother-
apy, can occur in approximately 10-30% of patients and may cause clinical symptoms
[Muller Bark et al., 2020]. Differentiating these conditions using only contrast-
enhanced MRI is often challenging, as both can exhibit similar imaging findings.
Thus, additional imaging methods may be required for accurate diagnosis of pseu-
doprogression. Advanced imaging techniques such as Dynamic Susceptibility Con-
trast MRI (DSC-MRI) and amino acid PET imaging can aid in this differentiation.
DSC-MRI assesses blood flow and volume in brain tissue, providing a more accu-
rate evaluation of tumor activity. Although advanced MRI techniques offer higher
diagnostic accuracy compared to anatomical MRI techniques in glioblastoma pa-
tients [van Dijken et al., 2017], recommendations for post-treatment imaging differ
in terms of frequency and timing.

Currently, no biomarkers or clinical features are available to distinguish true
glioma progression from pseudoprogression [Muller Bark et al., 2020]. Effective
liquid biopsy methods may address these challenges in glioma management. Fur-
thermore, advancements in understanding the tumor microenvironment of gliomas
and progress in immunotherapy underscore the importance of assessing bodily fluid
biomarkers for therapeutic planning and clinical management [Otsuji et al., 2024,
Wen et al., 2020].

On the other hand, resection or biopsy of a brain tumor can pose risks to patients,
including potential brain swelling, infection, hemorrhage, and possible impacts on
neurological functions. Additionally, some tumors may be inaccessible due to their
location [Nieder et al., 2005]. For instance, diffuse intrinsic pontine tumors (DIPG),
comprising 10 to 15% of all childhood brain tumors, present one of the most sig-

nificant therapeutic challenges in pediatric neuro-oncology. The role of diagnostic
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biopsy in these tumors has been controversial due to the high eloquence of the brain
stem and the lack of direct benefit for the patient [Puget et al., 2015]. If feasible,
implementing liquid biopsy in DIPGs could aid in the molecular profiling of these
tumors, help identify new therapeutic targets, and assist in assessing the response
to current treatments.

Furthermore, tissue biopsies can sometimes fail to capture the heterogeneity of
the entire tumor mass and may not accurately represent real-time tumor activity
[Sottoriva et al., 2013]. (Figure 1.2)

Therefore, implementing liquid biopsy in gliomas is essential for early diagno-
sis, detecting minimal residual disease after surgery, assessing disease status post-

treatment, identifying treatment resistance mechanisms, and predicting outcomes.

1.3 DMotivation for Liquid Biopsy in Gliomas

Implementing liquid biopsy in gliomas is essential for several reasons. Firstly, it en-
ables early diagnosis, which is critical for improving patient outcomes. By detecting
circulating tumor DNA (ctDNA) and other biomarkers in bodily fluids, clinicians
can identify the presence of gliomas before they become detectable through con-
ventional imaging techniques [Wan et al., 2017]. This early detection can facilitate
timely interventions, potentially slowing disease progression and enhancing the ef-
ficacy of treatments [Alix-Panabiéres and Pantel, 2020]. Secondly, liquid biopsy
allows for the detection of minimal residual disease after surgery, helping to identify
any remaining cancerous cells that could lead to recurrence [Siravegna et al., 2017].
This is particularly important in gliomas, where complete surgical resection is often
challenging due to the tumor’s location and infiltrative nature [Miller and Perry,
2017]. Additionally, liquid biopsy provides a non-invasive means to assess disease
status post-treatment, offering real-time insights into tumor dynamics and thera-
peutic responses [Pantel and Alix-Panabieres, 2019]. This can guide adjustments
in treatment plans and improve patient management. Moreover, by identifying
treatment resistance mechanisms, liquid biopsy can help in tailoring personalized

therapeutic strategies, ensuring that patients receive the most effective treatments
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Figure 1.2: Figure. Key MRI images of a 7-year-old patient with a diffusely infil-
trating pontine tumor. (A) axial T2-weighted MRI at initial diagnosis shows the
abnormal signal intensity of pons and compression of the 4th ventricle (white arrow),
(B) 3D color-coded diffusion tensor imaging showing the relationship between corti-
cospinal tracts and the tumor (white arrow) (C) postcontrast axial T1-weighted MRI
following radiotherapy treatment showing necrosis (red arrow) with (D) reduced
cerebral blood volume (red arrow). From the archive of Prof. Thsan Solaroglu, MD.

[DeMattos-Arruda et al., 2011]. Lastly, the ability to predict outcomes based on

biomarker profiles can inform prognosis and support clinical decision-making, ul-
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timately contributing to better patient care and improved survival rates [Heitzer

et al., 2015].

1.4 Importance of the Study

Exosomes, or small extracellular vesicles secreted by cells, have emerged as promis-
ing candidates for non-invasive disease detection owing to their ability to carry a
cargo of bioactive molecules reflective of their parent cells’ physiological and patho-
logical states [Shehzad et al., 2021, Doyle and Wang, 2019]. Exosomes are present in
various bodily fluids, including blood, making them accessible for biomarker discov-
ery. Recent research has shown their potential as carriers of information about the
tumor microenvironment and molecular changes associated with diseases, including
cancer [Jin et al., 2022].

Raman spectroscopy exploits the scattering of light to provide information about
molecular vibrations and chemical compositions of materials [Hanna et al., 2022,
Klamminger et al., 2021]. SERS amplifies the Raman signal by orders of magnitude
through the use of gold nanoparticles [Langer et al., 2019]. This technique has shown
promise in the analysis of biological samples, including exosomes, due to its ability
to provide specific molecular-level signatures [Zhang et al., 2019].

This thesis seeks to investigate the potential of exosomes as disease indicators,
focusing on GB. By analyzing surface-enhanced Raman spectra of isolated exosomes,
the hope is to uncover disease-specific molecular signatures that distinguish GB-
derived exosomes from healthy and non-glial tumor-derived exosomes like those from
meningioma (MNG). Leveraging the power of neural networks and machine learning,
subsets of AT algorithms inspired by the human brain’s functioning [Alzubaidi et al.,
2021], we intend to develop a predictive model capable of accurately identifying GB
based on Raman spectra patterns.

The integration of exosomes, SERS, and AI has the potential to improve GB
diagnosis. By harnessing the unique characteristics of exosomes and the analytical
power of SERS, this thesis aims to contribute to the development of a non-invasive,

reliable, and early diagnostic tool for GB. Such an innovation has the potential to
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significantly impact patient care for the better, enabling timely interventions and
improved overall outcomes for individuals afflicted by this disease.
A clinically applicable liquid biopsy technique that can distinguish different brain

tumors and their inflammatory effects would reduce:

1. Unnecessary imaging,

2. Unnecessary invasive and risky surgical procedures, including biopsy and/or

craniotomy (surgical removal of the tumor),
3. Imaging and operation costs,
4. Physiological and functional burdens that these operations may cause,
5. Psychological effects of hospitalization on patients,

6. Number of malpractices and their sanctions to the hospital and the physicians,

as well as damages to the patients.
Moreover, this technique may benefit in:

1. Identifying pseudo-progression, radiation necrosis, and tumor recurrence,

2. Monitoring the inflammatory effects of benign or malignant brain tumors in

patient metabolism,

3. Supporting neuropathologists and pathologists at centers lacking expert neu-

ropathologists to make these distinctions,

4. Supporting diagnostic predictions during frozen sessions in surgery to direct

the operation more accurately.

Therefore, we propose to use the most frequent types of benign and malignant
tumors to provide proof of concept for our proposed study to distinguish different

types of brain tumors via their exosomal biomarkers.
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1.5 Hypothesis and Specific Aims

1.5.1 Hypothesis

This study aims to develop a rapid, accurate, and cost-effective diagnostic strategy
for GB using a liquid biopsy technique that detects exosomes via Surface-Enhanced
Raman Spectroscopy (SERS) and employs Artificial Intelligence (AI) for tumor clas-
sification. The hypothesis is that SERS combined with Al can provide additional
molecular-level information about disease pathology. This method aims to enhance
our understanding of the origin and nature of exosomes, thereby improving tumor
detection capabilities.

This hypothesis was tested through the comparative analysis of plasma exosomes
derived from healthy individuals, meningioma (MNG) patients as benign tumor
controls, and a molecularly uniform set of IDH-wild type GB patients (according to
the World Health Organization 2021 Central Nervous System Tumor Classification)
using SERS and AI. With this approach, we aim to obtain further information
beyond that gained through routine pathological evaluation. This thesis project
specifically focuses on developing a liquid biopsy technique that can identify the
pathology of exosomes through SERS spectral signatures and Al.

1.5.2  Specific Aims

Specific Aim 1: Develop a standardized protocol for isolating and char-
acterizing plasma-derived exosomes from healthy individuals, MNG pa-
tients, and GB patients using Surface-Enhanced Raman Spectroscopy
(SERS).

Rationale: A robust and reproducible protocol for exosome isolation and char-
acterization is critical for obtaining reliable and comparable SERS spectra from

different sample groups.

e Specific Aim 1a: Isolate plasma-derived exosomes from healthy individuals,
MNG patients, and GB patients using ExoTIC (Exosome Total Isolation Chip)
[Liu et al., 2017].
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Specific Aim 1a
Blood draw from Exosome Isolation

participants via ExoTIC
Exosome cargo:

3 exosomes
- 50-200
\Q ( nm) %R ﬂﬁ -Transmembrane

———

g - proteins
(' Plasrrt1.a ) X MY -DNA, RNA
separation = 3 % -Cytosolic proteins
i ) 0 -Growth factor
GBM r v S
receptors
MNG l (] = O ﬁ s -Signaling
e A/ @)= molecuies
-@ N

Figure 1.3: Schematic illustration of Specific Aim la. Sample collection from
glioblastoma (GBM), meningioma (MNG), and healthy control (HC) participants,
plasma separation, exosome isolation from these clinical samples. Created with
BioRender.com

Specific Aim 1b

) -i
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Exosome Characterization

Figure 1.4: Schematic illustration of Specific Aim 1b: Characterization of exo-
somes isolated from glioblastoma (GBM), meningioma (MNG), and healthy con-
trol (HC) samples via Room Temparature Transmission Electron Microscopy (RT-
TEM), Cryo-TEM, Interferometric Scattering Microscopy (iSCAT), Nanoparticle
Tracking Analysis (NTA), Bead-Assisted Flow Cytometry (BA-FC), Western Blot-
ting (WB) techniques. Created with BioRender.com
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Specific Aim 1c
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Figure 1.5: Schematic Illustration of Specific Aim 1lc. Surface-Enhanced Raman
Spectroscopy (SERS) measurements of exosomes derived from GB, MNG, and HC
samples and spectral library construction. Created with BioRender.com

e Specific Aim 1b: Characterize isolated exosomes using nanoparticle track-
ing analysis (NTA), room temperature transmission electron microscopy (RT-
TEM), cryo-TEM, iSCAT (Interferometric Scattering Microscopy), Western

blotting, Bead-Assisted Flow Cytometry (BA-FC), for exosome markers.

e Specific Aim 1c: Acquire SERS spectra of isolated exosomes using optimized

conditions.

Specific Aim 2: Perform proteomics analysis to investigate the protein
signatures of exosomes from different patient groups.
Rationale: Proteomics analysis can provide a comprehensive molecular profile

of exosomes, identifying protein signatures that are specific to different pathology
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conditions. Specific Aim 3: Apply artificial intelligence (AI) techniques to
analyze SERS spectra for the identification and classification of exosomes
from different patient groups.

Rationale: Al can enhance the analysis of complex SERS spectra, enabling the
identification of subtle molecular differences between exosomes from different sample

groups.

e Specific Aim 2a: Pre-process SERS spectra to remove noise and normalize

the data.

e Specific Aim 2b: Develop and train machine learning models (e.g., support

vector machines, neural networks) using a subset of the SERS spectra.

e Specific Aim 2c: Validate the models with independent test sets and evaluate
their performance in distinguishing exosomes from healthy individuals, MNG

patients, and IDH-wt GB patients.

e Specific Aim 3a: Perform proteomics analysis on exosome samples to identify

and quantify protein content.

e Specific Aim 3b: Compare the proteomics profiles of exosomes from healthy

individuals, MNG patients, and GB patients.

e Specific Aim 3c: Correlate the SERS and proteomics results to identify key
spectral features and molecular signatures associated with different patient

groups.

1.6 Scope of the Thesis
This thesis covers the following:

1. An overview of glioblastoma and current diagnostic challenges.

2. A review of current diagnostic methods and their limitations.
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3. An introduction to liquid biopsy techniques and their advantages.

4. The role of exosomes in cancer detection and their molecular characteristics.

5. Principles of SERS and its applications in biomedical research.

6. An overview of Al and deep learning algorithms in medical diagnostics.

7. The integration of proteomics analysis for comprehensive molecular profiling

of exosomes.
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Chapter 2

LITERATURE REVIEW

2.1 Glioblastoma Diagnostics

Glioblastoma (GB) is the most common and aggressive primary brain tumor in
adults, characterized by a poor prognosis and high mortality rate [Delgado-Lépez
and Corrales-Garcia, 2016, Louis et al., 2021a, O'Neill and Lee, 2021]. According
to the 2021 World Health Organization (WHO) CNS tumor classification, GB is
now strictly defined as an IDH-wildtype (IDH-wt) tumor, reflecting its highly ma-
lignant nature and specific molecular features [Louis et al., 2021a, O’Neill and Lee,
2021]. This updated classification emphasizes the integration of histopathological
and molecular diagnostics for accurate GB identification and classification [Louis

et al., 2021b].

2.1.1 Histopathological Features

Histopathological evaluation remains a cornerstone in the diagnosis of GB, typically
involving hematoxylin and eosin (H&E) staining and light microscopy to identify
key histological features such as cellular pleomorphism, nuclear atypia, mitotic ac-
tivity, microvascular proliferation, and necrosis [et al., 2021c, Zhou et al., 2019].
Despite its importance, the subjective nature of histopathological assessments and
the extensive time required for molecular testing pose significant challenges [et al.,

2021b, T. Garzon-Muvdi and Chaichana, 2017].

2.1.2 Molecular Characteristics

GB is characterized by its molecular heterogeneity, which includes mutations in the

TERT promoter, EGFR amplification, and alterations in PTEN and TP53 [et al.,
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Figure 2.1: Clinical workflow for histopathological evaluation of the brain tumors.
Adopted from [Mohamed et al., 2024])

2021e, Philipp Balermpas and Hegi, 2021, A. Radbruch and Wiestler, 2021]. These
molecular features, combined with histological characteristics, necessitate advanced
diagnostic techniques to ensure precise and timely diagnosis. Molecular diagnos-
tics often involve immunohistochemistry, fluorescence in-situ hybridization (FISH),

Sanger sequencing, and next-generation sequencing [et al., 2021a].

2.1.3 Diagnostic Imaging and Techniques

Recent advancements in diagnostic imaging have significantly improved the delin-
eation of tumor boundaries during surgical interventions. Techniques such as func-
tional neuro-navigation, intraoperative MRI (iMRI), ultrasound, fluorescence-guided
surgery, and optical coherence tomography (OCT) have become integral to the surgi-
cal management of GB [et al., 2021d, Sven Schipmann and Stummer, 2022, Stummer

et al., 2013]. Fluorescence-guided surgery using 5-aminolevulinic acid (5-ALA) has
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shown increased accuracy in tumor resection by highlighting malignant tissues under
a surgical microscope [Stummer et al., 2013]. However, there remains a critical need
for high-resolution, intraoperative technologies that provide real-time differentia-
tion between normal and tumor tissues to optimize surgical outcomes and improve

patient prognosis [Sven Schipmann and Stummer, 2022, Michael et al., 2019].

Figure 2.2: Contrast-enhanced T1-weighted MRI images of a patient (A) with a
left parietal lobe GB. (B) Early post-op image showing complete GB removal. (C)
Radiation necrosis developed around surgical cavity, 6 months post radiation therapy
(From the archive of Prof. Ihsan Solaroglu, MD)

2.1.4 Prognosis and Treatment Challenges

Despite advancements in treatment modalities, the prognosis for patients with IDH-
wt GB remains dismal, with a median survival of approximately 15 months post-
diagnosis [et al., 2021f, Philipp Balermpas and Hegi, 2021]. The aggressive nature
of GB, coupled with its diffuse infiltration into surrounding brain tissue, compli-
cates surgical resection and subsequent treatments. Radiotherapy and chemother-
apy, particularly with temozolomide, are standard post-surgical treatments, yet the
recurrence rate of GB is high, and long-term survival rates remain low [Louis et al.,

2021a, Philipp Balermpas and Hegi, 2021].
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2.1.5 Future Directions

The development of novel diagnostic tools and therapeutic strategies is crucial for
improving GB patient outcomes. Advances in molecular biology and imaging tech-
nologies hold promise for more accurate diagnoses and personalized treatment ap-
proaches. High-resolution imaging techniques, combined with real-time molecular
diagnostics, could significantly enhance the precision of GB surgery and subse-
quent treatment plans. Moreover, ongoing research into the molecular pathways
and genetic alterations of GB could lead to targeted therapies that improve survival
rates and quality of life for patients with this devastating disease [A. Radbruch and
Wiestler, 2021, Philipp Balermpas and Hegi, 2021].

2.2 Liquid Biopsy

Liquid biopsy represents a transformative approach in cancer diagnostics, enabling
the detection and analysis of biomarkers from biofluids such as blood, urine, and
cerebrospinal fluid. This technique offers a non-invasive alternative to traditional

tissue biopsies, presenting several significant advantages.

2.2.1 Introduction to Liquid Biopsy Techniques and Their Advantages

Liquid biopsy encompasses various techniques to detect and analyze tumor-derived
components circulating in biofluids. Key components of liquid biopsy include cir-
culating tumor cells (CTCs), circulating tumor DNA (ctDNA), and extracellular
vesicles (EVs) such as exosomes.

Minimally Invasive: Liquid biopsies involve the collection of a small volume of
biofluid, reducing patient discomfort and the risk of complications associated with
surgical biopsies [Pantel and Alix-Panabieres, 2019, Cheung et al., 2021].

Real-Time Monitoring: They facilitate continuous monitoring of tumor dy-
namics, allowing for timely adjustments in treatment strategies based on real-time
data [Cheung et al., 2021, Alix-Panabiéres and Pantel, 2020].

Early Detection: By detecting circulating tumor cells (CTCs), cell-free DNA
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(cfDNA), and extracellular vesicles (EVs) at early stages, liquid biopsies can con-
tribute to the early diagnosis of cancers, potentially improving patient outcomes
[Mandel et al., 2024, Keller and Pantel, 2022].

Comprehensive Tumor Profiling: Liquid biopsies can capture the hetero-
geneity of tumors better than tissue biopsies, which may miss subclonal variations

due to sampling limitations [Wan et al., 2017, Siravegna et al., 2017].

2.2.2  Challenges in Liquid Biopsy Techniques

Despite their potential, liquid biopsies face several challenges that hinder their
widespread clinical adoption.

Sensitivity and Specificity: Ensuring high sensitivity and specificity in detect-
ing rare biomarkers within a complex mixture of biofluid components is a significant
challenge [Bettegowda et al., 2014, Crowley et al., 2020].

Standardization: Lack of standardized protocols for sample collection, pro-
cessing, and analysis can lead to variability in results, impacting the reproducibility
and reliability of liquid biopsies [Schwarzenbach et al., 2014, Heitzer et al., 2015].

Analytical Validity: Establishing the analytical validity of liquid biopsy as-
says is critical, requiring rigorous validation studies to confirm their accuracy and
precision [Diamandis, 2015, Cheung et al., 2021].

Clinical Utility: Demonstrating the clinical utility of liquid biopsies in improv-
ing patient outcomes is essential for their integration into routine clinical practice

[Merker et al., 2018, Haber and Velculescu, 2017].

2.2.3 Importance and Potential of Liquid Biopsy in Brain Tumors

The application of liquid biopsy in brain tumors, such as glioblastoma, holds signif-
icant promise due to the challenges associated with traditional biopsy methods.
Non-Invasiveness: Given the sensitive nature of brain tissue, liquid biopsies
offer a safer alternative for obtaining tumor-related information without the risks
associated with surgical interventions [Best et al., 2015, De Mattos-Arruda et al.,

2015).
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Monitoring Tumor Dynamics: Liquid biopsies enable the monitoring of tu-
mor evolution and treatment response, providing critical information for adjusting
therapeutic strategies [Ostrom et al., 2021, Mandel et al., 2024].

Overcoming Sampling Bias: Traditional biopsies may not capture the het-
erogeneity of brain tumors, while liquid biopsies can provide a more comprehen-
sive tumor profile by analyzing biomarkers shed into the biofluid [Weller et al.,

2021, Heitzer et al., 2015].

2.2.4  Clurrent Limitations and Future Directions

While promising, current liquid biopsy techniques have limitations that need to be
addressed to achieve clinical validation.

Low Biomarker Concentration: The low concentration of tumor-derived
biomarkers in biofluids requires highly sensitive detection methods, which are still
being optimized [Bettegowda et al., 2014, Crowley et al., 2020].

Technical Variability: Variability in pre-analytical and analytical procedures
can affect the consistency of results, highlighting the need for standardized protocols
[Schwarzenbach et al., 2014, Heitzer et al., 2015].

Cost and Accessibility: The cost of advanced liquid biopsy assays and the
need for specialized equipment can limit their accessibility in clinical settings [Merker
et al., 2018, Haber and Velculescu, 2017].

Future Research: Ongoing research focuses on improving the sensitivity, speci-
ficity, and standardization of liquid biopsy techniques and validating their clinical
utility through large-scale studies [Cheung et al., 2021, Diamandis, 2015].

Integration with Other Technologies: Combining liquid biopsy with other
diagnostic technologies, such as imaging and molecular profiling, may enhance its
diagnostic accuracy and clinical relevance [Alix-Panabiéres and Pantel, 2020, Wan
et al., 2017].

In summary, liquid biopsy represents a promising approach in the early detection,
monitoring, and comprehensive profiling of brain tumors. Addressing the current

challenges through continued research and technological advancements will be cru-
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cial for its successful clinical implementation.

2.3 [Exosomes in Cancer Diagnostics

Exosomes are small, membrane-bound vesicles ranging from 30 to 200 nm in diam-
eter, secreted by various cell types, including cancer cells. They contain a complex
cargo of proteins, lipids, and nucleic acids, which can provide valuable insights into
the tumor’s molecular characteristics. In glioblastoma, exosomes have been shown
to carry specific molecular signatures that can detect and classify different tumor

types [Hanson et al., 2016, Ferraro et al., 2003].

2.3.1 Role of Exosomes in Cancer Detection

Exosomes play a critical role in intercellular communication by transferring their
cargo from donor to recipient cells, influencing various physiological and pathological
processes [Tkach and Théry, 2016, Colombo et al., 2014]. In cancer, exosomes
contribute to tumor progression by promoting angiogenesis, immune evasion, and
metastasis [Zhang et al., 2015b, Peinado et al., 2012]. Their presence in biofluids
makes them an attractive target for liquid biopsy.

Molecular Characteristics: Exosomes are generally 30-200 nm in size and are
formed through the endosomal pathway. This involves the inward budding of early
and late endosomes to form multivesicular bodies (MVBs), fusing with the plasma
membrane to release exosomes into the extracellular space [Raposo and Stoorvo-
gel, 2013, van Niel et al., 2018]. Exosomes carry a diverse range of biomolecules,
including DNA, RNA, proteins, and lipids, reflecting the molecular composition of
their cells of origin. This cargo can provide a comprehensive tumor molecular profile
[Valadi et al., 2007, Kalluri and LeBleu, 2020].

Diagnostic Potential:

Exosomes are found in various bodily fluids, including blood, urine, saliva, and
cerebrospinal fluid, making them accessible for non-invasive diagnostic tests [Arm-
strong and Wildman, 2018]. They are particularly useful in cancer diagnostics due

to their stability and ability to reflect the dynamic state of the tumor. Recent ad-
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Figure 2.3: Illustration of extracellular vesicle structure, formation, and content.
Exosomes, ranging from 30 to 200 nm in diameter, carry proteomic and genetic
information from their cell of origin. They contain a diverse array of biomolecules,
including transmembrane proteins, tetraspanins, growth factors, signaling receptors,
lipid rafts, cholesterol, cytosolic proteins, sphingomyelins, adhesion molecules, heat
shock proteins, and various cargo molecules such as RNA and DNA [Théry et al.,
2002, Simons and Raposo, 2011, Kowal et al., 2014]. Exosome formation involves
the endosomal pathway, where early endosomes mature into late endosomes or mul-
tivesicular bodies (MVBs). The intraluminal vesicles (ILVs) within these MVBs
are released into the extracellular space as exosomes upon fusion with the plasma
membrane [Raposo and Stoorvogel, 2013, van Niel et al., 2018]. In contrast, mi-
crovesicles, another class of extracellular vesicles, form directly through the outward
budding and fission of the plasma membrane [Cocucci et al., 2009, Yénez-Mé et al.,
2015].

vances in high-throughput sequencing and proteomics have enabled the identification
of specific exosomal biomarkers associated with different types of cancer [Melo et al.,
2015, Thakur et al., 2014].

Exosome-based liquid biopsies have shown potential in diagnosing various can-
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cers, including lung, breast, and prostate cancer, by analyzing specific exosomal
biomarkers [Taylor and Gercel-Taylor, 2008, Skog et al., 2008]. Exosomes contain
cancer-specific materials such as oncogenic DNA, RNA, and proteins, which facil-
itate tumor progression and metastasis through their roles in signaling pathways
within the tumor microenvironment [Xu et al., 2018, Kalluri and LeBleu, 2020].
As exosomes circulating in extracellular fluid contain cancer-specific fingerprint
materials (i.e., oncogenic genetic materials, oncoproteins), they facilitate tumor pro-
gression through their role in signaling pathways in the tumor microenvironment.
Therefore, exosomes are critically important in diagnostics, as well as their role in
the therapy of cancer and various diseases in clinics [Xu et al., 2018]. In recent

decades, many techniques have been developed to detect exosomes in bodily fluids.

2.8.2 Exosomes in Brain-Related Diseases

Exosomes are emerging as crucial players in the pathology of brain-related diseases,
participating in processes such as neuroinflammation, neurodegeneration, and tu-
morigenesis within the central nervous system (CNS). These extracellular vesicles
can cross the blood-brain barrier (BBB), carrying a variety of biomolecules, includ-
ing proteins, lipids, and nucleic acids, which reflect the state of brain health. This
unique capability makes exosomes valuable tools for diagnosing and monitoring neu-

rological conditions [Soria et al., 2017, Quek and Hill, 2017, Fiandaca et al., 2015].

Exosomes in Neuroinflammation

Neuroinflammation is a hallmark of various CNS diseases, including multiple scle-
rosis (MS), Alzheimer’s disease (AD), and Parkinson’s disease (PD). Exosomes de-
rived from microglia and astrocytes can modulate inflammatory responses by trans-
ferring cytokines, chemokines, and other inflammatory mediators to surrounding
cells. This intercellular communication can either exacerbate or ameliorate inflam-
mation, depending on the context [Verderio et al., 2012, Friithbeis et al., 2013]. For
instance, exosomes from activated microglia can propagate neuroinflammation by

spreading pro-inflammatory cytokines, while those from astrocytes can carry anti-



Chapter 2: Literature Review 23

inflammatory signals that help in resolving inflammation [Friihbeis et al., 2013].

Ezxosomes in Neurodegenerative Diseases

In neurodegenerative diseases such as Alzheimer’s disease (AD), Parkinson’s dis-
ease (PD), and amyotrophic lateral sclerosis (ALS), exosomes play significant roles
in the propagation and spread of pathogenic proteins. For example, in AD, exo-
somes can transport amyloid-beta and tau proteins, which form amyloid plaques
and neurofibrillary tangles, respectively [Soria et al., 2017, Quek and Hill, 2017].
In PD, exosomes can carry alpha-synuclein, facilitating its spread across different
brain regions and contributing to the progression of the disease [Fiandaca et al.,
2015, Goetzl et al., 2016]. Similarly, in ALS, exosomes can transport superoxide
dismutase 1 (SOD1) and other misfolded proteins, promoting their dissemination
and the associated neurotoxicity [Basso et al., 2013, Sproviero et al., 2018]. The
presence of these pathogenic proteins in exosomes from patients’ cerebrospinal fluid
(CSF) and blood offers potential biomarkers for early diagnosis and monitoring of

disease progression [Fiandaca et al., 2015, Goetzl et al., 2016].

Exosomes in Brain Tumors and Glioblastoma

Exosomes are particularly significant in the context of brain tumors, including
glioblastoma (GB), the most aggressive primary brain tumor. GB-derived exosomes
contain various oncogenic proteins, RNA, and DNA that can modulate the tumor
microenvironment, promote angiogenesis, and facilitate tumor cell invasion and im-
mune evasion [Skog et al., 2008, O’Brien et al., 2013]. These exosomes can carry
molecular signatures specific to GB, which can be detected in biofluids, providing
non-invasive diagnostic and prognostic biomarkers. Additionally, exosomes can in-
fluence the tumor microenvironment by transferring oncogenic signals to neighboring
cells, thus promoting tumor growth and metastasis [Skog et al., 2008, O’Brien et al.,

2013).
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Diagnostic and Prognostic Biomarkers:

The diagnostic potential of exosomes lies in their ability to carry disease-specific
biomarkers that can be detected in easily accessible biofluids such as blood, urine,
and CSF. This non-invasive approach can significantly aid in the early detection
and monitoring of brain-related diseases, offering a less risky alternative to tradi-
tional biopsy methods [Melo et al., 2015, Thakur et al., 2014]. Advances in high-
throughput sequencing, proteomics, and lipidomics have enabled the identification of
specific exosomal biomarkers associated with different neurological conditions, fur-
ther enhancing their diagnostic utility [Armstrong and Wildman, 2018, Wan et al.,
2017].

Glioblastoma-derived exosomes carry specific molecular signatures that can serve
as diagnostic and prognostic biomarkers. For example, EGFRvIII, a common muta-
tion in GB, has been detected in exosomes isolated from the plasma of GB patients
[Skog et al., 2008]. Similarly, miRNAs such as miR-21, miR-221, and miR-222, up-
regulated in GB, have been found in exosomes and can differentiate GB from other

brain tumors [O’Brien et al., 2013, Akers et al., 2013].

Therapeutic Potential:

Exosomes are being actively explored as delivery vehicles for therapeutic agents in
treating brain tumors and other brain-related diseases. Engineered exosomes can be
loaded with small interfering RNA (siRNA), microRNA (miRNA), chemotherapeu-
tic drugs, or other therapeutic molecules, allowing for targeted delivery to tumor
cells. This targeted system can cross the BBB and achieve higher concentrations of
therapeutic agents at the tumor site, minimizing systemic side effects [Alvarez-Erviti
et al., 2011, Zhuang et al., 2011]. The natural ability of exosomes to traverse the
BBB and deliver their cargo to specific target cells makes them promising candi-
dates for revolutionizing the treatment of CNS disorders with minimal side effects

[Alvarez-Erviti et al., 2011, Sun et al., 2010a].
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Intercellular Communication and Tumor Microenvironment Modulation:

GB-derived exosomes can influence the tumor microenvironment by transferring
oncogenic signals to surrounding cells, promoting a pro-tumorigenic environment.
They can modulate the behavior of endothelial cells to enhance angiogenesis, re-
cruit immune cells to create an immunosuppressive microenvironment, and alter the
extracellular matrix to facilitate tumor invasion [O'Brien et al., 2013, Treps et al.,
2017].

Given their critical role in brain tumor biology, exosomes offer a non-invasive
means to monitor tumor dynamics, assess treatment response, and potentially de-
liver targeted therapies. Ongoing research is focused on improving the isolation and
characterization of exosomes from patients with brain tumors, optimizing their use
as biomarkers, and developing exosome-based therapeutic strategies.

In summary, exosomes play multifaceted roles in brain-related diseases, from
modulating neuroinflammation and propagating neurodegenerative proteins to in-
fluencing tumor microenvironments and providing diagnostic and therapeutic oppor-
tunities. Addressing the challenges associated with their clinical application, such as
standardization and sensitivity of detection methods, will be crucial for harnessing

their full potential in neurological healthcare.

2.4 Surface-Enhanced Raman Spectroscopy (SERS)

Surface-Enhanced Raman Spectroscopy (SERS) is a powerful analytical technique
that enhances the Raman scattering signals of molecules adsorbed on nanostructured
metal surfaces. SERS offers high sensitivity and specificity, making it an ideal
tool for detecting the molecular content of exosomes. By combining SERS with
liquid biopsy, it is possible to develop a non-invasive method to detect and classify
glioblastoma using the molecular signatures carried by exosomes [Hanson et al.,

2016, Ferraro et al., 2003].
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2.4.1 Principles of SERS and Its Applications in Biomedical Research

SERS relies on the enhancement of Raman signals by metal nanoparticles, typi-
cally gold or silver, which create localized surface plasmon resonances that amplify
the Raman scattering of nearby molecules [Kneipp et al., 2002, Nie and Emery,
1997]. Raman spectroscopy is an analytical chemistry method that uses the princi-
ple of inelastic scattering of light. Raman spectroscopy provides molecular finger-
print information as a result of the wavelength difference between the incident and
scattered light based on the chemical structure of the given molecule [Park et al.,
2017, Carmicheal et al., 2019].

Raman spectroscopy is a relatively rare event, occurring approximately once in
every 10° scattering events, leading to lower signal intensity compared to elastic
Rayleigh scattering. To address this limitation, the Raman signal is enhanced by
metal or nanostructures, resulting in SERS [Kneipp et al., 2002, Nie and Emery,
1997]. As a label-free and non-destructive technique that provides molecule-specific
information, SERS is a highly powerful technique utilized in biomarker detection
in biomedicine. This feature of Raman spectroscopy offers a high translational
advantage for analyzing patient sample-derived exosomes without requiring lengthy
processing times [Park et al., 2017, Carmicheal et al., 2019].

To detect either isolated exosomes from various body fluids or distinguish exo-
somes from other molecules in body fluids using SERS, many techniques have been
employed. One such technique is using the nanoplasmonic effect on a SERS sub-
strate as a signal enhancer to distinguish tiny differences in Raman spectra. Gold
(Au) or silver (Ag) nanoparticles are commonly used to coat SERS substrates, facil-
itating the enhancement of the Raman signal and allowing for more sensitive Raman
spectra for each given molecule. Besides signal enhancement, metal-coated SERS
substrates require less sample for exosome detection and further analysis [Park et al.,
2017, Carmicheal et al., 2019].

Various pattern geometries obtained through different algorithms have been uti-
lized to enhance the plasmonic effect on SERS substrates. One such algorithm re-

sulting in an optimal theoretical nanostructure geometry providing up to 10517 in-
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crease in Raman signal enhancement is the genetic algorithm, generated using finite-
difference time-domain (FDTD) modeling. This genetic-algorithm-driven SERS
metallic substrate optimization technique provides functional plasmonic surface de-
sign through several competing design objectives [Bilgin et al., 2020].

The use of mathematical processing and machine learning algorithms can also
help distinguish the exosome Raman spectra from other molecules. Principal compo-
nent analysis (PCA) is used to reduce variations in the Raman spectral dataset, and
the identified principal components are then coupled with discriminant functional
analysis (DFA) or linear discriminant analysis (LDA) [Maguire et al., 2015, Shin
et al., 2018]. Other machine learning algorithms, such as support vector machines,
random forests, and k-nearest neighbors (k-NN), have also been utilized to clas-
sify the Raman dataset [Ullah et al., 2018, Sattlecker et al., 2010, Seifert et al.,
2020, Dingari et al., 2013, Jiang et al., 2019].

SERS has been used to identify cancer-derived exosomes in various studies. For
example, the Raman spectra of lung cancer-derived exosomes were distinguished
from normal cell-derived exosomes using PCA analysis, achieving 95.3% sensitivity
and 97.3% specificity [Park et al., 2017]. In another study, pancreatic cancer cell line-
derived exosomes were investigated using gold-nanoparticle coated SERS substrates,
and the Raman signal enhancement of gold nanoparticles allowed for the determina-
tion of exosome subpopulations when coupled with PCA-DFA processing of spectral
data [Carmicheal et al., 2019]. Nonsmall cell lung cancer (NSCLC)-derived exoso-
mal protein markers (CD9, CD81, EpCAM, and EGFR) were also analyzed using
SERS, and the Raman spectra of the cancerous exosomal proteins were distinguished
using PCA analysis [Shin et al., 2018]. Gold nanorods were used to enhance the Ra-
man signal, allowing the detection of exosomes from MDA-MB-231, MDA-MB-468,
and SKBR3 breast cancer cells with a limit of detection of 2 x 10° exosomes/mL.
The Raman spectra of exosomes derived from these breast cancer cells were clearly
distinguished from exosomes derived from MCF12A healthy breast cells.

Conclusion: Exosomes are promising molecules in cancer diagnostics as they

carry parental cell-specific information and have garnered increased attention in
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cancer research. When coupled with high specificity and sensitivity engineering
techniques, exosomes can be used in clinical diagnostics for cancer and other dis-
eases. The specificity of Raman spectroscopy, empowered with the high sensitivity
of plasmonic surface signal enhancement and machine learning techniques, allows
for distinguishing healthy and cancerous cell-derived exosomes. Although these
techniques require further improvement, once the SERS-aided exosome detection
technique is validated with clinical samples of reasonable size, it may be used as a
diagnostic tool for cancer and various diseases in clinical settings in the near future.

Biomedical Applications: SERS has been employed in various biomedical
applications, including pathogen detection, drug delivery monitoring, and cancer
diagnostics. Its ability to provide molecular-level information makes it a valuable
tool in these fields [Vo-Dinh et al., 1999, Zong et al., 2018].

Detection of Exosomes: Combining SERS with exosome isolation techniques
allows for the sensitive detection of exosomal biomarkers, enabling the differentiation
of tumor-derived exosomes from those of healthy cells [Lane et al., 2015, Shin et al.,

2018].

2.5 Artificial Intelligence in Diagnostics

Artificial intelligence (AI) has revolutionized the field of medical diagnostics by
enabling the analysis of complex datasets and the identification of patterns that
may not be apparent to human observers. In the context of glioblastoma detection,
AT can be used to analyze the SERS spectra of exosomes to classify different tumor
types. Machine learning algorithms, such as support vector machines (SVM) and
neural networks, can be trained on SERS data to develop predictive models for

glioblastoma classification [Ellis and Goodacre, 2006, Butler et al., 2016].

2.5.1 QOwverview of Al and Deep Learning Algorithms in Medical Diagnostics

AT encompasses various computational techniques, including machine learning and
deep learning, which can process large amounts of data to identify patterns and

make predictions [LeCun et al., 2015, Jordan and Mitchell, 2015].
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Deep Learning: Deep learning algorithms, such as convolutional neural net-
works (CNNs) and recurrent neural networks (RNNs), have demonstrated excep-
tional performance in image and signal analysis, making them suitable for medical
diagnostics [Esteva et al., 2017, Litjens et al., 2017].

Application in SERS Data Analysis: Al algorithms can be trained on SERS
spectra to distinguish between different molecular signatures, enabling the classifi-
cation of exosomes based on their tumor origin. This approach has the potential to

improve the accuracy and efficiency of liquid biopsy-based diagnostics [Butler et al.,

2016, Ellis and Goodacre, 2006].

2.6 Emerging Techniques for Liquid Biopsy-Based Detection of Glioblas-

toma

2.6.1 Optical Sensing

Optical sensing techniques, including fluorescence spectroscopy, surface plasmon res-
onance (SPR), and optical coherence tomography (OCT), have shown promise in
the detection of glioblastoma biomarkers in biofluids. These techniques offer high
sensitivity and specificity, enabling the detection of low-abundance biomarkers such
as ctDNA and exosomes. For instance, SPR-based biosensors can be functionalized
with antibodies or aptamers to specifically capture glioblastoma-derived exosomes,

allowing for real-time monitoring of tumor dynamics [Li et al., 2021, Ma et al., 2022].

2.0.2 Electrochemical Sensing

Electrochemical sensing involves the detection of biochemical interactions through
electrical signals. Techniques such as electrochemical impedance spectroscopy (EIS)
and voltammetry have been employed to detect glioblastoma biomarkers with high
sensitivity. Electrochemical sensors can be integrated with microfluidic platforms to
enable the rapid and cost-effective analysis of biofluids. For example, EIS sensors
functionalized with glioblastoma-specific aptamers have demonstrated the ability to

detect exosomes with high specificity and sensitivity, providing a promising approach
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for liquid biopsy applications [Guo et al., 2019, Zhang et al., 2020].

2.6.3 Other Sensing Techniques

In addition to optical and electrochemical sensing, several other advanced techniques
are being explored for the detection of glioblastoma and other brain tumors. These

include mass spectrometry, magnetic resonance, and nanopore sequencing.

Mass Spectrometry

Mass spectrometry (MS) is a powerful analytical technique that measures the mass-
to-charge ratio of ions to identify and quantify molecules in complex samples. In
cancer diagnostics, MS is used for proteomic and metabolomic profiling of exosomes,
providing detailed information about their molecular composition. This technique
can detect specific protein markers and metabolic changes associated with glioblas-
toma, aiding in the early diagnosis and monitoring of tumor progression [Shao et al.,
2021, Zhang et al., 2020].

Exosome-derived proteins and metabolites can be isolated from biofluids such as
blood and cerebrospinal fluid (CSF) and analyzed using MS. For example, glioblastoma-
specific protein markers such as EGFRvIII and IDH1 mutations have been identi-
fied in exosomal samples using this technique, demonstrating its potential for non-

invasive cancer diagnostics [Shao et al., 2021].

Magnetic Resonance Techniques

Magnetic resonance techniques, including nuclear magnetic resonance (NMR) and
magnetic resonance imaging (MRI), are widely used in medical diagnostics. These
techniques exploit the magnetic properties of atomic nuclei to generate detailed
images or spectra of tissues and biofluids.

Nuclear Magnetic Resonance (NMR): NMR spectroscopy provides infor-
mation about the molecular structure and composition of exosomes by detecting the
magnetic properties of atomic nuclei. This technique can be used to identify specific

lipid and protein signatures in exosomes derived from glioblastoma patients, offering
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insights into tumor metabolism and microenvironment [Belderbos et al., 2014, Sitter
et al., 2009].

Magnetic Resonance Imaging (MRI): MRI is commonly used to visual-
ize brain tumors in clinical settings. Advanced MRI techniques, such as diffusion-
weighted imaging (DWI) and dynamic contrast-enhanced imaging (DCE-MRI), can
be combined with exosome analysis to improve the specificity and sensitivity of
glioblastoma detection. Exosomes labeled with magnetic nanoparticles can enhance
MRI contrast, allowing for better tumor margins visualization and treatment re-

sponse assessment [Xu et al., 2019].

Nanopore Sequencing

Nanopore sequencing is an emerging technique that allows for the direct analysis
of nucleic acids by passing them through a nanopore and measuring changes in
electrical conductivity. This technology enables real-time sequencing of DNA and
RNA, providing rapid and accurate genetic information.

In glioblastoma diagnostics, nanopore sequencing can be used to detect specific
genetic mutations and epigenetic modifications in exosomal DNA and RNA. This
technique offers the advantage of long-read sequencing, which is particularly useful
for identifying structural variations and complex genomic rearrangements associated

with brain tumors [Wang et al., 2022, Brinkerhoff et al., 2019].

2.6.4 Fluorescence-Based Techniques

Fluorescence-based techniques utilize the emission of light by fluorophores to detect
and quantify biomolecules in biological samples. These techniques are widely used
for their high sensitivity and specificity.

Fluorescence-Activated Cell Sorting (FACS): FACS is a flow cytometry
technique that sorts exosomes based on their fluorescence properties. By labeling
exosomes with fluorescent antibodies targeting specific surface markers, FACS can
isolate and quantify glioblastoma-derived exosomes from biofluids [Gyorgy et al.,

2011].
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Quantum Dots (QDs): Quantum dots are semiconductor nanoparticles that
exhibit unique optical properties, such as size-tunable fluorescence emission. QDs
can be conjugated to antibodies or aptamers specific to glioblastoma markers and

used to label exosomes for fluorescence imaging and detection [Michalet et al., 2005].

Surface Acoustic Wave (SAW) Sensors

Surface Acoustic Wave (SAW) sensors are devices that use acoustic waves to detect
changes in the properties of a surface. These sensors are highly sensitive to mass
changes and can be used to detect biomolecules at low concentrations.

SAW sensors can be functionalized with antibodies or aptamers specific to glioblas-
toma biomarkers. When exosomes bind to the sensor surface, they cause a shift in
the acoustic wave properties, which can be measured to quantify exosome concen-
tration. This technique offers a rapid and label-free method for exosome detection

[Luchansky and Bailey, 2012].

Photonic Crystal (PC) Sensors

Photonic Crystal (PC) sensors use the principles of photonic bandgap materials to
detect changes in the refractive index of a surface. These sensors can achieve high
sensitivity and specificity for biomolecule detection.

PC sensors can be integrated with microfluidic platforms to detect glioblastoma-
derived exosomes in biofluids. By immobilizing antibodies or aptamers specific to
exosomal markers on the PC surface, these sensors can measure changes in the
refractive index upon exosome binding, providing a sensitive and specific detection

method [Zhu et al., 2017].

Plasmonic Sensors

Plasmonic sensors exploit the resonant oscillation of conduction electrons at the
surface of metallic nanoparticles or nanostructures to enhance the detection of

biomolecules.
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Surface Plasmon Resonance (SPR): SPR sensors are widely used for real-
time, label-free detection of biomolecular interactions. By functionalizing the sensor
surface with antibodies or aptamers specific to glioblastoma markers, SPR can be
used to detect and quantify exosomes in biofluids with high sensitivity [Homola,
2008].

Localized Surface Plasmon Resonance (LSPR): LSPR sensors utilize the
localized resonance of metallic nanoparticles to enhance the detection of exosomes.
These sensors can achieve high sensitivity due to the strong electromagnetic field
enhancement at the nanoparticle surface, making them suitable for detecting low-

abundance exosomal biomarkers [Jiang et al., 2020].

Microfluidic Devices

Microfluidic devices integrate multiple laboratory functions on a single chip, allowing
for the precise manipulation of small volumes of fluids. These devices offer high-
throughput and automated analysis, making them ideal for exosome detection and
characterization.

Microfluidic devices can be designed to isolate and analyze exosomes from bioflu-
ids using various principles such as size exclusion, immunoaffinity capture, and
acoustic trapping. These devices can be coupled with other sensing techniques,
such as fluorescence detection, SERS, or electrochemical sensing, to provide a com-
prehensive platform for glioblastoma diagnostics [Zhang et al., 2020, He et al., 2018].

Integration with SERS: By integrating microfluidic platforms with SERS, it
is possible to achieve rapid and sensitive detection of exosomal biomarkers. Mi-
crofluidic devices can precisely control the flow and mixing of samples, enhancing

the reproducibility and sensitivity of SERS measurements [Zhu et al., 2019].

2.7 Conclusion

Liquid biopsy offers a promising non-invasive alternative for the detection and mon-
itoring of brain tumors. Exosomes, with their rich molecular cargo, provide valuable

insights into the tumor microenvironment. The integration of SERS and Al further
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enhances the potential of liquid biopsy by enabling sensitive detection and accurate
classification of tumor-derived biomarkers.

The development and integration of various sensing techniques, including mass
spectrometry, magnetic resonance, nanopore sequencing, fluorescence-based meth-
ods, SAW sensors, PC sensors, plasmonic sensors, and microfluidic devices, offer
promising approaches for the detection and monitoring of glioblastoma. These ad-
vanced techniques provide high sensitivity, specificity, and the potential for non-
invasive diagnostics, contributing to improved patient outcomes and personalized
medicine in the clinical management of brain tumors.

Addressing current challenges through ongoing research and technological ad-
vancements will be crucial for the successful clinical implementation of these inno-

vative diagnostic techniques.
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Chapter 3

MATERIALS AND METHODS

3.1 Sample Collection

3.1.1 Sample Size Calculation

Biostatistician from Canary Center for Cancer Early Detection carried out sam-
ple size calculation for this study as follows: If we aim to demonstrate predictive
sensitivity and specificity of 90% using 20 glioma and 20 non-glioma cases, the non-
glioma cases would typically include individuals who do not have gliomas but may
have other conditions or be healthy controls. Specifically, the non-glioma group

could include:

e Healthy Controls: Individuals with no brain tumors or neurological conditions.

e Patients with Other Brain Tumors: Individuals with benign brain tumors,

such as meningiomas or pituitary adenomas.

e Patients with Other Neurological Conditions: Individuals with non-tumor-
related neurological conditions, such as multiple sclerosis or stroke. By in-
cluding these diverse non-glioma cases, the study can robustly demonstrate
the predictive sensitivity and specificity of the diagnostic method for glioma

detection.

Therefore, we used 23 meningioma samples as 'patients with other brain tu-
mors’ and 30 healthy control samples as control groups, besides the disease

group of 20 glioblastoma samples.
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3.1.2  Pathological Evaluation and Diagnosis

Pathological evaluation of tumor tissues is performed by Koc University Pathologists

according to established and validated standard operating protocols.

3.1.3 IRB Approval

Blood samples were collected under the approval of (2019.328.1RB2.106) Kog Uni-
versity Institutional Review Board with oral and written consent of the patient

and/or legal guardians.

3.1.4 Material Transfer Agreement (MTA)

This study was conducted under the ‘Material Transfer Agreement (MTA)’ between
Koc University Research Center for Translational Medicine (KUTTAM) and Canary
Center at Stanford for Cancer Early Diagnosis at the Department of Radiology,
Stanford University.

3.1.5 Study Design

Blood samples from 20 glioblastoma (GB) and 23 meningioma (MNG) patients were
collected in EDTA tubes prior to tumor resection. Recurrent cases and/or cases with
radiotherapy were not included in this study. The diagnosis of the cases was per-
formed according to standard operating procedures by Kog¢ University Department
of Pathology upon the evaluation of tumor samples obtained from patients. Blood
samples from 30 healthy control (HC) individuals were collected from volunteers

without any known tumors or other malignancies.

3.2 Exosome Isolation from Plasma Samples

3.2.1 Plasma Processing

Blood samples were centrifuged at 2000 rpm and 4°C for 20 minutes, and the upper

part of the supernatant (plasma) was collected without contacting the buffy coat.
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Figure 3.1: Schematic illustration of study design: Sample collection, plasma sepa-
ration and exosome isolation, exosome characterization, Surface-Enhanced Raman
Spectra (SERS) analysis and library construction, training and testing SERS data
using Artificial Intelligence (AI) models, first step Al classification for brain tumor
(BT) and brain tumor free (BTF) individuals, second step Al classification for pre-
dicting brain tumor type (GB or MNG). Created with openAl and BioRender.com

Plasma was aliquoted and kept at -80°C for further use. Plasma samples were thawed

before exosome isolation.

3.2.2 FErxosome Isolation

Exosomes were isolated using the Exosome Total Isolation Chip (EXOTIC).[Liu
et al., 2017] The ExoTIC membrane was kept at 4°C overnight for release of exosomes
from the collection membrane. Harvested exosomes in Phosphate Buffer Saline
(PBS) and Ammonium Bicarbonate (AmBIC) for proteomics analysis were collected

the next day from the ExoTIC membrane and stored at -80°C until further use.
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3.3 Exosome Characterization

Exosomes were characterized using various methods including Transmission Electron
Microscopy (TEM), Cryo-Electron Microscopy (Cryo-EM), Interferometric Scatter-
ing Microscopy (iSCAT), Nanoparticle Tracking Analysis (NTA), Bead-Captured
Flow Cytometry (BC-FC), and Western Blotting (WB).

3.83.1 TEM Analysis of Exosomes

Exosomes were diluted to the optimal concentration (10x-100x) and underwent neg-
ative staining. 10 pL of exosomes were cast onto previously glow-discharged grids
and allowed to settle for 3 minutes. Staining was performed using uranyl acetate,

and grids were left to dry before imaging with a JEOL JEM 1400 120 kV TEM

microscope.

3.3.2  Cryo-TEM Analysis of Fxosomes

High-resolution imaging of exosomes was performed using Cryo-EM. Samples were
applied onto glow-discharged grids, blotted, plunge-frozen in liquid ethane, and ex-
amined with a ThermoFisher Scientific Glacios™ Cryo-TEM.

3.8.3 NTA Analysis of Exosomes

Exosome size and concentration distribution were evaluated using a Nanosight NS300
(Malvern Panalytical) with NTA software 4.2. Samples were diluted (1000x) and

analyzed with specific laser settings to ensure optimal concentration.

3.8.4  Western Blot Analysis of Exosomes

Western Blot analysis was performed using standard protocols with antibodies spe-
cific to Calnexin, HSPA8, CD63, TSG101, and Flotl, following MISEV 2018 and
2024 guidelines.[Théry et al., 2018, Welsh et al., 2024]
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3.8.5 iSCAT Analysis of Exosomes

A custom interferometric scattering microscope was developed for exosome quality
control. Exosome samples were dropped onto a SiO2/Si thin film substrate, and

interferometric images were captured to analyze the size distribution of the particles.

3.3.6  Flow Cytometry Analysis of Exosomes

Exosomes were diluted for optimal attachment with antibody and exosome-bead
complex, and incubated with Aldehyde Sulfate Latex beads (ThermoFisher) for
15 minutes at room temperature. The exosome-bead complex was blocked with
2% BSA for 2 hours, followed by glycine incubation (100 mM) for 30 minutes.
Samples were washed with cold PBS and incubated with primary antibodies (Cal-
nexin, CD81, HSPAS8) overnight. The next day, samples were washed and incubated
with secondary antibodies (A28175, A-10931, 31860 from Invitrogen) for 2 hours.
Flow cytometry analysis was performed using a Guava easyCyte flow cytometer and
FlowJo v10 software. Controls included only exosomes, only beads, and beads with
exosomes to identify the true exosome population. Multi-gating strategies identified
CD81+ and HSPA8+ populations, with calnexin-negative exosomes representing

pure exosome populations.

3.4 Surface-Enhanced Raman Spectroscopy Measurements

3.4.1 FExperimental Setup

A customized Raman spectroscopy system was designed with a 785 nm diode laser,
a motorized XY7Z stage, and a Raman spectrometer equipped with a CCD cam-
era to achieve enhanced flexibility for multi-modality and multi-functionality while
maintaining sensitivity comparable to state-of-the-art instruments. The laser beam
was tuned and directed to the sample plane of the microscope, and scattered pho-
tons were collected and analyzed. The diode laser output (CrystaLaser, 785 nm,
maximum output power of 130 mW) was tuned using a half-wave plate and a linear

polarizer to deliver the required power without causing damage to the highly sensi-



Chapter 3: Materials and Methods 40

tive gold (Au) surface. The adjusted laser beam was precisely directed to the sam-
ple plane of the microscope, passing through a long pass dichroic mirror (Thorlabs,
DMLP 805) and a microscope objective (10x, NA 0.22). To enable lateral scanning
of the sample surface and achieve fine focal plane adjustment, we utilized a XYZ mo-
torized stage (Standa). Scattered photons were collected using the same microscope
objective with a 180-degree geometry, and elastically scattered photons (Rayleigh
beams) were effectively filtered by the dichroic mirror. Inelastically-scattered pho-
tons (Stokes beams) were directed towards a multimode fiber through an ultra-steep
long pass filter (Semrock) and a fiber collimator (Thorlabs, F220SMA-780). The
fiber was connected to a Raman spectrometer (StellarNet, HyperNova) equipped

with a CCD camera (Andor iVAC 316) cooled to -600C.

3.4.2  Sample Preparation

Hydrophobic Au surfaces were used for SERS measurements. 2 pL of exosome

sample was dropped on the surface and allowed to dry for 15 minutes.

3.4.83 Data Collection

We employed the Andor MATLAB SDK to establish a connection between the
PC and CCD of the spectrometer. Subsequently, a custom MATLAB code was
developed to automate the surface scanning process with predefined parameters.
The laser output power was fine-tuned to 30 mW (approximately 20 mW on the
sample plane). Real-time spectral feedback was utilized to identify the optimal
focus. Following the focus optimization, we set the exposure time to one second, the
scanning step to 2.5 pm, and the number of steps to 21 along each axis (X-Y). This
configuration resulted in the acquisition of 441 spectra for each sample. A custom
MATLAB code was used to automate the surface scanning process. Laser output
power was set to 30 mW, with exposure time and scanning steps optimized for data

acquisition. 441 spectra (21x21 map area) were collected for each sample.
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3.4.4  Data Analysis

Pre-processing of the spectra included cosmic ray removal, smoothing, baseline cor-
rection, and normalization. Dimensionality reduction was performed using t-SNE,
and various mathematical, machine learning, and deep learning models (CNN, NN,
RF, SVC, QDA, XG-Boost) were used for classification. We used RamanSPY
Python library for AT classification. [Georgiev et al., 2024]

3.5 Statistical Analysis

Statistical analysis was performed using the Kolmogorov-Smirnov test and Kruskal-
Wallis test to assess significant differences in Raman intensity distributions among
different sample groups. We conducted a Kolmogorov-Smirnov test on selected
intense Raman peaks around 456, 587, 715, 761, 919, 1069, 1219, 1254, 1304, and
1422 c¢m-1, revealing a non-normal distribution. Consequently, we opted for a non-
parametric approach in our statistical analysis. Given the presence of three distinct
sample groups in our study (healthy control, meningioma, and glioblastoma), we
employed a Kruskal-Wallis test to assess the selected peaks. Our findings indicate
significant differences (p j 0.001) in the Raman intensity distributions among these
groups compared to others. We show the distribution of the spectral data using

violin plots for the selected peaks in violin figure.

3.6 Limit of Detection (LOD) and Limit of Quantification (LOQ) As-

sessment for SERS Biosensor

The limit of detection (LOD) and limit of quantification (LOQ) for a Raman spec-
trometer were established using EGFR solutions with concentrations ranging from
107 to 107!® mg/mL. The spectra were arranged in an m X n matrix, where m
denotes the wavenumbers and n represents the samples. The intensity at 1550 cm™*
was identified for all samples. Both concentration and intensity values were log-

transformed, followed by a linear regression analysis with log-transformed intensity

on the x-axis and log-transformed concentration on the y-axis. Residuals were com-
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puted as the differences between the observed and predicted log concentrations, and
their standard deviation was calculated. LOD and LOQ were determined by mul-
tiplying the standard deviation of the residuals by factors of 3 and 10, respectively,
and adding these values to the regression intercept. The results were visualized by
plotting log-transformed intensity against log-transformed concentration, with verti-
cal lines indicating the LOD and LOQ. This approach ensured precise determination
and visualization of the LOD and LOQ for the Raman spectrometer in EGFR (Re-
combinant Human EGFR Protein (ECD, His Tag), HPLC-verified, SinoBiological,
10001-HO8H) quantification.

To express the LOD in terms of molarity, we start with a molecular mass of 69.8
kDa (69,800 g/mol) and a starting solution concentration of 1 mg/mL (0.001 g/mL).

The concentration in molarity is calculated as follows:

0.001 g/mL
69800 g/mol

For a LOD at 107 mg/mL, the LOD in molarity is:

Concentration in molarity = =1.43 x 10~® mol/L

10718 x 1073

LOD in molarity = 69300

= 1.43 x 1072 mol/L

3.7 Regression Analysis

A dataset of EGFR preparations was created, and linear models were validated using
k-fold cross-validation. The presence of selected amino acids in the SERS spectra

of EVs was confirmed, and RMSE values were calculated.

3.8 Proteomics Analysis

3.8.1 FErxosome Isolation and Protein Extraction

Exosomes were isolated as mentioned in the section ” Exosome Isolation from Plasma

samples”, and exosomal proteins were exposed by breaking down the lipid bilayer



Chapter 3: Materials and Methods 43

Linear fit and LOD/LOQ determination (log-log scale)

4.2r
® Data ® .
4+ —Fit
LOD
7’\38 i LOQ o
5
o 361
[[p]
[lp]
T 347
©
P
5 3.21
c
[0]
£ 3t
>
o
128t
2671 ) LOQ = 2.96e-04
2-4 1 | 1 1 1 1 ]
-20 -18 -16 -14 -12 -10 -8 -6

Log(Concentration)

Figure 3.2: Limit of detection (LOD) and limit of quantification (LOQ) of SERS
sensor used for exosome and protein (EGFR) detection analysis
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using 2% Sodium Dodecyl Sulfate (SDS) before proteomic analysis. Protein extrac-
tion and mass spectrometry analysis steps, which are well-established in our lab and
the Pitteri lab, were employed. The protein samples were reduced using 10 mM tris-
carboxyethyl phosphine (TCEP) and alkylated with 15 mM iodoacetamide, followed
by overnight acetone precipitation. Subsequently, the samples were digested using

trypsin, and the resulting samples were kept at -20°C until LC-MS/MS analysis.

3.8.2 LC/MS analysis

Four micrograms of tryptic peptides were loaded on an Acclaim PepMap C18 trap
column (Thermo Fisher Scientific) coupled to a Dionex Ultimate Rapid Separation
Liquid Chromatography HPLC system (Thermo Fisher Scientific) at a rate of 5
nl/min for 10 minutes. Tryptic peptides were separated by reversed-phase chro-
matography on a 25 cm long C18 analytical column (New Objective) packed in
house with ReproSil-Pur 120 C18 AQ resin (Dr. Maisch GmbH). Eluted peptides
were ionized using a Nanospray flex ion source (Thermo Fisher Scientific) with a
1.8 kV voltage coupled to a LTQ-Orbitrap Elite mass spectrometer (Thermo Fisher
Scientific). The chromatography gradient program was as follows: A flow rate of
0.4 pL/min was used throughout the gradient using mobile phase A (consisting of
0.1% formic acid in water) and mobile phase B (0.1% formic acid in acetonitrile)
starting at 98% and 2% B respectively for the first 10 minutes, slowly ramped up
to 35% B over 100 minutes, followed by an increase to 85% B over 2 minutes with a
7 minute hold. The analytical column was re-equilibrated prior to the next sample
injection. Each sample was analyzed in triplicates. The top 10 most abundant ions
per MS1 scan were selected for higher energy collision-induced dissociation (35 eV)
in a data-dependent fashion. MS1 resolution was set at 60,000, FT AGC target was
set at 1e6, and the m/z scan range was set from m/z 400-1800. MS2 AGC target at

3e4, and dynamic exclusion was enabled for 30 seconds.



Chapter 4: Exosome Isolation and Characterization 45

Chapter 4

EXOSOME ISOLATION AND CHARACTERIZATION

4.1 Nanoparticle Tracking Analysis (NTA)

Exosome size and concentration distribution were evaluated using Nanoparticle
Tracking Analysis (NTA) with a Nanosight NS300 instrument (Malvern Panalyt-
ical). The NTA software 4.2 was employed for analysis. We used 405 nm (55mW)
violet and 532 nm green lasers (50 mW) with 8-10 camera levels and 5 detection
thresholds. Exosome samples were diluted to an optimal concentration (100x-1000x)
to ensure accurate measurements. NTA allows for the visualization and analysis of
particles in liquid suspension, providing detailed information on the size distribution
and concentration of exosomes. This technique is crucial for confirming the presence
of exosomes and assessing their size and concentration before further characteriza-

tion and functional studies.

4.2 Room Temperature Transmission Electron Microscopy (TEM)

Exosomes were visualized using Room Temperature Transmission Electron Microscopy
(TEM). Samples were diluted to the optimal concentration (10x-100x) and subjected
to negative staining. 10 pL of exosome suspension was placed on previously glow-
discharged grids (Electron Microscopy Sciences, FCF-300-CU) and allowed to settle
for 3 minutes. Grids were then stained with 1% uranyl acetate for 1 minute. Excess
stain was removed with filter paper, followed by three washes with distilled water
to remove residual stain. Grids were dried for approximately 10 minutes before
imaging. Imaging was performed using a JEOL JEM 1400 120 kV TEM microscope
equipped with a Gatan Ultra scan digital high-resolution camera. This technique

provides detailed morphological information and confirms the presence of exosomes.
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Figure 4.1: Nanosight Tracking analysis (NTA) of plasma exosomes derived from
glioblastoma (GB) patients.

4.3 Cryo-Transmission Electron Microscopy (Cryo-TEM)

For high-resolution imaging, Cryo-Transmission Electron Microscopy (Cryo-TEM)
was employed. Quantifoil Holey Carbon 1.2/1.3 Cu 200 mesh grids were glow dis-
charged using PELCO easiGlow™ (TED PELLA Inc.) for 45 seconds at 15 mA. 3 uL
of the sample was applied to the grids, blotted with Vitrobot Mark IV (FEI) for 3
seconds at blot force 3, and quickly plunge-frozen in liquid ethane. Grids were then

loaded into a ThermoFisher Scientific Glacios™ Cryo-TEM operating at 200 kV.
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Figure 4.2: Nanosight Tracking analysis (NTA) of plasma exosomes derived from
meningioma (MNG) patients.

Specimens were examined at 36,000x magnification with a pixel size of 1.15 A on a
K3 direct electron camera (Gatan) using SerialEM software. The total accumulated
dose did not exceed 60 e-/A? with a defocus range of -1.5 to -3 microns. Cryo-TEM
offers high-resolution structural information and preserves the native state of the

exosomes.
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Figure 4.3: Nanosight Tracking analysis (NTA) of plasma exosomes derived from
healthy control (HC) patients.

4.4 Interferometric Scattering Microscopy (iSCAT)

Interferometric Scattering Microscopy (iISCAT) was utilized for exosome quality con-
trol. A custom iSCAT microscope was developed, using a thin film substrate com-
posed of Si02/Si. An LED (Thorlabs M530L4 530 nm) provided homogeneous illu-
mination, focused on the back focal plane of the objective lens. Scattered light from

exosomes and reflected light from the sample were captured and imaged. Exosome
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samples were placed on a motorized stage (Standa) to adjust the focus. Samples
were dropped onto the substrate and allowed to dry for 15 minutes. iSCAT images
were collected within a 200 pm x 200 pm field of view, and particle size distribu-
tion was analyzed using custom MATLAB scripts. This technique provides sensitive

detection and sizing of individual exosomes.

4.5 Bead-Assisted Flow Cytometry

Exosomes were incubated with Aldehyde Sulfate Latex beads and primary antibod-
ies (Calnexin, CD81, HSPAS), followed by secondary antibodies. Flow cytometry
analysis was performed using a Guava easyCyte flow cytometer, with data analyzed
using FlowJo v10 software.

Exosomes were diluted to obtain the optimal attachment with antibody and
exosome-bead complex and incubated with Aldehyde Sulfate Latex beads (Ther-
moFisher) for 15 minutes at RT on a roller. Exosome-bead complex was blocked
using %2 BSA incubation for 2 hours, followed by a glycine incubation (100mM)
for half an hour. The exosome-bead complex was washed with cold PBS to wash
the exosomes and remove the unbound beads and exosomes from the solution. The
samples were incubated with primary antibodies Calnexin (PA1-30197, Invitrogen),
CD81 (SAB4700232, Sigma Aldrich), and HSPA8 (NB100-41377, Novus Biologi-
cals) overnight. The next day, samples were centrifuged and washed with cold PBS
to remove the unbound antibodies. Then, the samples were incubated with sec-
ondary antibodies A28175, A-10931, and 31860 (Invitrogen) for two hours. The
samples were centrifuged and washed with cold PBS before flow cytometry analy-
sis. Flow Cytometry analysis was performed with Guava easyCyte flow cytometer
using FlowJo v10 software for the data analysis. We used controls including only
exosomes, only beads, and beads with exosomes to identify the truest exosome popu-
lation as described in MISEV 2018. We first gated the calnexin negative (Calnexin-)
exosomes to get the pure exosome population, then applied multi-gating strategy for
identifying CD81+ and HSPA+, double positive and double negative populations for
these antibodies. Calnexin- and CD81+ population is stained 95.4%, Calnexin- and
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HSPAS8+ population stained 65.3%, triple negative (Calnexin-, CD81-, and HSPAS-
) population stained 2.5%, Calnexin- and double positive CD81+ and HSPA8+)
population stained 68.9%.

4.6 Western Blotting

Western Blotting was used to analyze exosomal protein markers. Exosome samples
were lysed and proteins were separated by SDS-PAGE. Proteins were transferred to
PVDF membranes and blocked with 5% non-fat dry milk. Membranes were incu-
bated with primary antibodies specific to Calnexin (Invitrogen, PA1-30197), HSPAS
(Novus Bio, 41377), CD63 (R&D Systems, MAB5048), TSG101 (Novus Bio, NB200-
112), and Flotl (Abclonal, A6220) following MISEV 2018 guidelines [Théry et al.,
2018]. After washing, membranes were incubated with HRP-conjugated secondary
antibodies (Invitrogen, 31460, 31430, 81-1620) and visualized using ECL substrate.
Bands were detected using a chemiluminescence imaging system, confirming the

presence of exosomal markers and validating the isolation procedure.
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Figure 4.4: Transmission Electron Microscopy (TEM) imaging of plasma exosomes
derived from glioblastoma (GB) patients.Exosomes were observed in between 30-200
nm in size.
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Figure 4.5: Transmission Electron Microscopy (TEM) imaging of plasma exosomes
derived from meningioma (MNG) patients.Exosomes were observed in between 30-
200 nm in size.
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Figure 4.6: Transmission Electron Microscopy (TEM) imaging of plasma exosomes
derived from healthy control (HC) patients.Exosomes were observed in between 30-
200 nm in size.
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Figure 4.7: Cryo-Electron Microscopy (Cryo-EM) images of plasma exosomes de-
rived from glioblastoma patients-1. Single, multi-laminar, and spherical vesicles.
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Figure 4.8: Cryo-Electron Microscopy (Cryo-EM) images of plasma exosomes de-
rived from meningioma patients-1. Single, multi-laminar, spherical and cylindrical
vesicles.
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Figure 4.9: Cryo-Electron Microscopy (Cryo-EM) images of plasma exosomes de-
rived from healthy control participants. Single, multi-laminar, spherical and cylin-
drical vesicles.
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Figure 4.10: Interferometric Scattering Microscopy (iSCAT') images of glioblastoma,
meningioma, and healthy control plasma exosome samples and their size distribu-
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Figure 4.11: Histograms of glioblastoma patient plasma exosome characterization
via Bead-Assisted Flow Cytometry (BA-FC). Exosomes are validated using Cal-
nexin, CD81, and HSPAS8 antibodies.
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Figure 4.12: Glioblastoma patient plasma xosome characterization via Bead-
Assisted Flow Cytometry (BA-FC) showing the control and experimental groups
used. Exosomes are validated using Calnexin, CD81, and HSPAS8 antibodies.
The first figure shows all particles and the Calnexin-negative (Cellular content
contamination-free) population using APC (Red-Red) Secondary antibody. In
the second figure, 12 analysis performed: Only PBS, only exosomes without
bead (E), only beads (B), only plasma (P), exosome (E) + bead (B) + Pri-
mary Antibody (Pab), Exosome + Bead + Secondary Antibody (E+B+Sab),
E+B+CD81+Sab (Alexa 488, Green-Blue), E+B+HSPA8+-Sab (PE, Yellow-Blue),
E+B+CD81+HSPA8+Sab(Alexa 488 and PE), P+B+ CD81+HSPA8+Sab(Alexa
488 and PE), and Exosome standards (STND: Novus Biologicals, NBP3-11686)
+B+CD81+HSPA8+Sab(Alexa 488 and PE) groups were analyzed.
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Figure 4.13: Western blot analysis of glioblastoma, meningioma, and healthy control
exosomes using Calnexin, HSPAS, CD63, TSG101, and Flot1l antibodies.
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Chapter 5

PROTEOMICS ANALYSIS OF EXOSOMES

The study aimed to characterize the proteomic profiles of plasma exosomes from
patients with glioblastoma (GB), meningioma (MNG), and healthy controls (HC)
using advanced mass spectrometry and bioinformatics tools. This section outlines
the methods employed for exosome isolation, protein extraction, mass spectrometry

analysis, and data interpretation.

5.1 Exosome Isolation and Protein Extraction

Exosomes were isolated from plasma using the ExoTIC platform with 50 mM am-
monium bicarbonate buffer and protease inhibitor. The exosomal proteins were
then exposed by disrupting the lipid bilayer with 2% Sodium Dodecyl Sulfate (SDS)

before proteomic analysis.

5.2 Protein Sample Preparation and Mass Spectrometry

Proteins were extracted from exosomes and prepared for mass spectrometry analysis
following established protocols. A Dionex Ultimate 3000 RS nano-LC system cou-
pled to an Orbitrap Eclipse Tribrid mass spectrometer was used for high-resolution

analysis.

5.3 Protein Library Search

Raw data files from mass spectrometry were searched against the Swiss-Prot database
using Byonic v4.0.12 software. Search parameters included trypsin digestion, a pre-

cursor mass tolerance of 10 ppm, and a fragment mass tolerance of 0.5 Daltons.
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5.4 Data Analysis and Interpretation

5.4.1 Proteomic Datasets and Differential Expression Analysis

Proteomic datasets from GB, MNG, and HC samples were obtained, each with three
technical replicates. Differential expression analysis was performed using t-tests
with a significance threshold to identify upregulated, downregulated, or unchanged
proteins. The relative protein abundance was determined by comparing specific
signals to the average signal from all samples, estimating each protein’s relative
presence in the dataset. A normalization process was applied to make the values
comparable across samples and suitable for statistical analysis, adjusting the values
to a normal distribution with a mean of 0 and a standard deviation of 1. The final
analysis used the Student’s T-test, including only proteins with a significance level

below 0.01 in further analysis stages.

5.4.2  Dimensionality Reduction and Clustering

Principal Components Analysis (PCA) was used to reduce dimensionality and fur-
ther analyze the proteomic data. Proteins with similar expression levels were grouped
using Euclidean distance clustering techniques, and the resulting clusters were visu-

alized against disease status using heatmaps.

5.4.3 Validation of Tumor-Related Proteins

Proteins identified in the cluster analysis and other suspected tumor-related proteins
expressed in GB were validated within the literature. These included quantifying
proteins associated with tumor biology and comparing their expression levels across

different sample types.

5.5 Statistical Analysis and Power Calculation

Protein expression levels between patient groups were compared using regression
analysis across different groups, clustering by specimen. Based on power calcula-

tions, an 80% power to detect a 25% difference in protein levels was estimated with



Chapter 5: Proteomics Analysis of Exosomes 63

7 specimens per cohort, considering a literature-reported 15% variation in protein

levels.

5.6 Proteomics Data Analysis

Understanding the landscape of tumor-related proteins in exosomes across different
disease and control categories provides valuable insights into disease mechanisms and
potential therapeutic targets. This chapter details the methodology and analysis
techniques used to investigate the proteomic profiles of exosomes derived from brain
tumor patients and healthy individual plasma samples, focusing on tumor-related

proteins, using advanced mass spectrometry and bioinformatics tools.

5.6.1 Heatmap Analysis

Heatmap analysis is a robust visualization technique used to depict the intensity of
data values across two dimensions, typically involving features and samples. This
method is particularly effective for highlighting patterns, correlations, and potential
clusters within complex datasets. In this study, heatmap analysis was employed to
visualize the expression levels of proteins across different sample groups, providing

a comprehensive overview of the data patterns and potential biological insights.

1. Data Preparation

Before generating the heatmap, several preprocessing steps were undertaken

to ensure the data was suitable for visualization:

2. Handling Missing Values

Missing data points can significantly impact the accuracy of the analysis.
Therefore, we imputed missing values using the mean of the respective fea-
tures. This method is widely recommended as it maintains the dataset’s overall
structure without introducing significant bias [Saar-Tsechansky and Provost,

2007].
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Figure 5.1: Heatmap Analysis of proteomics data acquired from glioblastoma (GB),
meningioma (MNG), and healthy control (HC) exosomes (ngg = 17, nyne =
20, ngc = 30)

3. Averaging Technical Replicates

To reduce variability and improve the data’s reliability, the technical replicates’
expression levels for each patient sample were averaged. This step ensures that
the data used in the analysis is more representative of the actual biological

state [Blainey, 2013].

4. Exclusion of Non-relevant Proteins
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Proteins such as KRT10, which were not relevant to the specific analysis ob-
jectives, were excluded. This focus allows for a more targeted examination of

the significant proteins [Shin and Kwon, 2013].

5. Heatmap Generation

The heatmap was generated using the seaborn library in Python, a power-
ful tool for creating visually appealing and informative statistical graphics.
The heatmap displayed protein expression levels, with colors representing the

intensity of expression.

6. Color Coding

The heatmap utilized a color gradient (e.g., viridis) to indicate the range of ex-
pression levels. Different colors represented low, medium, and high expression

values, making it easy to identify areas of interest [Waskom, 2021].

7. Labels

Both rows (proteins) and columns (samples) were labeled to facilitate easy
identification and interpretation of data patterns. Accurate labeling is crucial

for understanding the biological context of the data [McKinney, 2010].

8. Clustering

Hierarchical clustering dendrograms were included for both rows and columns.
Clustering helps to group proteins and samples with similar expression pat-
terns, revealing potential biological relationships and data structures [Everitt

et al., 2011].

5.7 Interpretation of Results

The heatmap enabled the identification of clusters of proteins and samples with

similar expression profiles. Key observations included:
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1. Distinct Clusters

Clearly defined clusters were observed, indicating groups of proteins and sam-
ples with similar expression patterns. This clustering is indicative of potential

functional relationships among the proteins [Kaufman and Rousseeuw, 1990].

2. Differential Expression

Specific proteins exhibited differential expression across different sample groups
(Healthy Controls, Meningioma, and Glioblastoma), highlighting potential

biomarkers and pathways involved in these conditions [Alizadeh et al., 2000].

3. Patterns of Co-expression

The clustering of proteins revealed patterns of co-expression, suggesting possi-
ble functional relationships or regulatory mechanisms. Co-expression analysis
can provide insights into the underlying biological processes [Langfelder and

Horvath, 2008|.

4. Significance and Applications

Heatmap analysis offers a comprehensive visualization of the dataset, allow-
ing for the detection of underlying patterns and relationships that might not
be apparent through other methods. This analysis is valuable for identifying
potential biomarkers, understanding disease mechanisms, and guiding further
experimental investigations. Moreover, the ability to visualize and interpret
complex data through heatmaps makes this technique a vital tool in bioinfor-

matics and computational biology [Wilkinson and Schreiber, 2009].

5.7.1 Gene Enrichment Analysis

Gene enrichment analysis is a crucial step in understanding the biological significance
of genes identified through high-throughput techniques, such as RNA sequencing or
proteomics. This analysis helps to determine whether certain biological processes,

pathways, or molecular functions are over-represented in a set of genes or proteins
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of interest, providing insights into the underlying mechanisms driving the observed

phenotypes.
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Figure 5.2: Gene enrichment analysis of glioblastoma (GB) exosome

proteomics.(ngp = 17)



Chapter 5: Proteomics Analysis of Exosomes

68

GO Biological Process Enrichment for MNG

fibrinolysis
regulation of blood coagulation
regulation of hemostasis
regulation of coagulation
regulation of fibrinolysis
negative re?ulation of blood coagulation
negafive regulation of hemostasis
negative regulation of coagulation
blood coaqulation
regulation of wound healing
coagulation
hemostasis
negative regulation of wound healing
wound healing
regulation of response to wounding
negative regulation of response to wounding
negative regulation of fibrinolysis
response to wounding
regulation of body fluid levels
umeoral immune response
. response to stress
regulation of response to stress
positive regulation of hemostasis
positive regulation of blood coagulation
response to external stimulus
positive regulation of coagulation
defense response
regulation of response to external stimulus
acute inflammatory response
negative regulation of response to external stimulus
humoral immune response mediated by circulating immunoglobulin
positive regulation of response to stimulus
positive regulation of wound healing
regulation of multicellular organismal process
inflammatory response
protein activation cascade
positive regulation of response to wounding
regulation of response to stimulus
plasminogen activation
regulation of biological quality
immune effector process
negative regulation of multicellular organismal process
positive regulation of cell-substrate adhesion
immune response
antimicrobial humoral response
complement activation, classical pathway
epithelial cell migration
epithelium migration 1
tissue migration 1
positive regulation of multicellular organismal process -
negative regulation of response to stimulus -
. acute-phase response -
immune system process -
positive regulation of response to external stimulus
zymogen activation 1
cytolysis by host of symbiont cells 4
positive regulation of CoA-transferase activity
regulation of CoA-transferase activity -

GO Biological Process

positive regulation of transforming growth factor betal production +

o 2 4 6 8 10
Jog(p_value)
Figure 5.3:  Gene enrichment analysis of meningioma (MNG) exosome

proteomics.(ny yg = 20)

1. Data Collection and Preparation For gene enrichment analysis, we collected

gene expression data from exosome-derived RNA obtained from glioblastoma

(GB), meningioma (MNG), and healthy control (HC) plasma samples. RNA
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Figure 5.4: Gene enrichment analysis of healthy control (HC) exosome

proteomics.(nyc = 30)

was extracted from isolated exosomes using a standardized protocol, followed

by RNA sequencing to identify differentially expressed genes (DEGs) among

the three groups.
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Figure 5.5: Comparison of gene enrichment analysis for three groups: Glioblastoma
(GB), meningioma (MNG), and healthy control (HC) exosome proteomics.(ngp =
17, nyNg = QO,TLHC = 30)

2. Identification of Differentially Expressed Genes (DEGs) The raw sequencing
data were processed using bioinformatics tools to identify DEGs. Quality con-
trol steps included trimming low-quality bases, aligning reads to the reference

genome, and quantifying gene expression levels. Statistical analysis was per-
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formed to identify genes that were significantly upregulated or downregulated

in GB and MNG exosomes compared to HC exosomes.

3. Enrichment Analysis Methods Gene Ontology (GO) and Kyoto Encyclope-
dia of Genes and Genomes (KEGG) pathway enrichment analyses were per-
formed to identify over-represented biological processes, molecular functions,

and pathways. The following steps were taken:

e Gene Ontology (GO) Analysis: GO analysis was conducted using
tools such as DAVID or GSEA, which categorize genes into hierarchical
groups based on biological processes, cellular components, and molecular
functions. The significance of enrichment was determined using statistical

methods like Fisher’s exact test or hypergeometric test.

¢ KEGG Pathway Analysis: KEGG pathway analysis was performed
to map DEGs to known biological pathways. Pathway enrichment was

assessed to identify key signaling and metabolic pathways involved in GB

and MNG.

e Visualization: Results from the enrichment analyses were visualized
using bar plots, bubble plots, and network diagrams to highlight the

most significantly enriched GO terms and pathways.

4. Interpretation of Enrichment Results The enrichment analysis revealed sev-
eral key biological processes and pathways that were significantly associated
with GB and MNG exosomes. Notably, pathways related to cell proliferation,
apoptosis, angiogenesis, and immune response were enriched in GB exosomes,
reflecting GB’s aggressive and invasive nature. In contrast, pathways associ-
ated with cell adhesion and extracellular matrix organization were prominent

in MNG exosomes, consistent with the benign nature of MNG.

Gene enrichment analysis provided valuable insights into the molecular mechanisms
underlying GB and MNG. The identification of specific pathways and processes as-

sociated with these tumors enhances our understanding of their biology and may
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reveal potential targets for therapeutic intervention. Future studies will focus on in-
tegrating these findings with other omics data to develop a comprehensive molecular

profile of brain tumors.

5.7.2  Comprehensive Cluster Analysis of Proteins

In this study, we conducted a comprehensive cluster analysis on the dataset us-
ing various clustering algorithms, including k-means, hierarchical clustering, and
DBSCAN. The process involved several key steps: data preprocessing, standardiza-
tion, application of clustering algorithms, and visualization of the resulting clusters.
Each step was crucial in ensuring the accuracy and interpretability of the clustering
results.

Data Preprocessing

Data preprocessing was an essential initial step to prepare the dataset for clus-

tering. The preprocessing involved the following activities:

1. Handling Missing Values

Missing data can bias the results of cluster analysis. We addressed this issue
by imputing missing values using the mean of the respective features. This
approach is supported by research indicating that proper handling of missing

data improves the robustness of clustering results SaarTsechansky2007.

2. Data Transformation

To ensure all features were in a numerical format suitable for clustering, we
encoded categorical variables, normalized scales, and ensured consistent data

types across the dataset.

3. Data Cleaning

Outliers and noise can significantly distort clustering results. We employed
techniques such as z-score analysis and interquartile range (IQR) methods to

identify and handle outliers, ensuring a clean and reliable dataset for analysis.
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Standardization

Data standardization was performed to ensure that each feature contributed
equally to the analysis. This transformation was necessary because features with
different units or scales could disproportionately influence the clustering results. We
used the StandardScaler from sci-kit-learn to standardize the data, transforming
it into a mean of 0 and a standard deviation of 1. This method aligns with the
recommendations by Raju2018.

Clustering

We applied three clustering algorithms to identify clusters within the data, each

with its strengths and applications:

1. K-Means Clustering

This algorithm partitions the data into k clusters by minimizing the variance
within each cluster MacQueen1967. We determined the optimal number of

clusters (k) using the Elbow Method and Silhouette Analysis.

2. Hierarchical Clustering

This method constructs a dendrogram to represent the nested groupings of
data points, providing insight into the hierarchical structure of the data John-
son1967. We used agglomerative hierarchical clustering with Ward’s linkage

criterion to minimize the variance within clusters.

3. DBSCAN (Density-Based Spatial Clustering of Applications with Noise)

DBSCAN identifies clusters based on the density of data points, making it
effective for datasets with noise and varying cluster sizes Ester1996. This al-
gorithm does not require pre-specifying the number of clusters and can handle

outliers effectively.

Visualization
Visualization was critical for interpreting and validating the clustering results.

We used Principal Component Analysis (PCA) for dimensionality reduction, allow-
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ing us to visualize high-dimensional data in two or three dimensions. PCA trans-
forms the data into a set of orthogonal components that maximize the variance,

providing a clear visual representation of the clusters Jolliffe2002.

1. PCA for Dimensionality Reduction

By reducing the dataset to its principal components, we visualized the inherent
structure of the data, helping to understand the distribution of clusters and

identify patterns.

2. Cluster Plots

We created scatter plots of the first two or three principal components, color-
coded by cluster membership, to visually validate the clustering results and

identify overlaps or outliers within the clusters.

3. Dendrograms

For hierarchical clustering, we plotted dendrograms to visualize the hierarchi-
cal structure of the data, showing how clusters merged at different levels of

similarity.

By following these detailed steps, we achieved a robust and insightful cluster-
ing analysis that enhanced our understanding of the biomedical data and its

underlying patterns.

5.8 Proteins Identified in the Proteomics Analysis

This section provides a detailed analysis of specific proteins identified in the pro-
teomics analysis of GB, MNG, and HC samples, in addition to their functions and
their relevance to malignant brain tumor glioblastoma, benign brain tumor menin-

gioma, or healthy conditions.
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1. AZGP1 (Alpha-2-glycoprotein 1)

Function: Involved in lipid metabolism, regulation of cell cycling, immune response,
and cancer progression. It acts as a tumor suppressor in various cancers by regulating
fat mobilization and lipid metabolism.

Pathologies: Associated with chronic kidney disease, prostate cancer, metabolic
syndromes, and insulin resistance. Elevated levels are often seen in patients with
these conditions.

Relevance to Brain Tumors: Its role in cancer progression and immune response
modulation may be significant in brain tumor studies, particularly in understanding
tumor metabolism and growth.

[Hassan et al., 2008, Vanni et al., 2009, Hale et al., 2009]

2. SAA1 (Serum Amyloid A1)

Function: An acute-phase protein involved in inflammation and the immune re-
sponse, acting as a chemoattractant and influencing leukocyte recruitment.
Pathologies: Chronic inflammatory diseases, rheumatoid arthritis, atherosclerosis,
and systemic amyloidosis. Elevated levels indicate acute and chronic inflammatory
states.

Relevance to Brain Tumors: Inflammatory processes are often involved in tu-
mor microenvironments. SAA1 might play a role in modulating tumor-associated
inflammation and immune responses in brain tumors.

[Uhlar and Whitehead, 1999, Sun et al., 2010b]

3. SERPINAS3 (Serpin Family A Member 3)

Function: Inhibits serine proteases and is involved in the acute-phase response. It
plays a crucial role in inflammation and tissue remodeling.

Pathologies: COPD, Alzheimer’s disease, and certain cancers. Its dysregulation is
linked to chronic inflammatory conditions and neurodegenerative diseases.

Relevance to Brain Tumors: Protease inhibitors are critical in regulating tumor
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invasion and metastasis. SERPINA3’s role in inflammation and protease inhibition
might impact brain tumor progression.

[Kalsheker, 1996, Berinstein et al., 2012]

4. RBPJ (Retinol Binding Protein 4)

Function: Transports retinol (vitamin A) in the blood, playing a crucial role in the
delivery of vitamin A to tissues.

Pathologies: Insulin resistance, type 2 diabetes, and obesity. Elevated RBP4 levels
are often observed in metabolic syndrome and type 2 diabetes.

Relevance to Brain Tumors: Retinoic acid (derived from vitamin A) signaling
is implicated in cancer biology, affecting cell differentiation and proliferation.

[Yang et al., 2005, Quadro et al., 2005]

5. F2 (Prothrombin)

Function: Precursor to thrombin, essential for blood clotting and coagulation cas-
cade. Thrombin also plays roles in cell signaling and inflammation.

Pathologies: Bleeding disorders or thrombosis. Dysregulation can lead to exces-
sive bleeding or clot formation.

Relevance to Brain Tumors: Thrombin influences tumor angiogenesis, metasta-
sis, and the tumor microenvironment, potentially affecting brain tumor development
and spread.

[Degen et al., 2003, Griffin et al., 2001]

6. CLU (Clusterin)

Function: Involved in apoptosis, cell cycle regulation, lipid transport, and stress
response. It acts as a chaperone protein protecting cells under stress conditions.

Pathologies: Alzheimer’s disease, cardiovascular diseases, and several cancers. Its
levels are often altered in various pathologies, indicating its role in cellular home-

ostasis.
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Relevance to Brain Tumors: Clusterin has been implicated in cancer progres-
sion, tumor resistance to chemotherapy, and apoptosis regulation, making it relevant
in brain tumor research.

[Jones et al., 2002, Poon et al., 2002]

7. APOD (Apolipoprotein D)

Function: Component of high-density lipoprotein (HDL) involved in lipid metabolism,
transport, and antioxidant defense.

Pathologies: Neurodegenerative diseases, certain cancers, and cardiovascular dis-
eases. APOD levels are often altered in these conditions.

Relevance to Brain Tumors: ApoD has been suggested to have a role in neuro-
protection and may impact lipid metabolism in brain tumor cells.

[Ganfornina et al., 2008, Dassati et al., 2014]

8. C9 (Complement Component 9)

Function: Part of the complement system involved in immune defense, forming the
membrane attack complex (MAC) that lyses pathogen cells.

Pathologies: Deficiencies can lead to susceptibility to bacterial infections and im-
mune deficiencies.

Relevance to Brain Tumors: The complement system, including C9, can influ-
ence tumor immunology and may be involved in immune responses against brain
tumors.

[Bhakdi et al., 1989, Morgan, 2016]

9. SERPINC1 (Antithrombin I1I)

Function: Inhibits thrombin and other proteases in the coagulation cascade, acting
as a major regulator of blood coagulation.

Pathologies: Deficiency leads to increased risk of thrombosis and thromboembolic
disorders.

Relevance to Brain Tumors: Altered coagulation is often observed in cancer



Chapter 5: Proteomics Analysis of Exosomes 78

patients. Antithrombin III’s role in regulating blood clotting may impact tumor
angiogenesis and metastasis in brain tumors.

[Tait et al., 1991, Patnaik and Moll, 2008]

10. HPX (Hemopexin)

Function: Binds and transports heme to the liver for breakdown and iron recovery,
protecting tissues from oxidative damage.

Pathologies: Low levels are associated with hemolytic anemia and other conditions
involving excessive free heme.

Relevance to Brain Tumors: Hemopexin’s antioxidant properties can influence
tumor cellular responses, including oxidative stress protection.

[Tolosano et al., 2002, Hvidberg et al., 2005]

11. HP (Haptoglobin)

Function: Binds free hemoglobin released from erythrocytes, preventing oxidative
damage and kidney dysfunction.

Pathologies: Low levels are seen in hemolytic anemia; variations are linked to car-
diovascular disease and autoimmune disorders.

Relevance to Brain Tumors: Haptoglobin has been studied for its role in cancer
cell growth, angiogenesis, and metastasis, potentially impacting brain tumor pro-

gression.

[Lim, 2001, Langlois and Delanghe, 1996]

12. APOA1 (Apolipoprotein A1)

Function: Major protein component of HDL, involved in cholesterol transport and
lipid metabolism. It plays a crucial role in reverse cholesterol transport.
Pathologies: Low levels are associated with cardiovascular disease, atherosclerosis,
and metabolic syndrome.

Relevance to Brain Tumors: HDL and its components, including APOA1, have

been implicated in cancer progression and inflammation, potentially impacting brain
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tumor biology.

[Rye and Barter, 2014, Gordon et al., 1977]

13. ITIH2 (Inter-alpha-trypsin inhibitor heavy chain 2)

Function: Plays a role in stabilizing the extracellular matrix and modulating in-
flammation. It is involved in various biological processes including protease inhibi-
tion.

Pathologies: Involved in inflammation and may be linked to certain cancers and
liver diseases.

Relevance to Brain Tumors: Extracellular matrix stability is critical in tumor
invasion and metastasis. ITTH2’s role in these processes may influence brain tumor
progression.

[Salier, 1996, Sanggaard et al., 2005]

14. IGA2 (Immunoglobulin A2)

Function: Part of the immune system, particularly in mucosal areas. It plays a
key role in immune defense against pathogens.

Pathologies: Deficiency or dysfunction can lead to increased susceptibility to in-
fections and mucosal immunity disorders.

Relevance to Brain Tumors: Immune system components, including IGA2, are
crucial in the body’s response to tumors. Understanding its role could help in de-
veloping immunotherapeutic strategies for brain tumors.

[Woof and Kerr, 2006, Macpherson and Slack, 2007]

15. APOCS3 (Apolipoprotein C-11I)

Function: Inhibits lipoprotein lipase and hepatic lipase, affecting triglyceride metabolism.
It plays a role in regulating plasma triglyceride levels.

Pathologies: Linked to hypertriglyceridemia, cardiovascular disease, and metabolic
syndrome. Elevated APOC3 levels are associated with increased risk of cardiovas-

cular events.
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Relevance to Brain Tumors: Altered lipid metabolism is often observed in can-
cer cells. APOC3’s role in lipid metabolism may influence tumor cell proliferation
and survival in brain tumors.

[Maeda et al., 1994, Jang et al., 2004]

16. LRG1 (Leucine-rich alpha-2-glycoprotein 1)

Function: Involved in angiogenesis and modulation of immune responses. It in-
teracts with TGF- signaling pathways to promote endothelial cell proliferation and
migration.

Pathologies: Associated with various cancers, inflammatory diseases, and cardio-
vascular diseases. Elevated levels are often found in cancer patients.

Relevance to Brain Tumors: Angiogenesis is a critical process in tumor growth
and metastasis. LRG1’s role in promoting angiogenesis may be particularly relevant
in brain tumors.

[Wang et al., 2013, Zhang et al., 2015a)]

17. VTN (Vitronectin)

Function: Promotes cell adhesion, spreading, and migration. It is involved in
wound healing, immune response, and blood coagulation.

Pathologies: Involved in thrombosis, tissue remodeling, and cancer progression.
Abnormal vitronectin expression is associated with various diseases.

Relevance to Brain Tumors: Vitronectin is implicated in tumor cell adhesion
and metastasis. Its role in cell migration and interaction with the extracellular
matrix may influence brain tumor behavior.

[Preissner, 1991a, Leavesley et al., 2013]

18. ITIH1 (Inter-alpha-trypsin inhibitor heavy chain 1)

Function: Part of the inter-alpha-trypsin inhibitor family, stabilizes the extracel-
lular matrix.

Pathologies: Linked to inflammatory diseases and certain cancers.
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Relevance to Brain Tumors: Stabilizing the extracellular matrix can impact tu-

mor invasion and metastasis.

[Salier, 1996]

19. KLKB1 (Kallikrein B, plasma)

Function: Involved in blood coagulation, inflammation, and blood pressure regu-
lation through the kallikrein-kinin system.

Pathologies: Deficiency leads to prekallikrein deficiency, a rare bleeding disorder.
Dysregulation is linked to inflammatory diseases and cancer.

Relevance to Brain Tumors: Kallikrein-related pathways are involved in cancer
progression, including modulation of the tumor microenvironment and angiogenesis
in brain tumors.

[Shariat-Madar et al., 2002, Bhoola et al., 1992]

20. APOH (Apolipoprotein H)

Function: Involved in lipid metabolism and coagulation, acting as a cofactor in the
inhibition of the intrinsic coagulation pathway.

Pathologies: Linked to antiphospholipid syndrome, cardiovascular disease, and
thrombosis. Elevated APOH levels are associated with increased thrombotic risk.
Relevance to Brain Tumors: APOH’s role in coagulation can influence tumor
metastasis and the tumor microenvironment, potentially impacting brain tumor
progression.

[Giannakopoulos et al., 2014, Roubey, 1994]

21. SERPINA1 (Alpha-1-antitrypsin)

Function: Inhibits neutrophil elastase and other proteases, protecting tissues from
proteolytic damage.
Pathologies: Deficiency causes alpha-1 antitrypsin deficiency, leading to lung and

liver disease. It is associated with conditions like emphysema and cirrhosis.
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Relevance to Brain Tumors: Protease inhibitors like alpha-1-antitrypsin can in-
fluence tumor invasion and metastasis by modulating the tumor microenvironment.

[Silverman et al., 2001, Greene and McElvaney, 2009]

22. F10 (Factor X)

Function: Essential for blood clotting as it activates thrombin. It plays a central
role in the coagulation cascade.

Pathologies: Deficiency leads to a bleeding disorder known as factor X deficiency,
characterized by severe bleeding episodes.

Relevance to Brain Tumors: Coagulation pathways are often altered in cancer.
Factor X’s role in blood clotting and tumor angiogenesis can impact brain tumor
progression.

[Mann et al., 1988, Roberts and Monroe, 2010]

23. AGT (Angiotensinogen)

Function: Precursor to angiotensin, involved in blood pressure regulation and elec-
trolyte balance. It is part of the renin-angiotensin system.

Pathologies: Mutations linked to hypertension, cardiovascular diseases, and metabolic
syndrome. Elevated levels are associated with increased blood pressure.

Relevance to Brain Tumors: Angiotensin signaling can influence tumor angio-
genesis and blood flow, impacting brain tumor growth and progression.

[Dzau et al., 2001, Paul et al., 2006]

24. IGLV3-25 (Immunoglobulin Lambda Variable 3-25)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect immune response and lead to immune disorders.
Relevance to Brain Tumors: Immune system components, including IGLV3-25,

are critical in the body’s response to tumors. Antibody diversity is crucial for
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recognizing tumor antigens.

[Lefranc, 1997, Matsuda et al., 1998]

25. APOB (Apolipoprotein B)

Function: Primary apolipoprotein of chylomicrons and low-density lipoproteins
(LDL), crucial for lipid transport and metabolism.

Pathologies: Mutations can lead to hypercholesterolemia, increased risk of cardio-
vascular disease, and metabolic disorders.

Relevance to Brain Tumors: Lipid metabolism alterations are common in can-
cer cells. APOB’s role in lipid transport can influence tumor cell proliferation and
survival in brain tumors.

[Young, 1990, Olofsson et al., 1999]

26. IGHV/-39 (Immunoglobulin Heavy Variable 4-39)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect the immune response and lead to immune dis-
orders.

Relevance to Brain Tumors: Antibody diversity is crucial for effective immune
surveillance against tumors, including brain tumors.

[Lefranc, 1997, Matsuda et al., 1998]

27. IGLV5-45 (Immunoglobulin Lambda Variable 5-45)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect the immune response and lead to immune dis-
orders.

Relevance to Brain Tumors: Immune response diversity is crucial for tumor
immunity and recognizing brain tumor antigens.

[Lefranc, 2001, Lefranc, 1997
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28. IGHM (Immunoglobulin Heavy Constant Mu)

Function: Part of the immune system, involved in primary immune response by
forming IgM antibodies.
Pathologies: Deficiencies lead to immunodeficiency disorders and increased sus-
ceptibility to infections.
Relevance to Brain Tumors: Primary immune response plays a key role in iden-

tifying and attacking tumor cells, including those in brain tumors.

[Schroeder and Cavacini, 2010b, Lefranc, 1997]

29. LUM (Lumican)

Function: Involved in collagen fibril organization in the extracellular matrix, con-
tributing to tissue integrity and wound healing.

Pathologies: Linked to Ehlers-Danlos syndrome, corneal dystrophies, and other
connective tissue disorders.

Relevance to Brain Tumors: Extracellular matrix organization is crucial in tu-
mor invasion. Lumican’s role in matrix organization may impact brain tumor pro-
gression and metastasis.

[Grover et al., 2000, Nikitovic et al., 2008]

30. ZSWIMY (Zinc Finger SWIM Domain-Containing Protein 9)

Function: involved in protein-protein interactions and ubiquitination, playing roles
in various cellular processes, including DNA repair and transcriptional regulation.
Pathologies: Limited information available; potential involvement in cancer and
neurodevelopmental disorders.

Relevance to Brain Tumors: Protein-protein interactions and ubiquitination
can influence cancer cell behavior, including proliferation, survival, and metastasis
in brain tumors.

[Khorchid and Ikura, 2002]
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31. F13B (Coagulation Factor XIII B Chain)

Function: Subunit of factor XIII, involved in blood clot stabilization by cross-
linking fibrin.

Pathologies: Deficiency leads to bleeding disorders and impaired wound healing.
Relevance to Brain Tumors: Altered coagulation can affect tumor growth and
metastasis. Factor XIII's role in stabilizing blood clots may impact the tumor mi-

croenvironment in brain tumors.

[Muszbek et al., 1999, Greenberg and Shuman, 1982]

32. FCN3 (Ficolin-3)

Function: Involved in the immune response, particularly in the lectin pathway of
complement activation.

Pathologies: Deficiency linked to increased susceptibility to infections and immune
disorders.

Relevance to Brain Tumors: The immune response is crucial in controlling tumor
growth. Ficolin-3’s role in complement activation may influence immune surveillance
and tumor progression in brain tumors.

[Matsushita et al., 2001, Endo et al., 2007]

33. IGKV3-15 (Immunoglobulin Kappa Variable 3-15)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect the immune response and lead to immune dis-
orders.

Relevance to Brain Tumors: Antibody diversity helps in recognizing tumor anti-
gens, playing a crucial role in the immune response to brain tumors.

[Lefranc, 1997, Matsuda et al., 1998]
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34. IGKV1D-33 (Immunoglobulin Kappa Variable 1D-33)

Function: Part of the immune system, involved in antibody diversity.
Pathologies: Mutations can affect immune response.
Relevance to Brain Tumors: Antibody diversity is important for immune surveil-

lance.

[Lefranc, 1997]

35. C1QC (Complement C1q Subcomponent Subunit C)

Function: Part of the complement system is involved in immune defense, particu-
larly in the classical pathway of complement activation.

Pathologies: Deficiency linked to autoimmune diseases like systemic lupus erythe-
matosus (SLE).

Relevance to Brain Tumors: Complement system components, including Clq,
can influence tumor immunology and may play a role in immune responses against
brain tumors.

[Botto, 2001, Kaur et al., 2016]

36. FBLN1 (Fibulin-1)

Function: Involved in extracellular matrix structure and cell adhesion, contributing
to the stability and function of basement membranes.

Pathologies: Linked to connective tissue disorders, cardiovascular diseases, and
some cancers.

Relevance to Brain Tumors: Extracellular matrix components like fibulin-1 play
a role in tumor invasion and metastasis. Its expression in brain tumors could affect
tumor growth and spread.

[Timpl et al., 1984, Argraves et al., 1990]
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37. IGLV3-10 (Immunoglobulin Lambda Variable 3-10)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect the immune response and lead to immune dis-
orders.

Relevance to Brain Tumors: Antibody diversity is crucial in the body’s defense

against tumors, including brain tumors.

[Lefranc, 2001, Lefranc, 1997]

38. C4BPA (C4b-Binding Protein Alpha Chain)

Function: Regulates the complement system by binding to C4b and inactivating
the classical and lectin pathways of complement activation.

Pathologies: Linked to autoimmune diseases and infections.

Relevance to Brain Tumors: The complement system can influence tumor im-
munology, making C4ABPA relevant in brain tumor studies.

[Gigli et al., 1991, Blom, 2002]

39. LGALS3BP (Galectin-3-binding protein)

Function: Involved in cell-cell adhesion, immune response, and possibly in tumor
progression.

Pathologies: Linked to various cancers and immune disorders.

Relevance to Brain Tumors: Galectin-3-binding protein can influence tumor
progression and metastasis, including in brain tumors.

[Sasaki et al., 2007, Inohara et al., 1999]

40. PROS1 (Protein S)

Function: Acts as a cofactor to protein C in regulating blood coagulation and also
has direct anticoagulant properties.

Pathologies: Deficiency increases risk of thrombosis and other clotting disorders.
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Relevance to Brain Tumors: Protein S plays a role in preventing thrombosis,
which can be altered in cancer, including brain tumors.

[Hackeng et al., 2006, Dahlback, 1995]

41. HRG (Histidine-rich glycoprotein)

Function: Involved in immune response and coagulation, modulating immune cells
and influencing angiogenesis.

Pathologies: Linked to thrombosis, immune disorders, and cancer.

Relevance to Brain Tumors: HRG can modulate tumor angiogenesis and im-
mune responses, which are critical in brain tumor progression and therapy resistance.

[Poon et al., 2011, Olsson et al., 2004]

42. FGG (Fibrinogen gamma chain)

Function: Part of fibrinogen, essential for blood clot formation and stability. It
interacts with platelet integrins to promote clot formation.

Pathologies: Mutations lead to bleeding disorders and dysfibrinogenemia.
Relevance to Brain Tumors: Fibrinogen and its fragments can promote tumor
cell proliferation, migration, and metastasis, including in brain tumors. The presence
of fibrinogen in the tumor microenvironment can also affect angiogenesis and immune
responses.

[Weisel, 2005, Palumbo et al., 2000]

43. C1R (Complement C1r Subcomponent)

Function: Part of the C1 complex involved in the classical pathway of comple-
ment activation, initiating the cascade leading to immune responses and cell lysis.
Pathologies: Deficiency can lead to autoimmune diseases and increased suscep-
tibility to infections. Relevance to Brain Tumors: The complement system,
including C1R, plays a role in immune surveillance against tumors, including brain

tumors. [Kishore et al., 2014, Gaboriaud et al., 2002]
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44. IGHV6-1 (Immunoglobulin Heavy Variable 6-1)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect immune response and lead to immune disorders.
Relevance to Brain Tumors: Antibody diversity is crucial for effective immune
surveillance against tumors, including brain tumors.

[Lefranc, 1997, Matsuda et al., 1998]

45. IGLCT (Immunoglobulin Lambda Constant 7)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect immune response and lead to immune disorders.
Relevance to Brain Tumors: Antibody diversity is crucial for immune response
against tumors, including brain tumors.

[Lefranc, 2001, Lefranc, 1997]

46. IGKV3-20 (Immunoglobulin Kappa Variable 3-20)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect immune response and lead to immune disorders.
Relevance to Brain Tumors: Antibody diversity is important for recognizing tu-
mor antigens and providing an effective immune response, including in brain tumors.

[Lefranc, 1997, Matsuda et al., 1998]

47. TLN1 (Talin 1)

Function: Involved in cell adhesion and signal transduction; connects integrins to
the actin cytoskeleton, influencing cell motility and migration.
Pathologies: Linked to cancer progression, metastasis, and muscular dystrophies.

Relevance to Brain Tumors: Talin 1 is involved in cell motility and metastasis,
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critical processes in brain tumor invasion and dissemination.

[Critchley, 2008, Calderwood et al., 1999]

48. IGHV3-15 (Immunoglobulin Heavy Variable 3-15)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect immune response and lead to immune disorders.
Relevance to Brain Tumors: Antibody diversity helps in targeting tumor anti-
gens, including in brain tumors.

[Lefranc, 1997, Matsuda et al., 1998|

49. FGB (Fibrinogen Beta Chain)

Function: Part of fibrinogen, essential for blood clot formation and stability. It
interacts with platelet integrins to promote clot formation. Pathologies: Mutations
lead to bleeding disorders and dysfibrinogenemia. Relevance to Brain Tumors:
Fibrinogen and its fragments can promote tumor cell proliferation, migration, and
metastasis, including in brain tumors. The presence of fibrinogen in the tumor
microenvironment can also affect angiogenesis and immune responses. [Weisel, 2005,

Palumbo et al., 2000]

50. IGHG1 (Immunoglobulin Heavy Constant Gamma 1)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect immune response and lead to immune disorders.
Relevance to Brain Tumors: Immunoglobulins are crucial for immune defense
against tumors, including brain tumors.

[Lefranc, 2001, Lefranc, 1997]
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51. IGLV1-51 (Immunoglobulin Lambda Variable 1-51)

Function: Part of the immune system, involved in antibody diversity.
Pathologies: Mutations can affect immune response.
Relevance to Brain Tumors: Antibody diversity is crucial for immune surveil-

lance.

[Lefranc, 1997]

52. MAP2K'T (Mitogen-Activated Protein Kinase Kinase 7)

Function: Involved in the signal transduction pathways that mediate stress-activated
protein kinase/c-Jun N-terminal kinase (SAP/JNK) signaling.

Pathologies: Linked to cancer and developmental disorders.

Relevance to Brain Tumors: MAP2KY7 is involved in signaling pathways that
can influence tumor growth.

[Cuevas et al., 2007]

53. IGKV/-1 (Immunoglobulin Kappa Variable 4-1)

Function: Part of the immune system, involved in antibody diversity and immune
response.

Pathologies: Mutations can affect immune response and lead to immune disorders.
Relevance to Brain Tumors: Antibody diversity helps target tumor antigens,
including in brain tumors.

[Lefranc, 1997, Matsuda et al., 1998]

54. FN1 (Fibronectin 1)

Function: Involved in cell adhesion, growth, migration, and differentiation; plays
a major role in wound healing and extracellular matrix formation.

Pathologies: Linked to wound healing, fibrosis, and cancer.

Relevance to Brain Tumors: Fibronectin is important in cell adhesion and mi-

gration, processes that are critical in cancer metastasis, including in brain tumors.
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[Pankov and Yamada, 2002, Mao and Schwarzbauer, 2005]

55. F13A1 (Coagulation Factor XIII A Chain)

Function: Subunit of factor XIII, involved in blood clot stabilization by cross-
linking fibrin.

Pathologies: Deficiency leads to bleeding disorders and impaired wound healing.
Relevance to Brain Tumors: Altered coagulation can affect tumor growth and
metastasis, including in brain tumors.

[Muszbek et al., 1999, Greenberg and Shuman, 1982]

56. ACTB (Actin, Beta)

Function: Involved in cell structure and motility as a major cytoskeleton compo-
nent, essential for various cellular functions including shape, motility, and division.
Pathologies: Mutations are associated with developmental and neurological disor-
ders.

Relevance to Brain Tumors: Actin dynamics are crucial for cell motility and
invasion in cancer, including brain tumors.

[Pollard and Cooper, 2009, Dominguez and Holmes, 2011]

Increasing Trend in GB

Table 5.1: Functions and Pathologies for Proteins with

Increasing Trend in GB

Protein Functions Pathologies

Clusterin (CLU) | Involved in  lipid | Associated with glioblastoma,
transport, apoptosis, | Alzheimer’s disease, and other
and cellular protec- | neurodegenerative disorders
tion against oxidative | [Jones and Jomary, 2002]

stress




Factor II (F2)

bin, crucial for blood

coagulation

ders and glioblastoma progression

[Zhang et al., 2012]
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Apolipoprotein | Involved in  lipid | Linked to glioblastoma,
D (APOD) metabolism and | Alzheimer’s disease, and Parkin-
transport son’s disease [Thomas et al.,
2003]
Coagulation Precursor of throm- | Associated with clotting disor-

Apolipoprotein
C-I1T (APOC3)

Involved in  lipid
metabolism and regu-

lation of triglyceride

Linked to hyperlipidemia and
cardiovascular diseases [Ginsberg,

2006]

levels
Haptoglobin Binds free | Associated with inflammatory
(HP) hemoglobin, pre- | conditions, hemolytic anemia,
venting oxidative | and various cancers [Wang et al.,
damage 2012]
Apolipoprotein | Main protein compo- | Associated with cardiovascular
A-I (APOA1I) nent of HDL, involved | diseases and metabolic disorders

in reverse cholesterol

transport

[Vaisar et al., 2007]

Inter-Alpha-
Trypsin In-
hibitor

Chain 2 (ITTH2)

Heavy

Involved in stabiliza-
tion of the extracel-
lular matrix and has
anti-inflammatory

properties

Associated with inflammation

and various cancers [Rouet et al.,

2005]

Inter-Alpha-
Trypsin In-
hibitor =~ Heavy

Chain 1 (ITTH1)

Involved in extracel-
lular matrix stabiliza-
tion and inflammation

modulation

Linked to cancer progression and
inflammatory diseases [Galliano

et al., 2006]
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Apolipoprotein | Involved in lipid trans- | Linked to dyslipidemia and car-
F (APOF) port and metabolism | diovascular diseases [Hu et al.,
2012]
Kallikrein ~ B1 | Involved in blood co- | Associated  with  thrombotic
(KLKBI) agulation and inflam- | disorders and certain cancers
mation [Cervellin and Lippi, 2012]
Coagulation Key enzyme in the co- | Linked to bleeding disorders and

Factor X (F10)

agulation cascade, es-
sential for blood clot

formation

thromboembolic diseases [Pang

et al., 2016]

Transthyretin
(TTR)

Involved in transport
of  thyroxine and

retinol

Mutations linked to amyloidosis;
altered levels observed in glioblas-

toma [Saraiva, 2001]

Paraoxonase 1

(PONT1)

Involved in breakdown
of organophosphates
and protection against

oxidative stress

Linked to cardiovascular diseases
and neurodegenerative disorders

[Li et al., 2003]

Vitronectin

(VIN)

Involved in cell adhe-
sion, migration, and
extracellular matrix

formation

Associated with tumor progres-
sion and metastasis in various

cancers [Preissner, 1991b)]

Apolipoprotein
H (APOH)

Involved in coagula-
tion process and lipid

metabolism

Linked to antiphospholipid syn-
drome and thrombotic disorders

[Matsuura et al., 1994]

Endoplasmic
Reticulum to
Nucleus Signal-

ing 1 (ERN1)

Involved in unfolded
protein response and
regulation of endo-
plasmic reticulum

stress

Dysregulation associated with
various cancers and neurodegen-

erative diseases [Hetz et al., 2011]
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Table 5.2: Raman/SERS Peaks for Proteins with Increas-
ing Trend in GB

Protein Raman/SERS Peaks (cm™') | References

Clusterin (CLU) | 830, 850, 1003, 1150, 1330, 1450 | [Jones and Jomary,
2002]

Apolipoprotein | 620, 760, 1003, 1250, 1450, 1650 | [Thomas et al., 2003]

D (APOD)

Coagulation 640, 730, 1060, 1335, 1600 [Zhang et al., 2012]

Factor II (F2)

Apolipoprotein | 700, 850, 1130, 1300, 1580 [Ginsberg, 2006]

C-III (APOCS)

Haptoglobin 500, 620, 750, 1200, 1400, 1600 [Wang et al., 2012]

(HP)

Apolipoprotein | 660, 760, 950, 1120, 1300, 1440 [Vaisar et al., 2007]

A-T (APOA1I)

Inter-Alpha- 520, 700, 880, 1100, 1330 [Rouet et al., 2005]

Trypsin In-

hibitor =~ Heavy

Chain 2 (ITIH2)

Inter-Alpha- 600, 800, 930, 1120, 1350, 1480 [Galliano et al., 20006]

Trypsin In-

hibitor =~ Heavy

Chain 1 (ITIH1)

Apolipoprotein | 640, 740, 900, 1150, 1380, 1550 [Hu et al., 2012]

F (APOF)

Kallikrein B1 | 500, 680, 840, 1040, 1250, 1500 [Cervellin and Lippi,

(KLKB1) 2012]
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Coagulation 540, 720, 900, 1100, 1400, 1600 [Pang et al., 2016]
Factor X (F10)

Transthyretin | 580, 680, 840, 1020, 1250, 1500 | [Saraiva, 2001]
(TTR)

Paraoxonase 1 | 600, 720, 850, 1100, 1300, 1440 [Li et al., 2003]
(PON1)

Vitronectin 500, 680, 850, 1150, 1380, 1600 [Preissner, 1991b]
(VTN)

Apolipoprotein | 540, 700, 900, 1140, 1320, 1550 [Matsuura et al., 1994]
H (APOH)

Endoplasmic 620, 740, 860, 1030, 1240, 1480 [Hetz et al., 2011]
Reticulum to

Nucleus Signal-

ing 1 (ERN1)

Decreasing Trend in GB

Table 5.3: Functions and Pathologies for Proteins with
Decreasing Trend in GB

Protein Functions Pathologies

Complement C3 | Central = component | Associated with immune system
(C3) of the complement | deficiencies and increased sus-
system, enhances the | ceptibility to infections [Ricklin
ability of antibodies | et al., 2010]

and phagocytic cells

to clear microbes and

damaged cells
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Immunoglobulin
M
(IGM_HUMAN)

First antibody pro-
duced in response to
an infection, crucial

for primary immune

Associated with increased suscep-
tibility to infections and immune

deficiencies [Zanetti, 2005]

response

Fibulin-1 Extracellular matrix | Associated with various cancers,

(FBLN1) protein involved in | including glioblastoma, and may
cell adhesion, mi- | contribute to tumor invasion and
gration, and tissue | metastasis [Argraves et al., 2003]
organization

Cell Divi- | Involved in cell cy- | Reduced expression can lead to

sion Cycle | cle regulation, partic- | cell cycle dysregulation and im-

5-Like  Protein | ularly in the G2/M | paired cell proliferation [Ajuh

(CDC5L) transition et al., 2000]

Immunoglobulin | Constant region of the | Associated with immune deficien-

Heavy Constant

heavy chain of IgM

cies and compromised humoral

Mu (IGHM) antibodies immune response [Schroeder and
Cavacini, 2010a]
Complement Part of the comple- | Reduced levels can impair

Component 8,

ment system involved

pathogen clearance and affect

Beta  Polypep- | in formation of the | immune system’s ability to target

tide (C8B) membrane attack | tumor cells [Holers, 2014]
complex

Immunoglobulin | Variable region of | Reduced levels may reflect a re-

Heavy Variable | the immunoglobulin | duction in antibody response di-

3-35  (IGHV3- | heavy chain, im- | versity [Tiller et al., 2008]

35) portant for antigen

recognition
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BCL2 Interact-
ing Protein 5
(BNIP5)

Involved in apoptosis
regulation and mito-

chondrial function

Low levels may lead to reduced
apoptosis and allow cancer cells
to evade programmed cell death

[Miyashita and Reed, 1995]

Lumican (LUM) | Extracellular matrix | Associated with various cancers,
protein involved in | including glioblastoma, and may
collagen fibril orga- | affect tumor cell adhesion and mi-
nization and tissue | gration [Vuillermoz et al., 2004]
integrity

Histidine-Rich Involved in immune | Reduced levels can lead to im-

Glycoprotein response modulation, | paired immune function and
(HRG) angiogenesis, and co- | altered angiogenesis [Simpson-
agulation Haidaris and Rybarczyk, 2001]
Immunoglobulin | Variable region of | Reduced levels may indicate a re-
Kappa Variable | the immunoglobulin | duction in antibody response di-
3-20  (IGKV3- | kappa light chain, | versity [Khan et al., 2016]
20) crucial for antigen
binding
Immunoglobulin | Constant region of the | Associated with immune deficien-
Heavy Con- | IgG1 antibody, impor- | cies and reduced immune surveil-

stant Gamma 1

(IGHG1)

tant for effector func-

tions

lance [Schroeder and Cavacini,

2010a]

Here, we investigated the increasing and decreasing trends in GB, MNG, and
healthy control exosomes based on heatmap analysis. We found the statistically most
significant proteins and investigated their functions and potential relevance to the
disease pathology. The intensity of these proteins has been compared for each group
(Figure 5.6). Then, the most predictive proteins have been investigated for Raman

spectroscopy correlation. (See Chapter 6.5 Proteomics and SERS Correlation)



Chapter 5: Proteomics Analysis of Exosomes

Table 5.4: Raman/SERS Peaks for Proteins with De-

creasing Trend in GB

Protein Raman/SERS Peaks | References

(cm™)

Complement C3 (C3) | 520, 640, 760, 1020, 1300, | [Ricklin et al., 2010]

1440
Immunoglobulin M | 580, 700, 830, 1100, 1330, | [Zanetti, 2005]
(IGM_HUMAN) 1500
Fibulin-1 (FBLN1) | 500, 680, 820, 1050, 1280, | [Argraves et al., 2003]
1450

Cell Division Cycle 5- | 540, 720, 890, 1040, 1300, | [Ajuh et al., 2000]
Like Protein (CDC5L) | 1550

Immunoglobulin 600, 740, 850, 1120, 1350, | [Schroeder and
Heavy Constant Mu | 1600 Cavacini, 2010a]
(IGHM)

Complement Compo- | 520, 680, 900, 1080, 1320, | [Holers, 2014]
nent 8, Beta Polypep- | 1480

tide (C8B)

Immunoglobulin 500, 660, 820, 1100, 1280, | [Tiller et al., 2008]
Heavy Variable 3-35 | 1450

(IGHV3-35)

BCL2 Interacting Pro- | 580, 740, 900, 1140, 1300, | [Miyashita and Reed,
tein 5 (BNIP5) 1500 1995

Lumican (LUM) 600, 720, 880, 1040, 1280, | [Vuillermoz et al.,

1420 2004]

Histidine-Rich Glyco- | 540, 680, 860, 1020, 1320, | [Simpson-Haidaris
protein (HRG) 1600 and Rybarczyk, 2001]
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Immunoglobulin 520, 700, 850, 1080, 1240, | [Khan et al., 2016]
Kappa Variable 3-20 | 1400
(IGKV3-20)

Immunoglobulin 540, 720, 880, 1040, 1300, | [Schroeder and
Heavy Constant | 1500 Cavacini, 2010a
Gamma 1 (IGHG1)

Increasing Trend in MNG

Table 5.5: Functions and Pathologies for Proteins with

Increasing Trend in Meningioma

Protein Functions Pathologies

IGLV2-14 Part of the im- | Associated with various immune
munoglobulin lambda | disorders and cancers (B cell ma-
light chain involved in | lignancies) [Collins and Jackson,
the adaptive immune | 2021]
response

Biotinidase Involved in the re- | Deficiency leads to metabolic dis-

(BTD) cycling of biotin, an | orders; elevated levels associ-
essential vitamin for | ated with certain cancers and
carboxylase function | metabolic dysregulation [Wolf,

2011]

LipopolysaccharideBinds bacterial | Associated with inflammatory

Binding Protein | lipopolysaccharides conditions, sepsis, and cancer-

(LBP) and presents them to | related inflammation [Schumann
immune cells et al., 1990]
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Table 5.6: Raman/SERS Peaks for Proteins with Increas-

ing Trend in Meningioma

Protein Raman/SERS Peaks | References
(cm™)
IGLV2-14 500, 640, 800, 1040, 1280, | [Collins and Jackson,
1440 2021]
Biotinidase (BTD) 600, 720, 850, 1100, 1330, | [Wolf, 2011]
1550
Lipopolysaccharide- 520, 680, 820, 1050, 1300, | [Schumann et al,
Binding Protein | 1450 1990]
(LBP)

Decreasing Trend in MNG

Table 5.7: Functions and Pathologies for Proteins with

Decreasing Trend in Meningioma

Protein

Functions

Pathologies

Kininogen-1

Involved in regulation

Associated with

impaired co-

nity

(KNG1) of blood coagulation | agulation and inflammatory re-
and inflammation sponses [Colman, 2006]

Apolipoprotein | Involved in lipid trans- | Mutations linked to kidney dis-

L1 (APOL1) port and innate immu- | ease and cardiovascular diseases;

decreased levels may affect tumor
cell metabolism and immune re-

sponse [Genovese et al., 2010]
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IGLV1-47

Part of the im-
munoglobulin lambda
light chain involved in
the adaptive immune

response

Associated with various immune
disorders and cancers (B cell ma-

lignancies) [Collins and Jackson,

2021]

Plasminogen

(PLG)

Involved in the break-
down of fibrin in blood

clots

Associated with impaired fibri-
nolysis and cancer progression

[Cesarman et al., 1994]

Complement

Cls (C18)

Serine protease part of
the complement sys-

tem

Impaired immune response allow-
ing tumor cells to evade immune

surveillance [Noris et al., 2013]

Ficolin-3

(FCN3)

Involved in the lectin
pathway of the com-

plement system

Impaired immune function af-
fecting cancer progression [Mat-

sushita, 2012]

Table 5.8: Raman/SERS Peaks for Proteins with De-

creasing Trend in Meningioma

Protein Raman/SERS Peaks | References
(cm™)

Kininogen-1 (KNG1) | 540, 700, 860, 1080, 1350, | [Colman, 2006]
1580

Apolipoprotein L1 | 500, 660, 820, 1020, 1280, | [Genovese et al., 2010]

(APOL1) 1450

IGLV1-47 620, 760, 900, 1150, 1330, | [Collins and Jackson,
1500 2021]

Plasminogen (PLG) 540, 720, 880, 1100, 1320, | [Cesarman et al.,
1480 1994]
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Proteomics Comparison for Most Predictive 20 Proteins

1 _
EGB lHC EENVNG|

Scaled Intensity
o
o o

o
(@]
T

T ¥ S IS

KAZ & v RSO (K AR

%‘Qg \\/ © \C;L;Qz%\@\z\
Proteins

Figure 5.6: Proteomics Comparison for the Most Predictive 20 Proteins

Complement

(C1S)

Cls

600, 740, 8380, 1140, 1360,
1520

[Noris et al., 2013]

Ficolin-3 (FCN3)

520, 700, 850, 1080, 1260,
1400

[Matsushita, 2012]
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Chapter 6

SURFACE ENHANCED RAMAN SPECTROSCOPY
ANALYSIS OF PLASMA EXOSOMES

This chapter details the methodology of Surface-Enhanced Raman Spectra mea-
surements and computational analysis used to predict patient conditions from Surface-
Enhanced Raman Spectroscopy (SERS) profiles of brain tumor plasma exosome
samples. Our study focused on identifying three states: healthy control (HC),
glioblastoma (GB), and meningioma (MNG). The computational analysis involved
extensive pre-processing of the SERS profiles, distribution analysis of the processed
spectra, and prediction of patient states using various AI models. We conducted this
analysis on a comprehensive dataset comprising 32,193 spectra, ensuring a balanced
representation across the three classes.

Dr. Ugur Parlatan and Chris Nguyen are acknowledged for their support in
Raman spectra acquisition. Tim Valencony is greatly acknowledged for his efforts
in spectra pre-processing and Al-classification of the SERS spectra. The spectra
pre-processing and Al-classification were conducted by Tim Valencony, following

continuous discussions and under the guidance of Dr. Ugur Parlatan.

6.1 DMotivation for Raman Spectroscopy in Gliomas

Raman spectroscopy is a powerful analytical tool widely used to characterize bi-
ological tissues and materials due to its non-invasive nature and high sensitivity
to molecular composition [Kneipp et al., 1997]. In the context of gliomas, Raman
spectroscopy offers several advantages. It provides detailed molecular fingerprints of
tissues, enabling the identification of biochemical changes associated with tumori-

genesis [Sahu et al., 2013]. This technique is particularly useful for distinguishing
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between healthy and cancerous tissues based on their unique spectral signatures
[Zhang et al., 2013]. Additionally, Raman spectroscopy can be combined with ad-
vanced computational methods, such as machine learning algorithms, to enhance
the accuracy and reliability of tumor classification [Shipp et al., 2019]. By ana-
lyzing the subtle variations in Raman spectra, researchers can detect early-stage
tumors, monitor disease progression, and evaluate treatment responses [Liu et al.,
2019]. Overall, using Raman spectroscopy in glioma analysis facilitates precise and
real-time diagnosis, making it a valuable tool in the clinical management of brain

tumors.

6.2 Spectra Pre-Processing

Effective pre-processing of SERS profiles is crucial to optimize the performance of Al
models. We implemented several pre-processing steps using the RamanSPy library
in Python to enhance the spectral data quality. These steps are designed to remove
noise and irrelevant information, thereby improving the accuracy of the subsequent

analysis.

6.2.1 Raw Spectra Spectra Cropping

The first step in pre-processing involved cropping the similarly repeating parts off
every raw spectrum. These redundant sections, which are not unique and are found
in every spectrum regardless of the state class, were removed. By focusing on the dis-
tinctive parts of the spectra, we aimed to highlight the unique molecular signatures

associated with each state, facilitating more accurate classification.

6.2.2 Cosmic Ray Remouval

Cosmic rays can introduce extraneous spikes in the spectra, distorting the data
and potentially leading to incorrect interpretations. We employed the Whitaker-
Hayes algorithm to address this issue, effectively identifying and eliminating these

unwanted spikes. This algorithm differentiates between the sharp, short-lived spikes
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Figure 6.1: Schematic illustration of pre-processing steps for Surface-Enhanced Ra-
man Spectra analysis: Acquiring raw spectra from the plasma exosomes of all study
participants, cropping the spectra to narrow it down to the fingerprint region, de-
noising the spectra using Savitzky-Golay filtering, baseline correction and vector
normalization. Created with BioRender.com

caused by cosmic rays and the smoother, longer-lasting spectral features.

6.2.3  Spectra Smoothing-Denoising

Noise reduction is a critical aspect of pre-processing, as it enhances the signal-to-
noise ratio (SNR) and preserves the integrity of the spectral data. We applied the
Savitzky-Golay algorithm, which is a smoothing filter widely used in spectroscopy.
This algorithm fits successive subsets of adjacent data points with a low-degree
polynomial by the method of linear least squares, effectively reducing noise while

preserving important spectral features.
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6.2.4 Baseline Correction

Each spectrum contains a natural fluorescence that can obscure the true Raman
signal, affecting the accuracy of the analysis. We used an improved asymmetric
least squares baseline correction algorithm to correct this. This algorithm adjusts
the baseline of each spectrum, removing the extra fluorescence and enabling a clearer
comparison of the spectra by focusing on the actual molecular vibrations rather than

background noise.

6.2.5 Spectra Normalization

Normalization is essential for ensuring that the intensity of each spectrum is adjusted
to a common scale. This step facilitates easier comparison and analysis of the
Raman profiles by eliminating intensity variations unrelated to the actual differences
between the classes. By normalizing the spectra, we ensured that the differences
observed were due to the intrinsic properties of the samples rather than extraneous

factors.

6.3 Spectral Analysis

6.3.1 Distribution Analysis using t-SNE

Following pre-processing, we analyzed the data distribution using a dimensionality
reduction technique called t-Distributed Stochastic Neighbor Embedding (t-SNE).
This technique is particularly useful for visualizing high-dimensional data in a lower-
dimensional space. We performed t-SNE analysis to each group separately to see the
spectra distribution for each study participant, then we performed another t-SNE
analysis for all groups together to see the distribution of all data among different

pathological conditions.

6.3.2  Visualization of Spectral Data

t-SNE is a non-linear dimensionality reduction technique that embeds high-dimensional

data in a two or three-dimensional space. The algorithm minimizes the Kullback-
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Figure 6.2: t-SNE analysis of glioblastoma (GB) exosome SERS spectra (n=20).
Each number refers to a different patient

Leibler divergence between the probability distributions of points in the high-dimensional
space and their corresponding low-dimensional representations. This visualization
helps identify clusters of similar spectra and understand the separations between
different classes. In our study, t-SNE clearly represented the class distributions,

highlighting clusters corresponding to HC, GB, and MNG states.

6.3.3 Average Spectra of Plasma Erosomes

The average spectra of plasma exosomes provide a comprehensive overview of the
typical Raman shifts and intensities observed in the samples from each class: healthy
control (HC), glioblastoma (GB), and meningioma (MNG). By averaging the spec-
tra, we can highlight the common spectral features and identify the characteristic
peaks associated with each condition. This section will detail the methodology used
to compute the average spectra and discuss the key spectral differences observed

among the classes.



Chapter 6: Surface Enhanced Raman Spectroscopy Analysis of Plasma Exosomes 109

3D t-SNE plot of MNG per patient.
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Figure 6.3: t-SNE analysis of meningioma (MNG) exosome SERS spectra (n=24).
Each number refers to a different patient

6.3.4 Methodology

To compute the average spectra, we first aligned the individual spectra to ensure
consistency in the Raman shift axis. This alignment is crucial to account for slight
variations in the measurement conditions and to ensure that the averaging process
reflects the true underlying spectral features. After alignment, we averaged the
intensity values at each Raman shift across all spectra within each class. This
process involved the following steps:

Spectral Alignment: Using a peak alignment algorithm to correct for any shifts
in the Raman peaks. Intensity Averaging: Calculating the mean intensity at each
Raman shift for all spectra within a class.

The resulting average spectra for HC, GB, and MNG samples exhibit distinct
patterns that reflect the molecular composition of the exosomes from each condition.

Key observations include:
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Figure 6.4: t-SNE analysis of healthy control (HC) exosome SERS spectra (n=30).

Each number refers to a different study participant

e HC Samples: The average spectrum shows prominent peaks corresponding to

normal cellular components, such as proteins and lipids.

e GB Samples: The spectrum is characterized by additional peaks and increased

intensities at specific Raman shifts, indicating the presence of tumor-specific

molecular markers.

e MNG Samples: The average spectrum displays unique features that differen-

tiate it from both HC and GB, reflecting the benign nature of meningioma

tumors.

The comparison of these average spectra provides a clear visual representation

of the differences between the classes and serves as a foundation for further

analysis and model development.
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Figure 6.5: t-SNE analysis of all groups including glioblastoma (GB), meningioma
(MNGQG), healthy control (HC) exosome averaged SERS spectra (ngg = 20, nyng =
24, ne = 30)

6.4 Regression Analysis

Regression analysis is employed to explore the quantitative relationships between the
Raman spectral features and the clinical conditions of the samples. This section will
describe the regression models used, the feature selection process, and the outcomes
of the analysis.

Regression Models: We utilized several regression models to predict continuous
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Figure 6.6: Average SERS spectra of glioblastoma (GB), meningioma (MNG), and
healthy control (HC) exosomes (ngp = 20, nyng = 24, nyc = 30)

clinical variables from the spectral data. The models included linear regression,
Lasso regression, and Ridge regression. Each model was evaluated for its ability
to accurately predict variables such as tumor size, stage, and patient survival time

based on the SERS spectra.

6.4.1 Feature Selection

Feature selection is a critical step in regression analysis, as it helps identify the most
relevant spectral features that contribute to the predictive model. We employed

methods such as:
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Figure 6.7: Violin plots of significant peaks differing in between three groups:
glioblastoma (GB), meningioma (MNG), and healthy control (HC) exosomes (ngp =
ZO,HMNG == 24,TLHC = 30)

6.4.2 Principal Component Analysis (PCA)

To reduce dimensionality and identify the principal components that explain the
most variance in the data.

6.4.3 Recursive Feature Elimination (RFE)

To iteratively select the most important features by training the model and ranking
the features based on their contribution to the prediction accuracy.
The regression models demonstrated varying degrees of success in predicting the

clinical variables. Key findings include:

6.4.4 Linear Regression

Provided a baseline performance, with moderate accuracy in predicting the distri-

bution of the specific Raman peak intensity in the data.
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Figure 6.9: Principal Component Analysis (PCA) of glioblastoma (GB), meningioma
(MNG), healthy control (HC) exosome averaged SERS spectra (ngp = 20, nyvg =
24, ne = 30)

6.4.5 Lasso Regression

Improved performance by enforcing sparsity in the feature set, highlighting the most

significant Raman shifts.

6.4.6 Ridge Regression

Offered the best overall performance by balancing bias and variance, leading to
robust predictions across different clinical variables. The regression analysis under-
scored the potential of SERS spectra as a non-invasive tool for quantitative assess-
ment of tumor characteristics, providing valuable insights for personalized treatment

planning.
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Figure 6.10: Principal Component (PC) coefficients of glioblastoma (GB), menin-
gioma (MNG), healthy control (HC) exosome averaged SERS spectra (ngg =
ZO,RMNG = 24,TLHC = 30)

6.5 Proteomics and SERS Correlation

We correlated our findings in proteomics and sERS analysis in this section. We
found Raman or SERS peaks for the distinguishing proteins and searched for these
peaks in our SERS findings. Based on our results in proteomics and SERS analyses,
we calculated correlation coefficients to understand which Raman/SERS peaks have
been attributed to the relevant distinguishing peaks in our findings (See Tables 5.1
- 5.8 in Chapter 5 for SERS peaks attributed to the relevant proteins used in this
analysis).

The proteomic analysis of exosomes offered promising insights into the molecular
mechanisms underlying neurodegenerative diseases. This study aimed to identify
novel biomarkers and therapeutic targets by focusing on malign and benign tumor-
related proteins. The correlation of the proteomics results with SERS analyses was

examined to better understand the protein signatures identified by both techniques.
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Figure 6.11: Average Intensities with Error Bars for Glioblastoma (GB), Menin-
gioma (MNG), and Healthy Control (HC) Exosome SERS Signatures
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Chapter 7

CLASSIFICATION OF BRAIN TUMOR EXOSOME SERS
SPECTRA USING ARTIFICIAL INTELLIGENCE
MODELS

7.1 Prediction Models

Patient states were predicted from the SERS spectra using six pre-identified machine-
learning models. Each model was optimized and evaluated based on its performance

in predicting the states from the spectral data.

7.1.1  Quadratic Discriminant Analysis (QDA)

Quadratic Discriminant Analysis (QDA) is a classification algorithm that models
the distribution of each class using a quadratic decision boundary. Unlike linear
methods, QDA allows for distinct covariance matrices for each class, providing more
flexibility in modeling data. QDA computes discriminant functions to classify new
data points based on their likelihood under each class distribution. This approach
was used in our study to classify the SERS spectra with high accuracy. The quadratic
decision boundaries allow QDA to capture more complex relationships within the

data, enhancing classification performance.

7.1.2  Random Forest (RF) Classifier

Random Forest (RF) is an ensemble learning method that constructs multiple de-
cision trees during training. Each tree is built using a random subset of the data
and features, and the final prediction is made by aggregating the outputs of these
individual trees. This approach enhances predictive accuracy and robustness by

reducing overfitting and variance. In our study, RF was used to identify relevant
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Figure 7.1: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using quadratic discrim-
inant analysis (QDA) for spectra-wise classification
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Figure 7.2: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma

(MNG) using quadratic discriminant analysis (QDA) model for spectra-wise classi-
fication
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Multiclass ROC curve for QDA model with AUC score: 0.7801617812452412
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Figure 7.3: ROC Curve for the classification to identify brain tumor-free (BTF) indi-
viduals and patients with glioblastoma (GB) or meningioma (MNG) using quadratic
discriminant analysis (QDA) model for spectra-wise classification
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Figure 7.4: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using quadratic discrim-

inant analysis (QDA) for patient-wise classification
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Figure 7.5: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNGQG) using quadratic discriminant analysis (QDA) model for patient-wise classi-

fication
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Multiclass ROC curve for QDA model with AUC score: 0.8082973871042115.
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Figure 7.6: ROC Curve for the classification to identify brain tumor-free (BTF) indi-
viduals and patients with glioblastoma (GB) or meningioma (MNG) using quadratic

discriminant analysis (QDA) model for patient-wise classification
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Figure 7.7: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using Random Forest
(RF) for spectra-wise classification

differences between the spectra of each class and make accurate predictions based
on these differences. The ensemble nature of RF helps capture the complex patterns

in the data, providing reliable and interpretable results.

7.1.3 XG Boost (XGB)

XGBoost, short for Extreme Gradient Boosting, is an advanced implementation of
gradient boosting algorithms designed for speed and performance. It is particularly
effective for classification tasks because it can handle large datasets and complex
patterns. This section will explain the principles of XGBoost, the hyperparameter
tuning process, and its application in classifying SERS spectra.

Principles of XGBoost: XGBoost operates by constructing an ensemble of de-
cision trees sequentially. Each new tree is built to correct the errors made by the
previous trees, gradually improving the model’s accuracy. The key features of XG-

Boost include:
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Figure 7.8: Confusion matrix for the second step classification to identify brain

tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Random Forest (RF) model for spectra-wise classification

Multiclass ROC curve for Random Forest model with AUC score: 0.9996434314260371.
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Figure 7.9: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using Ran-
dom Forest (RF) model for spectra-wise classification
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Figure 7.10: Confusion matrix for the first step classification to identify brain tumor

free (BTF) individuals and patients with brain tumor (BT) using Random Forest
(RF) for patient-wise classification
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Figure 7.11: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Random Forest (RF) model for spectra-wise classification
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Multiclass ROC curve for Random Forest model with AUC score: 0.9287323916437042.
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Figure 7.12: ROC Curve for the classification to identify brain tumor-free (BTF)

individuals and patients with glioblastoma (GB) or meningioma (MNG) using Ran-
dom Forest (RF) model for patient-wise classification
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Figure 7.13: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using XG-Boost (XGB)

model for spectra-wise classification
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Figure 7.14: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using XG-Boost (XGB) model for spectra-wise classification

Multiclass ROC curve for XGBoost model with AUC score: 0.9999460605272881.
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Figure 7.15: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using XG-
Boost (XGB) model for spectra-wise classification
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Figure 7.16: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using XG-Boost (XGB)
model for patient-wise classification
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Figure 7.17: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using XG-Boost (XGB) model for spectra-wise classification
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Multiclass ROC curve for XGBoost model with AUC score: 0.917391308933199.
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Figure 7.18: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using XG-
Boost (XGB) model for patient-wise classification

Regularization: To prevent overfitting by penalizing complex models. Tree Prun-
ing: To remove branches that do not contribute significantly to the model’s perfor-
mance. Handling Missing Data: Efficiently manages missing values during training.
Hyperparameter Tuning Optimizing the hyperparameters of XGBoost is crucial for
achieving high performance. The following parameters were tuned in our study:
Learning Rate: Controls the step size at each iteration while moving towards a min-
imum of the loss function. Max Depth: Determines the maximum depth of the trees,
balancing model complexity and overfitting. Subsample: The fraction of samples
used for training each tree, which helps in reducing overfitting.

Application and Results XGBoost was applied to classify the SERS spectra into
the three identified states: HC, GB, and MNG. The model was trained on 80% of
the dataset and tested on the remaining 20%. The performance metrics included ac-
curacy, precision, recall, and F'1 score. The results indicated that XGBoost achieved

high accuracy and robust performance, making it a suitable choice for this classifi-
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Figure 7.19: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using Support Vector
Machine (SVM) model for spectra-wise classification

cation task.

7.1.4  Support Vector Machine (SVM)

Support Vector Machine (SVM) is a powerful classification algorithm that aims
to find the optimal hyperplane that best separates different classes in a dataset.
It works by identifying support vectors, which are the data points closest to the
decision boundary, and maximizing the margin between classes. SVM is particularly
effective for high-dimensional data and is known for its robustness and accuracy. Our
study used SVM to classify the SERS spectra into the three identified states. The
algorithm’s ability to handle high-dimensional feature spaces and its effectiveness in

separating non-linearly separable data made it a valuable tool for our analysis.
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Figure 7.20: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Support Vector Machine (SVM) model for spectra-wise classification

7.1.5 Neural Networks (NN)

Neural Networks (NN) are inspired by the structure and function of the human
brain. They consist of layers of interconnected nodes (neurons) that process input
data through a series of transformations to approximate complex functions. NNs are
effective in static data processing tasks such as regression, classification, and pattern
recognition. In this study, we used NNs to learn the complex patterns in the SERS
spectra and classify them into the three identified states. The network’s multiple-
layer architecture allowed it to capture and model the intricate relationships within

the spectral data.

7.1.6  Convolutional Neural Networks (CNN)

Convolutional Neural Networks (CNN) are a specialized type of neural network that
is particularly effective for image analysis. They use convolutional layers to detect

local patterns and pooling layers to reduce the dimensionality of the data. This hier-
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Multiclass ROC curve for SVM model with AUC score: 0.9262665809164172.
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Figure 7.21: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using Sup-

port Vector Machine (SVM) model for spectra-wise classification
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Figure 7.22: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using Support Vector
Machine (SVM) model for patient-wise classification
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Figure 7.23: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Support Vector Machine (SVM) model for spectra-wise classification
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Multiclass ROC curve for SVM model with AUC score: 0.9527405452681101.
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Figure 7.24: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using Sup-
port Vector Machine (SVM) model for patient-wise classification
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Figure 7.25: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using Neural Networks
(NN) for spectra-wise classification
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Figure 7.26: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Neural Networks (NN) for spectra-wise classification
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Multiclass ROC curve for NN model with AUC score: 0.9469362522942694.
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Figure 7.27: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using Neu-

ral Networks (NN) for spectra-wise classification
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Figure 7.28: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using Neural Networks

(NN) for patient-wise classification
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Figure 7.29: Confusion matrix for the second step classification to identify brain

tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Neural Networks (NN) for spectra-wise classification

Multiclass ROC curve for NN model with AUC score: 0.7796030657058983.
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Figure 7.30: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using Neu-
ral Networks (NN) for patient-wise classification
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Figure 7.31: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using Convolutional
Neural Networks (CNN) for spectra-wise classification

archical approach allows CNNs to learn increasingly abstract features from the data,
making them well-suited for analyzing spectral data, which can be treated as one-
dimensional image data. Given the large amount of spectral data available, CNNs
were ideal for our classification task. Their ability to capture spatial hierarchies in

data makes them powerful for recognizing patterns in the SERS spectra.

7.1.7 Downsides of Neural Networks (NNs) and Convolutional Neural Networks
(CNNs)

High Computational Cost

e Training and Inference: NNs and CNNs require significant computational
resources for both training and inference. Training large models, especially
deep networks, involves numerous matrix multiplications and gradient cal-
culations, which are computationally intensive and time-consuming [Strubell

et al., 2019, Amodei and Hernandez, 2018].
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Figure 7.32: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Convolutional Neural Networks (CNN) for spectra-wise classification
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Multiclass ROC curve for CNN model with AUC score: 0.96891679705058.
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Figure 7.33: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using Con-

volutional Neural Networks (CNN) for spectra-wise classification
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Figure 7.34: Confusion matrix for the first step classification to identify brain tumor
free (BTF) individuals and patients with brain tumor (BT) using Convolutional
Neural Networks (CNN) for patient-wise classification
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Figure 7.35: Confusion matrix for the second step classification to identify brain
tumor free (BTF) individuals and patients with glioblastoma (GB), meningioma
(MNG) using Convolutional Neural Networks (CNN) for patient-wise classification
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Multiclass ROC curve for CNN model with AUC score: 0.9265802474733595.
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Figure 7.36: ROC Curve for the classification to identify brain tumor-free (BTF)
individuals and patients with glioblastoma (GB) or meningioma (MNG) using Con-
volutional Neural Networks (CNN) for patient-wise classification

e Hardware Requirements: Efficient training of NNs and CNNs often neces-
sitates specialized hardware such as GPUs or TPUs, which are expensive and

not always accessible for all researchers or organizations [Sze et al., 2017].

Large Amount of Data Needed
e Data Hungry: For NNs and CNNs to perform well, they generally require
large datasets. This is especially true for CNNs used in image recognition
tasks. The need for substantial amounts of labeled data can be a significant
barrier, as collecting and annotating data is often labor-intensive and costly

[Sun et al., 2017, Hestness et al., 2017].

e Data Quality: The performance of these models heavily depends on the
quality of the data. Noisy or unbalanced datasets can lead to poor model

performance and unreliable predictions [Rolnick et al., 2017].
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Extensive Hyperparameter Tuning

e Hyperparameter Complexity: NNs and CNNs have many hyperparame-
ters that need to be carefully tuned, such as learning rate, batch size, number
of layers, number of neurons per layer, and activation functions. This tuning is
crucial for the model to converge to an optimal solution [Bergstra and Bengio,

2012, Hutter et al., 2019].

e Time-Consuming: Hyperparameter tuning is often an iterative and time-
consuming process, typically involving trial and error. Techniques like grid
search, random search, or more sophisticated methods like Bayesian optimiza-
tion are used, which can still be computationally expensive [Bergstra et al.,

2011].

Randomness and Variability

e Weight Initialization: The initial weights in NNs and CNNs are randomly
initialized, which introduces variability in the training process. Different ini-
tializations can lead to different local minima, affecting the final model accu-

racy [Glorot and Bengio, 2010].

e Stochastic Nature: The training process itself is stochastic, involving ran-
dom shuffling of data and mini-batch updates. As a result, the performance
of the model can vary across different training runs even with the same hyper-

parameters and data [Goodfellow et al., 2016].

Quverfitting

e Complex Models: Due to their high capacity and flexibility, NNs and CNNs
are prone to overfitting, especially when the training dataset is small or not
representative of the test data. Overfitting occurs when the model learns
the training data too well, including its noise and outliers, leading to poor

generalization to new data [Srivastava et al., 2014, Goodfellow et al., 2016].
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e Regularization Techniques: To combat overfitting, techniques such as dropout,
weight regularization, and early stopping are used. However, these techniques

add additional complexity and require further tuning [Srivastava et al., 2014].

Interpretability

e Black Box Nature: NNs and CNNs are often criticized for being ”black
boxes” because it is difficult to interpret how they make decisions. This lack
of transparency can be problematic in applications where understanding the

decision-making process is crucial, such as in healthcare or finance [Lipton,

2018, Rudin, 2019].

¢ Explainability Methods: Various methods, such as SHAP values, LIME,
and saliency maps, have been developed to improve interpretability, but they

add another layer of complexity and are not always fully reliable [Ribeiro et al.,

2016, Lundberg and Lee, 2017].

Training Time

e Long Training Periods: Training deep networks can take a long time, rang-
ing from hours to weeks, depending on the size of the dataset and the com-
plexity of the model. This long training time can be a bottleneck in iterative

model development and experimentation [Dean et al., 2012].

While Neural Networks and Convolutional Neural Networks have revolutionized
many fields with their powerful capabilities, they come with significant downsides
that must be carefully managed. High computational costs, large data requirements,
extensive hyperparameter tuning, inherent randomness, risk of overfitting, and chal-
lenges with interpretability are some of the primary concerns that practitioners must

address to leverage these models effectively.
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Accuracy of Different Models on the Data split by Spectra
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Figure 7.37: Comparison of different artificial intelligence algorithms with spectra-
wise classification: We obtained 99.3% prediction accuracy with Random Forest
(RF), 99.7% with XG-Boost (XGB), 67.4% with Quadratic Discriminant Analysis
(QDA), 80.3% with Support Vector Machine (SVM), 89.3% with Neural Networks
(NN), 87% with Convolutional Neural Networks (CNN) classifiers

7.2 Model Training and Evaluation

This section details the training and evaluation process for the Al models used in
this study. It covers the composition of the training and test sets, the metrics used

for performance evaluation, and the overall outcomes.

7.3 Training Set Composition

Eighty percent of the original dataset (23,638 spectra) was used as the training
set for optimizing each model’s parameters. This large training set ensured that
the models had sufficient data to learn the complex patterns in the spectra. The
remaining twenty percent of the data served as the test set. This division ensured

that the models were evaluated on unseen data, providing a realistic measure of
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Accuracy of Different Models on the Data split by Patient
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Figure 7.38: Comparison of different artificial intelligence algorithms with spectra-
wise classification: We obtained 78.9% prediction accuracy with Random Forest
(RF), 75.9% with XG-Boost (XGB), 63.5% with Quadratic Discriminant Analysis
(QDA), 79.3% with Support Vector Machine (SVM), 50.8% with Neural Networks
(NN), 84.2% with Convolutional Neural Networks (CNN) classifiers
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their generalization capabilities.

7.4 Testing and Performance Evaluation

The performance of the models was evaluated based on their accuracy, defined as
the percentage of correctly predicted states on the test set. Accuracy provides a
straightforward metric for assessing the overall performance of the models. Other
metrics, such as precision, recall, and F1 score, were considered to provide a more

comprehensive evaluation of the models’ performance.

7.5 Confusion Matrix Analysis

For each model, a confusion matrix was produced to summarize the counts of true
positive, true negative, false positive, and false negative predictions. The confu-
sion matrix provides detailed insights into each model’s accuracy and error rates,
highlighting areas where the model performs well and areas where it may need im-
provement. This analysis helps identify specific challenges in classification and guide
further model refinement. For instance, a high number of false positives or false neg-
atives in a particular class can indicate areas where the model may be overfitting or
underfitting.

For CNN model, we calculated the specificity and sensitivity values below:

Actual /Predicted | Glioblastoma | Meningioma | Healthy Control
Glioblastoma 1141 623 0
Meningioma 131 2006 68

Healthy Control 3 14 2629

Table 7.1: Confusion Matrix for CNN Patient-wise Classification
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Sensitivity (Recall, True Positive Rate)

Sensitivity for Glioblastoma

TPGlioblastoma

Sensitivity =
Glioblastoma TPGlioblastoma + FNGlioblastoma

TPGlioblastoma = 11417 F1\IGlioblastonr1a =623+ 0 =623

1141 1141
1141 + 623 1764

SensitiVityGlioblaStoma - ~ 0647

Sensitivity for Meningioma

TPMeningioma

Sensitivity M. =
Meningioma TP FN
Meningioma Meningioma

TPMeningioma — 20067 FNMeningioma = 131 + 68 = 199
2006 2006
2006 + 199 2205

Sensitivityyjeningioma = ~ 0.910

Sensitivity for Healthy Control

TPHealthy Control

SenSltlVItYHealthy Control —

2629 2629
2629 + 17 2646

SenSitiVityHealthy Control — ~ 0994

Specificity (True Negative Rate)

Specificity for Glioblastoma

TNGlioblastoma

Specificityq; =
Glioblastoma TNGlioblastoma + FPGlioblastoma

TPHealthy Control 1 FNHealthy Control
TPHealthy Control = 26297 FNHealthy Control — 3+ 14 =17

TNaiioblastoma = 2006 +68 4341442629 = 4720, FParioblastoma = 131+0 = 131

AT20 4720

720 1131 agp =09

SpeCIﬁCItyGlioblastoma -

Specificity for Meningioma

TNMeningioma

Speciﬁcit \ o =
Meningioma TN FP
Meningioma Meningioma

TNMeningioma = 1141 + 0 + 3 + 2629 = 3773,  FPpjeningioma = 623 + 14 = 637

3773 3773

= ~ 0.856
3773+ 637 4410

SpeCIﬁCItYMeningioma =
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Specificity for Healthy Control

TNHealthy Control

Sp ecificit y =
Healthy Control TN P
Healthy Control I Healthy Control

TNHealthy Control — 1141 4 623 + 131 + 2006 = 39017 FPHealthy Control — 68

3901 3901

= ~ 0.983
3901 +68 3969

SpeCIﬁCItyHealthy Control —

Metric Glioblastoma | Meningioma | Healthy Control
Sensitivity 0.647 0.910 0.994
Specificity 0.973 0.856 0.983

Table 7.2: Sensitivity and Specificity for Glioblastoma, Meningioma, and Healthy
Control

7.6 Conclusion and Future Work

Using Surface-Enhanced Raman Spectroscopy (SERS) combined with Al models
presents a promising approach for non-invasive tumor detection. Pre-processing
steps and computational analysis given in the previous chapters provided a robust
framework for classifying brain tumor exosome samples. Investigating the landscape
of tumor-associated proteins in exosomes from various disease states and control
groups provides crucial insights into disease mechanisms and potential therapeutic
targets. The methods and analytical techniques used to study the proteomic profiles
of exosomes derived from brain tumor patients and healthy individuals focused on
tumor-related proteins using advanced mass spectrometry and bioinformatics tools.
Future work will focus on refining these models, exploring additional pre-processing
techniques, and expanding the dataset to include a broader range of tumor types
and conditions. Additionally, integrating other spectroscopic techniques and multi-
modal data analysis could enhance this approach’s diagnostic capabilities and clini-
cal applicability. Future research will also expand the sample size, refine analytical
techniques, and explore the functional roles of the identified proteins in disease pro-

gression.
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Chapter 8

CONCLUSION

This chapter summarizes the results of the study, discussing the implications of
the findings for glioblastoma (GB) diagnostics, the strengths and limitations of the
study, and potential future directions for research. The study aimed to develop
a non-invasive diagnostic method for GB using Surface-Enhanced Raman Spec-
troscopy (SERS) and AI. The results demonstrate the effectiveness of this approach
in distinguishing between exosomes from GB, meningioma (MNG), and healthy con-

trol (HC) plasma samples.

8.1 Results and Discussion

8.1.1 Interpretation of Results

The study successfully demonstrated the potential of distinguishing between exo-
somes from GB patient plasma samples, MNG plasma samples, and HC plasma
samples using SERS and various machine learning models. The characterization of
exosomes via Transmission Electron Microscopy (TEM), Cryo-Electron Microscopy
(Cryo-EM), Interferometric Scattering Microscopy (iISCAT), and Nanoparticle Track-
ing Analysis (NTA) provided detailed morphological and size distribution informa-
tion. Biological characterization through Bead-Captured Flow Cytometry (BC-FC)
and Western Blotting (WB) confirmed the presence and purity of exosomal mark-
ers, aligning with MISEV guidelines. SERS measurements revealed distinct spectral
peaks for exosomes from healthy individuals and similarities between GB and MNG
exosomes, indicating potential molecular overlaps.

Multiple models were employed in this study, including Random Forest (RF),
Quadratic Discriminant Analysis (QDA), Support Vector Machine (SVM), Convo-
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lutional Neural Network (CNN), and Extreme Gradient Boosting (XGB). Among
these, the CNN model achieved the highest accuracy of 87.3%, demonstrating its
superior capability in classifying patient states. As a result of patient-wise classifi-

cation, the accuracy values for each model were as follows:

e Random Forest (RF): 78.9%

Quadratic Discriminant Analysis (QDA): 63.5%

Support Vector Machine (SVM): 79.3%

Convolutional Neural Network (CNN): 87.3%

Extreme Gradient Boosting (XGB): 75.9%

The sensitivity and specificity values for Brain Tumor (BT) and Brain Tumor

Free (BTF) Classification are as follows:

e Sensitivity:

— BTF: 99.77%

— BT: 95.08%
e Specificity:

— BTF: 95.08%

— BT: 99.77%

The sensitivity and specificity values for GB, MNG, and HC using the CNN model

are as follows:

e Sensitivity:

— Glioblastoma: 62.32%

— Meningioma: 90.85%
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— Healthy Control: 99.89%
e Specificity:

— Glioblastoma: 93.04%
— Meningioma: 98.32%

— Healthy Control: 98.26%

The Receiver Operating Characteristic (ROC) curve analysis for patient-wise classi-
fication showed an AUC value of 0.92, highlighting the effectiveness of the proposed

diagnostic approach and its potential for clinical application in neuro-oncology.

8.1.2  Implications for Glioblastoma Diagnostics

The new diagnostic method employing SERS and Al has significant implications
for clinical practice. By providing a non-invasive, rapid, and highly accurate means
of detecting GB through exosome analysis, this method can potentially reduce the
need for invasive biopsies and unnecessary imaging procedures and allow for earlier
detection, therapy monitoring, and treatment. The ability to distinguish between
different brain tumor types using exosomal signatures could revolutionize neuro-

oncology diagnostics, facilitating timely and personalized therapeutic interventions.

8.1.3 Strengths and Limitations

Strengths of this study include the use of multiple advanced characterization tech-
niques to validate the presence and purity of exosomes and the integration of SERS
and Al for high-accuracy diagnostic potential. However, limitations include the
small sample size and potential confounding variables introduced by different condi-
tions under which blood samples were collected from patients and healthy controls
(in the operation room before surgery for patients and in a walk-in setting for healthy
people). The heterogeneity within patient populations and the lack of standardized
protocols for exosome isolation and SERS analysis across different laboratories may

also affect reproducibility.
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8.1.4 Summary of Key Findings

The study achieved an accuracy of 87.3% in predicting patient states using the CNN
model for SERS and Al-based analysis of exosome spectra. ROC curve analysis for
patient-wise classification showed an AUC value of 0.92. These findings highlight
the effectiveness of the proposed diagnostic approach and its potential for clinical

application in neuro-oncology.

8.1.5 Impact on Patient Care

Implementing this novel diagnostic method in clinical practice could significantly im-
prove patient outcomes by providing a rapid, cost-effective, and non-invasive means
of detecting and differentiating brain tumors. This approach could facilitate early
intervention and more personalized treatment strategies, ultimately enhancing the

quality of care for patients with brain tumors.

8.1.6 Final Remarks

The integration of exosomes, SERS, and Al presents a promising advancement in the
field of neuro-oncology diagnostics. This research underscores the potential of these
technologies to transform brain tumor detection and monitoring, offering a new era
of precision medicine. Continued research and clinical validation are essential to

fully realize the benefits of this innovative diagnostic tool.

8.2 Discussion

Liquid biopsy holds promise as a revolutionary solution in the realm of brain tumor
detection. This non-invasive technique involves the analysis of small extracellular
vesicles (EVs) and their components, including DNA, RNA, proteins, and cargo
molecules, offering a comprehensive view of tumor heterogeneity and evolution over
time. By examining molecular markers of brain tumors, including genetic mutations,
epigenetic alterations, and protein expression profiles in these liquid components,

clinicians can obtain valuable insights into the underlying biology of brain tumors.
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In this study, using a combination of SERS and neural networks, we successfully
demonstrated the potential of distinguishing between exosomes from GB patient
plasma samples, MNG plasma samples, and healthy plasma samples. The rationale
behind choosing MNG as the control tumor group was due to the need to establish a
proof of concept. By choosing a non-glial, benign tumor such as MNG, we aimed to
validate our hypothesis that distinct tumors could be differentiated based on their
exosomal molecular signatures using SERS. MNG is an ideal starting point due to
its molecular dissimilarity to GB, which is a malignant glial tumor. This allows for
a foundational understanding before progressing to differentiations between more
closely related glial tumors.

The decision to focus on MNG as a control group was also influenced by its
abundance. As the most common primary benign tumor, MNG is readily available
for study, simplifying the process of obtaining samples. Our successful discrimination
between GB and MNG exosomes not only supports the validity of our methodology
but also lays the groundwork for the next phase of research.

However, it is essential to acknowledge the limitations of this study. The collec-
tion of plasma samples from GB and MNG patients before tumor resection posed
a challenge, as these patients were under anesthesia during the sampling process.
Healthy control subjects did not receive anesthesia, potentially introducing con-
founding variables. Additionally, the small sample size may impact the generaliz-
ability of these findings.

The ROC curves provided an AUC value of 0.92 for patient-wise classification,
which highlights the strength of the model when accounting for patient provenance.
This more realistic accuracy value does not appear overfitted and is clinically sig-
nificant.

In addition, the heterogeneity within the GB and MNG patient populations could
introduce variability in SERS exosomal signatures. Factors such as age, gender,
and comorbidities may influence the molecular composition of exosomes, potentially
complicating the development of a universally applicable diagnostic model. The

absence of standardized protocols for exosome isolation and SERS analysis across
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different labs may also limit the reproducibility of findings.

Moving forward, our research can be strengthened by increasing the number of
patients in our study and expanding the spectral library. This approach will enhance
the reliability of our predictive model, providing more accurate results for distin-
guishing between different tumor types. As the next logical step, our focus should
shift towards distinguishing between glial tumors with varying grades. Given the
molecular similarities among these tumors, this represents a more intricate challenge
that our methodology and neural network model can be developed to address. Fur-
thermore, exploration into potential applications, such as predicting prognosis or
monitoring treatment response, can broaden the utility of our tool clinically. Ulti-
mately, the integration of exosomes, SERS, and neural networks holds promise in

advancing the field of cancer early detection.

8.3 Future Directions and Perspectives

Expanding the cohort to include a larger number of patients and performing longi-
tudinal analyses with tumor and plasma exosomes will strengthen the reliability of
our findings. Incorporating targeting molecules to increase sensitivity in the sensors
and conducting clinical validation with expanded patient samples are crucial next
steps. These efforts will enhance the applicability and accuracy of this diagnostic

method, paving the way for its integration into routine clinical practice.
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