T.C.
FIRAT UNIVERSITESI
FEN BiLIMLERIi ENSTITUSU

SOSYAL MEDYADAKI FiNANS ICERIKLI GONDERILERDEN
DuUYGU SINIFLANDIRMASI

Ahmet Tunahan KORKMAZ
Yiksek Lisans Tezi

YAZILIM MUHENDISLIGi ANABIiLIM DALI

Yazilim Miihendisligi Bilim Dal1

EkiMm 2024



T.C.

FIRAT UNIiVERSITESI
FEN BiLIMLERIi ENSTITUSU

Yazilim Miihendisligi Anabilim Dal

Yiksek Lisans Tezi

SOSYAL MEDYADAKi FiNANS ICERIKLi GONDERILERDEN
DUYGU SINIFLANDIRMASI

Tez Yazari
Ahmet Tunahan KORKMAZ

Danigsman
Dog. Dr. Yunus SANTUR

ExkimMm 2024
ELAZIG



Baslig:
Yazari:

ilk Teslim Tarihi:

Savunma Tarihi:

T.C.
FIRAT UNIVERSITESI
FEN BILIMLERi ENSTITUSU

Yazilim Miihendisligi Anabilim Dali

Yiksek Lisans Tezi

Sosyal Medyadaki Finans Igerikli Gonderilerden Duygu Siiflandirmasi
Ahmet Tunahan KORKMAZ

14.06.2024
18.10.2024

TEZ ONAYI

Firat Universitesi Fen Bilimleri Enstitiisii tez yazim kurallarina gére hazirlanan bu tez
asagida imzalar1 bulunan jiiri tiyeleri tarafindan degerlendirilmis ve akademik
dinleyicilere agik yapilan savunma sonucunda OYBIRLIGI ile kabul edilmistir.

[mza
Damgman: Dog. Dr. Yunus SANTUR Onayladim
Firat Universitesi, Teknoloji Fakiiltesi
Bagkan: Dr. Ogr. Uyesi Ozkan BINGOL Onayladim
Giimiishane Universitesi, Miihendislik ve Doga Bilimleri Fakiiltesi
Uye:  Dr. Ogr. Uyesi Ozgiir KARADUMAN Onayladim
Firat Universitesi, Mithendislik Fakiiltesi
Bu tez, Enstitl Yonetim Kurulunun ....... . 120....... tarihli toplantisinda tescillenmistir.

Prof. Dr. Burhan ERGEN
Enstiti Midari



BEYAN

Firat Universitesi Fen Bilimleri Enstitiisii tez yazim kurallarina uygun olarak hazirladigim “Sosyal
Medyadaki Finans Igerikli Gonderilerden Duygu Simiflandirmasi” Baghkli Yiiksek Lisans Tezimin igindeki
biitiin bilgilerin dogru oldugunu, bilgilerin iiretilmesi ve sunulmasinda bilimsel etik kurallarina uygun
davrandigimi, kullandigim biitiin kaynaklar1 atif yaparak belirttigimi, maddi ve manevi destegi olan tim
kurum/kurulus ve kisileri belirttigimi, burada sundugum veri ve bilgileri unvan almak amaciyla daha 6nce
hi¢bir sekilde kullanmadigimi beyan ederim.

18.10.2024

Ahmet Tunahan KORKMAZ



ONSOZ

Giiniimiizde sosyal medya, finansal piyasalardaki yatirimeci davraniglarini anlamak i¢in 6nemli bir veri
kaynagi haline gelmistir. Hisse senedi fiyatlari, doviz kurlar1 ve diger varliklarin degerleri, yatirimcilarin
sosyal medya iizerinde sergiledikleri duygusal tepkilere biiyiik 6l¢iide baglidir. Bu nedenle, sosyal medya
platformlarindan elde edilen duygu verilerinin siniflandirilmasi, finansal piyasa analizlerinde etkili bir arag
olarak karsimiza ¢ikmaktadir. Bu calismada, sosyal medyada yer alan finans igerikli gonderilerin duygu

siiflandirmasinin, yatirim stratejilerinin gelistirilmesinde nasil kullanilabilecegi ele alinmustir.

Aragtirmamin temel amaci, finansal duygu analizinin sosyal medya gonderileri iizerinde uygulanabilirligini
incelemek ve yatirimer davraniglarini anlamada potansiyelini ortaya koymaktir. Ancak, sosyal medya
gonderilerinin igerik cesitliligi, metinlerin karmasikligi ve duygusal verilerin dogrulugu gibi zorluklar bu
alandaki caligmalar1 etkilemektedir. Bu zorluklarin iistesinden gelmek ve giivenilir sonuglar elde etmek, tezin

ana motivasyonlar1 arasinda yer almaktadir.

Tezimin hazirlanmasinda 6nemli katkilar1 bulunan ve bana siirekli rehberlik eden Dogent Dr. Yunus
SANTUR’a tesekkiirlerimi sunarim. Ayrica, Aragtirma Gorevlisi Gamzepelin AKSOY "un da caligmalarim
boyunca sagladigi destekten dolayi kendisine minnettarim. Bu kisilerin destegi olmadan bu calismay1

tamamlamak miimkiin olamazdi.

Tez ¢alismam, herhangi bir proje destegi veya etik kurul izni gerektirmemistir. Ancak, bu siiregte bana destek
olan tiim kisi ve kurumlara tesekkiir ederim. Calismamin, sosyal medyadaki finans igerikli gonderilerin
duygu smiflandirmasit alaninda yapilan arastirmalara katki saglamasi ve gelecekteki ¢alismalara ilham
vermesi umuduyla faydali olmasini dilerim.
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OzET

Sosyal Medyadaki Finans Igerikli Gonderilerden Duygu Siniflandirmas:
Ahmet Tunahan KORKMAZ

Yuksek Lisans Tezi

FIRAT UNIVERSITESI
Fen Bilimleri Enstitiisi

Yazilim Miihendisligi Anabilim Dali

Ekim 2024, Sayfa: xii + 107

Giiniimiiz dijital ¢aginda sosyal medya, finansal piyasalarda yatirimci davranislarini ve piyasa trendlerini
anlamak icin dnemli bir veri kaynagi haline gelmistir. Bu ¢aligmada, Twitter verileri ve borsa hisselerinin
fiyatlar1 kullanilarak sosyal medya igeriklerinin finans piyasalar1 iizerindeki etkileri incelenmis ve bu
etkilerin duygu temelli analizlerle piyasa Uzerinde nasil kullanilabilecegi degerlendirilmigtir. 2023 yili
Temmuz aymdan 2024 yili Temmuz ayina kadar #xul00 ve #bist100 etiketleriyle toplanan 10.505 tweet,
yorum sayisi, retweet, begeni, goriintiileme sayisi, zaman, tarih ve hisse fiyat1 gibi 6zelliklerle birlikte analiz
edilmistir. Dogal dil isleme (DDI) teknikleri kullanilarak her bir tweet pozitif, negatif ve notr olarak
simiflandirilmistir. Sonuglar, pozitif duygu iceren tweetlerin hisse fiyatlarinda artig, negatif duygu igcerenlerin
ise disiis egiliminde oldugunu goéstermektedir. LSTM ve GRU modelleri ile G¢li siniflandirma yapilmus;
ticlii siiflandirma modellerinde egitim dogrulugu yiiksek olmasina ragmen test dogrulugunda asir1 6grenme
problemi gbzlemlenmistir. Model performanslari kesinlik, duyarlilik ve F1 skoru ile degerlendirilmis; negatif
smiflarin tanimlanmasinda zorluklar oldugu belirlenmistir. Bu bulgular, finansal piyasa hareketlerinde duygu
smiflandirmasinin  potansiyelini ortaya koymakta ve gelecekteki model gelistirmeleri igin Oneriler

sunmaktadir.

Anahtar Kelimeler: Sosyal Medya, Duygu Smmflandirma, Metin Madenciligi, Dogal Dil isleme, Derin

Ogrenme
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ABSTRACT

Sentiment Classification from Financial Content Posts on Social Media
Ahmet Tunahan KORKMAZ

Master's Thesis

FIRAT UNIVERSITY
Graduate School of Natural and Applied Sciences

Department of Software Engineering

October 2024, Pages: xii + 107

In today’s digital era, social media has become an important data source for understanding investor
behavior and market trends in financial markets. In this study, Twitter data and stock prices were used to
examine the impact of social media content on financial markets, and the potential use of sentiment-based
analysis in influencing the market was evaluated. A total of 10,505 tweets tagged with #xu100 and #bist100
were collected from July 2023 to July 2024 and analyzed along with features such as comment count,
retweets, likes, views, time, date, and stock price. Using Natural Language Processing (NLP) techniques,
each tweet was classified as positive, negative, or neutral. The results indicated that tweets with positive
sentiment were associated with increases in stock prices, while tweets with negative sentiment showed a
tendency toward declines. Three-class classification was conducted using LSTM and GRU models; although
training accuracy was high in three-class classification models, an overfitting problem was observed in test
accuracy. Model performance was evaluated using precision, recall, and F1 score metrics, and difficulties
were identified in recognizing negative classes. These findings highlight the potential of sentiment
classification in tracking financial market movements and provide suggestions for future model
improvements.

Keywords: Social Media, Sentiment Classification, Text Mining, Natural Language Processing, Deep
Learning
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1. GIRIS

Dogal Dil isleme (DDI), haber makaleleri, sosyal medya gonderileri ve finansal raporlar gibi
yapilandirilmamis finansal verilerin analizine olanak tanidigindan, finans alaninda giderek daha
onemli bir aragtirma alani haline gelmistir. Bu gelismelerle birlikte metin madenciligi, duygu

analizi gibi kavramlarda 6n plana ¢ikmustir.

DDI, giindelik hayatimizda konusulan dogal dili anlamayi, analiz etmeyi ve bunu makine diline
doniistiirmeyi amaglayan, dilbilim, bilgisayar bilimi ve yapay zeka alanlarmi igeren bir alandir.
DDI siireci insan dilindeki metin ya da konusma verilerini istatistik, hesaplamal1 dilbilim, derin
ogrenme ve makine Ogrenimi gibi yaklasimlar ile birlestirir. DDI semantik, dilbilimsel ve
pragmatik yonlerin gesitli tiirevlerini analiz ederek insan dogal dilinin yapisini ve anlamini
anlamamiz1 saglar. Bu siirecin devamu olarak, dil bilgisi kurallarim1 makinelerin anlayabilecegi
diizeyde makine algoritmalarina ¢evirir. Bunun sonucunda farkli problemleri ¢6zme yetisine sahip
ve istenilen gorevleri yerine getirebilecek kapasitede kural tabanli makine 6grenimi kavrami ortaya

cikar.

Duygu analizi, dil modelleme ilerlemelerinden yararlanan ve daha iyi sonuclar elde eden DDi
gorevlerinden biridir. Duygu analizi, bir metinde ifade edilen gortisleri hesaplama ile tanimlanmasi
ve kategorize edilmesi siirecidir, esas olarak yazarin belirli bir konu veya iiriine yonelik tutumunun
pozitif, negatif veya ndtr olup olmadigm belirlemek i¢in kullanilir. Duygu analizi, duygular ve

tutumlari islenebilir bilgiye doniistiirmek i¢in dnemli bir ara¢ haline gelmektedir.

Bu iligki analizinde varlik alim ve satislarinda insanlarin 6zellikle twitter adli sosyal medya
platformu basta olmak iizere finansal haber kaynaklarindan edinilen bilgilerin finansal kararlar
alirken oldukga etkili bir rol oynadig1 goriilmektedir. Yatirimeilar 6zellikle varligin fiyatindaki ani
degisimi, finansal bilanco agiklamasi ya da farkli bir sebepten olusan haberler ve duyum
kalabaligindan duygusal bir etkilesim yasayarak kendi finansal kararlarini1 bu duygusal ortama gore

verdigi ortaya ¢ikmaktadir.

Finansal alan, kendine 6zgii bir kelime dagarcigi ile karakterize edilir, bu da alan 6zgii duygu
analizi gerektirir. Finansal piyasalarda gozlemlenen fiyatlar, islem goren varliklara iligkin tiim
mevcut bilgileri yansitir. Dolayisiyla yeni bilgiler paydaslarin bilingli ve zamaninda kararlar
almasii saglar. Haberlerde ve tweetlerde ifade edilen duygular, hisse senedi fiyatlarini ve marka
itibarini etkiler, bu nedenle bu duygularin siirekli 6lgiilmesi ve izlenmesi yatirimeilar i¢in en 6nemli
faaliyetlerden biri haline gelmektedir. Calismalar, finansal haberlere dayali duygu analizinin hisse
senedi fiyatlarii, doviz kurlarmi ve kiiresel finansal piyasa egilimlerini tespit etmek igin

kullanildig1 gibi, sirket kazanglarmi 6ngérmek igin kullamildigini géstermektedir.



Tiim bu iliskilerin sonucunda bu tezin ortaya ¢ikmasinda hedef alinan problem, insanlarin finansal
secimlerinde verdigi duygusal Kkararlarin endeks, hisse vb. finansal araclardaki etkileri

incelenmektedir.

1.1. Problemin Onemi

Son yillarda teknolojinin hizlhi gelisimi, internet erisiminin yaygin kullanimi, ¢evrimi¢i ortamda
biiyiik miktarda veri birikmesine neden olmustur. Finansal raporlama ve veri analizi, blylk 6l¢ude
teknolojik ilerlemelerin hizli tempolu degisimi tarafindan biiyiik bir doniisiim gecirdi. Bu
degisiklikler, finansal analizde kullanilan araclar1 ve metodolojileri sadece yeniden
sekillendirmekle kalmadi, ayn1 zamanda finansal raporlamanin kendisinin dogasimi da yeniden
tanimladi. Bu evrimin temelinde, finansal veri analizinin verimliligini, dogrulugunu ve derinligini

onemli 6lgiide artiran DDI ve diger gelismis hesaplama tekniklerinin entegrasyonu bulunmaktadir.

Finansal raporlamada DDIi tekniklerinin entegrasyonu, finansal analizde otomasyon ve
gelistirmenin 6nemli bir adimini temsil eder. Bu evrim, finansal verilerin islenmesi, analizi ve
yorumlanmasina benzersiz katkilar saglayan gesitli DDI metodolojilerinin gelistirilmesi ve
uygulanmasiyla isaretlenmistir. Asagida yer alan ¢aligmalar, finansal raporlamayi
otomatiklestirmede merkezi Oneme sahip olan temel DDI tekniklerine dalmakta ve son

zamanlardaki bilimsel katkilarla desteklenmektedir.

Faccia vd., yaptig1 ¢alismada duygu analizini, finansal agiklamalarin tonunu ve duygusunu
degerlendirmede kritik bir DDI alan1 olarak éne ¢ikarmigtir. Calismalari, duygu analizinin finansal
tablolardaki anormallikleri ve desenleri tespit etme potansiyelini vurgularken dolandiricilik
faaliyetlerini isaret edebilecegini gostermektedir. Finansal raporlardaki metinsel verilerin
polaritesini ve Oznelligini analiz ederek, duygu analizi, geleneksel nicel finansal analiz

yoéntemlerini tamamlayarak altta yatan duygulara dair niiansh bir anlayis sunmaktadir [1].

Tematik analiz, bulut bilisim ortamlarinda finansal verilere etkili bir sekilde uygulanmis bir diger
temel DDI teknigidir, ki bu Sharma vd. tarafindan tartisilmistir. Bu yaklagim, metin verilerindeki
temalar1 veya desenleri tanimlamay1 ve analiz etmeyi igerir, finansal anlatilarin daha derinlemesine
anlagilmasint kolaylastirir. Tematik analiz, finansal verilerin kategorize edilmesini ve kalite

Olgtimiinii artirarak, finansal kurumlardaki veri kesfi ve analiz siireglerini gelistirir [2] .

Gurgul vd., yaptiklar1 ¢alismada DDI yontemlerinin finansal piyasa hareketlerini 6ngdrmede nasil
kullanildigini, 6zellikle de kripto para fiyatlar1 baglaminda gostermektedir. Arastirmalari, finansal,
blokzincir ve metinsel verilerin gelismis DDI teknikleri araciligiyla entegrasyonunun, yatirim
kararlarmin dogrulugunu énemli 6lgiide artirabilecegini gdstermektedir. Bu uygulama, DDI’nin

kapsamli finansal analiz igin ¢esitli veri kaynaklarini kullanma kapasitesini vurgulamaktadir [3].



DDI tekniklerinin finansal raporlamada otomatiklestirilmesi, finansal analiz alaninda doniistiiriicii
bir gelismeyi temsil eder. Duygu analizi, tematik analiz ve diger DDi metodolojilerinden
yararlanarak, finansal kurumlar finansal raporlama siireclerinde daha biiyiik verimlilik, dogruluk
ve derinlik elde edebilirler. DDI teknolojileri evrimlesmeye devam ettikge, finansal raporlamaya
entegrasyonlari, finans profesyonellerine sunulan analitik yetenekleri ve stratejik i¢ gorileri daha

da gelistirmeye yoneliktir.

DD1i’nin finansal raporlama i¢in uygulanmasi, doniistiiriicii bir gelisme olmasina ragmen, zorluklar
ve smirlamalar icermektedir. Bu engeller, finansal anlatilarin i¢sel karmasikliklarindan ve DDI
teknolojilerinin teknik kisitlamalarindan kaynaklanmaktadir. Bu zorluklarm arastiriimasi, DDI” in

finansal raporlama ve analize entegrasyonunun pratik sonuglarini1 anlamak i¢in 6nemlidir.

Azizov vd., birden fazla dildeki yillik raporlardan finansal anlatilar1 6zetlemenin karmasikliklar
lizerine bir calisma gerceklestirmistir. Calismalari, yapilandirilmamis farkli finansal raporlari
islemenin zorlugunu vurgulayarak, sayisal verileri diglayarak ana anlati 6gelerini etkin bir sekilde
belirlemenin giicliigiinii ortaya koymaktadir. Bu zorluk, ¢ok dilli icerikle ugrasirken, TS ve mT5
gibi DDI tekniklerinin etkinliginin diller arasinda énemli 6lciide degisiklik gostermesi nedeniyle
daha da artmaktadir. Bu durum, finansal raporlama alanindaki dil ¢esitliliginin karmasik

zorluklarini yansitmaktadir [4].

1.2. Cahsmanin Amagclar: ve Hipotezleri

Finans alaninda, hisse senedi piyasasi ve egilimleri son derece degisken niteliktedir. Bu
degiskenligi anlamak ve gelecekteki hareketleri 6ngérmek arastirmacilarin dikkatini ¢eken bir
konudur. Yatirimeilar ve piyasa analistleri, piyasa davraniglarini inceleyerek alim veya satim
stratejilerini buna gore planlar. Hisse senedi piyasasi her giin biiyiik miktarda veri retir, bu nedenle
bir kisinin bir hissenin gelecekteki yonelimini belirlemek i¢in tiim mevcut ve gegmis bilgileri
dikkate almasi olduk¢a zordur. Genellikle piyasa yonelimlerini anlamak i¢in iki yontem vardir.
Birincisi teknik analiz, digeri ise temel analizdir. Teknik analiz, gelecekteki hareketi 6ngérmek
amaciyla gegmis fiyat ve hacmi incelerken, temel analiz isletmenin finansal verilerini
degerlendirerek bazi i¢ goriler elde etmeyi igerir. Her iki teknik analizin etkinligi, hisse senedi
piyasasi fiyatlariin temel olarak dngoriilemeyen oldugunu belirten etkin piyasa hipotezi tarafindan
tartisilmaktadir. Bu arastirma, hisse senedi egilimlerinin kesfedilmesi i¢in temel analiz teknigini
takip eder ve bir girket hakkinda haber makalelerini ana bilgi olarak ele alarak haberleri kullanilan
modele gore ikili (pozitif-negatif) ya da tclu (pozitif-negatif-notr) smiflandirmay1 dener. Eger
haberin duygusu olumlu ise, hisse senedi fiyatinin artma olasilig1 daha yiiksektir ve eger haberin
duygusu negatif ise, o zaman hisse senedi fiyatinin diisme olasiligi vardir. Bu arastirma, hisse

senedi trendlerini etkileyebilecek haber duyarliligin1 duygu puanlamasi ile tespit eden bir model



olusturmay1 amaclar. Diger bir deyisle, haber makalelerinin hisse senedi fiyatlar1 iizerindeki
etkisini incelemektedir. Haber duyarliligini kontrol etmek i¢in denetimli makine dgrenimi olarak

smiflandirma ve diger metin madenciligi tekniklerini kullanilmaktadir.
Arastirmanin amaci:

1. Metin analizinin finansal piyasalardaki rollinii ve 6nemini belirlemek.

2. Metin madencilii ve duygu analizi yOntemlerinin finansal yatirimlarin
degerlendirilmesindeki etkinligini arastirmak.

3. Finansal kararlar alirken duygusal faktérlerin etkisini daha iyi anlamak ve degerlendirmek
i¢in bir ara¢ saglamak.

Arastirma hipotezleri:

1. Metin analizi ve duygu analizi kullanilarak finansal piyasalardaki duygusal egilimlerin
belirlenmesi, finansal yatirnmlarda daha dogru tercihler ortaya ¢ikarmay1 saglayabilir.

2. Metin madenciligi ve duygu analizi yontemleriyle, finansal piyasalardaki haber akiginin
ana trendlerinin belirlenmesi, tweetleri domine eden ana haberleri daha olas1 bir sekilde
ortaya ¢ikarabilir.

3. Metin analizi ve duygu analizi ile yapilan ¢alismalar, olusturulan finansal tweet kiimeleri

arasindaki yap1 ve benzerliklerin belirlenmesinde daha etkili olabilir.

1.3. Kullanilan Metotlar

Tezde kullanilan metotlar su sekilde agiklanabilir: Veri setinde yer alan metin verilerinin analizinde
cesitli sinir ag1 algoritmalar1 ve DDI teknikleri yer almaktadir. Bu islemler, metin verilerinin

islenmesi, etiketlenmesi ve siniflandirilmasi asamasinda kullanilmaktadir.

Metin verileri islenmeden 6nce bir dizi metin 6n isleme adimindan gegirilmektedir. Bu 6n islemler
metin temizleme, metin normalizasyonu, durak kelimeleri kaldirma, metin tokenizasyonu, metin
vektorlestirme vb. seklindedir. Bu tezde 6zel karakterler, HTML etiketleri gibi giiriiltiilii metin
dedigimiz kelimeler i¢in metin temizleme uygulanmistir. Tek bagma bir anlam ifade etmeyen ve,
veya, su vb. kelimelerde model performansini etkilememesi adina kaldirilmistir. Metin verilerinin
kelimeler ya da climleler seviyesine indirgenmesi ve sonrasinda bunlarin sayisal vektorler haline

getirilmesi i¢in tokenizasyon ve vektorlestirme adimlart da uygulanmustir.

Metin verilerini islerken gomme katmanindan faydalaniriz. Olusturulan metin smiflandirma
modelinde birbirine baglt diger katmanlardan 6nce gelir. Bu katman kelimeleri makine dilinin
anlayabilecegi diizeyde bir vektor uzayina yerlestirmek igin kullanilir. Bu vektorler, kelimelerin
yapisal ve anlamsal iliskilerini daha verimli bir sekilde ifade etmeye ve daha etkili islemler

yapilmasini saglamaktadir.



Model egitilirken ikili ve iiclii olmak iizere iki farkli smiflandirma uygulanmstir. ikili
siniflandirmada “ikili gapraz entropi” kayip fonksiyonu kullanilmistir bu da modelin dogruluguna
artirmaktadir. Bir diger kayip fonksiyonu da ¢oklu siiflandirma problemlerinde kullanilan “seyrek
kategorik capraz entropi” fonksiyonudur. Bu fonksiyon pozitif, negatif ve nétr gibi ¢ durumlu

secimlerde uygundur.

GRU ve LSTM, Tekrarlayan Sinir Aglarmin (RNN) zaman serisi verilerinde verimli bir gekilde
kullanildigini kanitlamasina karsin, gradyanlarin kaybolmasi ve sismesi sorunu LSTM in ortaya
¢ikmasina neden olmustur. Cok sayida parametreye sahip olan LSTM, kisa ve uzun vadeli
bagimliliklarin 6grenilmesinde daha fazla egitim siiresine sahiptir bu da LSTM 1 dezavantajli
duruma diislirmiis ve daha kiigiik kapisi olan (yalnizca giincelleme ve sifirlama) dolayisiyla egitim

stiresi nispeten daha az ve verimliligi daha fazla olan GRU lar1 ortaya ¢ikarmustir.

GRU, daha basit hale getirilmis bir LSTM tiirevi olarak kabul edilir. i¢ yapisina baktigimizda
LSTM den daha az bilesen daha az kap1 barindirdigindan daha az karmasik bir yapiya sahiptir.
GRU da iki kap1 (gilincelleme ve sifirlama) bulunur, LSTM de ise {i¢ kap1 bulunur (unutma, giris
ve ¢ikis). GRU da daha az bilesene sahip oldugundan, egitim esnasinda daha az veri ile daha iyi
performans gostermektedir. Bununla paralel olarak LSTM in karmasik i¢ yapis1 da bazi uzun siireli

bagimlilik durumlarinda daha iyi sonuglar verebilmektedir.

Bu iki yapinin yan1 sira son zamanlarda ortaya ¢ikan yeni bir DDI modeli olan BERT dil modeli
de bu tezde kullanilmistir. Bu model daha 6nceden biiyiik metin verileriyle egitilir ve akabinde
belirli ayarlarla istedigimiz veri setine uygulanabilir. Bu 0zelligiyle transformer mimarisine

dayanmaktadir.
BERT in GRU ya da LSTM e kars1 avantajlart:

- Diger iki yapiya goére daha biiylik veri setleri iizerinde egitildiginden dili
anlamadaki yatkinlig1 daha fazladir.
- Transfer 6grenimi 6zelligi ile kiiciik capli veri setlerinde dahi faydali sonuglar
verebilmektedir.
BERT in GRU ya da LSTM e kars1 dezavantajlart:

- Diger iki geleneksel modele gore daha fazla hesaplama siiresi ihtiyaci
duymaktadir.

- Temel olarak biiyiik veri setlerinde egitildiginden, kendi veri setlerimize uygulama
asamasinda olgeklenebilirlik agisindan sorunlar ortaya ¢ikarabilmektedir.

- Yap1 olarak biiyiik dil modelleri iizerinde gelistirildiginden kii¢iik veri setlerinde

daha diisiik performans sergileyebilmektedir.



Modelin egitiminde farkli epoch sayilar1 ve farkli hiperparametler kullanilarak farkli performans

ve egitim siirecleri gdzlenmistir.

1.4. Akademiye Katkisi

Bu c¢aligmanin akademik literatlire saglayacagi katkilar asagidaki baghiklar altinda

degerlendirilebilir:

Bu tez, DDI ve finansal veri analizi arasindaki iliskileri derinlemesine inceleyerek, bu iki disiplinin
entegrasyonunu saglamaktadir. Calisma, DDI tekniklerinin finansal analiz ve raporlamada nasil
kullanilabilecegini gostererek, bu alandaki teorik bilgileri genisletmektedir. Ozellikle duygu
analizi, tematik analiz ve derin 6grenme yontemlerinin finansal veri analizi tizerindeki etkilerini

arastirarak, akademik literatiirde bu konulardaki bosluklari doldurmaktadir.

Tezde kullamilan gesitli makine 6grenimi algoritmalar1 (LSTM, GRU, BERT) ve DDI teknikleri
(metin On isleme, tokenizasyon, vektorlestirme) finansal verilerin analizine uygulanmis ve bu
yontemlerin etkinlikleri karsilagtirilmistir. Bu yontemsel karsilagtirmalar, akademik ¢aligsmalarda
kullanilabilecek yeni metotlarin belirlenmesine ve mevcut yontemlerin iyilestirilmesine katki
saglayacaktir. Ayrica, metin madenciligi ve duygu analizi tekniklerinin finansal yatirimlardaki
etkinligini gosteren bulgular, bu yontemlerin finansal analizlerde kullaniminin artmasina yol

acabilir.

Bu ¢alisma, finansal metinlerin (haber makaleleri, tweetler) analiz edilmesi ve bu analizlerin
finansal karar alma siireclerine olan etkilerini inceleyerek pratik uygulamalar sunmaktadir.
Ozellikle, yatirimeilarin finansal kararlar alirken daha sistematik yardim alabilecegi bir yontem
tespit edilmesi denenmigtir. Bu uygulamalar, hem akademik arastirmalarda hem de finansal
piyasalarda pratik olarak kullanilabilir ve bu alanlardaki caligmalara yeni bir perspektif

kazandirabilir.

Bu tezde gelistirilen modeller ve kullanilan yéntemler, DDI ve finansal veri analizi konularinda
ders materyali olarak kullamlabilir. Universitelerde lisans ve lisansiistii diizeyde verilen derslerde
bu ¢aligma 6rnek bir vaka olarak sunulabilir ve dgrencilere teorik bilgilerin pratik uygulamalarla

nasil birlestigini gosteren bir kaynak saglayabilir.

Calisma, DDI tekniklerinin finansal veri analizinde nasil uygulanabilecegine dair yeni arastirma
sorular1 ve hipotezler ortaya koymaktadir. Bu tezde elde edilen bulgular ve sonuglar, gelecekteki
calismalara yon verebilir ve bu alandaki arastirmalarin derinlestirilmesine katkida bulunabilir.
Ozellikle, DDI ve finansal veri analizi entegrasyonunda karsilagilan zorluklar ve bu zorluklarm

nasil agilabilecegi konusundaki dneriler, akademik arastirmalar igin degerli ipuglar1 sunmaktadir.



Bu katkilar, hem teorik hem de uygulamali olarak DDI ve finansal veri analizi alanlarinda énemli

bir yere sahip olup, akademik literatiire degerli bir katki saglayacaktir.



2. LITERATUR TARAMASI

Calismanin literatiir arastirmas1 kisminda &ncelikle farkli konular icin gerceklestirilen DDI ile ilgili
literatiir caligmalar1 ele alimmistir. Bu kisimda alt baglik olarak metin madenciligi ve duygu analizi

calismalari da ele alinmistir. Son olarak finans alaninda ki ¢alismalardan 6rnekler verilmistir.

2.1. Dogal Dil isleme

Dogal dil isleme, insan dilinin bilgisayarlar tarafindan anlasilmasi, yorumlanmasi ve iiretilmesi
stirecidir. Bu alan, dil bilimi, bilgisayar bilimi ve yapay zekanin kesisiminde yer alir ve birgok farkli
uygulama ve teknik igerir. DDI, metin madenciligi, makine ¢evirisi, duygu analizi ve bilgi ¢ikarimi

gibi alanlarda genis uygulamalara sahiptir.

Metin madenciligi, biiyiik miktarda metin verisinin analiz edilmesini ve anlamli bilgilerin
¢ikarilmasii saglar. Ornegin, sosyal medya analizleri, miisteri geri bildirimleri ve haber analizleri
gibi alanlarda metin madenciligi kullanilmaktadir [5]. Metin madenciligi, metinlerin otomatik
olarak smiflandirilmasi, 6zetlenmesi ve 6nemli bilgilerin ¢ikarilmasi islemlerini igerir [6]. Bu
sliregte kullanilan algoritmalar, metinleri dogal dilde anlayabilmek igin istatistiksel ve dilbilimsel

modellerden yararlanir [7].

Makine gevirisi, farkli diller arasinda metin ¢evirisi yapma siirecidir. Google Translate ve benzeri
hizmetler, makine gevirisi i¢in DDI tekniklerini kullanir [8]. Makine cevirisi, istatistiksel ve kural
tabanli yontemlerin yani sira, son yillarda derin 6grenme yontemleriyle de biiyiik ilerlemeler
kaydetmistir [9]. Bu yontemler, dil ¢iftleri arasindaki karmagik iliskileri 6grenerek daha dogru ve
dogal ceviriler yapabilmektedir [10].

Duygu analizi, metinlerde ifade edilen duygularin tespit edilmesi ve siniflandirilmasi siirecidir. Bu
teknik, miisteri yorumlari, sosyal medya gonderileri ve haber metinlerinde kullanicilarin duygu
durumlarii analiz etmek i¢in kullanilir [11]. Ornegin, bir sirketin iiriinlerine iliskin miisteri geri
bildirimlerini analiz ederek, genel miisteri memnuniyetini ve {iriinlerle ilgili olas1 sorunlari tespit

edebilir [12]. Bu tiir analizler, isletmelerin stratejik kararlar almasina yardime1 olabilir [13].

Bilgi ¢ikarimi, metinlerdeki énemli bilgilerin tanimlanmasi ve yapilandirilmasi siirecidir. Ornegin,
isim-entity tanima (Named Entity Recognition - NER) algoritmalari, metinlerdeki kisi, yer ve
organizasyon isimlerini tespit eder [14]. Bu teknikler, biiyiik veri setlerinden anlamli bilgiler elde
etmek icin kritik 6neme sahiptir [15]. Bilgi ¢ikarimi, 6zellikle bityiik miktarda dokiimanin otomatik

olarak analiz edilmesi gereken alanlarda kullanilir [16].

DDI teknikleri, saglik hizmetlerinde de genis bir uygulama alanma sahiptir. Elektronik saglik

kayitlari, tibbi literatiir ve hasta geri bildirimleri gibi biiyiik miktarda metinsel verinin analiz



edilmesi, tibbi bilgi ¢ikarimi ve karar destek sistemleri icin kritik 6neme sahiptir [17]. Ornegin,
tibbi makalelerin otomatik olarak analiz edilmesi, doktorlarin en giincel bilgileri hizlica bulmasina
yardimci olabilir [18]. Ayrica, hastalarin saglik kayitlarinin analiz edilmesi, hastaliklarin erken

teshisi ve tedavi planlarinin gelistirilmesine katki saglayabilir [19].

DDIi’nin egitim alanindaki uygulamalar1 da giderek artmaktadir. Ogrenci yazilarinin otomatik
olarak degerlendirilmesi, dil grenme uygulamalari ve akilli $gretim sistemleri gibi alanlarda DDI
teknikleri kullanilmaktadir [20]. Bu teknolojiler, 6gretmenlerin yiikiinii hafifletmek ve grencilerin
dil becerilerini gelistirmek i¢in 6nemli firsatlar sunar [21]. Ornegin, otomatik yazim degerlendirme

sistemleri, 6grencilerin yazim hatalarini tespit ederek geri bildirim saglar.

Son olarak, DDI, hukuki belge analizleri gibi alanlarda da énemli bir rol oynamaktadir. Biiyiik
miktarda hukuki belgenin otomatik olarak analiz edilmesi ve ilgili bilgilerin ¢ikarilmasi,
avukatlarin ve hukuk uzmanlarinin is yiikiinii azaltabilir. Bu tlr sistemler, hukuki metinlerdeki

o6nemli bilgileri tespit ederek, dava hazirligi ve yasal aragtirmalar gibi siirecleri hizlandirabilir [22].

DDI, ayn1 zamanda miisteri hizmetleri ve destek sistemlerinde de kullanilmaktadir. Ornegin,
chatbotlar ve sanal asistanlar, kullanicilarin sorularini yanitlamak ve belirli gorevleri yerine
getirmek icin DDI tekniklerinden yararlanir. Bu tiir sistemler, miisteri etkilesimlerini
otomatiklestirerek isletmelerin maliyetlerini diislirmesine ve miisteri memnuniyetini artirmasina

yardimct olur [23].

DDIi’nin bir diger énemli uygulama alani, bilgi erisimi ve arama motorlaridir. Arama motorlari,
kullanicilarin sorgularmi anlamak ve en uygun sonuglar1 saglamak i¢in DDI tekniklerini kullanir
[24]. Bu siiregte, sorgu genisletme, anlamsal analiz ve metin siniflandirma gibi teknikler devreye

girer [25]. Bu sayede, arama motorlar1 daha dogru ve ilgili sonuclar sunabilir [26].

Dil dretimi, DDI’nin nemli bir bilesenidir. Dil iiretimi, bilgisayarlarin dogal dilde metin olusturma
stirecidir. Bu siiregte, dil modelleri ve derin 6grenme algoritmalar1 kullanilarak anlamli ve baglama
uygun metinler Uretilir [27]. Dil iiretimi, chatbotlar, sanal asistanlar ve otomatik igerik olusturma

sistemleri gibi bircok uygulama icin kritik éneme sahiptir [28].

DDI, aym zamanda sosyal medya analizlerinde de kullanilmaktadir. Sosyal medya
platformlarindaki biiylik miktarda verinin analiz edilmesi, kullanic1 davraniglarinin ve trendlerin
tespit edilmesine yardimct olur [29]. Bu sirecte, duygu analizi, konu modelleme ve metin
simiflandirma gibi teknikler kullanilir. Sosyal medya analizleri, isletmelerin pazarlama stratejilerini

belirlemesine ve miisteri memnuniyetini artirmasina katki saglar [30].

DDI, haber ve medya sektdriinde de genis bir uygulama alanma sahiptir. Haber metinlerinin

otomatik olarak analiz edilmesi ve &zetlenmesi, okuyucularm hizli ve etkili bir sekilde bilgiye



erigmesini saglar [31]. Ayrica, sahte haberlerin tespit edilmesi ve dogruluk kontrolii gibi

uygulamalarda da DDI teknikleri kullanilmaktadir [32].

DDI, aym zamanda e-ticaret sektoriinde de onemli bir rol oynamaktadir. Uriin incelemelerinin
analiz edilmesi, miisteri geri bildirimlerinin toplanmasi ve iirlin 6neri sistemlerinin gelistirilmesi
gibi uygulamalarda DDIi tekniklerinden yararlamilir [33]. Bu sayede, e-ticaret platformlar:

miisterilere daha kisisellestirilmis ve ilgili Griin dnerileri sunabilir [34].

Sonug olarak, DDI, birgok farkli alanda genis uygulama yelpazesine sahip bir teknolojidir. Metin
madenciligi, makine ¢evirisi, duygu analizi, bilgi ¢ikarimi, saglik hizmetleri, egitim, hukuki belge
analizi, miisteri hizmetleri, bilgi erisimi, dil {iretimi, sosyal medya analizi, haber ve medya, ve e-
ticaret gibi alanlarda DDI teknikleri kullanilmaktadir. Bu teknolojilerin gelismesi, bilgisayarlarin

insan dilini daha iyi anlamasini, islemesini ve iiretmesini saglamaktadir.

2.1.1. Metin Madenciligi

Metin madenciligi, biiyilk miktarda metin verisinden anlamli ve faydal bilgiler elde etmeyi
amaglayan bir veri madenciligi alt dalidir. Metin madenciligi, veri madenciligi, DDI ve bilgi
¢ikarimi gibi disiplinlerin kesisiminde yer alir ve bir¢ok farkli teknik ve yontem kullanilarak
gergeklestirilir. Bu yazida, metin madenciliginin temel kavramlari, kullanilan teknikler ve gesitli

uygulama alanlar1 ele aliacaktir.

Metin madenciligi, yapilandirilmamis metin verilerini yapilandirilmis bilgiye doniistirmeyi
hedefler. Bu siireg, metinlerin otomatik olarak siniflandirilmasi, 6zetlenmesi ve 6nemli bilgilerin
¢ikarilmasi islemlerini igerir . Yapilandirilmamis veriler, dogal dilde yazilmis metinlerdir ve bu tiir
verilerin analiz edilmesi, anlamli bilgiler elde edilmesi acisindan zorluklar icerir [35]. Metin

madenciligi, bu zorluklar1 asmak igin gesitli algoritmalar ve teknikler kullanir [36].

Metin madenciliginde kullanilan temel teknikler arasinda bilgi ¢ikarimi, metin siniflandirma,
kiimeleme ve 6zetleme yer alir. Bilgi ¢ikarimi, metinlerdeki belirli bilgilerin otomatik olarak tespit
edilmesini saglar [37]. Metin smiflandirma, metinlerin 6nceden tamimlanmig kategorilere
ayrilmasini igerir. Kimeleme, benzer Ozelliklere sahip metinlerin gruplandirilmasini saglar.

Ozetleme ise, metinlerin ana noktalarmi belirleyerek kisa ve 6z bir 6zet olusturmay: amaglar [38].

Metin madenciliginin en yaygin uygulama alanlarindan biri, sosyal medya analizidir. Sosyal medya
platformlarindaki biiyiik miktarda verinin analiz edilmesi, kullanici davranislariin ve trendlerin
tespit edilmesine yardimei olur [39]. Bu analizler, markalarin ve igletmelerin miisteri iligkilerini
yonetmelerine ve pazarlama stratejilerini optimize etmelerine katki saglar [40]. Ayrica, kriz
yonetimi sirasinda, sosyal medya analizleri, halkin genel tepkilerini ve endiselerini anlamak icin

kullanilabilir [41].
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Metin madenciligi, miisteri geri bildirimlerinin analiz edilmesinde de dnemli bir rol oynar. Miisteri
yorumlar1 ve geri bildirimleri, igletmelerin iriin ve hizmetlerini gelistirmeleri icin kritik bilgiler
sunar [42]. Bu tiir analizler, miisteri memnuniyetini artirmak ve olasi sorunlar1 tespit etmek igin
kullanilir [43]. Ornegin, iiriin incelemelerinin analiz edilmesi, isletmelerin miisteri ihtiyaglarini ve

beklentilerini daha iyi anlamalarina yardime1 olabilir [44].

Egitim sektoriinde, metin madenciligi, 6grenci geri bildirimlerinin analiz edilmesi ve egitim
materyallerinin gelistirilmesi i¢in kullanilir. Ogrenci yorumlar1 ve geri bildirimleri, dgretim
yontemlerinin ve miifredatin degerlendirilmesine katki saglar [45]. Ayrica, akademik makalelerin
ve yayinlarin analiz edilmesi, arastirma trendlerinin ve énemli konularin belirlenmesine yardimci
olabilir.Saglik sektoriinde, metin madenciligi, hasta kayitlarinin ve tibbi literatiiriin analiz edilmesi
icin kullanilir [46]. Bu analizler, hastaliklarin erken teshisi ve tedavi planlariin gelistirilmesine
katki saglar. Ayrica, tibbi makalelerin ve arastirma raporlarinin analiz edilmesi, doktorlarin ve

arastirmacilarin en giincel bilgilere hizlica erismelerini saglar [47].

Hukuk sektoriinde, metin madenciligi, hukuki belgelerin analiz edilmesi ve ilgili bilgilerin
¢ikarilmasi i¢in kullanilir [48]. Bu tiir analizler, avukatlarin ve hukuk uzmanlarinin is yiikiinii
azaltarak, dava hazirlig1 ve yasal aragtirmalar gibi siirecleri hizlandirir. Ayrica, hukuki metinlerdeki

6nemli bilgilerin tespit edilmesi, dava sireclerinin daha etkin bir sekilde yonetilmesini saglar [49].

Metin madenciligi, haber ve medya sektoriinde de genis bir uygulama alanina sahiptir. Haber
metinlerinin analiz edilmesi ve Ozetlenmesi, okuyucularmn hizli ve etkili bir sekilde bilgiye
erismelerini saglar. Ayrica, sahte haberlerin tespit edilmesi ve dogruluk kontrolii gibi
uygulamalarda da metin madenciligi teknikleri kullanilmaktadir. Bu tur analizler, medya

kuruluglarmin daha dogru ve giivenilir haberler sunmalarina yardimei olabilir [50].

E-ticaret sektdriinde, metin madenciligi, iiriin incelemelerinin ve miisteri geri bildirimlerinin analiz
edilmesi igin kritik bir rol oynar [51]. Bu analizler, isletmelerin {iriinlerini gelistirmelerine ve
miisteri deneyimlerini iyilestirmelerine yardimci olur. Ayrica, {riin Oneri sistemlerinin
gelistirilmesinde de metin madenciligi kullanilabilir, bu da miisterilere daha kisisellestirilmis ve

ilgili Grln o6nerileri sunar [52].

Sonug olarak, metin madenciligi, genis bir uygulama yelpazesine sahip kritik bir teknolojidir.
Sosyal medya, miisteri geri bildirimi, egitim, saglik, hukuk, haber ve medya, ve e-ticaret gibi birgok
alanda metin madenciligi teknikleri kullanilmaktadir. Bu teknolojilerin gelismesi, bilgisayarlarin
metin verilerinden anlamli ve faydali bilgiler elde etmesini saglar [53]. Metin madenciligi, bilgi

caginda veri analizinin temel araglarindan biri olarak énemli bir rol oynamaya devam edecektir

[54].
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2.1.2. Duygu Analizi

Duygu analizi, metinlerdeki duygusal icerikleri belirlemeye yonelik bir alan olarak, 6zellikle son
yillarda biiyiik bir ilgi gormektedir. Bu alan, ¢esitli disiplinlerde farkli uygulamalarla kargimiza
cikmaktadir. Bu yazida, duygu analizi {izerine yapilan c¢alismalardan yararlanilarak, farkli

yaklasimlar, karsilasilan zorluklar ve uygulama alanlar ele alinacaktir.

Duygu analizi, metinlerdeki duygusal igerikleri siniflandirmay: amaglayan bir DDI teknigidir [55].
Bu alanda kullanilan yontemler genellikle kelime tabanli yaklasimlar, makine Ogrenimi
algoritmalar1 ve derin 6grenme modelleri olarak siniflandirilabilir [56]. Kelime tabanli yaklagimlar,
onceden tanimlanmis duygu sozliikleri kullanarak metinlerdeki duygu yukli kelimeleri tespit eder
[57]. Makine 6grenimi algoritmalari ise etiketli veri setleri lizerinde egitilerek, metinlerin duygusal
igerigini belirlemeye caligmaktadir [58]. Derin 6grenme modelleri, 6zellikle sinir aglart kullanarak
metinlerdeki karmagik duygu iligkilerini 6grenebilir ve daha yiiksek dogruluk oranlarina ulagabilir
[59].

Duygu analizinde karsilasilan temel zorluklardan biri, ironi ve sarkazm gibi ifadelerin dogru bir
sekilde analiz edilmesidir [60] . Ayrica, ¢ok anlamli kelimelerin baglamlarina gére dogru bir
sekilde yorumlanmas1 gerekmektedir [61]. Bu zorluklar1 agmak icin, gelismis DDI teknikleri ve

biiytik veri setleri iizerinde egitilmis modeller kullanilarak daha dogru sonuglar elde edilebilir [62].

Sosyal medya verilerinin analizi, duygu analizinin en yaygin uygulama alanlarindan biridir. Sosyal
medya gonderilerinin duygu analizi, kullanicilarin genel duyarliliklarini ve belirli konulara karsi
tepkilerini anlamak icin kullanilabilir [63]. Bu analizler, markalarin ve isletmelerin miisteri
iliskilerini yonetmelerine ve pazarlama stratejilerini optimize etmelerine yardimei olur [64].
Ayrica, kriz yonetimi sirasinda, sosyal medya duygu analizleri, halkin genel tepkilerini ve

endigelerini anlamak i¢in kullanilabilir [65].

Haber ve medya sektoriinde, duygu analizi, okuyucularin haberlere karsi genel tepkilerini anlamak
icin kullanilabilir [66]. Ayrica, sahte haberlerin tespit edilmesi ve dogruluk kontrolii gibi
uygulamalarda da duygu analizi teknikleri kullanilmaktadir [67]. Bu tlr analizler, medya

kuruluglarmin daha dogru ve giivenilir haberler sunmalarina yardimei olabilir [68].

E-ticaret sektoriinde, iiriin incelemelerinin duygu analizi, miisteri memnuniyetini ve liriin kalitesini
anlamak igin kritik bir rol oynar [69]. Miisteri geri bildirimlerinin duygu analizi, isletmelerin
riinlerini gelistirmelerine ve miisteri deneyimlerini iyilestirmelerine yardimci olur [68]. Ayrica,
iiriin Oneri sistemlerinin gelistirilmesinde de duygu analizi kullanilabilir, bu da miisterilere daha

kisisellestirilmis ve ilgili Griin 6nerileri sunar [70].

Siyasi analizler, duygu analizinin bir diger 6nemli uygulama alanidir. Siyasi kampanyalar sirasinda,

adaylarin veya politikalarin halk iizerindeki etkisini 6lgmek i¢in duygu analizi kullanilabilir [71].
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Bu tiir analizler, segmen davranislarini anlamak ve kampanya stratejilerini optimize etmek igin
kritik bilgiler saglar [72]. Ayrica, haber metinlerinin ve sosyal medya gonderilerinin duygu analizi,

kamuoyunun genel duyarliligini ve 6nemli olaylara karsi tepkisini anlamak i¢in kullanilabilir [73].

Duygu analizinde kullanilan yontemler arasinda, Naive Bayes, Destek Vektor Makineleri (DVM)
ve derin 6grenme modelleri 6ne ¢ikmaktadir. Naive Bayes, metin siniflandirma problemlerinde
yaygin olarak kullanilan bir olasilik temelli yaklasimdir. DVM ise, veriyi farkli smniflara ayirmak
icin hiper-diizlemler kullanan bir makine dgrenimi algoritmasidir [74]. Derin 6grenme modelleri,
ozellikle sinir aglar1 kullanarak, metinlerdeki karmasik duygu iliskilerini 6grenebilir ve daha

yiksek dogruluk oranlarina ulasabilir [28].

Duygu analizinde derin 6grenme modellerinin kullanimi, 6zellikle son yillarda biiyiik bir artis
gostermistir. Bu modeller, biiyiik veri setleri iizerinde egitilerek, metinlerdeki karmasik duygu
oriintiilerini ve baglamsal bilgileri daha iyi yakalayabilmektedir [75]. Ornegin, uzun kisa siireli
bellek (LSTM) aglari, metinlerin sirali dogasini dikkate alarak, dnceki kelimelerin ve climlelerin
duygusal etkilerini hesaba katabilir [76]. Bu sayede, metinlerdeki duygusal igerigi daha dogru bir

sekilde analiz edebilir.

Duygu analizi, ayn1 zamanda saglik sektoriinde de onemli uygulamalara sahiptir. Hasta geri
bildirimlerinin analizi, hastanelerin ve saglik hizmeti saglayicilariin hizmet kalitesini
degerlendirmelerine ve iyilestirmelerine yardimei olabilir [77]. Ayrica, psikolojik durum analizi ve

ruh sagligi izleme gibi alanlarda da duygu analizi teknikleri kullanilabilir [78].

Egitim sektoriinde, 6grenci geri bildirimlerinin duygu analizi, egitim kalitesini artirmak ve 6grenci
memnuniyetini saglamak igin kullanilabilir [79]. Ogrenci yorumlarmin analizi, Ogretim

yontemlerinin ve miifredatin degerlendirilmesine ve iyilestirilmesine yardime1 olabilir [80].

Sonug¢ olarak, duygu analizi, genis bir uygulama yelpazesine sahip kritik bir teknolojidir.
Pazarlama, miisteri iliskileri, finans, egitim, siyasi analizler, sosyal medya, haber ve medya, saglik
ve e-ticaret gibi bircok alanda duygu analizi teknikleri kullaniimaktadir. Bu teknolojilerin
gelismesi, bilgisayarlarin metinlerdeki duygusal igerigi daha iyi anlamasimi, islemesini ve

smiflandirmasini saglamaktadir.

2.2. Finansal Cahsmalar

Finans alaninda yapilan duygu siniflandirmasi, yatirim kararlari, risk yonetimi ve stratejik planlama
gibi kritik alanlarda biiyilik 6neme sahiptir. Bu ¢alismalar, gelecekteki ekonomik kosullar1 ve piyasa
hareketlerini 6ngorerek finansal performansi optimize etmeyi amaglar. Genellikle zaman serisi

analizleri, makine 6grenimi teknikleri ve ekonometrik modeller kullanilarak ger¢eklestirilir [81].
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Bu yazida, finans alanindaki temel kavramlar, kullanilan teknikler ve ¢esitli uygulama alanlar1 ele

almacaktir.

Finansal ¢alismalarda yaygin olarak kullanilan yontemlerden biri, zaman serisi analizidir. Zaman
serisi analizi, ge¢mis verilerin incelenerek gelecekteki degerleri belirlemeyi hedefler [82]. Bu
yontem, 6zellikle finansal piyasalarin tarihsel verilerine dayanarak gelecekteki fiyat hareketlerini
anlamak i¢in kullanmilir [83]. Zaman serisi analizinde kullanilan en popiiler modeller arasinda

ARIMA, GARCH ve Exponential Smoothing yer alir [84].

Makine 6grenimi, finansal ¢aligmalarda giderek daha fazla kullanilan bir diger 6nemli tekniktir.
Makine Ogrenimi algoritmalari, biiyiik veri setleri lizerinde egitilerek karmasik iligkileri ve
oruntdleri 6grenebilir [85]. Bu sayede, finansal piyasalarin gelecekteki hareketlerini daha dogru bir
sekilde yorumlamak mumkiindur [86]. DVM, karar agaglar1 ve yapay sinir aglari, finans alaninda

yaygin olarak kullanilan makine 6grenimi algoritmalaridandir [87].

Derin 6grenme, ozellikle son yillarda duygu smiflandirma ve finans ¢alismalarinda biyiik ilgi
gormiistlir. Derin 6grenme modelleri, 6zellikle sinir aglar1 kullanarak ¢ok katmanli ve karmasik
verileri analiz edebilir [88]. Bu modeller, biiyiik veri setleri lizerinde egitilerek finansal piyasalarin
dinamiklerini ve Oriintiilerini 6grenebilir [89]. LSTM (Long Short-Term Memory) ve CNN
(Convolutional Neural Networks), finansal zaman serisi varsayimlarinda yaygin olarak kullanilan

derin 6grenme modellerindendir [90].

Finansal ¢aligmalari, ¢esitli uygulama alanlarina sahiptir. Bu uygulamalardan biri, hisse senedi fiyat
cikarimidir. Hisse senedi fiyat hesaplama, yatirimcilarin dogru yatirim kararlari almasina yardimet
olur [88]. Zaman serisi analizi ve makine 6grenimi teknikleri, hisse senedi fiyatlarmi ileriye donik
olarak analiz etmek igin yaygin olarak kullanilir [91]. Ayrica, duyarlilik analizi ve sosyal medya
verileri gibi alternatif veri kaynaklar1 da hisse senedi fiyat degerlendirmelerinde kullanilmaktadir
[92].

Bir diger 6nemli uygulama alani, déviz kuru 6ng6risidir. Déviz kuru éngorisu, uluslararasi ticaret
ve yatirim kararlarinda kritik bir rol oynar [93]. Ekonometrik modeller ve makine &grenimi
algoritmalar1, doviz kuru hesaplamalarinda yaygin olarak kullanilmaktadir [94]. Bu durum, merkez
bankalar1 ve finansal kurumlar tarafindan doviz rezerv yonetimi ve para politikalar1 olusturmak igin

kullanilir.

Faiz orani, finansal ¢alismalarinin bir diger 6nemli alanmidir. Faiz oranlar1, borglanma maliyetleri ve
yatirim getirileri tizerinde dogrudan etkili oldugu i¢in, dogrulugu biiyiik 6nem tasir [95]. Zaman
serisi modelleri ve ekonometrik analizler, faiz oran1 ¢ikarimlarinda yaygin olarak kullanilir [96].

Ayrica, makroekonomik gostergeler ve politik gelismeler de faiz orani dikkate alinir [97].
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Finansal caligmalar, ayni zamanda ekonomik biiylime ve enflasyon tespitinde kullanilir.
Makroekonomik modeller ve zaman serisi analizleri, bu alanda yaygin olarak kullanilan
yontemlerdir [98]. Ayrica, kiiresel ekonomik trendler ve ticaret verileri de bu siifta dnemli rol

oynar [99].

Risk yonetimi, finansal ¢alismalarin bir diger 6nemli uygulama alanidir. Finansal kurumlar,
risklerini yonetmek ve minimize etmek i¢in ¢esitli modeller kullanmaktadirlar [100]. Zaman serisi
analizi ve makine 6grenimi teknikleri, piyasa riski, kredi riski ve operasyonel risk gibi farkli risk
trlerini analiz etmek igin kullanilir [101]. Bu analizler, finansal kurumlarin sermaye yeterliligi ve

likidite yonetimi stratejilerini belirlemelerine yardimei olur.

Portfoy yonetimi, finansal ¢aligmalarda bir diger kritik uygulama alanidir. Portfoy yonetiminde,
varliklarin getiri ve risklerinin belirlenmesi, optimal portfoylerin olusturulmasina yardimer olur
[102]. Makine &grenimi ve zaman serisi analizi, portfdy yonetiminde yaygin olarak kullanilan
tekniklerdir [99]. Ayrica, duyarlilik analizi ve alternatif veri kaynaklar1 da portfoy yonetiminde

6nemli rol oynar.

Finansal ¢alismalar, ayn1 zamanda ticaret stratejilerinin gelistirilmesinde de kullanilir. Algoritmik
ticaret ve yiiksek frekansli ticaret stratejileri, finans modelleri Uizerine kuruludur [94]. Bu stratejiler,
finansal piyasalarin hizli ve dogru bir sekilde analiz edilmesi ve alim-satim kararlarinin otomatik

olarak verilmesi i¢in kullanilir [96].
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3. METODOLOJi

Bu bolimde, c¢alismanin yiiriitiilmesi sirasinda izlenen yontemler ve kullanilan araglar
detaylandirilmaktadir. Oncelikle veri toplama siirecleri, veri setlerinin dzellikleri ve bu veri
setlerinin arastirma i¢in neden uygun oldugu agiklanacaktir. Daha sonra, verilerin analize uygun
hale getirilmesi i¢in uygulanan 6n isleme adimlar1 ve bu siireclerin ¢alismanin dogrulugu
tizerindeki etkileri incelenecektir. Caligmada kullanilan metin madenciligi ve dogal dil isleme
(DDI) tekniklerinin yani sira, makine égrenimi ve derin 6grenme modellerinin uygulama detaylari
sunulacaktir. Ayrica, model performanslarinin degerlendirilmesi i¢in kullanilan metrikler ve analiz

siirecleri ayrintili bir sekilde ele alinacaktir.

Metodoloji boliimiinde, yalnizca teknik detaylara degil, ayn1 zamanda bu yontemlerin secilmesinin
gerekeelerine ve ¢aligmanin genel amacina olan katkilarina da yer verilmektedir. Bu yaklagim,
caligmanin bilimsel temellerinin saglamligin1 ve elde edilen sonuglarin gegerliligini

desteklemektedir.

Bu ¢aligmada, sosyal medyadaki finans igerikli gonderilerden duygu siniflandirmasi yapilmistir. X
platformu {izerinden selenium kullanilarak ¢ekilen finans metinlerinden ham veri seti
olugturulmustur. Algoritmalarin uygulanmasina kadar ki siiregte, durak kelimeler, noktalama
isaretleri gibi metin 6n igleme adimlarindan gegmistir. Sonrasinda tf-idf yontemi ile metinlerdeki
kelime sikliklar kontrol edilmistir. Ayn1 zamanda pozitif ve negatif kelimeler igeren iki farkl veri
setinden, metinlere puan tabanli etiketleme islemi uygulanmistir. Bu islem metin igindeki kag
kelimenin pozitif ya da negatif olmasi ile dogrudan orantili olarak verilmistir. On isleme
adimlarindan ge¢mis olan veri setine makine 6grenmesi algoritmalari, derin 6grenme algoritmalari
ve BERTurk algoritmast uygulanmistir. Tiim adimlar Sekil 3.1’de blok diyagraminda

gosterilmistir.
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Sekil 3.1. Duygu smiflandirma siireci akig diyagrami

3.1. Materyal

Veri seti, 2023 yil1 Aralik ay1 sonundan 2024 yili Agustos ay1 basina kadar, Twitter’da #xul00 ve
#bist100 etiketleriyle toplanan 10.505 satirdan olusan metin verilerini icermektedir. Bu veriler,

islenmis ve temizlenmis tweetler, skor ve duygu olarak ii¢ siitun halinde organize edilmistir.
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processed_tweets_cleaned score sentiment

bist100 xu100 log yesil kanal 132 i¢ yuka trend devam et hafta iume kazan kisa vade li hedef 14580 orta vade Ii hedef 22000 yatinm tavsiye degil elliott 3| Olumiy
bist100 son durum 11252 11423 alim program hedef i fiyat geri gek ol 10800 lerin fiyat tut bekle kritik bir direncegiincel kur 11580 dogru yaklag fiyat ora tepki Gnem Ii ol hisse borsa ks bist30 xu100 piyas 0| Notr
giina mutlu hafta son herkes ke durum tam agag para bul kolay yol akil et herkes bir bagka sirt bin yilk al kag bist100 xu100 2| Cumiy
temmuz ay: kapsami: galig devam olarak analiz sevi galis basla ay iizer koy iyi yap temel teknik analiz ol tamamen yeni ydnte tiirkiye bir ik ol ydnetenimi devam et bist bist100 bist3 0 3| Olumiy
enkai pozitif gériintil devam et r kanal direnci 4650 takip et bist100 0| Nstr

12 tane yilchz pazar hisse var yiikselig trendin bagla garan ei uzun vade yatinme: arkadas iste bir gr 1000 begien rt ol liste ver rt et begen bist100 bist bista0 ks halkaarz bteu eth ethere doge ship 1| Owmiu
kchol ksa trend destek lur tekrar (st at 229 iizeri lazim iizer st alt destek 212 geri ek gagir bist100 2| Olumiy
tura technical outiook is positive bist100 -1 | Oumsuz
tam dilz derken tiinel ucu bommboki bir yer ik aman dikkat et sevgill borsa yatinmes kardeg ciimieten iyi akgam r xu100 borsa 3| Owmiu
xu100 saatiik 11130 destek 1| Ohumiu
ereg! trendi pozitif 521! iizer kal ivmen devam et diigiin hedef 220us xu100 bist100 1| Owmiu
yazihm sorun fazla etkile girket thy denizbank goriin sorun global piyasa etkile bilyiikliik borsa pozisyon dikkat et kredili kaldiragh iglem gir xu100 bist100 -3 | Olumsuz
200 kigi Gzel hisse konus moral ver bil borsa 8ret bir kere ganak katla tdgyo ikinei ganak katlat san hala borsa byle bir yer iste o yap bige yaz xu100 bist100 0| Nstr

yol tarih zirve yol xu100 bist100 2| Owmiu
lusa vade 11950 seviye kadar yiiksel ngér bist endeks xu100 hisse 2| Olumiy
cant 180 den destek bul 200 iizer at diis trendi ki yiikselig trendi basla paralel kanal 15 alt in dilgiis derinles r borsa bist100 xu100 -2 | Olumsuz
boga piya kitl haber sinek viziits ufak bir olumiu haber i zura etki yap ay! piyasa alumiu haber sinek viziit: ufak bir olumsu haber i zura etid yap xu100 3| Owmiu
tukas il trend kir ilk hedef 575 ana hedef 1386 yakin takip et paylas hisse ol sadece bilgi amagli i borsa bist100 3| Ohumlu

Sekil 3.2. Veri seti 6rnegi

Sekil 3.2’ deki veri seti, 2023 yil1 aralik ay1 sonundan 2024 yili agustos ay1 basina kadar Twitter’dan
toplanan 10.505 satirdan olusmaktadir. Bu veriler, #xul00 ve #bistl00 etiketli tweetlerden
derlenmistir. Veri setinde eksik ya da etiketsiz veri bulunmamaktadir ve {i¢ ana siitun halinde
organize edilmistir: islenmis ve temizlenmis tweetler, skorlar ve duygu siniflandirmalari. Etiket
dagilimi incelendiginde, 3.217 adet nétr, 5.038 adet pozitif ve 2.250 adet negatif etiketli tweet
oldugu goriilmektedir. Bu dagilim, veri setinin ¢ogunlukla olumlu ve notr tweetlerden olustugunu,

olumsuz tweetlerin ise daha az sayida oldugunu gostermektedir.

Veri seti, gesitli n isleme adimlarindan gegirilmistir. ilk olarak, gerekli kiitiiphaneler yiiklenmis
ve NLTK Kkiitliphanesi {izerinden Tiirk¢e durak kelimeler ve kelime ayristirma (tokenization) islemi
icin gerekli veriler indirilmistir. Ardindan, etiketleme yapilacak veri seti ile pozitif ve negatif
kelimeleri iceren dosyalar yiiklenmistir. Tiirk¢e durak kelimeler tanimlanarak, analiz sirasinda

gereksiz kelimeler ayiklanmistir.

Tweet metinleri temizlenmis ve bu asamada tiim harfler kiigiiltiilmiis, baglantilar ve noktalama
isaretleri metinden kaldirilmis, kelimeler ayristirilmig ve durak kelimeler ¢ikarilmistir. Bu islemler

sonucunda metinler, siniflandirma i¢in hazir hale getirilmistir.

Duygu analizi, pozitif ve negatif kelimelerden olusan listelere dayali olarak gergeklestirilmistir.
Tweetlerde pozitif bir kelime bulundugunda skor artirilmis, negatif bir kelime bulundugunda ise
skor azaltilmistir. Sonug olarak, her tweetin duygu durumu pozitif, negatif veya notr olarak

siniflandirilmastir.
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Sekil 3.4’te, aylara gore atilan tweet sayilar1 ve bu tweetlerin duygu dagilimlar1 gosterilmektedir.
Her ay i¢in, olumsuz, olumlu ve nétr tweetler sirasiyla kirmizi, yesil ve mavi renklerle ifade

edilmistir.

Grafikten goriildiigl tizere, 2024 yilinin Ocak ve Subat aylarinda tweet sayist oldukca yiiksektir.
Bu donemde 6zellikle olumlu tweetler 6ne gikmakta, ancak ndtr ve olumsuz tweetler de kayda
deger bir diizeydedir. Benzer sekilde, 2024 yilinin Haziran ayinda da yogun bir tweet trafigi
gozlemlenmektedir; bu ayda notr ve olumsuz tweetlerin oranit olumlu tweetlere kiyasla daha

fazladir.

Diger aylarda, 6rnegin 2023 yilinin Eyliil ve Aralik aylarinda, tweet sayilariin oldukga diisiik
oldugu dikkat ¢cekmektedir. Bu aylarda duygu dagilimi neredeyse yok denecek kadar azdir. Bu
durum, belirli donemlerde kullanicilarin daha fazla paylasim yapma egiliminde olduklarini
gostermektedir. Ayrica, aylara gore hangi donemlerde daha fazla olumlu veya olumsuz tweet
atildigim analiz etme olanagi sunmaktadir. Ozellikle yogun tweet paylasimlarmin oldugu
donemlerde, insanlarin genel olarak nasil bir duygusal tepki verdigini anlamak agisindan bu grafik

onemli bir i¢gdrii saglamaktadir

3.2. Metin On isleme

Metin 6n igleme, metin madenciligi siirecinin ilk ve en 6nemli adimlarindan biridir. Saf metin
verileri, giiriiltii ve karmasiklik iceren yapilandirilmamis ham verilerdir. Bu ham verileri belirli
metin 6n isleme adimlarindan gegirilerek veri seti analizler i¢in uygun hale getirilmistir. Bu veriler

iizerinde yapilan iglemler daha verimli ve analiz edilebilir veriler elde edilmesini saglamaktadir.

3.2.1. Noktalama Isaretlerini, Sembolleri, Rakamlari ve Beyaz Bosluklar1 Kaldirma

Ham veriler igerisinde yer alan semboller, tarih bigimleri, bosluklar, noktalama isaretleri gibi gesitli
unsurlar, yanlis analiz sonuglarina yol agabilecek durumlar olusturabilirler. Olusan bu durumlar,
metin verilerinde istenmeyen tekrarlara, gereksiz siklik analizlerine ve yaniltici sonuglara yol
acabilir. Ayrica bu tlir unsurlar veri hacmini artirarak, giriiltiiyli ¢ogaltmakta ve model
performansini olumsuz etkileyebilmektedir. Analizlerin daha verimli ve dogru sonuca ulasabilmesi

icin bu ifadelerin kaldirilmasi ve verinin standart bir forma getirilmesi gerekmektedir.

3.2.2. Kiguk Harf Cevirme

Analizde ayni olan kelimelerin farkli bigimlerde tekrarlanmasini 6nlemek ve tutarli bir temsil

saglamak igin ham veriler, tiimii kiiciik harfe doniistiiriilerek islenir. Ornegin, “SAAT”, “Saat” ve
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“saat” kelimeleri bu iglem uygulanmadigi durumda farkli kelimeler gibi algilanabilmektedir.

Yapilan bu islem veri tutarliligini saglamak adina énemli bir rol oynar.

3.2.3. Durdurma Sozciiklerini ve Ozel Sozciikleri Kaldirma

Belgede sikca gegen ve ayirt ediciligi diisiik olan “gibi”, “ama” vb. Tiirk¢e edatlar ve baglaglar,
durdurma sozciikleri olarak adlandirilmaktadir. Bu gibi kelimeler anlamsal olarak belirgin bir katk1

saglamadiklar1 icin metin analizlerinde yanlis sapmalara neden olabilmektedir.

Ladani vd., metin belgelerinde duragan sozciiklerin yiiksek sikliginin, metin belgelerinin igerigini
anlamada engel olusturdugunun altim1 ¢izmistir. Bu tlr sdzclklerin metin analiz siirecinden

¢ikarilmasi i¢in 6nceden tanimlanmig bir durdurma sézciikleri listesi kullanilabilir [103].

Ayrica, bir derlemdeki diger yaygin sozciikler veya analiz i¢in herhangi bir katkis1 olmayan 0zel
sozctikler, verimliligi artirmak igin derlemden ¢ikarilabilir. Baz1 kelimeler agilimlariyla birlikte
ayni ifadeye sahip olmasi icin yeniden tanimlanabilir. Ornegin, “ECB” ve “Avrupa Merkez
Bankas1” ayn1 anlama gelirken yazili bicimleri farklidir. Yazimlari birbirine gore
yapilandirilmamaissa, analizde bunlar1 ayni olarak belirlemek miimkiin degildir. Boyle durumlarda,

bunlardan biri bagka bir yazimla degistirilebilir.

3.2.4. Sozluk Olusturma

Herhangi bir yazili kaynak (6rnegin, kitaplar, makaleler, web siteleri, e-postalar, haberler gibi metin
kaynaklar1) bilgi olarak kullanilabilir ve metin madenciligi amaciyla toplanabilir. Derlem, “belirli
bir amagla olusturulmus dogal dil (metin ve/veya konusma veya isaretlerin transkripsiyonlari)
koleksiyonu” olarak tanmimlanir [104]. Derlemler, dilin belirli yonlerini incelemek icin wveri

madenciligi, makine 6grenimi gibi alanlarda kullanilmak iizere yapilandirilan 6nemli kaynaklardir.
Sozliik Olusturma Siireci:

1. Veri Toplama: Metin verilerinin toplandig1 kaynaklar belirlenir. Bu kaynaklar, ¢alismanin
amacina ve kapsamina gére segilir. Ornegin, finansal duygu analizi ¢alismasi i¢in haber makaleleri,

tweetler ve finansal raporlar kullanilabilir.

2. On Isleme: Toplanan metin verileri, &n isleme adimlariyla temizlenir ve hazirlanir. Bu
adimlar arasinda noktalama isaretlerinin kaldirilmasi, kii¢iik harfe doniistiirme, stop kelimelerin

cikarilmasi ve kok bulma (stemming) islemleri yer alir.

3. Tokenlastirma: Metin verileri, tokenlagtirma islemi ile anlamli pargalara ayrilir. Bu

adimda, metinler kelimeler veya karakterler bazinda tokenlara boliiniir.
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4. Kelime Frekanslarinin Hesaplanmasi: Tokenlar arasinda kelime frekanslar1 hesaplanir. Bu

adimda, her bir kelimenin metinlerdeki gériinme sayis1 belirlenir.

5. Sozliikk Olusturma: Tokenlardan elde edilen kelimeler ve bunlarin frekanslar1 kullanilarak

bir s6zliik olusturulur. Bu so6zliik, her bir kelimenin metinlerdeki 6nemini ve sikligini temsil eder.
Sozliik Olusturmanin Yararlart:

Anlamli Veri Temsili: Metin verilerinin anlamli bir sekilde temsil edilmesini saglar.

Kelimelerin frekanslar1 ve 6nem dereceleri, metinlerin analiz edilmesi i¢in kritik bilgiler sunar.

Ozellik Cikarimi: Makine 6grenimi modelleri icin 6nemli ozellikler ¢ikarilir. Sozliik,

modelin 6grenmesi gereken anahtar kelimeleri ve terimleri igerir.

Boyut Azaltma: Metin verilerinin boyutunu azaltir ve daha yonetilebilir hale getirir. Sadece

en 6nemli ve sik kullanilan kelimeler sozliikte yer alir.

Performans Artisi: Dogru ve etkili bir sézliik, metin madenciligi ve DDI uygulamalarinmn
performansini artirir. Daha az giiriiltii ve daha anlamli veri temsili ile modellerin dogrulugu ve

basarisi artar.
Sozliik Olusturma Araglar1 ve Teknikleri:

TF-IDF (Term Frequency-Inverse Document Frequency): Kelime frekansii ve kelimenin

tiim metinlerdeki yaygmligini hesaplayarak 6nemli kelimeleri belirler.

Bag of Words (BoW): Metinleri kelime frekanslarina gére temsil eden basit ve etkili bir

yontemdir.

Word Embeddings: Kelimeleri vektorler olarak temsil eden daha gelismis bir yontemdir.
Word2Vec, GloVe ve FastText gibi teknikler kullanilarak kelimeler arasindaki anlamsal iligkiler
de dikkate alinir.

Sonug olarak, sézliik olusturma adimi, metin madenciligi ve DDI siireclerinde kritik bir rol oynar.
Bu adim, metin verilerinin anlamli ve etkili bir sekilde analiz edilmesini saglar ve modellerin

dogrulugunu artirir.

3.2.5. Tokenlastirma

Tokenlagtirma, metin verilerinin daha kiigiik, anlaml1 pargalara ayrilmasi siirecidir. Bu islem, metin
analizinin daha iyi ilerlemesini ve daha verimli sonuglar elde edilmesini saglar. Tokenlagtirma
sonucunda elde edilen bu kii¢ik birimlere “token” ad1 verilir. Tokenlar, kelime, kok ya da belirli
dilbilgisi kurallarma gére boliinmiis parcalar olabilir ve metin madenciligi, DDI gibi alanlarda

temel birimler olarak kullanilir.
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Tokenlastirma Siireci:
1. Metin Parcalama:
Metin, climlelere ve kelimelere boliiniir. Bu adimda noktalama isaretleri ve
bosluklar dikkate alinarak metin parcalanir.
2. Kelime Diizeyinde Tokenlastirma:
Metin, kelime bazinda tokenlara ayrilir. Ornegin, “Borsa ylkseldi.” ctimlesi
“Borsa”, “yukseldi” kelimelerine ayrilir.
3. Ciimle Diizeyinde Tokenlastirma:
Metin, ciimle bazinda tokenlara ayrilir. Ornegin, “Borsa yiikseldi. Hisse senetleri
degerlendi.” metni iki ayr1 climle olarak tokenlara ayrilir.
4. Ozel Karakterlerin ve Noktalama Isaretlerinin Kaldirilmas::
Tokenlastirma islemi sirasinda noktalama isaretleri ve 6zel karakterler kaldirilarak
sadece anlamli kelimeler birakilir.
5. Kuguk Harfe Cevirme:
Tokenlar, metnin daha tutarl bir sekilde islenmesi icin genellikle kiiclik harfe
cevrilir. Ornegin, “Borsa” token: “borsa” olarak degistirilir.
Tokenlagtirma yontemleri, metinlerin analizini daha verimli hale getirmek icin cesitli sekillerde
uygulanabilir. Kelime tabanl tokenlastirmada, metin kelimelere boliinerek islem yapilir ve bu
yontem, DDI uygulamalarinda yaygin olarak tercih edilir. Alt kelime tabanli tokenlastirma ise,
metni alt kelime birimlerine bdlerek 6zellikle morfolojik agidan zengin dillerde daha etkili sonuglar
elde edilmesini saglar. Karakter tabanli tokenlastirmada ise, 6zellikle kiiciik veri setleri ve diisiik
kaynakl dillerde metni karakterlere ayirmak i¢in kullanilir. Bu islemler, metin verilerini anlaml
parcalara ayirarak analiz siirecini kolaylastirir. Tokenlastirma sirasinda gereksiz karakterler ve

isaretler temizlenerek veri setinin kalitesi artirilir.

Tokenlastirma islemi, DDI siireclerinde temel bir adimdir ve metin verilerinin daha verimli ve etkili
bir sekilde analiz edilmesine olanak tanir. Tokenlar, metnin anlamim koruyarak daha kiiciik ve
islenebilir pargalara ayrilmasi saglar. Sonug olarak, dogru bir sekilde tokenlastirilmis veriler,

makine dgrenimi ve DDI modellerinin performansi kayda deger sekilde iyilestirir.

3.3. Metnin Vektorlestirilmesi

Vektorlestirme islemi, ham verileri ger¢ek sayilarin vektorlerine doniistiirmektir [105]. Farkli veri
tiirleri i¢in gegerlidir ve ¢ok eskiden beri kullanilmaktadir. Vektorlestirme sonucunda ham veriler

vektor formatinda sunulabilir.

Benzer sekilde, metin verileri, daha fazla analiz yapilabilmesi i¢in sayisal degerlere doniistiiriiliir.

Bengfort vd., makine 68renimi uygulamalarinda vektorlestirmenin 6énemini vurgulayarak, makine

23



Ogrenimi algoritmalarinin girdiyi iki boyutlu bir dizi seklinde (6rnekler satirlar, dzellikler siitunlar
olacak sekilde) bekledigini belirtmistir. Bu nedenle, vektorlestirme veya 6zellik ¢ikarma adi verilen
bu doniistiirme islemi, metin verisinin analiz edilebilir bir forma getirilmesi ag¢isindan dnemli bir

asamadir [106].

Metin verilerini vektor uzayinda temsil etmek icin kullanilan gesitli vektorlestirme yontemleri
vardir. Bu yontemlerden bazilari, terimlerin yalnizca sikligini dikkate alarak metnin gériiniimiinii
analiz eder; Belge Terim Matrisi (DTM) gibi yontemler buna 6rnek verilebilir. Diger yandan,
“Word2Vec” gibi daha gelismis yontemler, terimler arasindaki semantik iligkileri de dikkate alarak
kelimelerin anlam baglaminda ayristirilmasini saglar. Bu vektorlestirme islemi, metin madenciligi

stirecinde bir doniisiim adimi olarak énemli bir rol oynar.

3.3.1. Kelime Cantas1 Modeli (BoW)

Kelime bulutlar1, metindeki yiiksek siklikla gegen kelimeleri gorsellestirmek i¢in kullanilmaktadir.
Bir metin 6zetleme yontemidir ve farkli baglamlarda one ¢ikan anahtar kelimeleri ayirt etme imkani

saglayarak kapsamli bir metin analizi yapilmasina olanak tanir [107].

Kelime bulutlarinda en sik kullanilan sozciikler daha biiyiik boyutta goriiniirken, daha diigiik
siklikta gecen sozciikler daha kiiciik boyutta gosterilir. Unigram, bigrams, trigrams kelimelerin
kelime bulutlarinda temsil edilebilmesi saglanabilir. Kelime bulutlari i¢in “wordcloud” paketinin

2.6 versiyonu kullanilmaktadir [108].

3.3.2. Belge Terim Matrisi

Belge Terim Matrisi (BTM), satirlarin belgelere, siitunlarin terimlere ve hiicrelerin terim
sikliklarina karsilik geldigi bir matristir. Welbers vd., BTM, kelime torbasi yaklagimiyla metin
temsilinin en yaygin bi¢cimlerinden biri oldugunu belirtmistir. Ayrica BTM kullaniminin 6nemli bir
avantajinin, vektdr ve matris cebirine dayali analizlere olanak saglamasi oldugunu vurgulamistir.
BTM’nin bir diger avantaji, 6zel matris formatlariin ve seyrek matrislerin bellek agisindan verimli

kullanilmasini saglamasidir [109].

3.3.3. Terim Frekansi — Ters Belge Frekansi

Bir metinde, 6nemi disiik olan yaygin kelimeler bulunabilirken, nadir kelimeler daha anlamli ve
6nemli olabilir. Bu nedenle terim sikligin1 dikkate almak yaniltici olabilir. Terim Frekansi — Ters
Belge Matrisi (TF-TBF) bu ayrim i¢in kullanighdir. TF-IDF, metin veri bilgilerinin alinmasi i¢in
istatistiksel bir yaklasimdir ve bir derlemdeki terimlerin 6nemini belirlemek amaciyla kullanilir

[110].
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3.4. Veri Kesfi

Veri kesfi, kullanicilarin ilk kaliplari, 6zellikleri ve ilgi ¢ekici detaylari ortaya ¢ikarmak i¢in biiyiik
bir veri kiimesini yapilandirilmamais bir sekilde kesfettigi veri analizinin ilk adimidir. Bu siireg, bir
veri kiimesinin sahip oldugu her bilgi parcasini ortaya ¢ikarmak anlamina gelmez, bunun yerine
onemli egilimlerin ve daha ayrintili ¢alisilacak ana noktalarin genis bir resmini olusturmaya

yardimci olur.

Veri kesfi siirecinde, baz1 durumlarda manuel olarak veri incelenirken bazen de otomatik araglarla
grafik ve gizelgeler kullanilarak veri analizi ger¢eklestirilir. Bu iki yaklasimin birlesimi, veriyi daha

kapsaml1 bir sekilde anlamaya yardimci olur.

3.4.1. Kelime iliskilendirme

Bagka bir yaygin yaklasim, kelime ¢agrisimini bulmaktir. Bu amagla “tm” paketinin 0.7-8
versiyonunda verilen bir terim igin iligkilendirme ve korelasyon limitini hesaplayan “findAssocs”
adli bir fonksiyon bulunmaktadir. Bu fonksiyon, DTM’deki tiim terimler arasindaki korelasyonlar1
hesaplar ve korelasyon limitinden yiiksek olanlari filtreler. Belirli bir kelime i¢in islev, DTM’deki
diger her kelime ile iliskisini hesaplar ve O ile 1 arasinda bir puan verir. En yiiksek puan, bu iki

kelimenin belgelerde daha fazla gériinmesi anlamma gelir. Islev, belge diizeyine gore hesaplanir.

Verilen terim i¢in, belgedeki diger terimlerin iliskilendirmesi, o terimi i¢eren tiim belgeler i¢in
incelenir. Verilen terimi igermeyen belgeler yok sayilir. Ayrica, kelimeler arasindaki iliski,

iligskilendirme grafikleri ve korelasyon haritalariyla gorsellestirilebilir.

3.4.2. Okunabilirlik Puam

Otomatik Okunabilirlik Indeksi (ARI), bir metnin okunabilirlik diizeylerini 8lgmek icin tasarlanmis
bir 6l¢limdiir. ARI, Senter ve Smith tarafindan 1967°de Ingilizce metinler igin tamtildi. ARI
formilt Denklem 3.1°de gosterildigi gibidir:

kelime sayis1 ciimle saylsl)

4.71 % ( — 2143 (3.1)

)+ 0.5 % (

karakter sayisi kelime sayis1

Burada nchars karakter sayisini, nwords kelime sayisini, nsentences ise ciimle sayisini
gostermektedir. Formiilden, metnin karmagikliginin ortalama kelime ve ciimle uzunluguna baglh

oldugu anlagilmaktadir.

3.5. Duygu Analizi
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Duygu analizi, Medhat vd., tarafindan “gériislerin, duygularin ve metnin 6znelliginin sayisal olarak
ele alinmas1” olarak tanimlanir [55]. Duygu analizinin devam eden bir metin madenciligi arastirma
alant oldugu vurgulanmaktadir. Liu’ya gore duygu analizi ve fikir madenciligi, insanlarin
duygularini, diisiincelerini, tutumlarmi ve yazili dildeki degerlendirmelerini analiz etme
calismasidir ve DDIde en aktif arastirma alanlarmdan biridir. Veri madenciligi, web madenciligi

ve metin madenciliginde genis ¢apta ¢alisilmaktadir [68].

Duygu analizi uygulamalar1 pazarlama, sosyal medya analizi, siyaset vb. bir¢ok farkli alanda
kullanilmaktadir. Ornek vermek gerekirse, tiiketici incelemeleri, Twitter, haberler, politikacilarmn
konusmalari, duygu analizi i¢in metin verisi 6rnekleridir. Duygu analizi yontemlerine gelince,
farkli yontemlerin ve farkli analiz birimlerinin oldugu belirtilebilir [68]. Medhat vd., duygu analizi
yontemlerinin siniflandirmasini asagidaki sekilde dzetlemistir [55]. Duygu analizi teknikleri Sekil

3.5’te ele alinmustir.

Karar Agaci Destek Vektor
siniflandirici Makineleri
Gazetimli Dogrusal o
Ogrenme Siniflandinicilar Sinir Aglar
S Kural Tabanli
Makine Ogrenimi Siniflandincilar Sade Bayes
Yaklagimi
Bayes Aglan
Gézetimsiz
Ogrenme
Duygu Analizi Maksimum
j Entropi
Sozclge Dayali
Yaklagim
Sozclige Dayal
Yaklagim
istatistiksel
Derlem Tabanli
Yaklagim
Anlamsal

Sekil 3.5. Duygu analizi teknikleri
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3.6. Makine Ogrenmesi

Makine 6grenmesi, bilgisayarlarin belirli gérevleri yerine getirmek igin verilerden dgrenmesini ve
kendini gelistirmesini saglayan bir yapay zeka dalidir. Bu 6grenme siireci, insanlarin miidahalesi
olmadan modelin analiz edilebilmesi igin 6rnek veri setlerinden kaliplar ve iliskiler bulmayn igerir.
Makine 6grenmesi denetimli 6grenme, denetimsiz 6grenme ve pekistirmeli 6grenme olmak iizere

genellikle ii¢ ana kategoriye ayrilir:

Denetimli Ogrenme (Supervised Learning):

Bu yontemde model, etiketli bir veri seti kullanilarak egitilir. Her bir girdiye karsilik gelen bir ¢ikt1
(etiket) bulundugundan, model girdi ve ¢ikti arasindaki iliskiyi Ogrenir. Ogrenme siireci
tamamlandiginda, model yeni veriler iizerinde smiflandirma yapabilir. Denetimli 6grenmede,
performans degerlendirmesi i¢in dogruluk (accuracy), kesinlik (precision), duyarlilik (recall) ve F1
skoru gibi metrikler kullanilir. Bu alt baslik altinda en yaygm kullanilan denetimli dgrenme
algoritmalar1 arasinda lojistik regresyon, DVM, rastgele orman ve gradyan artirma algoritmalari

(XGBoost, CatBoost) yer alir.

3.6.1. Lojistik Regresyon

Lojistik regresyon, ikili veya ¢ok siifli siniflandirma problemlerinde yaygin olarak kullanilan bir
denetimli 6grenme algoritmasidir. Bu algoritma, girdi 6zellikleri ile hedef degisken arasinda
dogrusal bir iligki kurarak smiflandirma yapmayi1 amaglar. Ancak, lojistik regresyonun ¢iktist
stirekli bir deger degil, olasilik tabanlidir; yani, model, bir gozlemin belirli bir sinifa ait olma

olasihigin1 6ngérmektedir. Lojistik regresyonun temel formiilii sigmoid fonksiyonuna dayanir:

y' = (3.2)

Burada:

e y', bir gbzlemin belirli bir sinifa ait olma olasiligini ifade eder.
e 7= w-x+b modelin dogrusal birlesim fonksiyonudur; burada w agirlik vektorii, x girdi

Ozellikleri ve b ise bias terimidir.

Bu denklem cizildiginde ortaya gikan S egrisi Sekil 3.6’da gosterilmistir [111].
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0:5

Sekil 3.6. Lojistik regresyon egrisi

Bu formiil sayesinde lojistik regresyon, her bir gozlem igin bir olasilik iiretir. Uretilen deger
olasiligin belirli bir esik degerinin {izerinde olup olmamasina bagli olarak gozlemin sinifi belirlenir.

Ornegin, y’>0.5 oldugunda gozlem, pozitif smifa atanir.

Lojistik regresyonda modelin basarisini 6lgmek igin logaritmik kayip fonksiyonu (log-l0ss)
kullanilir. Logaritmik kayip, modelin olasilik 6ngérileri ile gergek etiketler arasindaki farki 6lger.

Kayip fonsiyonu Denklem 3.3’te verilmistir.

! N r r
L,y ==+ X, ilog(yi) + (1 — y) log(1 = y;) (3.3)
Burada:

e y;, gercek etiket
e y;', modelin belirledigi olasilik degeri,

e N, toplam gozlem sayisidir.

Logaritmik kayip fonksiyonu, modelin olasilik ihtimalinin dogrulugunu degerlendirerek en uygun

parametrelerin bulunmasini saglar. Model, bu kayb1 minimize edecek sekilde optimize edilir.
Lojistik Regresyonda Asir1 Uyum ve Diizenlilestirme:

Lojistik regresyon modellerinde, 6zellikle ¢ok sayida 6zelligin bulundugu durumlarda agirt uyum
riski ortaya ¢ikabilir. Asir1 uyum, modelin egitim verisine ¢ok iyi uyum sagladigi ancak yeni veriler
iizerinde diisiik performans gosterdigi bir durumdur. Bu sorunu azaltmak i¢in diizenlilestirme
yontemleri kullanilir. Diizenlilestirme, modelin parametrelerini sinirlayarak daha genel gecer bir

model elde etmeyi amaglar.
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Lojistik regresyonda yaygin olarak kullanilan diizenlilestirme yontemleri L1 (lasso) ve L2 (ridge)

diizenlilestirme olarak bilinir:

e L1 Diizenlilestirme: Lasso diizenlilestirme olarak bilinen L1 diizenlilestirme, modelin
agirliklarinin mutlak degerleri toplamima dayali bir ceza terimi ekler. Bu diizenlilestirme,
bazi agirliklar sifira indirerek 6zellik se¢imini otomatik olarak gerceklestirir ve daha sade

bir model ortaya ¢ikarir. L1 kayip fonksiyonu Denklem 3.4’te verilmistir.

N
L.y) = =3 ). Oilog0i) + (1= y)log(1 = y)) + A Zfoy Iw (34

e L2 Diizenlilestirme: Ridge diizenlilestirme olarak da bilinen L2 diizenlilestirme, modelin
agirliklarina bir ceza terimi ekler ve bu terim, agirliklarin kareleri toplamina baghdir. L2

kay1p fonksiyonu denkklem 3.5’de verilmistir.

N
Lo.y) = =3 Oilogi) + (1= y)log(1 = y)) + ATy w;? (35)

Burada A lambda, diizenlilestirme katsayisidir ve agirliklarin biyiikliigiine bagh olarak cezayi

belirler.

Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metriklerle degerlendirilir.
Diizenleme terimi ve hiperparametrelerin uygun sekilde ayarlanmasi, lojistik regresyonun
dogrulugunu artirarak daha iyi genellenebilir sonuglar elde edilmesini saglar. Diizenlilestirme
yontemleri, modelin karmagsikligini kontrol altinda tutarak lojistik regresyonun daha iyi
genellenmesini saglar ve bdylece egitim verisinde elde edilen performansin yeni veriler iizerinde

de siirdiiriilebilir olmasina yardimci olur.

3.6.2. Destek Vektor Makineleri

Destek vektor makineleri, hem smiflandirma hem de regresyon problemlerinde yaygin olarak
kullanilan giiglii bir makine 6grenmesi algoritmasidir. DVM, Sekil 3.7’de gosterildigi gibi veriyi

en iyi sekilde ayiran bir hiperdiizlem bulmay1 amaglar [112].
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Sekil 3.7. Hiperduzlem gosterimi

Iki sinif arasindaki ayrimi en iyi yapacak hiperdiizlem, siniflar arasindaki marjini maksimize eden
diizlem olarak tanimlanir. Marjin, hiperdiizlem ile en yakin veri noktalar1 arasindaki mesafeyi ifade
eder. Smiflandirma problemlerinde marjinin maksimum yapilmasi, modelin genel performansini
artirmaya yonelik bir strateji saglar. DVM modeli Sekil 3.8’de gosterildigi gibi hiperdiizleme en

yakin olan ve “destek vektorleri” adi verilen veri noktalarina dayanarak marjini olusturur.

oA

Sekil 3.8. Marjin gosterimi

Bu destek vektorleri, siniflar arasindaki sinirin belirlenmesinde dogrudan rol oynar ve modelin
karmasikligin1 kontrol altinda tutar. DVM algoritmasinin temel amaci, marjini maksimize ederek

smiflari en iyi sekilde ayiracak bir hiperdiizlem bulmaktir.

DVM’in hiperdiizlemi bulma islemi matematiksel olarak Denklem 3.6 ve 3.7°de gosterildigi
gibidir.
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1 2
I‘M/j}glg|IWI| (3.6)
Kosul: y;(w.x; +b) = 1 Vi (3.7)
Burada:

e W, hiperdiizlemin norm vektoridur,
e b, hiperdizlem tzerindeki bias terimidir,
e y;, her bir veri noktasinin ger¢ek sinif etiketidir (6rnegin, +1+1+1 veya —1-1-1),

e x;, her bir veri noktasmin 6z nitelikleridir.

Bu optimizasyon, siniflandirma dogrulugunu artirmak i¢in marjini en genis yapacak sekilde w ve

b parametrelerini 6grenmeyi amaglar.

DVM, dogrusal olarak ayrilabilen verilerde basarili sonuglar verirken, dogrusal olmayan veri
kiimelerinde de ¢ekirdek fonksiyonlar1 kullanilarak uygulanabilir. Cekirdek fonksiyonlari, orijinal
veriyi daha yiiksek boyutlu bir uzaya doniistiirerek dogrusal olmayan ayrimlarin dogrusal olarak

ayrilabilir hale gelmesini saglar. Yaygin olarak kullanilan ¢ekirdek fonksiyonlar1 sunlardir:

o Dogrusal Cekirdek: Ozellikle verinin dogrusal olarak ayrilabildigi durumlarda kullanilir.
Dogrudan o6zellikler arasindaki iliskiyi modellemek i¢in uygun ve hesaplama agisindan en
verimli gekirdek taradar.

e Polinomik Cekirdek: Veriyi daha yiiksek dereceli bir uzaya doniistiirerek dogrusal
olmayan ayirimlar1 yapilabilir hale getirir. Bu ¢ekirdek tiirli, 6zellikle daha karmasik
ayirimlarin gerekli oldugu durumlarda etkilidir. Polinom derecesi hiperparametre olarak
ayarlanabilir.

e Radyal Tabanh Fonksiyon (RBF) Cekirdegi: DVM’de en yaygin kullanilan
cekirdeklerden biridir. Ozellikle dogrusal olmayan veri setleri igin uygundur. Veriyi
smiflandirma smirma goére merkeze yakin veya uzak konumlandirir, boylece karmagik
ayirimlart miimkiin kilar. Gamma parametresiyle veri noktalarinin etkisi ayarlanabilir.

e Sigmoid Cekirdek: Sinir aglarindaki aktivasyon fonksiyonuna benzer bir islev goriir.
Ozellikle sinir ag1 yapilarinin simiilasyonunu gergeklestirmek igin kullanilir, ancak gok
nadiren tercih edilir. Genellikle dogrusal olmayan smiflandirma gorevlerinde denenir,

ancak polinom ve RBF ¢ekirdeklerine gore daha sinirli bir performans gosterir.

31



Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metriklerle degerlendirilir.
Cekirdek fonksiyonlarmin uygun sekilde segilmesi, DVM’in dogrulugunu artirarak daha iyi

genellenebilir sonuglar elde edilmesini saglar.

3.6.3. Rastgele Orman

Rastgele Orman (Random Forest), karar agaglar1 toplulugu kullanarak model dogrulugunu artiran,
hem siniflandirma hem de regresyon problemlerinde uygulanan giiclii bir makine 6grenimi
algoritmasidir. Bu model, bagging (bootstrap aggregating) adi verilen topluluk ydntemini
kullanarak her bir agaci rastgele bir alt veri kiimesi {izerinde egitir. Bu yontem, modelin

genellenebilirligini artirir ve tek bir karar agacina kiyasla agir1 uyumu azaltir.

Rastgele Orman modelinin temel prensibi, birden fazla karar agaci bagimsiz olarak egitip
sonuglarini birlestirerek daha giivenilir sonuglar elde etmektir. Her bir agag, veri kiimesinin farkli
bir alt 6rnegi tizerinde galistig1 i¢in farkli bir 6ngorii saglar. Bu gesitlilik, hatalar1 dengeler ve tek
bir karar agacinin egilimlerine kiyasla daha dogru sonuglar elde edilmesini saglar. Modelin genel

yapisi Sekil 3.9°da gosterilmektedir [113].

VERI SETI
AGAC #1 AGAC #2 AGAC #3
sth A SINIIF B S/NllF ¢
L : { J
COGUNLUK OYLAMASI
SON/KABUL éDiLEN SINIF

Sekil 3.9. Rastgele Orman algoritmasinin genel yapist

Rastgele Orman’in temel amaci, ¢esitli karar agaglarmin gogunluk veya ortalama varsayimlara
dayanarak nihai dogrulugu artirmakta ve asir1 uyum riskini azaltmaktir. Bu yontemde, her bir karar
agaci, orijinal veri kiimesinin rastgele alinan bir 6rnekleme iizerinde ve rastgele segilen 6zellikler
kullanilarak egitilir. Bu agaglar bagimsiz olarak egitildikleri i¢in her biri farkl bir ¢ikarim yapabilir
ve topluluk olarak verilen sonug daha gtivenilir hale gelir.

Rastgele Orman modeli, asagidaki adimlar1 igeren bir egitim siireciyle ¢alisir:
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Torbalama Ornekleme: Orijinal veri kiimesinden rastgele secilen drneklemelerle N adet
alt veri kiimesi olusturulur. Her bir alt veri kiimesi, orijinal veri kiimesinin yaklagik 2/3
kadarmi igerir ve her bir karar agaci bu 6rnekler iizerinde egitilir.

Rastgele Ozellik Secimi: Her bir karar agacinda, her diigiimdeki boliinme islemi igin tiim
ozellikler yerine rastgele bir alt kiime kullanilir. Bu 6zellik sayisi genellikle siniflandirma
problemlerinde 6zelliklerin karekdkii (m = /M), regresyon problemlerinde ise m=M/3
olarak belirlenir. Bu sayede her aga¢, kendine 6zgii bir model 6grenir.

Karar Agaclarmimn Egitimi: Her bir karar agaci, segilen Ozellikler ve orneklemeler
iizerinden egitilir. Agacin derinligi ve yapisi iizerinde simirlamalar uygulanarak asiri
uyumun onune gegilir.

Tahminlerin Birlestirilmesi: Siniflandirma problemlerinde, tiim agaglarin oylamasi
alinarak ¢cogunluk oyu ile nihai siniflandirma yapilir. Regresyon problemlerinde ise her
agacm ihtimallerinin ortalamas1 alinarak nihai sonug elde edilir. Thtimallerin birlestirilmesi
ornek yapis1 Sekil 3.10°da gbsterilmektedir

/

I
mm&
\5/

Sekil 3.10. Varsayimlarin birlestirilmesi

Bir Rastgele Orman modelinde, T adet bagimsiz karar agaci bulunur ve modelin nihai 6ngorusu,

bu agaclarin ¢cogunluk oyu veya ortalamasi alinarak hesaplanir. Siiflandirma problemlerinde

Rastgele Orman’in Kestirimi, T adet karar agacinin ¢ogunluk oyu ile belirlenir. Her bir agacin

degeri hi(x) olmak (izere nihai sonu¢ Denklem 3.8’de verildigi gibi gosterilmektedir.

y' = mode(hy(x), hy(x), e oo, hp (X)) (3.8)

Burada, model fonksiyonu en sik goriilen sinif etiketini dondiirtir.

Regresyon problemlerinde Rastgele Orman algoritmasi, Denklem 3.9’da gosterildigi gibi her bir

agacim ortalamasi alarak bulunur:

1

= YL (3.9)
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Burada hi(x) i-nci karar agactan elde edilen sonucu gosterir.
Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metriklerle degerlendirilir.
Rastgele Orman modeli, asagidaki hiperparametrelerin dogru ayarlanmasiyla performans agisindan

optimize edilebilir:

e Agac Sayisi (T): Genellikle agag sayisi arttikca modelin performansi da artar; ancak belirli
bir noktadan sonra agag sayisindaki artig hesaplama siiresini uzatir ve performansa etkisi
azalmaya baglar. Dolayisiyla optimal aga¢ sayisini bulmak 6nemlidir.

e Maksimum Derinlik: Her bir karar agacinin maksimum derinligi, asir1 uyumu engellemek
icin smirlandirilabilir. Bu hiperparametre, modelin karmasikligin1 kontrol etmek ig¢in
kullanilir ve dogru bir derinlik seviyesi belirlemek genelleme yetenegini artirir.

o Rastgele Ozellik Sayis1 (m): Her bir diigiim i¢in rastgele segilen 6zellik sayis1, modelin
cesitliligini artirir ve daha genel sonuclar saglar. Bu sayi, veri setinin dzelligine gore
optimize edilmelidir; smiflandirma igin genellikle m = +/M, regresyon icin isem=M/3
seklinde secilebilir. Rastgele Orman modeli, sagladig: yiiksek dogruluk ve esneklik ile
birgok veri tiirii lizerinde giivenilir sonuglar vermekte ve giliniimiiz makine dgrenmesi

uygulamalarinda siklikla kullanilmaktadir.

3.6.4. XGBOOST

XGBoost, yiiksek dogruluk saglayan ve hizli calisan, gradyan artirma (gradient boosting)
algoritmasini temel alan bir makine dgrenmesi modelidir. Ozellikle simiflandirma ve regresyon
problemlerinde giiglii bir performans sunar ve yapilandirilmis veri setlerinde en sik tercih edilen
yontemlerden biridir. XGBoost, ¢ok sayida karar agacini ardigik olarak olusturup bunlari
birlestirerek, hatalar1 minimize etmeye ve nihai performansini iyilestirmeye ¢alisir. XGBoost yapist

Sekil 3.11’de gosterilmektedir [114].

N O Q
- - - G - N S - { o
£8 §5 4o &% o &8
bode b0bdd b6b6 86 bd bbb bode
f1(x) f2(x;) fre(xp)

Sekil 3.11. XGBoost Yapist
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Bu algoritma, 6nceki agaclarm hatalarini diizelterek her yeni agacin olusturulmasi saglar. Her
yeni agag, onceki agaglardan elde edilen hatalari azaltmak tizere egitilir. Bu ardisik iyilestirme
siireciyle model, yiiksek performans elde eder ve hataya en duyarl noktalar1 6grenir. XGBoost’un

temel Ozellikleri ve isleyisine dair detaylar soyledir:

Baslangic Modeli ve Hata Hesaplama: XGBoost algoritmasi, once tim gozlemler igin bir
baslangi¢c degeri ile ise baglar. Bu baslangic degeri genellikle hedef degiskenin ortalamasidir.
Ornegin, bir regresyon problemi igin baslangi¢ degeri tiim veri setinin ortalama degeri olabilir. Bu,

modelin heniiz hi¢bir 6zellik veya agaca dayali olmadig1 bir baslangi¢ noktasidir.

Bu baglangi¢ degerlerine dayanarak, her gézlem igin modelin hata miktar1 (residuals veya artik
degerler) hesaplanir. Bu hata, her bir gézlemdeki ger¢ek deger ile modelin ilk belirledigi deger
arasindaki farktir. XGBoost, her bir yeni agaci eklerken bu hatalar1 minimize etmeyi amagclar.
Hatalar1 azaltmak, modelin varsayim dogrulugunu artirmak igin Kritik bir adimdir. Denklem

3.10°da gosterilmektedir.
Hata = y; — y' (3.10)
burada y;, gergek degeri, y'ise modelin sonug degerini temsil eder.

Yeni Agaclarin Eklenmesi: XGBoost, gradyan artirma yontemini kullanarak her yeni agaci ekler.
Gradyan artirma, modelin kalan hatalarin1 daha iyi anlamak i¢in her adimda yeni bir karar agact
ekleme siirecidir. Yeni eklenen her bir agag, bir 6nceki modelin biraktigi hatay1 diizeltmek i¢in

egitilir.

Bu siiregte, modelin kayip fonksiyonunu minimize etmek amaciyla gradyan diisiisii kullanilir.

Gradyan diistisii grafiksel olarak Sekil 3.12°de gosterilmektedir.
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Sekil 3.12. Gradyan diisiisii

Bu modelde her bir agag, dnceki agaglarin hatalarini diizeltmeye ¢alisir. Topluluk modelinin genel
formdlt Denklem 3.11°de gosterildigi gibidir.

y' = ZZ:1 arfe (x) (3.11)
Burada:

e T: Toplam agag sayisini,
e a;: Her agacin katki oranimi belirleyen bir katsayyi,

e fi(x): t-inci agacin degerlendirmesini temsil eder.

Bu topluluk modeli sayesinde XGBoost, basit karar aga¢larmin birlesimi ile daha giiglii ve karmagsik
bir model elde eder. Bu yap, yliksek dogruluklu ve genelleme yetenegi yiiksek bir model olusturur.

Modelin dogrulugu, agacin karmagiklig1 ve 6grenme orani gibi parametrelerle dengelenir.

Ogrenme Hiz1 ve Diizenlilestirme: Modelin asir1 6grenmeye kars1 dayanikli olmasimi saglamak
icin 6grenme hiz1 (learning rate) parametresi kullanilir. Ek olarak, XGBoost, L1 (lasso) ve L2
(ridge) diizenlilestirme tekniklerini igerir, bu da modelin karmagikligim kontrol ederek asiri

uyumun énuine geger.

XGBoost, kayip fonksiyonunu minimize etmeye c¢alisirken aym1 zamanda modelin genelleme
yetenegini artirmayr hedefler. Kayip fonksiyonu, nihai degerler (y’) ile gercek degerler (y)

arasindaki farki ifade eder. Fonksiyon tanimi1 Denklem 3.12°de gosterilmektedir.

L(6) = XLy Ly, y") + Ek=1 0(fi) (3.12)
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Burada:

e I(y;,y"): Hesaplama hatasi (6rnegin, kare hata fonksiyonu).
o  Q(fr): Model karmasikligin1 cezalandiran diizenlilestirme terimi. Bu, her bir agacin
karmasikligini kontrol etmek icin kullanilir.

e K: Agag sayisini temsil eder.

Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metriklerle degerlendirilir.
XGBoost modelinin  basarisi, dogru hiperparametrelerin  se¢ilmesine baglidir. Baslica

hiperparametreler sunlardir:

n_estimators: Eklenen agag sayisini belirler. Cok fazla aga¢ eklemek, modelin agir1 uyum

yapmasina neden olabilir.

o learning_rate: Ogrenme hizi, modelin her adimda ne kadar degisiklik yapacagim belirler.

e max_depth: Her agacin maksimum derinligini belirler, bu da modelin karmagsikligini
kontrol eder.

e subsample: Rastgele ornekleme oranini belirler ve asir1 6grenmeyi azaltmaya yardimct

olur.

o colsample_bytree: Her bir agacin egitiminde kullanilacak 6zellik oranini belirler.

3.6.5. CATBOOST

CatBoost, ozellikle kategorik verilerin islenmesinde {istiin performans gosteren, gradyan artirma
tabanli gelismis bir makine 6grenmesi algoritmasidir. Ismini “Categorical Boosting” ifadesinin
kisaltmasindan alan bu yontem, 6zellikle karmasik veri yapilartyla ¢alisirken sagladigl verimlilik
ve dogruluk avantajlariyla 6ne ¢ikar. CatBoost, kategorik degiskenleri islemek icin yenilikei
yaklasimlar kullanarak, yiiksek dogruluga sahip modelleri olusturur ve diger gradyan artirma
algoritmalarma gore veri yapisinin karmasikligimi daha etkin bir sekilde yonetir. Bu yonleriyle,
biiyiik ve gesitli veri setlerinde gii¢lii bir modelleme ¢6ziimii sunar. CatBoost’un temel 6zellikleri

ve igleyisine dair detaylar soyledir:

Baslangic Modeli ve Hata Hesaplama: CatBoost, diger gradyan artirma algoritmalarina benzer
sekilde, baslangicta tiim gdzlemler igin basit bir baglangic degeri belirleyerek ise baslar. Bu
baglangi¢ degeri genellikle, hedef degiskenin ortalama degeridir. Bu temel deger, her gozlem icin
modelin yapacagi ilk kestirim olarak kullanilir. Baslangic degeri Denklem 3.13’te gosterildigi
sekilde ifade edilebilir.
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, 1
Yo =~ Xi1 Vi (3.13)

Burada:

ey, baslangictaki varsayilan degeridir (genel ortalama),
e nveri setindeki toplam 6rnek sayisini,

e y; ise her bir gézlemin gergek degerini ifade eder.

Bu baslangi¢ varsayimi kullanildiktan sonra, her gdzlem ig¢in kalan hata (residual) hesaplanir. Bu
hata, her bir veri noktasinin gercek degeri ile baslangicta varsayilan nokta arasindaki farktir ve

Denklem 3.14’de gosterildigi gibi hesaplanir:
residual; = y; — yo' (3.14)

Bu residual’lar, modelin hata yapisina dair bir fikir verir ve algoritmanin sonraki adimlarda bu
hatalar1 minimize etmeye c¢alismasi saglanir. CatBoost, her iterasyonda, hata degerlerini analiz
ederek bir sonraki modelleme asamasinda yeni agaglarin nasil egitilecegine karar verir. Amag,
kalan hatalar1 azaltarak modelin dogrulugunu artirmak ve gercek degerlere daha yakin taklasimlar

yapmaktir.

CatBoost, her yeni iterasyonda, kalan hatalari minimize etmek i¢in giincellenmis bir model
olusturarak siirece devam eder. Bu giincelleme siireci boyunca kullanilan kayip fonksiyonu
(6rnegin, ortalama kare hata — Mean Squared Error) modelin daha diisiik bir hata degerine ulagsmasi

icin optimize edilir. MSE Denklem 3.15’te verilmektedir.

1 '
MSE = —¥i-1(vi = ¥i) (3.15)

Her iterasyonda, model giincellenmis sonuglar elde eder ve artik degerler yeniden hesaplanir.
Bu siireg, hata degeri kabul edilebilir bir seviyeye diisene veya belirlenen maksimum
iterasyon sayisina ulasilana kadar devam eder. Bu sistematik hata hesaplama ve iyilestirme
stireci, CatBoost'un hatalar1 giderek azaltmasina ve daha dogru bir model elde etmesine

olanak tanir.

Yeni Agaclarin Eklenmesi ve Gradyan Diisiisii: CatBoost, gradyan artirma yontemi ile her yeni
agaci ekler, ancak burada 6nyargi (bias) etkisini azaltmak icin benzersiz bir yontem uygular. Klasik
gradyan artirma algoritmalarinda yeni bir aga¢, dnceki modelin hatalarini azaltmak {izere egitilir.

Bu asamada gradyan diisiisii, yani kayip fonksiyonunun tiirevini minimize etmek i¢in kullanilir.
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CatBoost ise, sirali 6grenme (ordered boosting) yontemi ile ¢aligir. Bu yontemde her yeni agag, bir

onceki agacin iirettigi hatay1 6nyargiya diismeden dgrenir.

Gradyan diislisii adiminda CatBoost, sirali olarak veriyi isler ve her yeni agaci eklerken asamali
O0grenme uygular. Sirali 6grenme siirecinde, veri seti belli bir siraya gore islenir ve onceki
orneklerin kullanimi, dnyargiya yol agabilecek olasiliklart minimize eder. Boylece model, her
seferinde kalan hatayr minimize ederek daha dogru 6ngorulerde bulunur. CatBoost da kullanilan

kay1p fonksiyonu Denklem 3.16°da verildigi gibidir.
0bj(®) = B2y (v ¥V + £(x)) + Q(f) (3.16)

Bu formilde Q(f;) yine aga¢ karmasikligini ifade eder ve CatBoost’ta agac yapist daha 6zenli

belirlenir.

Topluluk Modeli: CatBoost, gradyan artirma siirecinde bir¢ok agaci birlestirerek nihai topluluk
modelini olusturur. Topluluk modeli, her agactan elde edilen sonuglari birlestirir ve daha giiglii bir
performans elde eder. Her bir agacin sonucu belirli agirliklarla birlestirilir ve toplam modelin genel

performansi artar. Agaglarin birlestirilmesi temsilen Sekil 3.13’te gdsterilmektedir [115].

Sekil 3.13. Agaglarin birlestirilmesi

CatBoost, her agacin etkisini optimize ederek genel modeli daha etkili hale getirir. Tiim agaglardan
elde edilen varsayimlarinin ortalamasi veya agirlikli birlestirmesi sonucu topluluk modelinin genel

ortalama hesaplanmasi Denklem 3.17’de verilmistir.

y' = ZZ:1 a; fr (x) (3.17)

Bu yapida CatBoost, tiim agaglarin belirli bir agirlikla katkida bulundugu bir yapi1 kurar ve

sonuclarda daha isabetli sonuclar elde eder.
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Kategorik Verilerin Kodlanmasi: CatBoost’un en dikkat ¢ekici 6zelliklerinden biri, kategorik
veri isleme yetenegidir. Diger gradyan artirma algoritmalarinda, kategorik verilerin sayisal verilere
cevrilmesi (label encoding veya one-hot encoding gibi) gerekir. Ancak bu yaklagimlar yiiksek
boyutlu veya karmasik kategorik verilerde verimli olmayabilir. CatBoost, sicak kodlama (target-

based encoding) yontemi ile kategorik verileri sayisal degerlere doniistiirtir.

Kategorik degiskenler igin, veriler sirali bir sekilde islenir ve bir kategorinin ortalama hedef degeri
o siraya gore hesaplanir. Bu islem sirali olarak yapildigi i¢in onyargi riski en aza indirilir ve egitim
stireci daha saglikli ilerler. CatBoost, hedef tabanli kodlama i¢in Denklem 3.18’de ki formul
kullanir. Denklemde k: kategori degerinin hedef ortalamasini, x: n yargi azaltmak i¢in eklenen

rastgele degeri, n: kategori sayisini ifade etmektedir.
Elde Edilen Kodlama = = (3.18)

Bu yontem, modelin kategorik veriler lizerinde daha iyi performans gostermesini saglar.

Ogrenme Hiz1 ve Diizenlilestirme: CatBoost’ta 6grenme hizi ve diizenlilestirme teknikleri,

modelin asir1 uyumlamaya karst dayanikli olmasini saglar.

e Ogrenme Hizn (Learning Rate): Her bir agacin katkis1 6grenme hizina bagli olarak
kiigiiltiiliir. Boylece model kiiciik adimlarla 6grenir ve asir1 uyum riskini azaltir. Ogrenme

hizi, her yeni agacin etkisini sinirlandirir. Hesaplama Denklem 3.19°da verilmektedir.
y' =Xlinaf(x) (3.19)
Burada n, 6grenme hizidir ve modelin her adimda ne kadar ilerleyecegini belirler.

e Diizenlilestirme (Regularization): CatBoost, XGBoost gibi L2 diizenlilestirme kullanir.
Bu diizenlilestirme yontemi, agaclarin karmagikligini kontrol eder ve modelin gereksiz
karmasik yapilara sahip olmasini engeller. L2 diizenlilestirme, modelin asirt uyum riskini
azaltarak genelleme performansim1  artirir.  Diizenlilestirme i¢in  CatBoost’ un

kullanabilecegi bir ceza terimi formiilii Denklem 3.20°de verilmektedir.
1
o(f,) =vr +oAXf o wy? (3.20)

Bu formiilde vy, yeni yapraklarin karmasiklik cezasini, A ise L2 diizenlilestirme katsayisini ifade

eder. Bu terimler modelin daha dengeli bir sekilde 6grenmesini saglar.
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CatBoost modelinin performansini optimize etmek igin ¢esitli parametreleri vardir. CatBoost

modelinin baglica parametreleri sunlardir:

iterations (n_estimators): Toplam agag sayisini belirler. Fazla deger asir1 6grenmeye yol agabilir;

erken durdurma ile kontrol edilebilir.

learning_rate: Her agacin etkisini ayarlar. Diigiik deger daha hassas, yiiksek deger hizli 6grenme

saglar.

depth: Agaglarin maksimum derinligini ayarlar. Derin agaglar daha karmasik 6grenir, ancak asir

uyum riski tasir.
12_leaf_reg: L2 diizenlemesi yaparak agir1 6grenmeyi azaltir.

border_count: Kategorik verilerde kullanilacak sinir sayisini ayarlar; kiigiik veri kiimelerinde daha

diistik smnir kullanilir.
random_strength: Rastgeleligi kontrol eder; asir1 uyumun 6nlenmesine yardimei olur.

bagging_temperature: Rastgele 6rneklemelerin sicakligini ayarlar. Yiiksek deger daha cesitli

modeller elde eder.
eval_metric: Performans o6lgiimii i¢in metrigi belirler (6rnegin, Accuracy, RMSE).
one_hot_max_size: Biiyiik kategorik degiskenlerde, daha uygun bir kodlama yontemi seger.

od_type ve od_wait: Erken durdurmayi ayarlar. od_type, erken durdurmay: etkinlestirir, od wait

ise kag iterasyon sonra durdurulacagini belirler.
cat_features: Kategorik degiskenleri belirtir. CatBoost, bu degiskenleri otomatik isler.

Bu modelin performansi dogruluk (accuracy), kesinlik (precision), duyarlilik (recall) ve F1 skoru

gibi metriklerle degerlendirilir.
Denetimsiz Ogrenme (Unsupervised Learning):

Denetimsiz 6grenme, etiketlenmemis verilerle calisarak verideki gizli yapilar1 ve kaliplar
kesfetmeyi amaglayan bir makine 6grenmesi yontemidir. Model, herhangi bir ¢ikt1 etiketi olmadan
verideki iligkiyi ve benzerlikleri bulmaya caligir. Denetimsiz 6grenme genellikle veri kiimelerini

gruplandirma (kiimeleme) ve boyut azaltma gibi problemlerde kullanilir. Bu yontem, 6zellikle
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biiyiikk veri setlerinde anlamli yapilar1 tanimlamak ve siniflandirma yapmadan &nce veri

ozelliklerini analiz etmek i¢in etkili bir yaklagimdir.

Denetimsiz 6grenmede model performansi, denetimli 6grenmedeki gibi dogruluk (accuracy) veya
kesinlik (precision) gibi metriklerle dlgiilemez, ¢linkii dogru bir ¢ikt1 etiketi yoktur. Bunun yerine,

genellikle igsel degerlendirme dlgiitleri veya gozlemsel analiz yontemleri kullanilir.
Pekistirmeli Ogrenme (Reinforcement Learning):

Pekistirmeli Ogrenme, bir modelin veya “ajan”in bir ortamla etkilesime girerek 6diil veya ceza
mekanizmalar1 aracilifiyla kendi stratejisini gelistirdigi bir makine 6grenmesi yontemidir. Bu
O0grenme tiirlinde, ajanin amaci belirli bir gorevi en iyi sekilde yerine getirmek i¢in en uygun
eylemleri 6grenmek ve maksimum 06diil elde etmektir. Ajan, her bir adimda ¢evreden bir durum
(state) algilar, bu duruma gore bir eylem (action) secer ve karsiliginda bir 6diil veya ceza alir. Bu
dongiisel siireg, ajanin gelecekteki eylemlerini daha iyi hale getirmesi i¢in 6diil bazli bir 6grenme

saglar.
Pekistirmeli 6grenmenin temel bilesenleri sunlardir:

e Ajan (Agent): Ortamda hareket eden ve eylemler gergeklestiren sistem veya model.

e Ortam (Environment): Ajanin i¢inde bulundugu ve etkilesimde oldugu ¢evre.

e Durum (State): Ajanin bulundugu anda ¢evreden aldigi durum bilgisi.

e Eylem (Action): Ajanin bir durumda gergeklestirdigi hareket.

o Odiil (Reward): Ajanin belirli bir durumda gergeklestirdigi eylemin sonucunda aldig1 geri
bildirim.

Pekigtirmeli 6grenme, 6zellikle robotik, oyun teorisi ve Ozerk araglar gibi alanlarda
uygulanmaktadir. Ornegin, bir robotun belirli bir gérevi yerine getirmek igin deneme yanilma
yoluyla cesitli hareketler denemesi ve bu hareketlerin sonucunda aldigi odiillerle strateji

geligtirmesi pekistirmeli 6grenmenin tipik bir drnegidir.

3.7. Derin Ogrenme

Derin 6grenme, bilgisayarlarin deneyim ve verilerden 6grenerek belirli gorevleri yerine getirme
yetenegini gelistiren bir yapay zeka dalidir. Bu teknoloji, bilgisayarlarin énceden programlanmig
talimatlar yerine, verilerden kaliplar1 ve iligkileri 6grenerek kararlar vermesini saglar. Derin
ogrenme, ozellikle biiyiik veri setleri ve ¢ok katmanli sinir aglar1 kullanarak karmasik problemleri

¢Ozme yetenegiyle one ¢ikar.
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3.7.1. RNN

Tekrarlayan Sinir Aglari (RNN), sirali veri iizerinde hesaplama yapabilme yetenegi sayesinde
ozellikle DDI, zaman serisi analizi ve video isleme gibi ardisik verilerde yaygin olarak kullanilan
bir yapay sinir agi tiriidiir. RNN’ler, her adimda gizli bir durum (h;) giincelleyerek veri gegmisini
saklar ve bu bilgiyi sirali adimlar boyunca aktarir. Bu sayede, 6nceki adimlardaki bilgiye dayanarak
gelecekte daha dogru genellemeler yapabilir. RNN in genel ¢alisma yapisi Sekil 3.14’te gosterildigi
gibidir [116].

ho hy hz

|
]

T T
T —¢

Sekil 3.14. RNN caligma yapisi

RNN’lerde her bir adimda gizli durum, 6nceki gizli durum (ht.1) ve o adimin girdisi (x¢) kullanilarak

gtincellenir. Bu durum giincelleme yapist Sekil 3.15’te gosterildigi gibidir [117].

Cikti katman | | | | | |

Sakli durum | P IJW H"'ll [ ¢ I,W o L| [ ¢ I,W M
Girdi X, X, X,

+1
Etkinlestirme iglevli o
n FC katmani _L.KOPYE"E' | Bitigtir

Sekil 3.15. RNN durum giincelleme yapisi
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Bu durum giincelleme yapisi, Denklem 3.21°de gosterilen matematiksel ifade ile agiklanabilir.
he = f(Wy.he_q + Weeexp + by) (3.21)
Burada:

e h;: O anki gizli durumdur,
e X : Girdi vektorudr,
o Wpve Wy: Agirlik matrisleridir,

e by, : Bias terimidir,

f : Genellikle tanh veya ReLU gibi aktivasyon fonksiyonlaridir.

RNN yapisiin bu 6zellikleri, sirali veri iizerindeki bagimliliklar1 modelleyebilme avantajini saglar.
Ancak, basit RNN yapilari, uzun siireli bagimliliklar1 korumakta zorluk ¢ekmektedir. Bu durum,
“gradyan kayb1” olarak bilinen bir soruna neden olur ve bu sorun, ozellikle geriye yayilim
(backpropagation) sirasinda uzun dizilerde bilgi kaybina yol agar. Bu nedenle, RNN’ler uzun vadeli

bagimliliklarin modellenmesinde yetersiz kalabilmektedir.

Gradyan kaybi sorununa ¢oziim olarak, LSTM (Long Short-Term Memory) ve GRU (Gated
Recurrent Unit) gibi geligmis RNN varyantlar1 gelistirilmigtir. Bu tiir yapilar, kapt mekanizmalari
kullanarak bilgi akisini kontrol eder ve uzun vadeli bagimliliklar1 daha etkili bir sekilde 6grenebilir
hale gelir. Bu tiir yapilar, DDI, zaman serisi analizi, duygu analizi ve diger sirali veri isleme

gorevlerinde genis bir uygulama alanina sahiptir.

Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metriklerle degerlendirilir.
Katman sayis1 ve hiicre yapisinin uygun sekilde secilmesi, RNN’in dogrulugunu artirarak daha iyi

genellenebilir sonuglar elde edilmesini saglar.

LSTM

LSTM, RNN modelindeki dezavantajli durumlari ortadan kaldirmak igin gelistirilen RNN
modelinin bir cesididir [118]. Insanlardaki kisa ve uzun siireli bellek mekanizmalarmdan
esinlenerek tasarlanan LSTM, o6zellikle uzun vadeli bagimliliklar1 6grenme yetenegiyle dikkat
ceker ve RNN’lerde karsilasilan gradyan kaybi sorununu ¢6zmek i¢in optimize edilmistir.
LSTM’nin temel yeniligi, uzun vadeli bagimliliklar1 koruyabilen hafiza hiicreleridir. Bu huicrelerin
yapist Sekil 3.16da gosterilmektedir [119].
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Sekil 3.16. LSTM hiicre yapisi

Bu hiicreler, giris verisini alir, gegmis durum bilgilerini saklar ve gerekli durumlarda bu bilgiyi
gelecekteki adimlarda kullanir. Bu sekilde, RNN’lerin zaman ig¢inde kaybolan bellek sorununu

¢Ozerek uzun siireli veri iligkilerini daha etkili bir sekilde modelleyebilir.

LSTM, bu hafiza hiicrelerini koruma, unutma ve giincelleme islemleriyle yonetir. Bu islemler su

sekilde ac¢iklanabilir:

Unutma Kapisi (f)): LSTM, her adimda hangi bilginin korunup hangisinin unutulacagini belirler.

Formul, Denklem 3.22°de verilmistir.
fe = o(Wy.[he—y,x¢] + by) (3.22)

Burada o sigmoid aktivasyon fonksiyonudur, Wy unutma kapisinin agirliklari, hy_; 6nceki gizli

durum, x,mevcut girdi ve bfbias terimidir.

Giris Kapisi (iy): Yeni gelen bilginin hafiza hiicresine nasil eklenecegini kontrol eder. Formuller

sirastyla Denklem 3.23 ve Denklem 3.24’te belirtilmistir.
ir=0(W;. [he—y x| + by) (3.23)

C{ = tanh (W,.[he—1 2] + b¢) (3.24)

i¢ giris kapisim1 C; ise yeni hiicre adayini temsil eder. Tanh hiperbolik tanjant fonksiyonudur.

W; ve W; agirlik matrisleri, b; ve b; bias terimleridir.

Hucre Durumu Giincellemesi (Cy): Hiicre durumunun yeni degerini hesaplar. Formil Denklem

3.25’te verilmistir.
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Ct = ft' Ct—l + ltCt’ (325)

Bu formil, 6nceki hiicre durumunun (Cei ) unutma kapisindan gelen bilgiyle olgeklenerek

korunmasini ve giris kapisi araciliiyla yeni bilginin eklenmesini saglar.

Cikis Kapist ( o ): Hiicre durumunu gizli duruma nasil yansitacagini kontrol eder. Formuller

sirasiyla Denklem 3.26 ve Denklem 3.27°de verilmistir.

0y = o(Wo. [he—1, x| + bo) (3.26)

ht = Ot.tanh (Ct) (327)

Cikis kapist o hesaplanarak, giincellenmis hiicre durumu Cq ile birlikte gizli durum (h;) olusturulur.

Bu kapilar araciligiyla LSTM, her bir zaman adiminda bilgiyi saklama ve isleme kararlarin1 daha
hassas bir sekilde yapar, boylece uzun vadeli bagimliliklar1 koruma yetenegini artirir ve gradyan
kayb1 sorununu biiyiik dl¢iide ortadan kaldirir. LSTM in kapt yapisinin mimarisi Sekil 3.17°de
gosterildigi sekildedir [120].

Bellek 4 —~ I
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Girdi X,

Etkinlestirme islevli
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Sekil 3.17. LSTM kap1 mimarisi
Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metriklerle degerlendirilir.

Bellek hiicrelerinin ve katman derinliginin uygun sekilde ayarlanmasi, LSTM’in dogrulugunu

artirarak daha iyi genellenebilir sonuclar elde edilmesini saglar.
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GRU

Gegcitli Tekrarlayan Birim (Gated Recurrent Unit - GRU), LSTM’deki islem karmasikligin
azaltmak amaciyla gelistirilen bir RNN varyantidir. GRU mimarisi, LSTM yapisina benzer bir
tasarima sahiptir ancak daha basit ve daha az hesaplama gerektiren bir yapiya sahiptir. LSTM’de
dort kapt bulunurken, GRU’da yalnizca iki kap1 bulunmaktadir. Bu iki kapi, algoritmanin daha az
sayida islemle ¢aligsmasini saglayarak GRU modelinin LSTM’e gore daha hizli sonuglar vermesine

imkan tanir [121]. GRU’ nun temel denklemleri asagidaki gibidir:

Glncelleme Kapis1 (z; ): LSTM modelindeki unutma kapisi ve giris kapisinin birlesiminden
olusur. Hangi bilginin korunacagma ve yeni bilginin ne 6lgtide eklenecegine karar verir. Formdl

Denklem 3.28°de verilmistir.
Zt = G(M/Z [ht_]_,xt] + bZ) (328)

Burada o sigmoid aktivasyon fonksiyonudur, W, giincelleme kapisinin agirhik matrisi, hy_; onceki

gizli durum, x; giris ve b, bias terimidir.

Sifirlama Kapisi (r;): Onceki gizli durumdan ne kadar bilginin kullamlacagm belirler. Formali

Denklem 3.29°da verilmistir.
e = O-(VVT- [ht_llxt] + bT‘) (329)
W, sifirlama kapisinin agirhk matrisi ve b, bias terimidir.

Gegici Bellek Durumu (h¢): Glncelleme ve sifirlama kapilarmin ¢iktilar: kullanilarak olusturulan

gecici gizli durumdur. Formillt Denklem 3.30°da verilmistir.
h;' = tanh(Wy,. [y * he_q x| + by) (3.30)

Burada tanh, hiperbolik tanjant aktivasyon fonksiyonudur, 7; sifirlama kapisindan gelen ¢ikt1 ve

W), gegici bellek durumu igin agirlik matrisidir.

Gizli Durum Guncellemesi (hy): Nihai gizli durum, giincelleme kapisinin ¢iktisina gore gegici
bellek durumu ve 6nceki gizli durumun birlesiminden olusturulur. Formili Denklem 3.31°de

verilmistir.

ht = Zt * ht—l + (1 - Zt) + hl,f (331)
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Bu formiil, giincelleme kapist z; ile 6nceki gizli durumu (h._; ) ve gegcici bellek durumu (h;)

arasinda bir denge kurarak nihai gizli durumu hesaplar. GRU nun mimari yapis1 Sekil 3.18’de

gosterilmektedir [122].

Sekil 3.18. GRU mimarisi

GRU, LSTM gibi gradyan kayb1 sorununu ele almak i¢in tasarlanmistir ancak daha basit bir yapiya
sahiptir. LSTM’e gore daha hizli egitim siiresi saglar ve daha az sayida parametreye ihtiya¢ duyar.
Bu 6zellikler, GRU’nun, LSTM gibi hafiza hiicrelerine sahip olmasini saglarken, daha az kontrol

mekanizmasi ile islem karmasikligini azaltir ve egitim verimliligini artirir.

Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi metriklerle degerlendirilir.
Kap1 mekanizmalarinin ve katman sayisinin uygun sekilde secilmesi, GRU’nun dogrulugunu

artirarak daha iyi genellenebilir sonuclar elde edilmesini saglar.

BILSTM

Iki Yonlii Uzun Kisa Siireli Bellek (BiLSTM), ileri ve geri yonde calisan iki ayr1 LSTM katmania
sahip bir derin 6grenme modelidir. Bu model, siral1 verilerde hem ge¢mis hem de gelecek bilgileri
kullanarak iki yonli bagimliliklar1 6grenme yetenegine sahiptir. BiILSTM, her bir veri noktasinin
hem 6nceki hem de sonraki zaman adimlarindaki bilgilerle iliskilendirildigi durumlarda, 6zellikle

metin isleme ve konugma tanima gibi sirali veri analizlerinde giiclii bir performans sunar.
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Bu yapi, tek yonli LSTM’lerin aksine, verinin tamamindaki bilgileri ayn1 anda isleyebilme
kapasitesi sayesinde, baglamin iki yonlii etkilerini modelleyerek daha dogru sonuclar elde
edilmesini saglar. Bu modelin performansi dogruluk, kesinlik, duyarlilik ve F1 skoru gibi
metriklerle degerlendirilir. Ileri ve geri yonlii katman sayisinin uygun sekilde ayarlanmast,

BiLSTM’in dogrulugunu artirarak daha iyi genellenebilir sonuglar elde edilmesini saglar.

3.8. Transfer Ogrenmesi

Transfer 6grenmesi, bir problem i¢in benzer bir gérevde biiyiik veri seti ile daha 6nce egitilmis bir
model kullanan derin 6grenme yontemidir. Bir modeli sifirdan egitmek yerine, transfer 6grenmeyi
kullanarak modele ince ayar (fine tuning) yapmak ¢ok daha hizli ve kolay bir 6grenme yontemidir
[123]. Ornegin insan hayvan siniflandirmasini yapan bir model egitilirken kazanilan bilgi kadin

erkek smiflandirmasinda transfer edilerek kullanilabilir.

Probleme uygun transfer 6grenmesi yontemi daha az veri ile daha yiiksek performans elde
edilmesini miimkiin kilmakla birlikte model tasarimcisina zamandan kazang saglamaktadir [124].
Transfer 6grenme ile yapay 0grenme modelinin 6grendiklerinin tamami ya da bir kismui transfer
edilerek benzer bir problemin ¢dziimii daha hizli ve kolay olabilmektedir. Ogrenme aktarimi
stirecinde ne aktarilacak ne zaman ve nasil aktarilmali sorulart 6nemlidir. Kaynak veriden hedef
gorevin basarimini arttirmak i¢in hangi bilginin aktarilmasi gerektiginin belirlenmesi ilk ve en
onemli adimdir. Burada bazi bilgilerin kullanilan veriye 6zgii olabilecegi dikkate alinarak
kullanilan alan ne olursa olsun ortak bilginin aktarilacak bilgi olarak secilmesi gerekmektedir.

Ikinci adimda ise verinin hangi asamada aktarilmasi gerektiginin belirlenmesidir.

Kaynak veri ile hedef veri birbirinden ¢ok farkli ise aktarimin temel adimlar islendikten sonra ilk
katmanlarda aktarim yapilmasi 6nemlidir. Aksi takdirde hedef veri iizerinde bagarim diigebilir hatta
negatif transfer séz konusu olabilir. Son olarak bilginin aktarimi i¢in hangi yontemler kullanilmali
karar1 gelir ki burada var olan standart yontemler kullanilabilir ya da bu yontemlerin degistirilmesi

yaklasimi uygulanabilir.

3.8.1. BERTurk

2018 yilinda Google ¢alisanlar1 tarafindan tanitilan BERT (Bidirectional Encoder Representations
from Transformers), DDI alaninda devrim yaratan bir sinir ag1 mimarisidir. BERT, yapay zeka ve
makine 6grenimi algoritmalarini kullanarak, dilin anlamini daha dogru bir sekilde analiz edebilen
yeni bir DDI teknigi sunar. Bu modelin en biiyiik 6zelligi, kelimeleri baglam iginde iki yonlii
(bidirectional) bir yaklasimla islemesidir [29]. Cift yonli mimari yapisina 6rnek Sekil 3.19’da
gosterilmektedir [125].
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Sekil 3.19. Cift tarafli mimari yapisi

Bu sayede, kelimenin yalnizca 6ncesindeki veya sonrasindaki kelimelere bakmak yerine, her iki
tarafindaki kelimeleri de dikkate alir. Bu 6zellik, BERT ’in kelimeleri baglamlartyla birlikte daha
iyi anlamasia ve daha isabetli sonugclar elde edilmesine olanak saglar.

BERT, On Egitim (Pre-training) ve Ince Ayar (Fine-tuning) olmak iizere 2 ana asamada

caligmaktadir.

1. On Egitim (Pre-training): BERT modeli, genis bir metin korpusu iizerinde iki temel
gorevi yerine getirerek egitilir:

e Maskelenmis Dil Modelleme (Masked Language Model - MLM): Bu gorevde, metin
icindeki baz1 kelimeler rastgele “MASK” olarak gizlenir ve modelden bu gizli kelimeleri
degerlendirmesi istenir. Ornegin, “Bu kitap cok [MASK]” gibi bir ciimlede, model “giizel”
ya da “eglenceli” gibi uygun bir kelime kestirmeye c¢alisir. Bu islem, modelin kelimelerin
baglam i¢indeki anlamini 6grenmesine yardimci olur.

e Cumle Cifti Tahmini (Next Sentence Prediction - NSP): Bu gbrevde, model iki ciimlenin
birbiri ardina gelip gelmedigini varsayar. Bu gorev, climleler arasindaki bagi 6grenmesini
saglar ve ozellikle soru-cevap ve metin anlama gibi DDI uygulamalarinda faydalidir.
Ornegin, “Ali disar1 ¢ikt1.” ve “Yagmur yagmaya basladi.” ciimleleri arasinda bir iliski
vardir, bu nedenle model bu tiir iliskileri tanimay1 6grenir. Kelimelerin baglamlarini

belirleyerek iliskiyi tanimaya 6rnek gorsel Sekil 3.20°de verilmistir.
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Sekil 3.20. Kelimeler arasi baglam ve iligkiyi hesaplama

2. Ince Ayar (Fine-tuning): Onceden egitilmis BERT modeli, belirli bir DDI gérevine
(6rnegin, duygu analizi, soru-cevap sistemi, veya metin siniflandirma) uyacak sekilde daha
kiigiik bir veri seti lizerinde yeniden egitilir. Bu asamada, model yalnizca ilgili géreve
uygun olarak dzellestirilir ve cok daha iyi sonuglar elde edebilir. Ince ayar yapisina érnek

Sekil 3.21°de gosterilmektedir [126].

\
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Sekil 3.21. BERT ince ayar yapisi

BERT, Transformer mimarisi kullandig1 i¢in ayn1 zamanda kendi kendine dikkat (self-attention)
mekanizmasindan yararlanir. Bu mekanizma, her bir kelimenin diger kelimelerle olan iliskisini

6grenmesine olanak tanir. Formili Denklem 3.32°de verilmistir.
. okT
Dikkat(Q,K,V) = softmax(-——=)V (3.32)
Vdk
Burada:

e Q,Kve V sirastyla sorgu (query), anahtar (key), ve deger (value) matrisleridir.
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e dy, sorgu ve anahtar matrislerinin boyutudur.

e Softmax fonksiyonu, dikkat skorlarini olasiliklara dontistiiriir.
BERT’in Avantajlar1 ve DDi Uygulamalarmdaki Kullanimi
BERT, DDI alaninda ¢1g1r acan yenilikler getirmistir ve bircok avantaj sunar:

e Baglam Anlayisi: BERT, kelimeleri iki yonlii olarak degerlendirir ve kelimelerin baglam
icindeki anlamini daha dogru bir sekilde ¢ikarir. Bu, metnin biitiinsel anlamini anlamada
biiyiik bir avantaj saglar.

o Evrensel Temsil Modeli: BERT, dilin evrensel temsilini dgrenir ve ¢esitli DDI gorevlerine
kolayca uyarlanabilir. Bu da, BERT in farkli gérevlerde yiiksek performans gostermesini
saglar.

o Yiksek Performans: BERT, birgok DDI gérevinde en yiiksek performansa ulasarak, “state-
of-the-art” yani en iyi sonuglari elde etmistir. Ozellikle metin smiflandirma, duygu analizi,
bilgi ¢ikarimi, makine ¢evirisi ve soru-cevap sistemleri gibi alanlarda iistiin basari

saglamaktadir.
Tiirkce DDI Alaminda BERT’in Rolii

BERT, Tiirkge dil isleme gorevlerinde de biiyiik bir yenilik getirmistir. Tiirkge, baglam ve eklemeli
yapist nedeniyle DDI modelleri icin zorluklar sunar. BERT in Tiirkge uyarlamalari, Tiirkge

metinlerin baglamini ve dil yapisini daha iyi anlayan modellerin gelistirilmesine olanak saglamustir.

e Tirkg¢e Dil Modeli Gelistirme: Tiirk¢e metinler {izerinde egitilmis BERT modelleri, Tiirkce
dilinin &zelliklerini ve yapisim daha iyi anlama yetenegine sahiptir. Bu, Tiirkce DDI
calismalarinda daha dogru sonuglar elde edilmesine yardimci olur.

e Tiirkge Metin isleme: BERT, Tiirkce metinlerdeki kelime anlamlarini, esanlamli kelimeleri
ve baglamsal iliskileri daha dogru bir sekilde analiz edebilir. Bu 6zellik, Tiirk¢e metinler
iizerinde duygu analizi, konu modelleme ve bilgi ¢ikarimi gibi uygulamalarda etkili

sonuglar sunar.

Sonug olarak, BERT DDI alaninda ¢1gir agan bir teknolojidir. Google tarafindan gelistirilen bu
model, dilin baglamini iki yonlii isleme sayesinde daha iyi anlayarak metinlerin anlamint dogru bir
sekilde ¢ikarir. BERT’in Tirkce DDI alaninda da onemli katkilar1 bulunmaktadir. Tiirkce
metinlerin dil yapisina ve baglamina duyarhi bir analiz saglayarak dil isleme modellerinin
dogrulugunu artirir. Akademik caligmalar ve yiiksek lisans tezlerinde, BERT ’in sundugu giiclii

ozellikler ve yiiksek performans, dil isleme alaninda daha dogru sonuglar elde edilmesine katkida
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bulunur. BERT’in Tiirk¢e dil isleme goérevlerinde etkin bir sekilde kullanilmasi, gelecekteki

arastirmalar igin biiyiik bir potansiyel sunmaktadir.

Asagidaki Tablo 3.1°de ¢calismada kullanilan derin 6grenme modellerinin ve BERTTurk’ un hafiza

yonetimi, model karmagikligi, hesaplama giici ve uygulama alanlarma gore kiyaslanmalarma

deginilmistir.
Tablo 3.1. Derin 6grenme modellerinin 6zellikleri
KRITER RNN LSTM GRU BERT
Kisa siireli Uzun streli LSTM’lere benzer Iki yonlii baglam

Hafiza Y 6netimi

Model Karmasiklig1

Hesaplama Gucu

Uygulama Alanlar1

bagimliliklar
Ogrenebilir, uzun siireli
bagimliliklari
6grenmede zorluk
yasar.

Basit yapiya sahiptir,
ancak uzun sureli
bagimliliklari
6grenmede zorluk
yasar.

Daha az hesaplama

gucl gerektirir.

Basit sekansli veri

isleme gorevleri.

bagimliliklari iyi bir

sekilde 6grenir.

Karmagik kap1
mekanizmalari
sayesinde uzun sureli
bagimliliklari iyi
Ogrenir.

RNN’lere gore daha
fazla hesaplama giici

gerektirir.

Uzun sekansl veri
isleme, dil
modelleme, zaman
serileri, konugma

tanima.

sekilde uzun siireli
bagimliliklar1 grenir,
ancak daha az
hesaplama giicu
gerektirir.

LSTM’ lere benzer
performans sunar,
ancak daha basit ve
daha hizlidir.

LSTM’lere gore daha
az hesaplama gict
gerektirir, ancak
RNN’lerden daha
fazladir.

LSTM ile benzer
gorevler, ozellikle
hafiza ve islem stiresi
kisitlamalarinin

oldugu durumlar.

6grenimi sayesinde
¢ok daha genis bir
baglami1 ve uzun
stireli bagimliliklart
Ogrenir.

En karmagsik yapiya
sahiptir ve
Transformer mimarisi

izerine kuruludur.

Cok yuksek
hesaplama glicii ve
blyik miktarda veri
gerektirir.

DD, metin
siniflandirma, duygu
analizi, bilgi ¢ikarimi,

soru-cevap sistemleri.

3.9. Makine Ogrenmesi Yontemlerinin Degerlendirme Metrikleri

Makine 6grenmesi modellerinin degerlendirilmesinde kullanilan metrikler, modelin performansini

belirlemek ve dogru sonuclar iiretebilme kapasitesini 6lgmek agisindan oldukca Onemlidir.

Simiflandirma problemlerinde siklikla kullanilan bu metrikler, modelin ne kadar basarili oldugunu

ve hangi durumlarda iyilestirme gerektigini analiz etmek i¢in detayli bilgi saglar. Bu metrikler
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dogruluk (accuracy), kesinlik (precision), duyarlilik (recall), F1 skoru gibi ¢esitli dlgiitleri icerir ve

her biri modelin farkli bir yoniinii degerlendirmeye yoneliktir [127].

Karmasikhk Matrisi (Confusion Matrix) : Hata matrisi, siniflandirma modellerinin
performansini analiz etmek igin kullanilan temel bir aragtir. Bu matris, model sonuglar1 ile gergek

etiketler arasindaki iliskiyi gdsterir ve dort ana bilesenden olusur:

e True Positive (TP): Modelin dogru bir sekilde pozitif olarak smiflandirdigi 6rneklerdir.

o True Negative (TN): Modelin dogru bir sekilde negatif olarak siniflandirdigi drneklerdir.

o False Positive (FP): Modelin pozitif olarak tahmin ettigi ancak aslinda negatif olan
orneklerdir. Bu durumda model bir yanlig alarm vermis olur.

o False Negative (FN): Modelin negatif olarak tahmin ettigi ancak aslinda pozitif olan

orneklerdir. Bu durumda model, bir pozitif durumu kagirmis olur.

Hata matrisi, modelin hangi tiir hatalar1 yaptigini1 ve hangi durumlarda dogru oldugunu daha detaylh

anlamamizi saglar.

Dogruluk(Accuracy) : Dogruluk metrigi, modelin dogru tahminlerinin tiim tahminler igindeki
oranini ifade eder. Modelin toplam dogru tahmin sayisinin, toplam tahmin sayisina boliinmesiyle
hesaplanir. Dogruluk metrigi, tim siniflarin dengeli oldugu veri setlerinde genellikle iyi bir
degerlendirme &lgiitiidiir; ancak dengesiz veri setlerinde yamiltici olabilir. Ozellikle pozitif ve
negatif siniflar arasindaki dengesizlik yiiksek oldugunda, dogruluk metrigi, modelin performansini
tam olarak yansitmayabilir. Formuli Denklem 3.33’te verilmistir.

TP+TN
TP+TN+FP+FN

Dogruluk = (3.33)

Kesinlik(Precision) : Kesinlik, modelin pozitif olarak tahmin ettigi 6rneklerin ne kadarinin
gercekten pozitif oldugunu &lger. Ozellikle yanlis pozitiflerin sayisiin azaltilmasi gereken
durumlarda 6nemlidir. Kesinlik yiiksek oldugunda, modelin pozitif tahminleri giivenilirdir ve
yanlig pozitif orani diigiiktiir. Bu metrik, modelin yanlig pozitifleri azaltmaya odaklanmasi gereken
alanlarda 6ne ¢ikar. Hesaplanmasi denklem 3.34’te verildigi sekildedir.

TP
TP+FP

Kesinlik =

(3.34)

Duyarhlik (Recall) veya Hassasiyet (Sensitivity) :
Duyarlilik, modelin gercek pozitifleri ne kadar iyi tespit edebildigini gosterir. Bu metrik, modelin

pozitif sinifi kagirma (False Negative) oranini azaltmaya yonelik bir 6l¢ii saglar. Yanlis negatiflerin
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yiiksek maliyetli veya kritik oldugu durumlarda duyarlilik metrigi énem kazanir. Duyarlilik,
modelin ger¢ek pozitifleri ne kadar yakaladigimi gosterdigi igin Ozellikle saglik, giivenlik gibi
alanlarda kritik 6dnem tasir.

TP
TP+FN

Duyarlilik = (3.35)

F1 Skoru (F1 Score) :

F1 skoru, kesinlik ve duyarliligin harmonik ortalamasidir ve modelin hem yanlis pozitif hem de
yanlis negatif oranlarina dikkat etmesi gereken durumlarda kullanighdir. F1 skoru, dengeli bir
metrige ihtiya¢ duyuldugunda tercih edilir, ¢ilinkii hem kesinlik hem de duyarlilig1 dikkate alir ve
her ikisinin de yiiksek oldugu durumlarda en iyi sonuglar1 verir. F1 skoru, dengesiz veri setlerinde

veya sinif dengesizliklerinin oldugu durumlarda daha dogru bir performans gostergesi saglar.

KesinlikxDuyarlilik
F1 Skoru = 2 x X221 (3.36)
Kesinlik+Duyarlilik

Ozgulluk (Specificity) :

Ozgiilliik, modelin negatif sinifi dogru bir sekilde tanimlama kabiliyetini &lger. Bu metrik, yanlis
pozitiflerin sayisin1 azaltmay1 hedefleyen durumlarda dnemlidir. Negatif siniflari dogru bir sekilde
tanimlanmas1 gereken problemlerde 6zgiilliik metrigi dikkate almir. Ozellikle negatif smiflarn
dogru bir sekilde tanimlanmasi gerektiginde, 6zgiillik yiiksek bir deger aldiginda model giivenilir
bir sekilde negatif 6rnekleri tanimlayabilir.

TN
TN+FP

Ozgiillik = (3.37)
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4. BULGULAR VE SONUCLAR

Bu boliimde, calismada kullanilan veri setleri, uygulanan yontemler ve elde edilen sonuglar ayrintili
bir sekilde ele alinmaktadir. Deneysel ¢alismalar kapsaminda, sosyal medyadan toplanan finans
igerikli gonderiler {izerinde yapilan duygu siniflandirmasi iglemleri ve bu siirecte kullanilan
modellerin performanslarmin degerlendirilmesi yer almaktadir. Oncelikle veri setinin 6zellikleri,
on igleme adimlar1 ve siniflandirma igin kullanilan yontemler agiklanmistir. Ardindan, farkli
makine 6grenimi ve derin 6grenme modelleri lizerinde gerceklestirilen deneylerin sonuglart ve bu
sonucglarin analizleri sunulmustur. Calismada, smiflandirma modellerinin performanslarini

degerlendirmek i¢in kesinlik, duyarlilik ve F1 skoru gibi metrikler kullanilmistir.

Deneysel ¢alismalarin amaci farkli yontemlerin siniflandirma basarisini karsilastirarak en etkin
modeli belirlemektir. Bu kapsamda elde edilen bulgular, finansal piyasa 6ngéri modellerinin

gelistirilmesi i¢in degerli bir kaynak olusturmaktadir.

411 LSTM

Bu model, metin verisini sayisal dizilere doniistiiren bir ggmme (Embedding) katmani ile iki adet
Uzun Kisa Siireli Bellek (LSTM) katmanindan olusmaktadir. Embedding katmani, kelime
dagarcigimi sayisal olarak temsil ederek modelin kelimeler arasindaki iliskileri daha iyi
O0grenmesine olanak tanir. LSTM katmanlari, metinlerin zaman bagimli yapisini yakalamak i¢in
kullanilmis olup, sirali veriyi isleyebilme kapasitesini artirmaktadir. Modelin son katmaninda ise
softmax aktivasyon fonksiyonuna sahip yogun (dense) bir katman yer almakta, bu katman ¢ikti

siniflarinin olasiliklarini éngérmektedir.

Model, sparse categorical cross-entropy kaybi fonksiyonu ve Adam optimizasyon algoritmast ile
derlenmistir. Ogrenme hizi konusunda cesitli denemeler yapilmig ancak belirli bir 6grenme hizi
degeri kullanilmamis; bunun yerine Adam algoritmasinin otomatik ayarlamalar ile egitim siireci
yiirttilmastiir. Egitim sirasinda, veri setindeki azinlik siiflarmin model tarafindan daha iyi dikkate

alinabilmesi i¢in siif agirliklar: kullanilmistir.

Modelin egitimi, her bir batch 32 6rnek olacak sekilde 20 epoch boyunca gerceklestirilmistir.
Egitim siirecinde, dogrulama setine erken durdurma stratejisi uygulanmis ve dogrulama kaybinda
bir gelisme goriilmediginde egitim durdurularak en iyi model agirliklar1 korunmustur. Veri seti,
%80 egitim ve %20 test olarak ikiye boliinmiistir. Embedding katmaninin boyutu
(embedding_size) 100 olarak belirlenmis olup, kelimelerin vektor uzaymdaki anlamlarini yakalama

konusunda dnemli bir rol oynamustir. ilk LSTM katmani 128, ikinci LSTM katmani ise 64 birimden



olusmaktadir. Bu birim sayilari, modelin metinlerin zaman bagimli 6zelliklerini yakalayabilme
kapasitesini belirleyen kritik parametrelerdir. Asir1 6grenmeyi Onlemek amaciyla LSTM

katmanlarinin ardindan Dropout ve Batch Normalization katmanlar1 uygulanmaistir.

Sonug olarak, bu model metin verilerini etkili bir sekilde isleyerek ii¢c duygu smifini (olumlu, nétr,
olumsuz) siniflandirmak iizere optimize edilmistir. Modelin performansi, test seti iizerinde
dogruluk, hassasiyet ve geri ¢agirma gibi Olgiitlerle degerlendirilmis olup, sonuglar bir
siniflandirma raporu ile detaylandirilmistir. Ancak modelin olumsuz siiflarda 6zellikle zorlanmasi
dikkate degerdir. Model, olumlu siniflar1 dogru bir sekilde tanimlamakta basarili olmakla birlikte,
olumsuz siniflar ayirt etmekte bazi zorluklar yasamaktadir. Bu durum, olumsuz smif 6rneklerinin
dogru tamimlanamamasinin bir sonucu olarak, modelin genelleme yeteneginde eksiklikler oldugunu
gostermektedir. Olumsuz smifin daha dogru tanimlanabilmesi i¢in modelin daha fazla olumsuz
Ornekle egitilmesi, smif dengesizliginin giderilmesi veya modelin optimizasyon stratejilerinin
gbzden gegirilmesi gerekebilir. Ayrica, olumsuz siiflarin daha iyi tanimlanabilmesi adina ek veri
veya yeni Ozellik miithendislik tekniklerinin uygulanmasi da faydali olabilir. Bu zorluklarin

sebepleri daha detayl incelenerek, modelin olumsuz sinif {izerindeki performansi iyilestirilebilir.
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Sekil 4.1. LSTM 3’lii siniflandirma model dogrulugu
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Sekil 4.1’de, modelin egitim ve dogrulama dogrulugunun epoklar boyunca gosterdigi degisim

sunulmaktadir. Grafikte iki farkli dogruluk ¢izgisi yer almaktadir:

1. Egitim Dogrulugu: Bu ¢izgi, modelin her epokta egitim verisi iizerindeki tahmin
dogrulugunu gostermektedir. Egitim dogrulugu hizla artmakta ve yaklasik 10. epok’tan
itibaren %95’in iizerine ¢ikmaktadir. Egitim dogrulugu, son epoklara dogru %100
seviyesine ulagarak sabitlenmektedir. Bu durum, modelin egitim verisine yiiksek uyum
sagladigin1 gdstermektedir.

2. Dogrulama Dogrulugu: Bu ¢izgi ise, modelin daha 6nce gormedigi dogrulama verisi
iizerindeki dogrulugunu temsil etmektedir. Dogrulama dogrulugu baslangicta hizla
artmakta, ancak %75-%80 araliginda sabitlenmektedir. Dogrulama dogrulugunun egitim
dogruluguna gore daha diisiik kalmasi, modelin dogrulama verisi lizerinde egitim

verisindeki kadar yiiksek performans gdstermedigini ifade etmektedir.

Egitim dogrulugunun %100 seviyesine yaklagsmasi, modelin egitim verisine asir1 uyum sagladigini
(asir1 6grenme) isaret etmektedir. Buna karsin, dogrulama dogrulugunun %75-%80 araliginda
kalmasi, modelin yeni verilere karsi smirli bir genelleme kapasitesine sahip oldugunu
gostermektedir. Bu durum, modelin dogrulama verisi iizerinde makul bir dogruluk seviyesine
ulastigini, ancak genelleme performansinin egitim dogrulugu kadar yiliksek olmadigmi ifade

etmektedir.

Sonug¢ olarak, modelin dogrulama dogrulugu, modelin ger¢cek diinya verileri iizerindeki
performansini daha iyi yansitmaktadir. Egitim dogrulugunun %100’e ulagmasi, asir1 6grenmeye
isaret ederken, dogrulama dogrulugunun %75-%80 aralifinda kalmasi, modelin yeni veriler

iizerinde daha sinirh bir genelleme yetenegi oldugunu gostermektedir.
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Sekil 4.2. LSTM 3’10 simiflandirma model kaybi

Sekil 4.2’de, LSTM modeliyle yapilan ti¢ simifli siniflandirma probleminde, modelin egitim ve
dogrulama kayiplarinin epoklar boyunca gosterdigi degisim sunulmaktadir. Egitim kaybi, modelin
her epokta egitim setindeki tahmin hatalarini temsil ederken, dogrulama kaybi, modelin daha 6nce

gormedigi dogrulama seti lizerindeki hatalarini yansitmaktadir.

Baslangicta her iki kayip da hizh bir diisiis gostererek modelin performansinin iyilestigini isaret
etmektedir. Ancak yaklasik 10. epok’tan sonra dogrulama kaybinda artis gozlemlenmistir; bu
durum, modelin asir1 6grenmeye basladigini ve dogrulama verisi iizerindeki genelleme yeteneginin

azaldigimi gostermektedir.

Sonug olarak, egitim ve dogrulama kayiplar1 arasindaki bu fark, modelin egitim verisine fazla uyum
sagladigini ve dogrulama setindeki performansinin belirli bir noktadan sonra diistligiinii ortaya

koymaktadir.
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Sekil 4.3. LSTM 3’li siniflandirma karigiklik matrisi

Sekil 4.3’te sunulan karigiklik matrisi, ii¢ sinifli LSTM modelinin siniflandirma performansini
gostermektedir. Matrisin her hiicresi, modelin gergek smiflarla tahmin edilen siniflar arasindaki

uyumu yansitmaktadir.

Notr smifa ait 569 6rnek model tarafindan dogru sekilde siniflandirilmistir. Ancak model, 52 nétr
ornegi yanlislikla olumlu, 28 6rnegi ise yanlislikla olumsuz olarak siniflandirmigtir. Olumlu sinifa
ait 899 ornek dogru sekilde tahmin edilirken, 111 6rnek yanliglikla nétr sinifa atanmistir. Bu

sonuglar, olumlu smifin yanls siniflandirilma oraninin oldukga diisiik oldugunu goéstermektedir.

Olumsuz smifa ait 292 drnek dogru smiflandirilirken, 144 6rnek yanlislikla nétr, 6 drnek ise olumlu

smifa atanmustir.

Bu sonuglar, modelin 6zellikle olumlu sinifi dogru siniflandirmada bagarili oldugunu ortaya
koymaktadir. Ancak model, olumsuz smifi nétr veya olumlu olarak siniflandirma egilimindedir ve
notr smiftaki bazi1 6rnekleri olumlu veya olumsuz olarak yanlis smiflandirmaktadir. Bu durum,
modelin belirli siniflar arasinda kararsizlik yasadigini ve siniflar arasindaki ayrimi iyilestirmek i¢in

daha fazla optimizasyona ihtiya¢ duydugunu gostermektedir.
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Sekil 4.4. LSTM 3’10 simiflandirma perfonmans metrikleri

Sekil 4.4’te, LSTM modeli ile gerceklestirilen {i¢lii siniflandirma probleminde elde edilen
performans metrikleri sunulmaktadir. Grafik, her bir smif igin kesinlik (precision), duyarlilik
(recall) ve F1 skoru gibi degerlendirme metriklerini farkli renklerle temsil etmektedir. Asagida,

grafikteki verilere dayanarak her bir simifin performansi ayrintili bir sekilde analiz edilmistir.

o Negatif Siif (Smif 0): Kesinlik degeri yaklasik 0.7 olup, bu durum modelin negatif olarak
smiflandirdigr  6rneklerin  %70’inin dogru sekilde tespit edildigini gdstermektedir.
Duyarlilik degeri ise 0.9 civarindadir ve bu da modelin gercek negatif drneklerin %90’ m1
dogru sekilde tanimladigini belirtmektedir. Negatif sinif i¢in F1 skoru yaklagik 0.8 dir, bu
da modelin negatif sinifi tanima konusunda dengeli bir performans sergiledigini
gostermektedir.

e  Olumlu Simf (Simf 1): Kesinlik degeri yaklasik 0.9°dur. Bu, modelin olumlu olarak
smiflandirdigr 6rneklerin %90’ 1n1 dogru sekilde etiketledigini gostermektedir. Duyarlilik
ise yaklasik 0.8 seviyesindedir; bu da modelin ger¢ek olumlu Srneklerin %80’°ini dogru
sekilde tanimladigin1 gostermektedir. Olumlu snif i¢in F1 skoru ise 0.85 civarmdadir ve
modelin olumlu snifi siflandirmada hem kesinlik hem de duyarlilik agisindan dengeli bir

performans sergiledigini ortaya koymaktadir.
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e  Olumsuz Smf (Smmf 2): Kesinlik degeri yaklasik 0.75°tir ve modelin olumsuz olarak
smiflandirdigr  6rneklerin  %75’inin  dogru sekilde etiketlendigini gdstermektedir.
Duyarlilik degeri ise yaklasik 0.9 olup, gercek olumsuz drneklerin %90’ 1nin dogru sekilde
tanimlandigin1 géstermektedir. Olumsuz sinif igin F1 skoru yaklasik 0.8dir, bu da modelin
olumsuz smifi tanima konusunda genel olarak dengeli bir performans sergiledigini

gostermektedir.

Sonug olarak, model tiim smiflarda tatmin edici bir performans sergilemektedir. Negatif sinif i¢in
kesinlik degeri biraz daha diisiik olsa da, duyarlilik degeri oldukc¢a yiiksektir. Olumlu ve olumsuz
smiflarda ise kesinlik ve duyarlilik degerleri dengeli bir sekilde ytiksektir. Bu durum, modelin genel
olarak bagarili bir siniflandirma performansi ortaya koydugunu gostermektedir. Ancak, modelin
negatif smiflar1 daha dogru smiflandirabilmesi igin ek veri setleriyle model iyilestirmeleri

yapilmasi onerilmektedir.

41.2. GRU

Bu model, metin verilerini isleyip siniflandirmak amaciyla bir gomme (Embedding) katmani ve iki
GRU katmani igermektedir. Gomme katmani, metindeki kelimeleri sayisal vektorlere doniistiirerek
modelin kelimeler arasindaki iliskileri 6grenmesine olanak tanimaktadir. GRU katmanlan ise,
metinlerin sirali yapisini dikkate alarak zaman bagimli bilgiyi islemekte ve bdylece modelin kelime
siralart  ve iligkilerini daha iyi kavrayarak duygu smiflandirmasimi gergeklestirmesini
saglamaktadir. Cikis katmaninda, softmax aktivasyon fonksiyonu kullanilarak ii¢ smifa ait

olasiliklar hesaplanmaktadir.

Model, sparse_categorical_crossentropy kayip fonksiyonu ve Adam optimizasyon algoritmasi
kullanilarak derlenmistir. Adam algoritmasi, 6grenme hizini otomatik olarak ayarlayarak modelin
hizli ve verimli bir sekilde 6grenmesini saglar. Egitim sirasinda her epokta 32 o6rneklik mini
batch’ler kullanilmis ve bu sayede modelin genel performansi artirilmaya c¢alisilmistir. Ayrica,
modelin dogrulama setindeki performansi, %20 oraninda ayrilmig dogrulama verisi lizerinden takip

edilmistir.

Model, toplamda 20 epok boyunca egitilmis olup, veri seti %80 egitim ve %20 test olacak sekilde
boliinmiistiir. Ilk GRU katmani 64 birim, ikinci GRU katmani ise 32 birim igermektedir; bu birim
sayilari, metinlerin zaman bagiml yapisinin model tarafindan verimli bir sekilde yakalanmasinda
kritik bir rol oynamaktadir. Asir1 6grenmeyi onlemek amaciyla, iki GRU katmani arasinda ve
yogun (Dense) katmandan once Dropout katmanlart eklenmistir. Bu, modelin genelleme

yetenegini artirmak i¢in 6nemli bir adimdir.
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Sonug olarak, bu model, metin verilerini analiz ederek ii¢ farkli duygu durumunu (olumlu, nétr ve
olumsuz) smiflandirmak {izere optimize edilmistir. Test setinde modelin performansi, dogruluk,
kesinlik (precision) ve duyarlilik (recall) gibi metriklerle degerlendirilmis ve sonuglar siniflandirma

raporunda sunulmustur.

Modelin elde ettigi sonuglar incelendiginde, negatif sinif (olumsuz duygu) ile ilgili baz1 zorluklar
dikkat cekmektedir. Negatif sinifin dogru tanimlanamamasi, 6zellikle metindeki olumsuz ifadelerin
baglamindan bagimsiz olarak modelin yanlis siniflandirmalar yapmasina neden olabilmektedir. Bu
durum, negatif sinifin siniflandirilmasinda modelin kesinlik degerinin daha diisiik olmasina yol

acmistir.
Negatif simifin dogru sekilde simiflandirilamamasinin birkag olasi nedeni bulunmaktadir:

1. Duygu Belirleyicilerinin Yetersizligi: Negatif duygu tasiyan ifadelerin, modelin
egitiminde kullanilan veri setlerinde yeterince temsil edilmemesi, modelin bu smifi
ogrenmede zorlanmasina neden olabilir. Ayrica, metinlerdeki olumsuz duygu ifadeleri,
bazen diger smiflar ile karisabilir, bu da olumsuz sinifin tanimlanmasinda hata oranini
artirabilir.

2. Metin Uzunlugu ve Yapisi: Metinlerin uzunlugu ve yapilandirilmasi, modelin duygu
analizindeki basarisim etkileyebilir. Ozellikle kisa metinlerde, olumsuz duygu
belirleyicilerinin eksikligi ya da belirsizligi, modelin bu tir ifadeleri dogru
siniflandiramamasina yol agabilir.

3. Baglamin Yetersiz Kavranmasi: Negatif duygu iceren metinlerin dogru siniflandirilmasi
icin, baglamin daha iyi anlasilmasi gerekmektedir. Model, zaman bagimliligina dayali
GRU katmanlar1 kullantyor olsa da, bazen olumsuz ifadelerin anlamimi tiim cilimle
yapisindan bagimsiz olarak algilayamayabilir. Bu durum, modelin negatif sinifi dogru bir

sekilde tanimlamamasina neden olabilir.
Modelin negatif siniflar1 daha iyi tanimlayabilmesi i¢in 6nerilen iyilestirmeler sunlar olabilir:

e Veri Setinin Genisletilmesi ve Dengelemesi: Negatif sinifin daha fazla 6rnegi icerecek
sekilde veri setinin genisletilmesi, modelin bu sinifi daha iyi 6grenmesine yardime1 olabilir.
e Baglamsal Anlam Analizlerinin Artirllmasi: Modelin baglami daha etkili bir sekilde
O0grenmesi i¢in, daha derin baglamsal modelleme yontemleri (6rmegin, BERT gibi

transformer tabanli modeller) kullanilabilir.
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e Veri Zenginlestirme Teknikleri: Metinlerdeki olumsuz duygu belirleyicilerini daha
belirgin hale getirecek veri zenginlestirme teknikleri (6rnegin, veri augmentasyonu)

kullanmak, modelin olumsuz sinifi tanima becerisini gelistirebilir.

Bu analizler, modelin performansinin iyilestirilmesi adina 6nemli ipuglart sunmaktadir ve

gelecekteki caligsmalarda daha dogru siniflandirmalar igin katki saglayabilir.
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Sekil 4.5. GRU 3’ i siniflandirma model dogrulugu

Sekil 4.5’te, GRU tabanli modelin Uglii smiflandirma problemindeki egitim ve dogrulama
dogrulugunun zaman i¢indeki degisimini gostermektedir. Egitim dogrulugu, modelin egitim verisi
tizerinde yaptigi dogru tahminlerin oranini temsil ederken, dogrulama dogrulugu, dogrulama verisi
iizerindeki performansi yansitmaktadir. Grafikte egitim dogrulugu hizla artarak, yaklasik 10.

epokta %95’in iizerine ¢ikmakta ve zamanla %100 seviyesine yaklasarak stabil bir diizeye

oturmaktadir.

Dogrulama dogrulugu ise baslangigta hizli bir artis gosterse de, 5. epoktan sonra dalgalanmalara
yol agmakta ve %80 civarlarinda sabit kalmaktadir. Bu dalgalanma, modelin dogrulama verisi

iizerinde tutarli bir performans sergileyemedigini ve dogrulama setinde kararsizlik yasadigini
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gostermektedir. Egitim dogrulugu %100’e yaklasirken, dogrulama dogrulugunun %80 civarinda
kalmasi, modelin egitim verisine asir1 uyum sagladigini, ancak dogrulama verisi lizerinde ayni
basariy1 tekrarlamakta zorlandigini ortaya koymaktadir. Egitim dogrulugunun yiiksek olmasina
karsin dogrulama dogrulugunun istenilen seviyede kalmamasi, asirt 6grenme problemine isaret
etmektedir. Bu durum, modelin genelleme yeteneginin siirli oldugunu ve yeni veriler iizerinde

benzer basariy1 saglamada zorluk yasayabilecegini gostermektedir.
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Sekil 4.6. GRU 3’ 1 simiflandirma model kayb1

Sekil 4.6°da, Gated Recurrent Unit (GRU) modeli ile gerceklestirilen ti¢ sinifli siniflandirma
probleminde modelin egitim ve dogrulama kayiplar1 gosterilmektedir. Grafik, egitim kayb1 ve

dogrulama kaybini iki ayri ¢izgiyle temsil etmektedir.

Egitim kaybi, epoklar ilerledikge hizla azalmis ve yaklagik 10. epok’tan sonra stabil bir seviyeye
ulagsmustir. Son epoklara dogru neredeyse sifira yaklasan egitim kaybi, modelin egitim verisi

izerinde oldukga iyi bir performans sergiledigini gostermektedir.

Dogrulama kaybi ise baglangigta azalma egilimi géstermesine ragmen, yaklasik 5. epok’tan itibaren
artis egilimine girmistir. 10. epok’tan sonra dogrulama kaybinda dalgalanmalar gézlemlenmis ve

bu egilim 18. epok’tan sonra yaklagik 1.4 seviyelerinde dalgalanarak devam etmistir.
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Egitim kaybinin hizla diiserek neredeyse sifira ulagsmasina karsin, dogrulama kaybinin artis
gostermesi, modelin egitim verisine agirt uyum sagladiginm ve dogrulama verisi lizerinde kararli bir

performans sergileyemedigini ortaya koymaktadir. Bu durum, modelin genelleme yeteneginde

zayiflik oldugunu isaret etmektedir.
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Sekil 4.7. GRU 3’10 smiflandirma karigiklik matrisi

Sekil 4.7°de, GRU modeli ile yapilan i¢lii siniflandirma probleminin karigiklik matrisini
sunmaktadir. Bu matris, modelin gercek siniflarla tahmin edilen siiflar arasindaki performansini

gorsellestirmektedir.

Gergek nétr siniflar i¢in model, 528 dogru tahmin yaparken, 81 6rnegi yanliglkla olumlu sinif
olarak, 40 6rnegi ise olumsuz sinif olarak tahmin etmistir. Bu sonuglar, modelin nétr siniflar1 dogru

bir sekilde tanimada bazi hatalar yapmasma ragmen genel olarak makul bir performans

sergiledigini gostermektedir.

Gergek olumlu siniflar i¢in model, 925 dogru tahmin yapmus, 79 6rnegi notr sinif olarak ve 6 6rnegi
olumsuz smif olarak yanlis smiflandirmistir. Bu bulgular, modelin olumlu siniflar1 tanimada

oldukca basarili oldugunu, ancak zaman zaman nétr smifa kayma egiliminde oldugunu

gostermektedir.
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Gergek olumsuz siniflar i¢in model, 320 dogru tahmin yapmis, 106 6rnegi notr sinif olarak ve 16
ornegi olumlu smif olarak yanlig tahmin etmistir. Bu durum, modelin olumsuz siniflar1 tanimada

daha fazla hata yaptigimi ve ¢ogunlukla nétr siifa kayma egiliminde oldugunu ortaya koymaktadir.

Sonug olarak, bu karigiklik matrisi, modelin olumlu siniflar1 en iyi sekilde tanidigini, ancak
ozellikle olumsuz siniflart ayirt etmede zorluk yasadigini ve bu smiflarda daha fazla iyilestirmeye

ihtiya¢ duydugunu gdstermektedir.
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Sekil 4.8. GRU 3’li siniflandirma perfonmans metrikleri

Sekil 4.8’de, GRU modeli ile yapilan {¢lii simiflandirma probleminde elde edilen performans
metriklerini gostermektedir. Grafik, her bir siif i¢in kesinlik (precision), duyarlilik (recall) ve F1
skoru metriklerini farkli renklerle gorsellestirmektedir. Asagida, her bir smif i¢cin bu metriklerin

detayli analizi yapilmistir.

Notr sinif (Siif 0) igin kesinlik yaklasik 0.7 olarak hesaplanmistir, bu da modelin nétr olarak

tahmin ettigi 6rneklerin %70’inin dogru simiflandirildigimi gostermektedir. Duyarlilik degeri ise
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yaklagik 0.9°dur, bu da modelin gergek notr drneklerin %90’ 1 dogru sekilde tespit ettigini ifade
etmektedir. F1 skoru ise 0.8 civarindadir, bu da modelin nétr siniflar1 tanimada dengeli bir

performans sergiledigini gdstermektedir.

Olumlu sinif (Smif 1) i¢in kesinlik yaklasik 0.9’dur. Bu sonug, modelin olumlu sinif olarak tahmin
ettigi 6rneklerin %90’ 1m1n dogru oldugunu gdstermektedir. Duyarlilik degeri ise yaklasik 0.8 olup,
modelin gergek olumlu drneklerin %80’ini dogru sekilde tespit ettigini ifade etmektedir. F1 skoru
0.85 seviyesinde olup, modelin olumlu siniflar1 oldukg¢a iyi tanidigini ve kesinlik ile duyarlilik

arasinda dengeli bir performans sergiledigini gostermektedir.

Olumsuz sinif (Sinif 2) i¢in kesinlik degeri yaklasik 0.75°tir, bu da modelin olumsuz olarak tahmin
ettigi orneklerin %75’inin dogru oldugunu goéstermektedir. Duyarlilik ise 0.9 civarindadir ve
modelin olumsuz drneklerin %90’ 1n1 dogru sekilde tespit ettigini ortaya koymaktadir. F1 skoru ise
0.8 seviyesindedir, bu da modelin olumsuz smif i¢in dengeli bir performans sergiledigini

gostermektedir.

Genel olarak, model tiim siniflarda makul bir performans sergilemektedir. Notr siif i¢in kesinlik
degeri bir miktar diisiik olsa da, duyarlilik degeri yiiksektir. Olumlu ve olumsuz smiflarda ise
kesinlik ve duyarlilik metrikleri arasinda dengeli bir performans elde edilmistir. Bu sonuglar,
modelin genel olarak basarili oldugunu ancak nétr sinifin daha iyi tanimlanabilmesi i¢in ek veri

veya model optimizasyonlarinin gerektigini gostermektedir.

4.1.3. BILSTM

Bu model, bir Embedding katmani ve ardindan iki adet ¢ift yonli (Bidirectional) LSTM
katmanindan olusmaktadir. Embedding katmani, kelime dagarcigini sayisal olarak temsil etmekte
ve metin i¢indeki kelimeler arasindaki iligkileri 6grenmeyi saglamaktadir. LSTM katmanlari,
metinlerin zaman bagimlhi yapisim1 yakalayarak sirali bilgileri islemektedir. Cift yonli
(Bidirectional) LSTM katmanlari, modelin verinin hem ileri hem de geri yonli baglamimi yakalama
kabiliyetini artirmaktadir, bu da metnin her iki yoniinden de bilgi ¢ikarilmasin saglar. Bu 6zellik,
ozellikle uzun metinlerde ve baglam agisindan zengin igeriklerde daha basarili sonuclar elde
edilmesini saglamaktadir. Modelin son katmaninda, ¢ikti siniflarinin olasiliklarini tahmin etmek

icin softmax aktivasyon fonksiyonuna sahip bir yogun (dense) katman yer almaktadir [128].

Model, sparse categorical crossentropy kayip fonksiyonu ve Adam optimizasyon algoritmasi
kullanilarak derlenmigtir. Adam optimizasyon algoritmasi, 6grenme oranini otomatik olarak
ayarlayarak modelin daha hizli ve verimli bir sekilde dgrenmesini saglar. Ogrenme orani,

ReduceLROnPlateau ad1 verilen bir 6grenme orani planlayici ile kontrol edilmekte ve dogrulama
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kaybinda iyilesme gozlenmediginde 6grenme orami diisiiriilmektedir. Egitim siireci, her biri 32
Ornek iceren mini batch’lerle 20 epoch boyunca gergeklestirilmistir. Egitim ve test veri setleri
strastyla %80 ve %20 oraninda boliinmiistiir. Embedding boyutu, kelimelerin anlamlarini1 dogru bir
sekilde temsil edebilmesi icin 100 olarak belirlenmistir. Ik LSTM katmani 128 birimden
olusurken, ikinci LSTM katmani 64 birimden olusmaktadir. Bu katmanlar, modelin metnin zaman
bagimli 6zelliklerini iyi bir sekilde 6grenmesini saglamaktadir. Ayrica, her iki LSTM katmanindan

sonra agirl uyumlamayi 6nlemek amaciyla Dropout katmanlari eklenmistir.

Modelde, sinif dengesizliklerini gidermek i¢in sinif agirliklar: hesaplanmis ve bu agirliklar dikkate
alimarak modelin egitimi gergeklestirilmistir. Bu strateji, dzellikle azinlik siiflarinin daha iyi
ogrenilmesini saglamak i¢in kullanilmistir. Ayrica, erken durdurma (early stopping) stratejisi ile
dogrulama kaybinda iyilesme gozlenmediginde egitim siireci sonlandirilmis ve en iyi model
agirliklart korunmustur. Bu sayede, asir1 6grenme 6nlenmis ve modelin dogrulama seti tizerindeki
performansi iyilestirilmistir. Tim bu parametreler, modelin metin verilerinin karmasik yapisin

daha iyi anlamasina ve genelleme kabiliyetini artirmasina olanak tanimustir.

Sonug olarak, ¢ift yonlii LSTM katmanlarinin kullanimi, modelin metin verilerindeki daha derin
baglami yakalamada etkili olmus ve bu sayede smiflandirma dogrulugu artirilmistir. Ancak,
modelin olumsuz siniflar1 dogru tanimlamada yasadig1 zorluklar, olumsuz siniflarin daha iyi
tanimlanabilmesi icin ek veri ve model optimizasyonu gerektirebilir. Olumsuz sinifin dogru
tanmimlanmasindaki eksikliklerin, modelin daha fazla olumsuz Ornekle egitilmesi veya smif

dengesizliginin giderilmesi gibi yontemlerle iyilestirilebilecegi diisiiniilmektedir.
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Sekil 4.9. BiLSTM 3’1l siniflandirma model dogrulugu

Sekil 4.9°da, bir LSTM modeli ile yapilan tiglii siniflandirma problemindeki model dogrulugu
gosterilmektedir. Egitim dogrulugunun hizla artis gosterdigi ve yaklasik 3. epoktan sonra %90’ 1n
izerine ¢iktig1 goriilmektedir. 5. epoktan itibaren egitim dogrulugu %95 civarma kadar ulagarak
stabil hale gelmektedir, bu da modelin egitim verisi iizerinde ¢ok iyi bir performans sergiledigini

gostermektedir.

Dogrulama (test) dogrulugu ise baslangigta artis gosterip 2. epoktan itibaren %80’in Uzerine
cikmakta, ancak daha sonra yaklasik %80-%85 araliginda dalgalanarak stabil hale gelmektedir. Bu
durum, modelin dogrulama verisinde kararl bir performans gdsterdigini, ancak egitim dogruluguna
gore biraz daha diisiik bir seviyede kaldigim isaret etmektedir. Ozellikle test dogrulugunun egitim
dogrulugundan belirgin sekilde diisiik olmasi, modelin egitim verisinde ¢ok iyi uyum sagladigini

ancak dogrulama verisinde daha zayif bir performans sergiledigini gostermektedir.

Sonug olarak, modelin egitim dogrulugu %95’e ulasirken, test dogrulugu %80-%85 arasinda sabit
kalmaktadir. Bu, modelin egitim verisine ¢ok iyi uyum sagladigini ancak dogrulama verisinde daha
diisiik bir performans sergiledigini ve genelleme yeteneginin sinirli oldugunu gostermektedir.
Modelin dogrulama verisindeki performansmi iyilestirmek i¢in ek diizenlemelere (Grnegin,

hiperparametre ayarlamalar1 veya veri artirma teknikleri) ihtiya¢ duyulabilecegi soylenebilir.
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Sekil 4.10. BiLSTM 3’lu simiflandirma model kaybi

Sekil 4.10’da, ¢ift yonli LSTM (BILSTM) modeli ile yapilan tiglii siniflandirma probleminin
egitim ve dogrulama kayiplar1 gosterilmektedir. Ilk birkag epokta, hem egitim hem de dogrulama
kayiplarinin hizlh bir sekilde azaldigi goézlemlenmektedir. Egitim kaybi, her epokta azalarak 6.
epokta neredeyse sifira yaklagsmakta ve bu seviyede stabil hale gelmektedir. Bu durum, modelin
egitim verisi lizerinde oldukga basarili bir performans sergiledigini ve modelin egitim verilerine

oldukea iyi uyum sagladiginmi géstermektedir.

Dogrulama kaybi ise baslangicta bir diisiis gosterse de, 2. epoktan itibaren artis egilimi gostermeye
baglamig ve epoklar ilerledik¢e dalgalanmalara neden olmustur. 6. epokta dogrulama kaybi 0.9
seviyelerine ¢ikmigtir. Bu artis ve dalgalanma, modelin dogrulama verisi iizerinde kararsiz bir
performans sergiledigini ve asir1 0grenme belirtileri gosterdigini ortaya koymaktadir. Asiri
O0grenme, modelin egitim verilerine yliksek derecede uyum saglarken dogrulama verisinde

kotiilesen performansiyla kendini gostermektedir.

Egitim kayb1 neredeyse sifira ulagmasina ragmen, dogrulama kaybindaki artig, modelin genelleme
yeteneginde eksiklik oldugunu ve yeni veriler {izerinde hatali tahmin yapma olasiliginin arttigini
gostermektedir. Bu durumu iyilestirmek igin veri artirma (data augmentation), dizenleme

(regularization) teknikleri veya erken durdurma (early stopping) gibi yontemlerin uygulanmasi
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gerekebilir. Bu tiir iyilestirmeler, modelin dogrulama verisi iizerindeki performansini artirarak daha

iyi genelleme yapmasini saglayabilir.

Karmasiklik Matrisi
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Sekil 4.11. BiLSTM 3’lu simiflandirma karisiklik matrisi

Sekil 4.11°de, BILSTM modeli ile gergeklestirilen {iglii siniflandirma probleminin karigiklik matrisi
gosterilmektedir. Bu matris, modelin nétr, olumlu ve olumsuz simiflart ne kadar dogru tahmin

ettigini gorsellestirmektedir.

Notr sinif icin model, 368 6rnegi dogru bir sekilde notr olarak siniflandirmis, 26 6rnegi yanliglikla
olumlu smifa ve 56 6rnegi ise olumsuz sinifa yanlis atamistir. Bu durum, modelin nétr simifi
olduk¢a dogru tahmin ettigini, ancak bazen olumlu ve olumsuz smiflara kayma egiliminde

oldugunu gostermektedir.

Olumlu snif i¢in model, 359 6rnegi dogru bir sekilde olumlu olarak tahmin etmis, fakat 84 6rnegi
noétr sinifa ve 16 6rnegi olumsuz smifa yanlis siniflandirmistir. Bu, modelin olumlu sinifi tahmin
etmede belirli zorluklar yasadigini ve g¢ogunlukla nétr smifa kayma egiliminde oldugunu

gostermektedir.

Olumsuz smif i¢in model, 397 drnegi dogru bir sekilde olumsuz olarak smiflandirirken, 37 drnegi

nétr ve 7 Ornegi ise yanliglikla olumlu sinifa atamistir. Bu, modelin olumsuz simift dogru tahmin
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etmede oldukca basarili oldugunu, ancak notr ve olumlu smiflarla karigsma egilimi gdsterdigini

ortaya koymaktadir.

Bu sonuglar, modelin nétr ve olumsuz siniflar1 daha isabetli sekilde tahmin ettigini, ancak olumlu
smifi yanls tahmin etme egiliminde oldugunu gostermektedir. Ozellikle olumlu sinifin nétr smifa
kayma egilimi dikkat ¢ekicidir. Yanls siniflandirmalarin ¢ogunlukla nétr ve olumlu smiflar
arasinda gerceklesmesi, modelin bu iki sinifi ayirt etmede zorlandigini isaret etmektedir. Modelin
performansini artirmak amaciyla, siniflar arasindaki ayrimi giiclendirecek 6zellik mithendisligi
veya veri 0n isleme teknikleri iizerinde ¢alisilabilir. Bu teknikler, modelin olumlu sinifi daha dogru

bir sekilde tahmin etmesine yardime1 olabilir.
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Sekil 4.12. BiLSTM 3’lii siniflandirma perfonmans metrikleri

Sekil 4.12°de, BILSTM modeli ile yapilan i¢lii siniflandirma problemine ait performans metrikleri
sunulmaktadir. Grafik, her bir smif i¢in kesinlik (precision), duyarlilik (recall) ve F1 skoru
metriklerini farkli renklerle temsil etmektedir. Asagida, her bir sinifin performansi grafige gore

detayl1 olarak analiz edilmistir.

e Notr Simf (Sinif 0) i¢in kesinlik degeri yaklasik %80°dir. Bu, modelin nétr olarak tahmin
ettigi 6rneklerin %80’ inin dogru oldugunu gostermektedir. Duyarlilik %85 civarinda olup,

gercek notr orneklerin %85’inin dogru siniflandirildigini isaret etmektedir. F1 skoru ise
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%82 civarinda hesaplanmis olup, bu sinifta dengeli bir performans sergilendigini
gostermektedir.

e  Olumlu Smif (Smif 1) i¢in kesinlik degeri %90 seviyesindedir. Model, olumlu olarak
tahmin ettigi 6rneklerin biiyiik bir kismin1 dogru sekilde tespit etmektedir. Duyarlilik ise
%88 olup, olumlu smifa ait 6rneklerin %88’inin dogru bir sekilde tanimlandigini
gostermektedir. F1 skoru %89 civarinda olup, olumlu smifta yiiksek bir basar
sergilendigini gdstermektedir.

e  Olumsuz Smif (Smif 2) icin kesinlik %85 civarindadir ve bu, modelin olumsuz olarak
tahmin ettigi orneklerin %85’inin dogru oldugunu ifade etmektedir. Duyarlilik %90
seviyesinde olup, modelin olumsuz sinifa ait 6rneklerin biiylik kismint dogru sekilde
tanimladigini gostermektedir. F1 skoru %87 civarindadir ve bu smifta da dengeli bir

performans sergilendigini gostermektedir.

Sonug olarak, model tiim siniflarda yiiksek performans sergilemektedir. Her ii¢ sinif i¢in de yiiksek
kesinlik ve duyarlilik degerleri, modelin dengeli ve basarili tahminler yapma yetenegine sahip
oldugunu gostermektedir. Modelin performansin1 daha da iyilestirmek amaciyla, veri setinin

genisletilmesi veya hiperparametre optimizasyonu yapilmasi énerilebilir.

4.1.4. Lojistik Regresyon

Bu boliimde, metin verilerinin siniflandirilmasinda Lojistik Regresyon (Logistic Regression)
algoritmas1 kullanilmigtir. Metin verileri, TF-IDF (Term Frequency - Inverse Document
Frequency) vektorlestirme yontemiyle sayisal verilere donistirtilmiistir. TF-IDF ydntemi,
metindeki kelimelerin frekansini ve kelimenin belgeler arasinda ne kadar nadir olduguna bakarak
her kelimeye 6zgii agirliklar atar. Bu, metnin yapisal 6zelliklerinin daha iyi anlagilmasini saglar ve

modelin anlaml siniflandirmalar yapabilmesine olanak tanir.

Lojistik Regresyon, dogrusal karar sinirlar1 olusturmak suretiyle siniflandirma iglemi gerceklestirir.
Bu modelde, veri seti %80 egitim ve %20 test verisi olarak ikiye boliinmiis, egitim siireci
maksimum 200 iterasyonla yapilmistir. Egitim sirasinda, Sparse Categorical Crossentropy kaybi
yerine Lojistik Regresyon’un kendi optimizasyon prosediirii kullanilmistir. Model, 5000 kelimelik
TF-IDF vektorleriyle temsil edilmis ve bir ve iki kelimelik gruplar1 (n-gram) da kullanilmistir. Bu
ozellik, modelin metnin baglamin1 ve yapisal Ozelliklerini daha derinlemesine 6grenmesine

yardimci olmustur.
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Modelin smif dengesizligini gidermek amaciyla, azinlik smiflarina oversampling uygulanarak
smiflarin daha dengeli temsil edilmesi saglanmistir. Bu, Ozellikle smiflar arasinda belirgin

dengesizlikler oldugunda modelin her bir sinifi dogru sekilde 6grenmesi i¢in 6nemli bir adimdir.

Lojistik Regresyon modelinin performansi, dogruluk, kesinlik (precision), duyarlilik (recall) ve F1
skoru gibi metriklerle degerlendirilmistir. Bu metrikler, modelin genel performansini 6l¢gmenin
yani sira, smiflarin dogru bir sekilde tanimlanip tanimlanmadigini daha ayrintili bir sekilde
incelemeye olanak tanir. Modelin performansinin daha iyi anlagilmasi i¢in karigiklik matrisi ve her

bir sinif i¢in precision, recall ve F1 skoru degerlerini iceren bar grafikleri ile gorsellestirilmistir.

Negatif Siniflarmm Tamimlanmasindaki Zorluklar: Modelin analiz sonuglarina gore, 6zellikle
negatif siniflarin (Sinif 0) dogru bir sekilde tanimlanmasinda bazi zorluklarla kargilagilmigtir. Bu
zorluklarin birincil nedeni, metinlerdeki olumsuz duygu veya baglamlarin genellikle daha az
belirgin olmasidir. Negatif siniflar, siklikla karmasik ve incelikli ifadelerle tanimlandig1 igin,

modelin bu smiflar1 dogru sekilde 6grenmesi daha gii¢ olabilmektedir.

Ozellikle olumlu veya nétr smiflarla karisabilen ifadeler, modelin olumsuz smifi dogru sekilde
tanimlamakta zorlanmasina neden olabilir. Bu durumda, modelin dogru kararlar alabilmesi icin
daha fazla egitim verisi veya farkli veri isleme tekniklerine ihtiya¢ duyulabilir. Modelin negatif
smiflar1 daha dogru taniyabilmesi icin, daha fazla olumsuz metin 6rnegi eklemek veya negatif

duygulari daha iyi yansitan 6zellik mithendisligi yontemlerine bagvurmak gerekebilir.

Ek olarak, azinlik smiflarmma oversampling yapilmis olmasina ragmen, negatif smifin dogru
tanimlanamamasinin diger bir nedeni, bu sinifin veri setinde yeterince temsil edilmemis olmasidir.
Smif dengesizligi, modelin bazi siniflar1 6grenmesini kolaylastirirken, azinlikta kalan siniflar i¢in
modelin performansi diisebilmektedir. Bu nedenle, daha dengeli bir siniflandirma elde edebilmek
icin veri setinin ¢esitlendirilmesi, diizenleme (regularization) tekniklerinin uygulanmasi veya

modelin hiperparametre optimizasyonunun yapilmasi faydal olacaktir.

Sonug olarak, modelin negatif siiflar1 dogru tanimlama basarisinin artirilmasi, metinlerdeki duygu
ve anlami daha derinlemesine analiz eden yontemlerin uygulanmasi ile miimkiin olabilir. Bu
baglamda, modelin basarisini artirmak i¢in veri setinin genisletilmesi ve daha gelismis 6zellik

mithendisligi tekniklerinin uygulanmasi 6nemli adimlar olacaktir.
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Lojistik Regresyon - Karmasiklik Matrisi
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Sekil 4.13. LR 3’lu simiflandirma karmasiklik matrisi

Sekil 4.13’te, Lojistik Regresyon modeli ile yapilan tiglii siniflandirma probleminin karigiklik
matrisini gostermektedir. Bu matris, modelin nétr, olumlu ve olumsuz simiflar1 ne kadar dogru
tahmin ettigini gorsellestirmekte olup, modelin her bir smif i¢cin yaptigt dogru ve yanlig

siiflandirmalari incelememize olanak tanimaktadir.

Notr Smif (Simif 0): Model, notr siifindaki 347 6rnegi dogru sekilde simiflandirmistir. Ancak, 52
ornek yanliglikla olumlu, 51 6rnek ise olumsuz olarak siniflandirilmistir. Bu durum, modelin nétr

sinifi ile olumlu ve olumsuz siniflart ayirt etmekte zaman zaman zorlandigini gdstermektedir.

Olumlu Smif (Simif 1): Olumlu smif igin model, 362 6rnegi dogru sekilde olumlu olarak tahmin
etmistir. Ancak, 80 drnek yanlislikla nétr, 17 drnek ise olumsuz olarak smiflandirilmistir. Ozellikle
nétr sinifa yapilan yanls siniflandirmalar, modelin olumlu ve nétr smiflar arasindaki ayrimi

yaparken zorlandigini gosterir.

Olumsuz Smif (Smif 2): Olumsuz smnif igin model, 379 6rnegi dogru bir sekilde olumsuz olarak
smiflandirmigtir. Bununla birlikte, 50 6rnek nétr, 12 6rnek ise olumlu sinifa yanlig tahmin

edilmistir. Olumsuz sinifin dogru tanimlanmasinda modelin daha bagarili oldugu goriilmektedir.

Analiz ve Sonuglar: Bu sonuglar, modelin genel olarak olumsuz smiflari dogru bir sekilde
smiflandirmada daha basarili oldugunu, ancak nétr ve olumlu siniflar arasinda daha fazla hata

yapma egiliminde oldugunu gostermektedir. Ozellikle, olumlu smifin ndtr sinifa yanls
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smiflandirilmasi dikkat ¢ekicidir. Bu, modelin notr ve olumlu smiflart ayirt etmede zorlandigini ve
smiflar arasindaki ayrimi daha iyi 6grenmek igin iyilestirmeler yapilmasi gerektigini isaret

etmektedir.

Modelin performansimi iyilestirmek amaciyla, veri 6n isleme teknikleri ve 6zellik miithendisligi
adimlar1 ile nétr ve olumlu siniflar arasindaki ayrimin giiglendirilmesi saglanabilir. Bunun yani
sira, modelin dogrulugunu artirmak i¢in smif dengesizligini giderecek stratejiler (6rnegin,
oversampling, farkli agirliklar atama) veya modelin hiperparametre optimizasyonu iizerinde

calismak faydali olabilir.

Lojistik Regresyon - Performans Metrikleri
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Sekil 4.14. LR 3’li siniflandirma perfonmans metrikleri

Sekil 4.14’de, LR modeli ile yapilan {glii siniflandirma probleminin performans metriklerini
sunmaktadir. Grafik, her bir sinif i¢in kesinlik (precision), duyarlilik (recall) ve F1 skoru
metriklerini farkli renklerle gorsellestirmektedir. Asagida, her bir siif i¢in grafige dayali olarak

detayl bir analiz sunulmaktadir.

Notr Smif (Simif 0): Modelin nétr smnif igin hesaplanan kesinlik degeri %75°tir. Bu, modelin notr
olarak tahmin ettigi 6rneklerin %75 inin dogru smiflandirildigini géstermektedir. Duyarlilik degeri
ise %86 civarindadir, bu da modelin gercek ndtr drneklerin %86’ sin1 dogru bir sekilde tanimladigini
ifade etmektedir. F1 skoru %80 seviyesinde olup, modelin nétr smifim1 tanimada dengeli bir

performans sergiledigini ve bu sinif igin yeterli basariy1 elde ettigini gostermektedir.
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Olumlu Sinif (Smif 1): Olumlu sinif i¢in modelin kesinlik degeri %87°dir. Bu, modelin olumlu
olarak tahmin ettigi 6rneklerin %87’sinin dogru smiflandirildigint gostermektedir. Duyarlilik
degeri ise %81’dir ve bu da modelin olumlu smifa ait orneklerin %81’ini dogru sekilde
tanimladigini isaret etmektedir. F1 skoru ise %84 olarak hesaplanmis olup, modelin olumlu simnifi
tanimada basarili bir performans sergiledigini ve bu smif icin iyi bir denge saglandigim

gostermektedir.

Olumsuz Smif (Smif 2): Olumsuz sinif i¢in kesinlik %89 olarak hesaplanmistir. Bu, modelin
olumsuz olarak tahmin ettigi 6rneklerin %89’unun dogru oldugunu ifade etmektedir. Duyarlilik
degeri ise %88 olup, modelin olumsuz smifa ait drneklerin biiyiik cogunlugunu dogru sekilde
smiflandirabildigini gostermektedir. F1 skoru %88 olarak hesaplanmig olup, olumsuz sinif i¢in

dengeli ve yiksek bir performans sergilendigini ortaya koymaktadir.

Sonug olarak, LR modeli tiim simiflarda yiiksek bir performans sergilemektedir. Ozellikle olumsuz
smif i¢in yiliksek kesinlik ve duyarlilik degerleri, modelin bu sinifi dogru tanimlama konusunda
giicli bir yetenege sahip oldugunu gostermektedir. Notr smifin biraz daha diisiik kesinlik
degerlerine sahip olmasi, modelin nétr ve olumlu siniflar arasindaki farki belirlemede bazi zorluklar
yasadigin1 gosteriyor. Ancak genel olarak, modelin her ii¢ smifta da dengeli bir performans

sergiledigi ve basarili oldugu soylenebilir.

Modelin performansimi daha da iyilestirmek amaciyla, veri artirimi, model optimizasyonu veya
hiperparametre ayarlamalar1 gibi stratejiler iizerine ¢aligmalar yapilabilir. Ayrica, modelin siniflar
arasindaki ayrimi giiglendirebilmek icin ek 6zellik mithendisligi teknikleri ve daha kapsamli veri

setleriyle caligma da faydali olabilir.

4.1.5. Destek Vektdor Makineleri

Bu modelde, metin verilerinin sayisal olarak temsil edilmesi amaciyla TF-IDF (Term Frequency -
Inverse Document Frequency) vektorlestirme yontemi kullanilmig ve ardindan DVM algoritmast

uygulanmistir.

TF-IDF Vektorlestirme Yontemi: TF-IDF, metindeki kelimelerin frekanslarini ve nadirliklerini
dikkate alarak her kelimeye 6zgiil bir agirlik atar. Bu sayede, metindeki kelimelerin goreli dnem
derecesi belirlenmis olur. Term Frequency (TF), kelimenin bir belgede ne kadar sik gegtigini ifade
ederken, Inverse Document Frequency (IDF) kelimenin tiim belgelerde ne kadar yaygin oldugunu
dikkate alarak nadir kelimelere daha fazla agirlik verir. Bu yontem, modelin metindeki anlamli

kelimeleri tanimasia yardimei1 olur.
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Destek Vektor Makineleri (DVM): DVM, siniflandirma problemleri igin gii¢lii bir algoritmadir
ve metin verileri gibi yiiksek boyutlu verilerle basarili bir sekilde ¢aligir. Bu modelde, dogrusal
cekirdek fonksiyonu (linear kernel) kullanilmustir. Dogrusal ¢ekirdek, veriler arasindaki smif
smirlarmi en iyi sekilde ayiracak bir hiper diizlemi tanimlar. Bu hiper diizlem, siniflar arasindaki

fark: en iyi sekilde belirleyerek yeni verilerin hangi sinifa ait oldugunu tahmin eder.

Model Egitimi ve Parametre Ayarlari: Egitim sirasinda veriler, %80 egitim ve %20 test olarak
ikiye ayrilmigtir. TF-IDF ile metinler, en fazla 5000 kelimeden olusan vektorler halinde temsil
edilmistir. Bu vektorler, tek kelime ve iki kelimelik kombinasyonlar (n-gram) icererek, modelin
metinlerin dil yapisini daha derinlemesine anlamasima katki saglamistir. DVM modeli, dogrusal
ayristirmay1 optimize etmek igin diizenleme parametresi (C) degerini 1.0 olarak kullanmistir. Bu
parametre, modelin hatalar1 nasil cezalandiracagi ve veri iizerinde ne kadar esneklik saglayacagi

konusunda bir dengeleme yapar.

Sinif Dengesizliginin Giderilmesi: Simif dengesizligi, metin siniflandirmasinda karsilagilan
yaygin bir sorundur. Modelin basarisiz olmasini engellemek i¢in azinlik smiflarina oversampling
uygulanmigtir. Bu teknik, azmlik smiflara ait 6rneklerin sayisini artirarak tiim siniflari esit

sekilde temsil edilmesini saglamaktadir.

Performans Degerlendirmesi: Modelin performansi, kesinlik (precision), duyarlilik (recall) ve F1
skoru gibi metriklerle degerlendirilmistir. Bu metrikler, modelin dogru tahmin yapma yetenegini
daha ayrmtili bir sekilde analiz etmek i¢in kullanilmigtir. DVM modelinin sonuglari, her bir sinif
i¢in tahminlerin dogrulugunu detayl bir sekilde gorsellestiren karigiklik matrisi ve performans
metriklerini iceren bar grafikleriyle analiz edilmistir. Bu gorsellestirmeler, modelin her bir simifta
gosterdigi basariy1 kapsamli bir sekilde inceleme firsati sunmaktadir.
Destek Vektor Makineleri, dogrusal ¢ekirdek kullanilarak yapilan siniflandirma islemi ile metin
verilerini etkili bir sekilde analiz etmistir. Model, 6zellikle metin verilerinin dil yapisini anlamada
basarili bir performans sergilemis ve siniflar arasinda belirgin ayrimlar yapabilmistir. Ancak
modelin performansini daha da iyilestirmek amaciyla, kernel fonksiyonlar iizerinde denemeler
yapilabilir, hiperparametre ayarlamalar1 ve veri artirimi gibi stratejilerle modelin basaris1 daha da

arttirilabilir.
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Destek Vektor Makinalari - Karmasiklik Matrisi
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Sekil 4.15. DVM 3lii siniflandirma karmasiklik matrisi

Sekil 4.15’te, DVM modeli ile gergeklestirilen {iglii siiflandirma probleminin karigiklik matrisi

sunulmaktadir. Matris, modelin nétr, olumlu ve olumsuz smiflari ne kadar dogru tahmin ettigini

gorsellestirmektedir.

Notr simif (Snif 0) icin model, 361 6rnegi dogru bir sekilde notr olarak siniflandirmis, 43
ornegi yanlislikla olumlu, 46 6rnegi ise olumsuz sinifa atamistir. Bu sonug, modelin nétr
smifi dogru tanima konusunda basarili oldugunu ancak olumlu ve olumsuz siniflara karsi
daha fazla hata yapma egiliminde oldugunu gostermektedir. Ozellikle, notr sinifin olumlu
smifa yanlis siniflandirilmasi dikkat ¢ekicidir.

Olumlu smif (Smif 1) icin model, 361 o6rnegi dogru bir sekilde olumlu olarak
smiflandirmig, ancak 84 6rnegi nétr, 14 6rnegi ise olumsuz smifa yanlis tahmin etmistir.
Olumlu sinifin, 6zellikle nétr sinifa yanlis siniflandirilmasi modelin bu iki sinifi birbirinden
ayirt etmede zorlandigini isaret etmektedir.

Olumsuz smif (Smif 2) icin model, 370 6rnegi dogru bir sekilde olumsuz olarak
smiflandirmig, 62 6rnegi yanliglikla noétr, 9 6rnegi ise olumlu smifa atamigtir. Bu sonug,
modelin olumsuz smifi tanimlama konusunda diger siniflara gére daha basarili oldugunu,

ancak notr sinifla olumsuz smif arasinda bazi hatalar yapildigini géstermektedir.

Bu sonuglar, modelin olumsuz siniflar1 daha isabetli bir sekilde tanimladigini, ancak nétr ve olumlu

smiflar arasinda daha fazla hata yapma egiliminde oldugunu gostermektedir. Notr ve olumlu

siiflarin birbirine karigmasi, modelin bu iki sinif arasindaki ayrimi yapmada zorlandigini isaret
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etmektedir. Modelin performansini iyilestirmek amaciyla, 6zellikle notr ve olumlu siniflarin daha
iyi ayrigtirilmasina odaklanarak 6zellik miithendisligi yapilabilir veya daha fazla veri ile model

yeniden egitilebilir.

Destek Vektor Makineleri - Performans Metrikleri
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Sekil 4.16. DVM 3’li siniflandirma perfonmans metrikleri

Sekil 4.16’da, DVM modelinin ii¢lii siiflandirma probleminde elde ettigi performans metrikleri
gosterilmektedir. Asagida, grafikte sunulan verilere gore her bir simif i¢in detayli analiz yer

almaktadir.

e Notr siif (Simf 0) igin kesinlik degeri yaklasik %78’dir. Bu, modelin notr olarak tahmin
ettigi 6rneklerin %78’inin dogru smiflandirildigini gostermektedir. Duyarlilik degeri ise
%85 olup, gercek notr érneklerin %85’inin dogru bir sekilde simiflandirildigini isaret
etmektedir. F1 skoru %81 civarinda olup, nétr smifin dengeli bir performansla
tanimlandigin1 gostermektedir.

e Olumlu simf (Smif 1) icin kesinlik %89 seviyesindedir. Bu, modelin olumlu olarak tahmin
ettigi drneklerin %89 unun dogru simiflandirildigini géstermektedir. Duyarlilik degeri %82
olup, olumlu sinifa ait 6rneklerin %82’sinin dogru sekilde tespit edildigini gdstermektedir.
F1 skoru ise %85 olup, modelin olumlu siifi tanimada basarili bir performans sergiledigini
gostermektedir.

e  Olumsuz smif (Smif 2) i¢in kesinlik %90 civarindadir. Bu, modelin olumsuz olarak
tahmin ettigi O6rneklerin %90’mnin dogru oldugunu ifade etmektedir. Duyarlilik %87

seviyesindedir ve modelin olumsuz sinifa ait 6rneklerin biiyiik bir kismini dogru bir sekilde
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smiflandirabildigini gdstermektedir. F1 skoru %88 olup, olumsuz smnif i¢in de dengeli bir

performans sergilendigini gostermektedir.

Sonug olarak, model tiim siniflarda yiiksek bir performans sergilemektedir. Ozellikle olumsuz smif
icin yliksek kesinlik ve duyarlilik degerleri, modelin bu sinifi dogru tanimlama yetenegini isaret
etmektedir. Modelin performansin1 daha da iyilestirmek amaciyla, veri artirmmi veya model

optimizasyonu gibi stratejiler degerlendirilebilir.

4.1.6. Rastgele Orman

Rastgele Orman (Random Forest), ¢cok sayida karar agacinin bir arada g¢alistigi ve her agacin
smiflandirma sonuglariin oylanarak nihai tahminin yapildigi bir ansambl 6grenme yontemidir. Her
bir karar agaci, veri setinin rastgele se¢ilmis alt kiimesi iizerinde egitilir ve sonugta her agag, veriyi
smiflandirmaya yonelik bir tahminde bulunur. Nihai simiflandirma, bu tahminlerin ¢ogunluguna

dayali olarak yapilir.

Bu yontem, karar agaclarinin zayif siniflandiricilar oldugu varsayimina dayanarak birden fazla
agacin tahminlerini birlestirerek giiclii bir smiflandirici olusturur. Karar agaclari, her bir veri
noktasina gore bir karar vererek simif tahmini yapar; ancak tek bir karar agacinin bazen asirt uyum
yapmasi riski vardir. Rastgele Orman ise, farkli karar agaglarinin olusturulmasi ve bunlarin

sonuglarmin birlestirilmesiyle bu riski azaltir.

Rastgele Orman algoritmasi, dogrusal olmayan karar sinirlarini belirleme konusunda oldukga
basarilidir, ¢linkii her bir agac¢ farkl bir bakis agisina sahip oldugundan, model daha esnek ve giiglii
bir smiflandirma yetenegine sahip olur. Ayrica, modelin genel dogrulugu arttikca, her bir agacin
hatalarini telafi etme yetenegi de artar. Bu nedenle, Rastgele Orman metin siniflandirma gibi

karmasik veri setlerinde etkili bir sekilde kullanilmaktadir.

Modelde, her bir karar agaci i¢in 6ngoriide bulunma siireci, verinin belirli bir 6zellik alt kiimesi
kullanilarak yapilir ve her agacin egitiminde veri 6rnekleri rastgele segilir. Bu 6zellik, modelin daha

az hatali tahmin yapmasina ve yiiksek dogruluk saglamasina yardime1 olur.
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Rastgele Orman - Karmagsiklik Matrisi
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Sekil 4.17. RO 3’1i smiflandirma karmasiklik matrisi

Sekil 4.17°de, Rastgele Orman (Random Forest) modeli ile gergeklestirilen tiglii siniflandirma
probleminin karisiklik matrisi sunulmaktadir. Matris, modelin notr, olumlu ve olumsuz siniflari ne

kadar dogru tahmin ettigini gorsellestirmektedir.

Notr smif i¢in model, 370 6rnegi dogru bir sekilde notr olarak siniflandirmis, 43 6rnegi yanliglikla

olumlu, 37 6rnegi ise olumsuz olarak siniflandirmistir.

Olumlu smif i¢in model, 373 6rnegi dogru bir sekilde olumlu olarak siniflandirmis, ancak 55 6rnegi

notr, 31 6rnegi ise olumsuz sinifa atamigtir.

Olumsuz sinif i¢in model, 385 6rnegi dogru bir sekilde olumsuz olarak siniflandirmis, 32 6rnegi

notr, 24 6rnegi ise olumlu sinifa yanlis tahmin etmistir.

Bu sonuglar, modelin olumsuz siniflar1 daha basarili sekilde tanimladigini, ancak notr ve olumlu
siniflar arasinda hatalar yapma egiliminde oldugunu goéstermektedir. Notr ve olumlu smiflarin
birbirine karigmasi, modelin bu iki sinif arasindaki ayrimi yapmada zorlandigini isaret etmektedir.
Modelin performansimi iyilestirmek amaciyla, Ozellikle nétr ve olumlu smiflarin daha iyi
ayristirilmasia yonelik 6zellik mithendisligi yapilabilir veya daha fazla veri kullanilarak model

yeniden egitilebilir.
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Rastgele Orman - Performans Metrikleri
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Sekil 4.18. RO 3’lii siniflandirma perfonmans metrikleri

Sekil 4.18’de, Rastgele Orman modelinin ti¢lii siniflandirma probleminde elde ettigi performans
metrikleri sunulmaktadir. Asagida, grafikte yer alan verilere gore her bir sinifin detayl analizi

sunulmaktadir.

Notr sinif (Sinif 0) icin kesinlik degeri yaklasik %88’dir, bu da modelin nétr olarak tahmin ettigi
orneklerin %88’inin dogru oldugunu goéstermektedir. Duyarlilik degeri %83 civarinda olup, notr
smifa ait ger¢ek orneklerin %83 iiniin dogru bir sekilde siniflandirildigini isaret etmektedir. F1
skoru %85 civarinda hesaplanmig olup, bu sinif i¢cin modelin dengeli bir performans sergiledigini

gostermektedir.

Olumlu simif (Smif 1) i¢in kesinlik %89 seviyesindedir. Bu, modelin olumlu olarak tahmin ettigi
orneklerin %89’unun dogru smiflandirildigini géstermektedir. Duyarlilik %85 civarinda olup,
olumlu smifa ait 6rneklerin %85 inin dogru bir sekilde tamimlandigini géstermektedir. F1 skoru ise
%87 olarak hesaplanmistir ve bu sonu¢ modelin olumlu sinifta basarili bir performans sergiledigini

gostermektedir.

Olumsuz simf (Smif 2) igin kesinlik %91 seviyesindedir. Bu, modelin olumsuz sinifa ait
tahminlerinin %91’inin dogru oldugunu gostermektedir. Duyarlilik %88 olup, olumsuz sinifa ait
orneklerin biiylik bir kisminin dogru bir sekilde tanimlandigini isaret etmektedir. F1 skoru %89

civarinda olup, olumsuz sinif i¢in modelin dengeli bir performans sundugunu gostermektedir.

Sonug olarak, model tiim siniflarda yiiksek bir performans sergilemektedir. Ozellikle olumsuz smif

icin yiiksek kesinlik ve duyarlilik degerleri, modelin bu sinifi basarili bir sekilde tanimlama
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yetenegini ortaya koymaktadir. Modelin performansini daha da iyilestirmek amaciyla, veri artirimi

veya model optimizasyonu gibi stratejiler degerlendirilebilir.

4.1.7. XGBoost

Bu modelde, metin verilerinin sayisal olarak temsil edilmesi amaciyla TF-IDF vektorlestirme
yontemi kullanilmig ve ardindan XGBoost (Extreme Gradient Boosting) algoritmasi uygulanmastir.
TF-IDF yontemi, kelimelerin dnemini belirlemek amaciyla her bir kelimeye agirlik atamis ve
kelime frekanslar1 ile belgelerdeki nadirliklerini dikkate alarak modelin metinlerin dil yapisini daha

iyi anlamasina katki saglamstir.

XGBoost algoritmasi, ardisik olarak olusturulan bir dizi karar agaci aracilifiyla siniflandirma
islemini gergeklestirmistir. Her yeni agag, dnceki agaglarin hatalarimi azaltmak amaciyla 6grenme
stirecini optimize ederek modelin dogrulugunu artirmistir. Bu algoritma, dogrusal olmayan karar
smirlarmi 6grenme kapasitesi ve Ozellikler arast karmasik iliskileri degerlendirme yetenegi

sayesinde metin siniflandirma iglemlerinde etkili sonuglar sunmaktadir.

Modelin egitimi sirasinda, veri seti %80 egitim ve %20 test olarak bolinmiistir. TF-IDF
vektorlestirme yontemi ile metinler, 5000 kelimelik vektorler halinde temsil edilmistir. Bu
vektorler hem tek kelimeleri hem de iki kelimelik kombinasyonlar1 (n-gram) icermekte olup,
modelin metin yapisin1 daha iyi kavramasina katkida bulunmustur. XGBoost modeli, model

dogrulugunu artirmak amaciyla “logloss” kaybini optimize ederek egitilmistir.

Smif dengesizligini gidermek amaciyla, azinlik smiflar1 oversampling yontemiyle artirilmis ve
boylece tiim smiflarm dengeli bir sekilde temsil edilmesi saglanmigtir. Modelin performansimni
degerlendirmek i¢in kesinlik (precision), duyarlilik (recall) ve F1 skoru gibi metrikler
kullanilmistir. XGBoost modelinin sonuglari, siniflara ait tahmin dogrulugunu ayrmntili olarak
incelemeye olanak taniyan karisiklik matrisi ve precision, recall, F1 skoru degerlerini igeren bar
grafikleri ile gorsellestirilmistir. Bu grafikler araciligiyla modelin her siniftaki basarisi detayli bir

sekilde analiz edilmistir.
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XGBoost - Karmasiklik Matrisi
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Sekil 4.19. XGBoost 3’lii siniflandirma karmasiklik matrisi

Sekil 4.19°da, XGBoost modeli ile yapilan {iglii siniflandirma probleminin karigiklik matrisi
sunulmaktadir. Matris, modelin nétr, olumlu ve olumsuz siniflar1 ne kadar dogru tahmin ettigini

gostermektedir.

Notr simif icin model, 375 6rnegi dogru bir sekilde nétr olarak siniflandirmis, 41 6rnegi yanlislikla

olumlu, 34 6rnegi ise olumsuz sinifa atamistir.

Olumlu smif i¢in model, 358 6rnegi dogru bir sekilde olumlu olarak smiflandirmig, ancak 71

ornegi ndtr, 30 6rnegi ise olumsuz olarak yanlis siniflandirmistir.

Olumsuz smif i¢in model, 373 6rnegi dogru bir sekilde olumsuz olarak simiflandirmis, 53 6rnegi

ndtr, 15 6rnegi ise olumlu sinifa yanlig tahmin etmistir.

Bu sonuglar, modelin genel olarak smiflar arasinda yiiksek dogruluk sagladigini, ancak notr ve
olumlu siniflar arasinda bazi karisikliklar yasandigini gostermektedir. Notr ve olumlu simiflarin
birbirine karigmasi, modelin bu iki sinifi ayirt etmede zorlandigim isaret etmektedir. Modelin
performansini artirmak amaciyla, nétr ve olumlu siniflar arasindaki farki daha iyi anlamaya yonelik

ek ozellik mithendisligi veya veri artirimi ¢aligmalari yapilabilir.
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XGBoost - Performans Metrikleri

BN precisicn
e recall
0.8 mmm fl-score

0.6

skorlar

0.4

0.2 1

0.0 -

o ~ v
siniflar

Sekil 4.20. XGBoost 3°lii smiflandirma perfonmans metrikleri

Sekil 4.20°de, XGBoost modelinin tglii smiflandirma probleminin performans metrikleri
sunulmaktadir. Grafik, her bir smif i¢in kesinlik (precision), duyarlilik (recall) ve F1 skoru
metriklerini farkli renklerle gostermektedir. Asagida, bu grafik temel alinarak her bir smif igin

detayli bir analiz yer almaktadir.

Notr simf (Smif 0) icin kesinlik degeri yaklasik %88 olup, bu oran modelin nétr olarak tahmin
ettigi Orneklerin %88’inin dogru smiflandirildigim1 goéstermektedir. Duyarlilik degeri %91
civarinda olup, ger¢ek notr orneklerin %91’inin dogru bir sekilde smiflandirildigini isaret
etmektedir. F1 skoru %89 seviyesinde hesaplanmis olup, notr smifta dengeli bir performans

sergilendigini gdstermektedir.

Olumlu simif (Smif 1) i¢in kesinlik %88 seviyesindedir. Bu, modelin olumlu olarak tahmin ettigi
orneklerin %88’inin dogru oldugunu gostermektedir. Duyarlilik degeri %83 civarinda olup, olumlu
smifa ait orneklerin %83 linlin dogru sekilde tanimlandigini gostermektedir. F1 skoru ise %86

seviyesinde olup, modelin olumlu sinifta basarili bir performans sergiledigini gdstermektedir.

Olumsuz simif (Smif 2) icin kesinlik %91 civarindadir. Bu, modelin olumsuz olarak tahmin ettigi
orneklerin %91’inin dogru oldugunu ifade etmektedir. Duyarlilik degeri %88 olup, olumsuz sinifa
ait drneklerin bilylik kismmin dogru siniflandirildigini isaret etmektedir. F1 skoru %89 olup, bu

smifta da dengeli bir performans sergilendigini gostermektedir.

Sonug olarak, model tiim siniflarda yiiksek bir performans sergilemektedir. Ozellikle nétr ve

olumsuz siniflar i¢in yiliksek kesinlik ve duyarlilik degerleri, modelin bu siiflar1 dogru bir sekilde
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tanimlama yetenegini ortaya koymaktadir. Modelin performansim daha da gelistirmek amaciyla,

veri setinin genigletilmesi veya modelin optimizasyonu gibi stratejiler uygulanabilir.

4.1.8. CatBoost

Bu modelde, metin verilerinin sayisal olarak temsil edilmesi amaciyla TF-IDF vektorlestirme
yontemi kullanilmis ve ardindan CatBoost algoritmasi uygulanmstir. TF-IDF yontemi, her
kelimeye bir agirlik atayarak kelimelerin dnemini belirlemistir. Bu yontem, kelime frekanslarini ve
belgelerdeki nadirliklerini dikkate alarak modelin metinlerin dil yapisimi daha iyi anlamasina

katkida bulunmustur.

CatBoost algoritmasi, kategorik ozelliklerin etkin bir sekilde degerlendirilmesini saglayan ve
ardigik karar agaglar olusturarak smiflandirma islemini gerceklestiren bir gradyan artirmali karar
agaclar1 yontemidir. Dogrusal olmayan karar smirlarii 6grenme kapasitesi ve kategorik verilerle
basa ¢ikabilme yetenegi sayesinde, CatBoost metin smiflandirma problemlerinde etkili sonuglar

sunmaktadir.

Modelin egitimi sirasinda, veri seti %80 egitim ve %20 test olarak bolinmiistir. TF-IDF
vektorlestirme yontemi ile metinler, 5000 kelimelik vektorler halinde temsil edilmistir. Bu
vektorler, hem tek kelimeleri hem de iki kelimelik kombinasyonlar1 (n-gram) icermekte olup,
modelin metin yapisini daha iyi anlamasina olanak saglamistir. CatBoost modeli, hizli bir sekilde

egitilmis ve siniflandirma dogrulugunu artirmak amaciyla optimize edilmistir.

Smif dengesizligini gidermek amaciyla azinlik smiflarma oversampling yontemi uygulanmig ve
boylece tiim smiflarm dengeli bir sekilde temsil edilmesi saglanmigtir. Modelin performansimni
degerlendirmek igin kesinlik (precision), duyarlilik (recall) ve F1 skoru gibi metrikler
kullanilmistir. CatBoost modelinin sonuglari, siniflara ait tahmin dogrulugunu incelemeye olanak
taniyan karigiklik matrisi ve precision, recall, F1 skoru degerlerini iceren bar grafikleriyle
gorsellestirilmistir. Bu grafikler sayesinde modelin her simifta ne kadar basarili oldugu detayl bir

sekilde analiz edilmistir.
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CatBoost - Karmasiklik Matrisi
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Sekil 4.21. CatBoost 3’li siniflandirma karmasiklik matrisi

Sekil 4.21°de, CatBoost modeli ile yapilan ii¢lii siiflandirma probleminin karigiklik matrisi
sunulmaktadir. Matris, modelin nétr, olumlu ve olumsuz siniflari ne kadar dogru bir gekilde tahmin

ettigini gorsellestirmektedir.

Notr sinif icin model, 365 6rnegi dogru bir sekilde notr olarak siniflandirmis, 34 6rnegi yanlislikla

olumlu, 51 6rnegi ise olumsuz sinifa atamigtir.

Olumlu smif icin model, 369 6rnegi dogru bir sekilde olumlu olarak tahmin etmis, ancak 66 6rnegi

notr, 24 6rnegi ise olumsuz sinifa yanlig siniflandirmastir.

Olumsuz smif i¢in model, 382 6rnegi dogru bir sekilde olumsuz olarak smiflandirmis, 47 6rnegi

noétr, 12 6rnegi ise olumlu sinifa atamigtir.

Bu sonuglar, modelin genel olarak her ii¢ smnifta da makul bir performans sergiledigini
gostermektedir. Ancak notr ve olumlu siniflar arasinda bazi karisikliklarin yasandigi, 6zellikle notr
smifta olumsuz smifa gegislerde yanlis simiflandirmalarin  arttigi  gorilmektedir. Modelin
performansini iyilestirmek i¢in, siniflar arasindaki ayrimi giiclendirmek amaciyla daha fazla veri

ile modelin egitimi yapilabilir veya 6zellik miithendisligi adimlar1 gozden gegirilebilir.
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Sekil 4.22. CatBoost 3’lii siniflandirma perfonmans metrikleri

Sekil 4.22°de, CatBoost modelinin iiglii siniflandirma probleminde elde ettigi performans
metrikleri sunulmaktadir. Grafik, her bir sinif igin kesinlik (precision), duyarlilik (recall) ve F1
skoru metriklerini farkli renklerle temsil etmektedir. Asagida, grafige dayanarak her bir sinif i¢in

detayl1 analiz yer almaktadir.

Notr smf (Smif 0) i¢cin kesinlik degeri yaklasik %87’dir. Bu, modelin nétr olarak tahmin ettigi
orneklerin %87’sinin dogru oldugunu gostermektedir. Duyarlilik degeri %85 civarinda olup,
gercek notr drneklerin %85’inin dogru bir sekilde siniflandirildigini ifade etmektedir. F1 skoru ise

%86 seviyesinde olup, notr sinifta dengeli bir performans sergilendigini géstermektedir.

Olumlu simif (Smif 1) igin kesinlik %89 seviyesindedir. Bu, modelin olumlu olarak tahmin ettigi
orneklerin %89’unun dogru smiflandirildigini géstermektedir. Duyarlilik %86 seviyesindedir ve
olumlu smifa ait 6rneklerin %86’smin dogru bir sekilde tanimlandigin1 gostermektedir. F1 skoru

%87 olup, olumlu smifta modelin oldukga basarili bir performans sergiledigini gostermektedir.

Olumsuz smmf (Smf 2) igin kesinlik %90 civarindadir. Bu, modelin olumsuz smifa ait
tahminlerinin %90’ mnn dogru oldugunu gostermektedir. Duyarlilik %89 seviyesindedir ve modelin
olumsuz sinifa ait 6rneklerin biiyiik bir kismini dogru bir sekilde tamimladigin isaret etmektedir.

F1 skoru %89 olup, olumsuz sinifta dengeli bir performans sergilendigini gostermektedir.

Sonug olarak, model tiim smiflarda yiiksek bir performans sergilemektedir. Ozellikle olumlu ve

olumsuz smiflar i¢in yiiksek kesinlik ve duyarlilik degerleri, modelin bu siniflar1 basarili bir sekilde
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tanimlama yetenegini gdstermektedir. Modelin performansini daha da iyilestirmek amaciyla, veri

artirim1 veya model optimizasyonu gibi stratejiler degerlendirilebilir.

4.19. BERTurk

Bu modelde, metin verilerinin temsil edilmesi i¢in Tiirk¢e diline 6zel olarak egitilmis “domdz/bert-
base-turkish-cased” BERT modeli kullanilmistir. BERT, kelimelerin baglam igerisindeki anlamini
Ogrenerek metinlerin dil yapisim1 daha derinlemesine anlamaya olanak taniyan bir modeldir.
Tokenlestirme islemi sirasinda, BERT modeli her kelimeye baglamimi dikkate alarak anlam

yiiklemekte ve metinlerin sembolik temsillerini olugturmaktadir.

Smiflandirma  islemi  igin, BERT tabanli bir derin 6grenme modeli olan
TFBertForSequenceClassification yapilandirilmistir. Bu model, Tiirkge veriler iizerinde olumlu,
ndtr ve olumsuz olmak iizere ii¢ farkli sinifa gore siniflandirma yapacak sekilde egitilmistir. Egitim
stirecinde, model parametreleri AdamWeightDecay optimizasyon algoritmasi ile giincellenmistir.
Bu optimizasyon yontemi, 6grenme orani ve agirlik ¢iirlime oranini dinamik olarak ayarlayarak

modelin dogrulugunu artirmay1 amaglamaktadir.

Veri seti, smif dengesizligini gidermek amaciyla oversampling yontemi kullanilarak
dengelenmistir. Bu sayede azinlik siniflarinin esit temsil edilmesi saglanmigtir. Modelin egitimi
sirasinda, veri seti %80 egitim ve %20 test olarak ayrilmis, egitim siirecinde dogruluk ve kayip
degerleri izlenmistir. Modelin performansini degerlendirmek amaciyla kesinlik (precision),

duyarlilik (recall) ve F1 skoru gibi metrikler kullanilmistir.

Modelin siniflandirma performansimi daha ayrintili bir sekilde analiz etmek amaciyla, karmagiklik
matrisi ve precision, recall, F1 skoru degerlerini i¢eren bir bar grafigi olusturulmustur. Bu grafikler,
modelin her bir sinifta ne kadar basarili oldugunu ve hangi alanlarda iyilestirme yapilmasi
gerektigini inceleme imkani sunmaktadir. Boylece modelin sniflandirma gorevindeki genel

basarist daha net bir sekilde ortaya konulmustur.
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Sekil 4.23. BERT 3’lii siniflandirma karmagiklik matrisi

Sekil 4.23’te, BERT tabanli model ile gerceklestirilen {i¢lii siiflandirma probleminin karigiklik
matrisi sunulmaktadir. Matris, modelin nétr, olumlu ve olumsuz siniflari ne kadar dogru tahmin

ettigini gorsellestirmektedir.

Notr simif icin model, 344 6rnegi dogru bir sekilde notr olarak siniflandirmis, 72 6rnegi yanlishkla

olumlu, 34 6rnegi ise olumsuz sinifa atamigtir.

Olumlu smif icin model, 423 6rnegi dogru bir sekilde olumlu olarak tahmin etmis, ancak 33 6rnegi

notr, 3 6rnegi ise olumsuz olarak yanlis siniflandirmigtir.

Olumsuz smif i¢in model, 348 6rnegi dogru bir sekilde olumsuz olarak smiflandirmis, 83 6rnegi

notr, 10 6rnegi ise olumlu sinifa yanlis tahmin etmistir.

Bu sonuglar, modelin genel olarak her ii¢ siifta da iyi bir performans sergiledigini, ancak ndtr simif
ile diger simflar arasinda bazi karisikliklarin yasandigim gostermektedir. Ozellikle notr smifin
olumsuz sinifa yanlis siniflandirilma durumu daha belirgin hale gelmistir. Modelin performansini
iyilestirmek amaciyla, siniflar arasindaki ayrimi giliglendirmek i¢in daha fazla veri ile modelin
egitimi gerceklestirilebilir veya modelin hiperparametreleri optimize edilerek sonuglar daha da

iyilestirilebilir.
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Sekil 4.24. BERT 3’lii siniflandirma perfonmans metrikleri

Sekil 4.24’de, BERT tabanli modelin tglii smiflandirma probleminde elde ettigi performans
metrikleri sunulmaktadir. Grafik, her bir smif i¢in kesinlik (precision), duyarlilik (recall) ve F1
skoru metriklerini farkli renklerle gostermektedir. Asagida, bu grafik temel alinarak her bir smifin

detayli analizi yer almaktadir.

Notr sinif icin kesinlik degeri yaklasik %80 olup, modelin notr olarak tahmin ettigi drneklerin
%80’inin dogru siniflandirildigini géstermektedir. Duyarlilik degeri %83 civarinda olup, gergek
notr érneklerin %83’tintin dogru bir sekilde siniflandirildigini ifade etmektedir. F1 skoru %81

seviyesindedir ve modelin nétr sinifta dengeli bir performans sergiledigini gostermektedir.

Olumlu sinif i¢in kesinlik %92 seviyesindedir. Bu, modelin olumlu olarak tahmin ettigi drneklerin
%92’sinin dogru siflandirildigint géstermektedir. Duyarlilik degeri %93 civarindadir ve olumlu
smifa ait 6rneklerin %93 liniin dogru bir sekilde tespit edildigini gostermektedir. F1 skoru %92

olup, modelin olumlu siifta oldukga basarili bir performans sergiledigini gostermektedir.

Olumsuz smif i¢in kesinlik %89 seviyesindedir. Bu, modelin olumsuz smifa ait tahminlerinin
%89’unun dogru oldugunu ifade etmektedir. Duyarlilik degeri %80 seviyesindedir ve modelin
olumsuz sinifa ait 6rneklerin biiyiik bir kismini dogru bir sekilde tanimladigini géstermektedir. F1

skoru %84 olup, olumsuz smifta modelin dengeli bir performans sundugunu gostermektedir.

93



Sonug olarak, BERT tabanli model tiim siniflarda yiiksek bir performans sergilemektedir. Ozellikle
olumlu smif i¢in yiiksek kesinlik ve duyarlilik degerleri, modelin bu smifi basarili bir sekilde
tanimlama yetenegini ortaya koymaktadir. Modelin performansini daha da iyilestirmek amaciyla,
egitim veri setinin boyutunu artirmak veya hiperparametre ayarlamalari gibi optimizasyon

calismalar yapilabilir.
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5. TARTISMA

Bu c¢alismada, tartisma boliimiinde, finansal c¢alismalarda kullanilan metin siniflandirma
modellerinin performanslarinin detayli bir analizini sunmak amaciyla, ¢aligmada ele alinan
modellerin sonuglarini karsilastirdim. Bu analiz, metin verilerinin siniflandirilmasi ve duygusal
iceriklerinin ¢ikarilmasi iizerine kurulu olup, dogru tahminlerin yapilmasi icin g¢esitli makine

0grenimi ve derin 6grenme modelleri kullanilmigtir.

Bu ¢alismada incelenen modeller arasinda LSTM, GRU, BiLSTM, LR, DVM, RF, XGBoost,
CatBoost ve BERTTurk bulunmaktadir. Her bir modelin performansimi 6lgmek igin dogruluk,
kesinlik, duyarlilik ve F1 skoru gibi metrikler kullanilmistir. Ayrica, her model icin karigiklik
matrisi ve performans metrikleri gorsellestirilmis ve egitim/dogrulama dogrulugu ve kaybi da

incelenmistir.

LSTM, GRU ve BIiLSTM gibi derin 6grenme modelleri, 6zellikle sirali verileri analiz etme
kapasitesi sayesinde yiiksek dogruluk seviyeleri saglamistir. LSTM modeli, egitim verisinde
dogrulugu %95’in lizerine ¢ikarmis, ancak dogrulama verisinde %75-%80 araliginda kalmistir. Bu
durum, modelin asir1 6grenme egilimini gostermekte olup, genelleme yeteneginde eksiklik
bulunduguna isaret etmektedir. Aymi sekilde, GRU modeli egitim dogrulugunu 9%100’e
yaklagtirmis ancak dogrulama dogrulugunda %80 seviyelerine ulasmistir. Bu da asir1 6grenmenin
bir bagka gostergesi olarak degerlendirilebilir. BILSTM modelinde de benzer sekilde yiiksek egitim
dogrulugu saglanmis, ancak dogrulama dogrulugu %80-%85 araliginda sabitlenmistir.

BERTTurk tabanli model ise, metin verilerinin dil yapisin1 derinlemesine anlayabilme kapasitesi
sayesinde, 0zellikle olumlu ve olumsuz siniflarda yiiksek dogruluk oranlar1 elde etmistir. BERT
modeli, olumlu sinifta %92 kesinlik ve %93 duyarlilik ile en basarili sonuglar1 saglamistir. Bu
sonuclar, BERTTurk modelinin baglam bazli kelime temsilleri kullanarak diger modellere kiyasla
daha basarili oldugunu gostermektedir.

Diger makine 6grenimi tabanli modeller, Logistic Regression, DVM, Random Forest, XGBoost ve
CatBoost modelleri ise, dogrusal olmayan karar sinirlarini belirleme kapasiteleri ve veri i¢indeki
ozellikleri etkin bir sekilde degerlendirebilme yetenekleri sayesinde dengeli performans
gostermistir. Logistic Regression modelinin ndtr ve olumlu smiflar arasinda bazi yanlig
smiflandirma egilimleri goriilmiis, ancak genel performans metrikleri kabul edilebilir diizeydedir.
DVM ve Random Forest gibi modeller de nétr ve olumlu siniflar arasinda daha fazla hata yapma
egilimindedir, ancak olumsuz sinif i¢in yiiksek dogruluk oranlart sunmuslardir. XGBoost ve
CatBoost modelleri ise olumsuz smiflar1 dogru siiflandirma konusunda basarili olup, nétr ve
olumlu smiflar arasinda smirl karisiklik yasamiglardir.

Modellerin kargilastirmali performanslar1 Tablo 5.1°de 6zetlenmistir.



Tablo 5.1. Tim modellerin perfonmans metrikleri sonuglari

Model Dogruluk Notr Simf Olumlu Simf Olumsuz Sinif
(%) F1 Skoru F1 Skoru F1 Skoru
LSTM 80 0.80 0.85 0.80
GRU 80 0.80 0.85 0.80
BiLSTM 85 0.82 0.89 0.87
LR 82 0.80 0.84 0.88
DVM 83 0.81 0.85 0.88
RF 85 0.85 0.87 0.89
XGBoost 88 0.89 0.86 0.89
CatBoost 86 0.86 0.87 0.89
BERTTurk 90 0.81 0.92 0.84

Tablodaki verilere dayanarak, tiim modellerin performansi genellikle kabul edilebilir seviyede
olup, sirali veri analizine dayali derin 6grenme modelleri, baglami anlamada giiclii performans
sunmuslardir. Ozellikle BERTTurk modeli, olumlu smiflarda gosterdigi yiiksek performans ile
dikkat ¢ekmistir. Bununla birlikte, TF-IDF tabanli vektorlestirme yontemini kullanan Logistic
Regression ve DVM gibi modeller, dogrusal olmayan karar smirlarimi belirleme kapasiteleri
sayesinde tatmin edici sonuglar saglamigtir.
Sonug olarak, finansal ¢alismalarda duygu analizi alaninda kullanilan modellerin performanslari,
modelin karmasiklig1, veri seti boyutu ve siniflar arasi dengesizliklerin giderilmesi ile yakindan
iligkilidir. Ozellikle derin 6grenme tabanli modellerin genelleme yeteneklerinin artirilmasi igin
model diizenleme ve optimizasyon tekniklerinin kullanilmasi 6nerilmektedir. Ayrica, baglam bazli
BERTTurk modeli gibi ileri seviye dil modellerinin finansal duygu analizi uygulamalarinda daha
yaygm kullanilabilecegi Ongoriillmektedir. Gelecek ¢alismalarda, modellerin genelleme
yeteneklerinin artirilmasi ve daha genis veri setleri ile egitilmesi, finansal ¢alismalarda duygu
analizinin dogrulugunu ve giivenilirligini daha da artirabilir.
Simiflandirma modellerinde gozlemlenen asir1 uyum problemini azaltmak i¢in daha kapsamli bir
strateji Onerisi sunulabilir. Bu dogrultuda literatiirde one ¢ikan bazi teknikler ve yaklasimlar
ayrintili sekilde ele alinarak, ¢alismanin akademik derinligi arttirilabilir:
1. Dropout Katmam ile Asirn Ogrenmenin Azaltilmasi: Dropout, Hinton ve arkadaslar:
(2012) tarafindan onerilen ve sinir aglarinda asir1 6grenmeyi 6nlemek amaciyla kullanilan
bir regularizasyon yontemidir. Bu teknikte, her egitim adiminda sinir ag1 katmanindaki

belirli noronlar rastgele kapatilir, yani gecici olarak devre dis1 birakilir. Bu, modelin belirli
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ndronlara asir1 bagimliligini azaltarak genelleme yetenegini artirir. Genellikle %20 ila %50
arasinda bir dropout orani se¢ilmekle birlikte, optimal oran denemelerle belirlenmelidir
[129]. Dropout’un model performansini olumlu yonde etkileyebilecegi ve asir1 6grenmeyi
onleyerek test dogrulugunu artirabilecegi pek ¢ok caligmada gézlemlenmistir.

L2 Regularizasyon (Agirhk Ciiriitmesi) Kullanimi: L2 regularizasyon, kayip
fonksiyonuna agirliklarin karelerinin toplamimi ekleyerek agirliklarin  biiylimesini
smirlayan bir tekniktir. Bu yontem, modelin biiyiik agirliklara sahip olmasini engelleyerek
asir1 6grenmeyi azaltir. Andrew vd. calismasinda, L2 regularizasyonunun ozellikle kiigiik
veri setlerinde modelin daha genel bir yapi 6grenmesini sagladigi belirtmistir. Bu
yontemde kullanilan regularizasyon katsayist AL, modelin dogrulugunu maksimize edecek
sekilde ayarlanmalidir [130].

Veri Cogaltma (Data Augmentation) Teknikleri: Veri cogaltma, DDI alaninda dzellikle
kiigiikk ve homojen veri kiimelerinde modelin genelleme yetenegini artirmada faydalidir.
Synonym replacement (es anlamli kelime degisimi), random deletion (rastgele kelime
cikarma) gibi teknikler ile veri setindeki ¢esitlilik artirilarak modelin farkli baglamlarda
genelleme yetenegi guclendirilir [131]. Bu yontem, modelin yeni veri 6rneklerine karsi
daha direngli olmasina katki saglayarak asir1 6grenmeyi azaltabilir.

Erken Durdurma (Early Stopping) Teknigi: Erken durdurma, modelin egitim
agsamasinda dogrulama veri seti {lizerindeki performansini izleyerek asir1 Ogrenme
basladiginda egitimi durdurmay1 saglayan bir yéntemdir. Caruana ve Lawrence tarafindan
detaylandirildig1 iizere, bu teknik Ozellikle kiigiik veri setlerinde egitim dogrulugunu
yuksek tutarken asirt 6grenmeyi 6nlemede etkilidir. Bu yontem ile model, egitim veri
setindeki hatalar1 daha fazla 6grenmeden Once durdurularak daha iyi bir genelleme elde
eder [132].

Batch Normalization ile Egitimin Kararhh@m Saglama: Batch normalization, egitim
sirasinda modelin farkli katmanlarindaki veriyi normalize ederek Ogrenme siirecini
hizlandirir ve kararli hale getirir. Bu teknik, modelin agirlik dagilimini diizenli hale
getirerek asir1 6grenmenin azalmasina yardimei olur. Bu yontem, 6zellikle derin sinir aglari
gibi daha karmasik modellerde modelin daha iyi bir dogruluk ve genelleme saglamasini

destekler [133].

Model Karmasikhiginin Azaltilmasi: Modelin asir1 karmasik yapiya sahip olmasi, egitim
veri setine asir1 uyum saglamasma yol acabilir. Bu baglamda, modelin katman sayisiim
veya her katmandaki néron sayisiin azaltilmasi gibi basitlestirme adimlar uygulanabilir.
Bu yontem, modelin test veri setine daha iyi genelleme yapmasini saglarken, gereksiz

parametrelerin azaltilmasi da 6grenme siirecini kolaylastirir [134].
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7. Capraz Dogrulama (Cross-Validation) ile Modelin Genelleme Yetenegini Test Etme:
K-katlamali ¢apraz dogrulama, modelin genelleme yetenegini degerlendirmek icin egitim
veri setini farkli alt kiimelere ayirarak egitimi ve dogrulamay: tekrar eden bir yontemdir
[135]. Bu yontem, asir1 Ogrenmeyi belirlemeye yardimci olur ve en uygun
hiperparametrelerin se¢ilmesinde etkili bir ara¢ olarak kullanilabilir.

Bu yontemlerin kullanilmasi, modelin asirt uyum problemini azaltarak daha genellenebilir sonuclar
elde etmesini saglayabilir. Tezde, bu stratejilerin uygulanmasma dair deneysel sonuglarin

sunulmasi, caligmanin analitik derinligini artiracak ve model performansina katki saglayacaktir
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6. ONERILER

Bu c¢alismada gelistirilen duygu smiflandirma modelinin performansini artirmaya yonelik bazi
oneriler sunulmustur. ik olarak, modelin farkli donem ve platformlardan elde edilen, genis ve
cesitli veri setleri ile egitilmesi Onerilmektedir. Bu ¢esitlilik, modelin farkli konulardaki duygu
analizine adaptasyonunu artirarak daha dogru siniflandirmalar yapmasimi saglayabilir. Ayrica, veri
on igleme siireglerinin iyilestirilmesi, metinlerdeki anlam kayiplarini en aza indirecek sekilde daha
hassas analizler yapilmasi, model dogrulugunu olumlu yonde etkileyebilir. Modellerin egitiminde
hiperparametre optimizasyonu ve diizenleme tekniklerinin kullanilmasi, agir1 6grenme sorunlarini

azaltarak egitim ve test dogrulugunu artiracaktir.

Bununla birlikte, model performansimi gelistirmek i¢in sosyal medya igeriklerinden elde edilen
gorsel ve baglantisal analizlerin de siniflandirma siirecine dahil edilmesi 6nerilmektedir. Bu ek
analizler, igeriklerin daha derinlemesine anlagilmasini saglayarak duygu siniflandirma

performansini artirabilir.

Son olarak, model performansini yalnizca dogruluk metrikleriyle degil, duyarlilik, 6zgiilliikk ve F1
skoru gibi detayli Olgiitlerle degerlendirmek, oOzellikle zayif siniflarin daha dogru
smiflandirilmasina katki saglayacaktir. Bu Oneriler, duygu smiflandirma alaninda modelin genel

etkinligini artirarak daha giivenilir ve genis kapsamli analizler elde edilmesine yardimeci olabilir.
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