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Uzaktan algilama verilerinin kullanim alani arttik¢a, farkli 6zelliklere sahip
dogal ve yapay nesnelerin tespit edilmesi, arazi Ortilisii’kullanimi tiirlerinin
belirlenmesi ve tematik haritalarin iiretilmesi, mevcut durum ve degisimlerin
belirlenmesi, planlama ve modelleme gibi bir¢ok ¢alisma i¢in kullanilan goriintii
siniflandirma algoritmalar1 biiyiilk 6nem kazanmaktadir. Bu ama¢ dogrultusunda
siiflandirma dogrulugunun arttirtlmasi ve daha giivenilir sonuglarin elde edilmesi
icin yeni yontem ve yaklasimlar arastirilmaya devam etmektedir. Bu kapsamda hibrit
modelleme yaklagimlariyla, farkli yoOntemlerin avantajlarinin  birlestirilerek
analizlerin dogrulugunun ve giivenilirliginin arttirilmasi amaglanmaktadir.

Bu tez calismasinda, parametrik olmayan bir siniflandirma teknigi olan Cok
Degiskenli Uyarlanabilir Regresyon Egrileri (Multivariate Adaptive Regression
Splines — MARS) algoritmasinin yiiksek performansli bir siniflandirict  ve
optimizasyon teknikleri ile entegre edildigi yeni hibrit modeller Onerilmektedir.
Calisma kapsammda MARS algoritmasina dayali iic model gelistirilmistir. Tlk
modelde, goriintii simiflandirmada yiiksek performansa sahip Rastgele Orman
(Random Forest — RF) algoritmast ile MARS-RF hibrit modeli olusturulmustur.
Ikinci ve iigiincii modellerde ise MARS algoritmasmin parametrelerini optimize
etmek amaciyla Pargacik Siirii Optimizasyonu (Particle Swarm Optimization — PSO)
ve Bayes Optimizasyonu (Bayesian Optimization — BO) algoritmalar ile entegre
MARS-PSO ve MARS-BO hibrit modelleri olusturulmustur.

MARS ve RF tekil algoritmalar1 ve MARS-RF, MARS-PSO ve MARS-BO
hibrit modellerin olusturulmas:1 ve uygulanmast MATLAB ve RStudio yazilimlar
ortaminda gerceklestirilmistir. MARS, RF ve {i¢ farkli hibrit model (MARS-RF,
MARS-PSO, MARS-BO), iki farkli uydu goriintiisii kullanilarak (Landsat-8 OLI ve
Sentinel-2A MSI) ve iki farkli ¢alisma alaninda (Samsun-Bafra ve Samsun-Atakum)
yapilan arazi Ortiisivkullanimi  smiflandirma  sonuglariyla  test  edilmistir.
Siniflandirma sonuglari, toplam dogruluk, kappa istatistigi ve F1 skor dogruluk
Olctitleri ile karsilagtirilmistir. Sonuglar karsilastirildiginda tiim hibrit modellerin tiim
uydu goriintiisii ve ¢alisma alanlarinda MARS ve RF yontemlerinden daha yiiksek
dogruluk gosterdigi belirlenmistir. Onerilen hibrit modellerin performansi
karsilagtirildiginda ise dogruluk siralamast MARS-BO, MARS-PSO ve MARS-RF
seklindedir. Elde edilen sonuclar, hibrit modellerin siniflandirma performansini
arttirmada onemli bir rol oynadigimi ve Ozellikle optimizasyon teknikleriyle
entegrasyonun sonuglarin iyilestirilmesinde etkisinin yiiksek oldugunu gostermistir.
Bu baglamda calismanin sonuglari, hibrit modellerin uydu goriintiilerinin
siniflandirilmasinda 6nemli avantajlar saglayarak daha dogru ve giivenilir sonuglarin
elde edilmesine katkida bulundugunu gostermektedir.

Anahtar Sozciikler: Goriintii Siniflandirma, Hibrit Siniflandirma, MARS, RF,
Optimizasyon, PSO, BO



ABSTRACT

DEVELOPMENT OF HYBRID MODELS BASED ON MULTIVARIATE
ADAPTIVE REGRESSION SPLINES ALGORITHM FOR CLASSIFICATION OF
SATELLITE IMAGES

Azize UYAR
Ondokuz Mayis University
Institute of Graduate Studies
Department of Geomatics Engineering
Ph.D., September/2024
Supervisor: Prof. Dr. Derya OZTURK

With the expanding scope of remote sensing applications, image
classification algorithms are becoming increasingly essential across diverse research
areas, including the detection of natural and artificial objects, land cover/use
classification, thematic map production, monitoring of current conditions and
changes, and applications in planning and modeling. To enhance classification
accuracy and yield more reliable results, there is a continuous focus on developing
novel methods and approaches. In this context, hybrid modeling approaches are
particularly significant as they combine the strengths of various methods to improve
the accuracy and reliability of analyses.

This thesis proposes innovative hybrid models that integrate the
Multivariate Adaptive Regression Splines (MARS) algorithm, a non-parametric
classification technique, with high-performance classifiers and optimization
strategies. Three MARS-based models were developed as part of this study. The first
model combines MARS with the Random Forest (RF) algorithm—recognized for its
robust performance in image classification—resulting in the MARS-RF hybrid
model. The second and third models enhance the MARS algorithm by optimizing its
parameters using Particle Swarm Optimization (PSO) and Bayesian Optimization
(BO), leading to the development of the MARS-PSO and MARS-BO hybrid models,
respectively.

The standalone MARS and RF algorithms, along with the MARS-RF, MARS-
PSO, and MARS-BO hybrid models, were implemented and tested within MATLAB
and RStudio environments. These models were evaluated on land cover/use
classification tasks using two distinct satellite datasets (Landsat-8 OLI and Sentinel-
2A MSI) and two geographic study areas (Samsun-Bafra and Samsun-Atakum).
Classification performance was assessed through overall accuracy, kappa statistics,
and F1-score metrics. Comparative analysis revealed that all hybrid models exhibited
superior accuracy across all satellite images and study areas relative to the standalone
MARS and RF methods. Among the hybrid models, the MARS-BO model achieved
the highest accuracy, followed by MARS-PSO and MARS-RF. The findings
underscore the effectiveness of hybrid models in substantially enhancing
classification performance, particularly through the integration of optimization
techniques. Overall, the study demonstrates that hybrid models significantly advance
satellite image classification, contributing to the generation of more accurate and
dependable results.

Keywords: Image Classification, Hybrid Classification, MARS, RF, Optimisation,
PSO, BO
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1. GIRIS

Uzaktan algilama, genis kapsama alani, tekrar algilama yapabilme ve coklu
spektral bantlar gibi avantajlara sahiptir. Bu teknoloji, genis ya da erigilmesi zor
alanlarda giincel bilgi elde edilmesini, kiiresel ve bolgesel gozlemler yapilmasini,
ayrica arazi Ortiisii/kullanimi degisim analizlerinin gergeklestirilmesini saglar (Lu
and Weng, 2007; Li et al., 2014). Uzaktan algilama ile elde edilen veri zenginligi
sayesinde, yeryliziinlin mevcut durumunu goézlemlemek ve goriintiilerden bilgi
cikararak gelecege dair tahminlerde bulunmak miimkiindiir. Bu kapsamda, uzaktan
algilama verilerinin analizi 6nemli bir ¢alisma alani olusturmus olup, edinilen
bilgilerin daha dogru, hizli ve gilivenilir olmasin1 saglamak amaciyla arastirmalar

devam etmektedir (Herold et al., 2002; Lillesand et al., 2015).

Uzaktan algilamada veri analizi ile ilgili c¢aligmalarin basinda uydu
goriintiilerinin  siniflandirilmast gelmektedir. Arazi Ortiisii/kullanimint belirlemek,
alanlar1 hesaplamak, degisimleri tespit etmek, gelecege yonelik tahmin ve
modellemeler yapabilmek i¢in uydu goriintiilerinde siniflandirma analizi yapilir.
Goriintii  siniflandirma, arazi Ortiisii/kullanimi  bilgisi, sehir planlama, tarim,
ormancilik, jeolojik uygulamalar ve askeri alanlar gibi bir¢ok alanda

kullanilmaktadir (Mather and Koch, 2011; Lillesand et al., 2015).

Arazi Ortiisti/kullanimi bilgileri, siirdiiriilebilir yonetim, dogal kaynaklarin
gelistirilmesi ve kullanilmasi, cevrenin korunmasi, planlama, bilimsel analiz,
modelleme ve izleme konularinda 6nemli bir rol oynamaktadir. 1980'ler ve 1990'lar
boyunca ¢ogu goriintli siniflandirma yontemi, goriintli pikselini temel analiz birimi
olarak kullanmistir (Blaschke, 2010; Lillesand et al., 2015). Piksel tabanh
siniflandirma yontemleri olarak adlandirilan bu yaklasimlarda, her piksel tek bir arazi
ortiisii/kullanim1 sinifi olarak belirlenir. Piksel tabanli smiflandirma yontemleri,
kontrolsiiz (ISODATA, kiimeleme vb.) ve kontrollii (maksimum olabilirlik,
paralelyiiz vb.) siniflandirma yontemleri olarak iki ana kolda gelistirilmistir. Ancak
bir piksel, yalnizca tek bir arazi ortlisii veya kullanim tiiriinii degil, ayn1 zamanda
cesitli arazi Ortiisii veya kullanim tiirlerinin bir karistmini da igerebilir; bu durum,
literatiirde karisik piksel problemi olarak geg¢mektedir. Karisik piksel sorununu
¢ozmek i¢in 1980'li yillarin sonuna dogru bulanik smiflandirma yontemleri
gelistirilmistir. Ayrica IKONOS, QuickBird ve WorldView gibi yiiksek ¢coziintirlikli

uzaktan algilama sensdrlerinin lretilmesiyle nesne tabanli siniflandirma yontemleri
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gelistirilmistir (Dribault et al., 2012; Wilson and Oreopoulos, 2013).

Uydu goriintiileri, elektromanyetik spektrumun goriiniir, kizildtesi ve
mikrodalga kisimlarindan elde edilebilir ve bu farkli tiirdeki uydu goriintiileri
yerylizliniin farkli 6zelliklerini tespit eder. Ayrica dokusal bilgiler, indeksler, Sayisal
Yiikseklik Modeli veya diger yardimer veri kaynaklari gibi orijinal uzaktan algilama
verilerinden tiiretilen bilgiler de siiflandirma dogrulugunun arttirilmasina katkida
bulunabilir (Pal and Mather, 2005). Ancak, girdi verisi miktarindaki artis her zaman
siniflandirma performansinda artis anlamina gelmemektedir. Boyle bir yaklagim,
daha giiriiltiilii ve gereksiz veriler iceren biiyiik bir veri hacmi yaratabilir ve bu da
smiflandirma dogrulugunu azaltabilir. Bu nedenle, siniflandirma algoritmalarinin
uygun olarak secilmesi smiflandirma sonuglarinin kalitesinde 6nemli bir iyilesme

saglayabilir (Lu and Weng, 2007).

Yaygin olarak kullanilan klasik siniflandirma algoritmalarinin en biiylik
siirlamasi, uzaktan algilama verilerini yeterince modelleyemeyen varsayimlara
dayanmalaridir. Son zamanlarda, makine 6grenme teorisine dayanan parametrik
olmayan siniflandirma teknikleri gelistirilmistir. Klasik smiflandiricilarin aksine,
Rastgele Orman (Random Forest — RF), Yapay Sinir Ag1 (Artificial Neural Networks
— ANN), Destek Vektor Makineleri (Support Vector Machines — SVM) ve Cok
Degiskenli Uyarlanabilir Regresyon Egrileri (Multivariate Adaptive Regression
Splines — MARS) gibi ileri siniflandirma teknikleri varsayimlara dayanmaz ve bu
nedenle karmagik bir veri kiimesini daha etkili bir bigimde ele alabilirler. Bu
ozellikleri nedeniyle, bu smiflandiricilar klasik yontemlere 6nemli alternatifler olarak
goriilmekte ve ozellikle regresyon yontemlerinin siniflandirict olarak kullanilmasi
ilgi ¢ekici hale gelmektedir (Lu and Weng, 2007; Waske et al., 2007; Kuter, 2014; Li
etal., 2014).

Gortintii simiflandirmada kullanilan regresyon analizi degiskenler arasindaki
iliskiyi agiklayabilecek dogru modele karar vererek, bilinen verilerden hareketle
bilinmeyen durumlar hakkinda tahminler yapma olanagi saglar. Ancak goriintii
simniflandirmada kullanilan klasik regresyon yontemleri, gercek olgulart tam
anlamiyla modelleyememektedir. Bunun nedeni, gercek olgularda dogrusallik,
degiskenler arasi etkilesim, birden fazla bagimli ve bagimsiz degiskenin bulunmasi
gibi problemlerin bulunmasidir. Bu sebeplerden dolayi, parametrik olmayan

regresyon modelleri kullanilmaya baglanmistir (Breiman et al., 1984; Kuter, 2014;
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Bui et al., 2019). Friedman (1991) tarafindan Parametrik olmayan regresyon
analizlerinde kullanilmak tizere MARS algoritmasi gelistirilmistir. Mevcut dogrusal
ve dogrusal olmayan regresyon modellerinin aksine, MARS bagimsiz degiskenlerin
cesitli araliklar1 i¢in farkli katsayilar hesaplayarak ve etkilesim terimlerini dahil
ederek, gergek diinya yapilarint daha dogru yansitan modeller olusturur. Bu sayede,
MARS algoritmas1 karmasik veri kiimelerini daha etkili modelleyebilir ve piksel
tabanli siniflandirma yontemlerinin ¢6ziimleyemedigi dogrusal olmayan iliskileri
daha iyi yansitabilir. Ancak, MARS algoritmasinin da bazi kisitlar1 bulunmaktadir.
Asirt uyum sorunu, modelin egitim verisine fazla uyum saglamasina ve test
verisindeki performansinin diigmesine neden olabilir. Ayrica, MARS algoritmasinin
karmagikligi ve parametrelerinin belirlenmesindeki zorluklar da onemli kisitlar

arasindadir (Friedman, 1993).

Gorlntl siniflandirmasinin tarihsel siirecine bakildiginda, daima bir gelisim ve
degisim siirecinin yasandigi goriilmektedir. Bu gelisim, simiflandirma dogrulugunu
arttirmaya yonelik caligmalarla devam etmektedir. Goriintii siniflandirma analizinde
performansi arttirmaya yonelik calismalar yeni yontemlerin gelistirilmesi, klasik
yontemlerde degisiklikler yapilmasi ve ilave yontemler eklenmesi cercevesinde
gerceklestirilmektedir (Li et al., 2014; Mather and Tso, 2016). Ozellikle giiniimiizde
yapilan calismalar, siniflandirma performansini arttirmak i¢cin mevcut yontemlerin
avantajlarim1  birlestirmeye odaklanmistir. Mevcut yontemlerin  birlestirilmesi
siniflandirma algoritmalarinin hibrit kullanimiyla miimkiindiir. Hibrit modeller, farkl
algoritmalarin giliclii yonlerini bir araya getirerek daha yiiksek dogruluk saglar. Bu
yontemler, farkli siniflandirma algoritmalarinin birlikte kullanilmasi sayesinde, her
bir algoritmanin zayif yonlerini telafi eder ve daha iyi bir performans elde edilmesini
saglar (Ranawana and Palade, 2006; Foody et al., 2007; Lv et al., 2017; Saini and
Ghosh, 2017).

Hibrit siniflandirma, 6zellikle karmagsik veri setlerinde ve farkli kosullarda
yiikksek dogruluk oranlar1 elde etmek i¢in biiyilk 6nem tasir. Bu sayede, arazi
ortiisti/kullanimi degisikliklerinin izlenmesi, ¢evresel etkilerin degerlendirilmesi ve
dogal kaynak yonetimi gibi alanlarda daha etkin ve giivenilir analizler yapilabilir.
Son zamanlarda, smiflandirma algoritmalarmin  yan1 sira  optimizasyon
algoritmalarimin ~ kombinasyonunu  igeren  hibrit  smiflandirma  modelleri

gelistirilmektedir. Bu hibrit modeller, siniflandirma siirecini optimize etmek ve



tyilestirmek i¢in yaygin olarak kullanilmaktadir (Omran et al., 2004; Bo and Wang,
2005; Wang et al., 2017; Hoang et al., 2018).

Uydu goriintiilerinin = smiflandirilmasinda, son zamanlarda kullanilmaya
baslanan ve regresyon yontemi olarak one c¢ikan MARS yonteminin yukarida
bahsedilen kisitlarini gidermek igin hibrit modeller kullanilabilir. Hibrit modeller,
farkli smiflandirma algoritmalarinin birlikte kullanilmasi sayesinde, her bir
algoritmanin zayif yonlerini telafi eder ve daha iyi bir performans elde edilmesini
saglar. MARS algoritmasi ile diger siniflandirma algoritmalarinin hibrit kullanima,
hem asir1 uyum sorununu azaltabilir hem de modelin genel performansini arttirabilir.
Ayn1 zamanda MARS algoritmasinin parametrelerinin belirlenmesinde optimizasyon
yontemlerinin kullanilmasiyla hesaplama zorlugu azaltilarak, performans arttirilabilir

(Omran et al., 2004; Bo and Wang, 2005; Wang et al., 2017).

1.1. Tezin Amaci ve Ozgiin Deger

Bu tezin amaci, piksel tabanli parametrik olmayan bir siniflandirma teknigi
olan MARS’in, arazi Ortiisi/kullanimi haritalarinin  dogrulugunu arttirmak igin
performansi yiiksek bir siniflandirict veya optimizasyon yontemi ile entegre edilerek
yeni hibrit modellerin gelistirilmesidir. Bu amag¢ dogrultusunda, i) girdi veri
setlerinin elde edilmesi ve siniflandirma 6ncesi 6n islemlerin yapilmasi, ii) MARS
algoritmasinin RF, Pargacik Siirii Optimizasyonu (Particle Swarm Optimization —
PSO) ve Bayes Optimizasyonu (Bayesian Optimization — BO) teknikleri ile entegre
edildigi hibrit siniflandirma siireci ve tematik harita {iretimi, iii) sonuglarin
karsilastirilmasi olmak iizere {i¢ ana islem adimi takip edilmistir.

Onerilen hibrit yontemler uydu gériintiilerinin siniflandirilmasinda daha énce
uygulanmamistir. Bu nedenle tez ¢alismasi kapsaminda asagidaki arastirma
hedeflerine ulasilmasi hedeflenmektedir.

e Parametrik olmayan smiflandiricilarin = giiciinlin - ve  uygunlugunun
gosterilmesi (Bu algoritmalar yiiksek siniflandirma dogruluguna sahiptir ve
genellikle klasik parametrik smiflandiricilardan  daha 1y1 performans
gostermektedir.)

e Uydu goriintiilerinin  smiflandirilmast alaninda mevcut smiflandirma
yontemlerinin  kisitlamalarmin  en aza indirgenmesi ve dogrulugun
arttirtlmasi i¢in yeni yaklagimlarin gelistirilmesi.

e MARS algoritmasinin  performansini arttirmak i¢in  smiflandirma
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yontemlerinden yine yiiksek performansa sahip RF algoritmasi ile hibrit bir
modelin gelistirilmesi.

e MARS smiflandirma algoritmasi1 parametrelerinin bulunmasi sorunlarinin
optimizasyon teknigi ile ¢oziilmesi. Bu kapsamda PSO ve BO optimizasyon
yontemleriyle entegre hibrit modellerin gelistirilmesi.

e MARS algoritmasinin performansini arttirmak i¢in RF siiflandirma, PSO
ve BO optimizasyon tekniklerini kullanarak olusturulan hibrit modellerle
tahmin dogrulugunun ve modelin genel performansinin arttirilmasi.

Bu ¢alismada, siniflandirma yontemlerinin kisitlamalarini en aza indirgemek
ve dogrulugu arttirmak amaciyla uydu goriintiilerinin smiflandirilmasi alaninda
MARS algoritmasina dayali yeni hibrit siniflandirma yaklasimlar1 gelistirilerek, daha
dogru ve kapsamli bilgi elde etmek i¢in arastirmacilara ve uygulayicilara 6nemli bir
aracin saglanmasi amaclanmistir. MARS algoritmasina dayali yeni modellerin
gelistirilmesi amaciyla, MARS algoritmasinin performansini arttirmak icin ytiksek
performansa sahip bir siiflandirici ile birlestirilmesi ve optimizasyon tekniklerinin
kullanilarak algoritma parametrelerinin optimize edilmesini kapsayan yaklagimlar
onerilmektedir. Bu modeller, MARS algoritmasinin tahmin dogrulugunu, hesaplama
hizint ve/veya modelin genel performansini arttirmayr hedeflemektedir. Yaygin
kullanilan ileri siniflandirma yontemlerinde degiskenlerin 6neminin belirlenememesi,
yorumlama gii¢liigli olmasi dogrulugu etkileyen dezavantajlardandir. Bu tezde, bu
dezavantajlart parametrik olmayan regresyon egrileri cercevesinde "akilc1" ve
"yenilik¢i" bir sekilde ele alarak goriintii siniflandirmasi i¢in yeni alternatif yaklasim
aragtirtlacaktir. MARS algoritmasina dayali hibrit yaklagimlarin siniflandirma
dogrulugu farkli alan ve farkli veri setlerinde irdelenecektir.

1.2. Motivasyon

MARS algoritmasinin hibrit modellerde kullanimi olduk¢a nadirdir ve
literatiirde sinirli sayida 6rnek bulunmaktadir. Ancak, MARS algoritmasina dayali
hibrit model olusturma caligsmalari, saglik ve miihendislik gibi farkli disiplinlerde
giderek artan bir ilgi géormektedir (Yao et al., 2013; Santoso and Wulandari, 2018;
Benemaran and Esmaeili-Falak, 2020; Nguyen et al., 2022; Hanteh et al., 2023; Hai
et al,, 2023). Bu baglamda, MARS algoritmasina dayali hibrit modellerin uydu
goriintiileri  siniflandirma  analizinde de benzer basarilar elde edebilecegi
ongoriilmektedir. Ancak, bu alandaki arastirmalarin smirli olmasi, MARS

algoritmasinin potansiyelini tam anlamiyla ortaya koyabilmek i¢in daha fazla calisma
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yapilmasi gerektigini gostermektedir.

Uzaktan algilama teknolojisi, sagladig1 yiiksek c¢oziiniirliik, genis kapsama
alam1 ve tekrarlanabilir goriintiileme gibi teknik avantajlar sayesinde arazi
ortiisi/kullanim1 ~ smiflandirmas1  ve tematik  haritalamada yaygin olarak
kullanilmaktadir. Bu teknoloji, mevcut durumun tespit edilmesinin yan1 sira, iklim
degisikligi, kentsel alanlarin genislemesi ve sosyoekonomik esitsizlik gibi faktorlerin
yol actig1 arazi ortiisii/kullanimindaki biiyiik degisimlerin izlenmesinde de 6nemli bir
rol oynamaktadir (Lillesand and Kiefer 1994; Lu and Weng, 2007; Lillesand et al.,
2015; Oztiirk, 2002).

Arazi Ortisti/kullanimi haritalamak, degisimleri izlemek ve modellemek igin
yeni simiflandirma yontemlerinin gelistirilmesinin yani1 sira mevcut yontemlerin
hibrit olarak birlestirilmesi de literatiirde 6ne ¢ikmaktadir. Son yillarda giderek daha
fazla tercih edilen hibrit siniflandirma yontemleri, uzaktan algilama goriintiilerinde
simiflandirma dogrulugunu artirma konusunda oldukga etkili olmus ve basaril
sonuglar elde edilmistir (Lu and Weng, 2007; Du et al., 2012; Zhang and Tang, 2013;
Phiri and Morgenroth, 2017; Wang et al., 2018; Tan et al., 2019; Hanteh et al., 2023).
Tekil siniflandiricilar: bir araya getirerek siniflandirict topluluklar: olusturan hibrit
modeller, son yirmi yilda hizla gelismis ve goriintii isleme, Orlintii tanima ve hedef
tanimlama gibi alanlarda genis bir uygulama yelpazesi bulmustur. Dogrulugu ve
verimliligi artirma potansiyelleri sayesinde hibrit yontemler, giiniimiizde oldukg¢a ilgi
¢eken bir aragtirma konusu haline gelmistir (Phyu, 2009; Chi et al., 2009; Rozenstein
and Karnieli, 2011).

Bu doktora tezinin temel motivasyonu, uydu goriintlisii siniflandirma
analizlerinde mevcut yontemlerin giiglii yanlarin1 birlestirerek siniflandirma
dogrulugunu ve performansini artirmaktir. Hizla degisen ¢evresel kosullarda, arazi
ortiisti’kullanim1 degisikliklerini etkin bir sekilde izlemek ve anlamak i¢in en dogru
ve giivenilir haritalarin tretilmesi gerekmektedir. Bu hedef dogrultusunda, MARS
algoritmasina dayali ti¢ farkli hibrit model gelistirilmistir.

1.3. Tezin Yapisi ve Metodoloji

Tez kapsaminda, arazi Ortiisi/kullaniminin  smiflandirilmasinda  MARS
algoritmasina dayal1 hibrit bir yaklasimin ortaya konulmasi amaglanmaktadir. Tez
caligmasi bes boliimden olusmaktadir:

Birinci boliim, teze giris ve genel bakis niteliginde olup calismanin amag ve

0zgiin degerini, motivasyonunu, mevcut tezin yapisint ve literatiir incelemesini
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ortaya koymaktadir.

Calisma icin islevsel bir arka plan sunmak amaciyla, ikinci bolim uydu
goriintiilerinin siniflandirilmasi, hibrit siniflandirma, MARS, RF, optimizasyon ve
siniflandirma dogrulugunu degerlendirme konularini ele almaktadir.

Ugiincii boliim, MARS algoritmasma dayali hibrit siniflandirma modellerinin
gelistirilmesi, kodlama ve uygulama/modellerin testlerini kapsayan metodolojiyi
sunmaktadir.

Dordiincii boliim, farkl test alan1 ve uydu goriintiileri icin MARS ve RF tekil
smiflandirma yontemleri ile MARS-RF, MARS-PSO ve MARS-BO hibrit model
sonuclarini, sonuglarin yorumlanmasi/karsilastirilmasini ve MARS algoritmasina
dayal1 hibrit modellerin katkilarin1 igermektedir.

Besinci boliimde tezin ¢iktilari, literatiire katkisi ve gelecek calismalar igin
oneriler bulunmaktadir.

1.4. Literatiir Ozeti

Tekil siniflandiricilarin sonuglarinin birlestirilmesi, siniflandirma dogrulugunu
arttirmakta, egitim siliresini  kisaltmakta ve siniflandirma performansin
gelistirmektedir. Bununla birlikte, bir¢ok c¢alisma hibrit modellerin ancak tekil
siiflandiricilar dogru ve gesitliyse, yani diisiikk hata oranlar sergiliyorsa ve farkli
hatalar yapiyorsa veya hatalar1 bagimsizsa etkili oldugunu gostermistir.

Yapilan literatiir arastirmast sonucunda MARS algoritmasinin tek basina
kullanilarak hem uydu goriintiilerinin siiflandirilmasinda hem de diger alanlarda
performansini kanitladigr goriilmiistiir. MARS algoritmasinin kullanimini diger bilim
dallarinda inceledigimizde, sinirli sayida da olsa, MARS algoritmas1 ile hibrit
modellerin  olusturuldugu ve bu hibrit modellerin diger yontemlerle
karsilagtirildiginda performanslarinin daha iyi sonug verdigi anlagilmaktadir.

Bu boliimde literatiir 6zeti MARS algoritmasinin uydu goriintiilerinin
siniflandirilmasinda kullanimi, hibrit smniflandirma ve MARS algoritmasina dayali
hibrit modelleme olarak {ic alt boliimde ele almmustir. ilk olarak MARS
algoritmasinin uydu goriintiilerinin siniflandirilmasinda kullanimu ile ilgili caligmalar
asagida ozetlenmistir.

Ouiros vd. (2009), multispektral uydu goriintiilerinin siniflandirilmasinda yeni
bir yontem olarak MARS algoritmasin1 6nermistir. Calismada karsilastirma igin
Maksimum Benzerlik ve Paralelyiiz yontemleri de kullanilmistir. Dogruluk

karsilastirma sonuglarina gore, MARS yontemiyle, 17 simifin 14'inde daha iyi
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sonuglar elde etmistir. Bu sonu¢ MARS yonteminin multispektral siniflandirma igin
uygunlugunu dogrulamaktadir.

Kuter (2014), goriintii simiflandirmasinda, kar haritalamas1 amacina ydnelik
MARS algoritmasinin performansini degerlendirmistir. Siniflandirma islemi i¢in R
yaziliminda ¢alisan “earth” modiilii kullanilmisg, su, bulut, kar ve kara olmak iizere
dort adet sinif olusturulmustur. Siniflandirma sonuglar1 hata matrisleri kullanilarak
karsilastirilmis ve dort siniftan liciinde MARS algoritmasinin daha yiiksek dogruluk
verdigi sonucuna ulasilmistir.

Veri madenciliginden kanser tani1 ¢aligmalarina kadar bir¢ok veri analizinde
son zamanlarda 6n plana ¢ikan hibrit modelleme yaklagimi, goriintii siniflandirma
alaninda da ilgi gérmeye baslamistir. Genis bir perspektif katmasi amaciyla cesitli
veri analizi ¢alismalarinda gelistirilen hibrit modellerle ilgili literatiir 6zeti asagida
yer almaktadir. Burada sunulan hibrit modeller tez ¢alismasinin amag¢ ve kapsamina
uygun olarak iki veya daha fazla siniflandiricinin birlestirilmesi veya optimizasyon
yontemi kullanilmasi ile ilgili 6rneklerle sinirlandirilmistir.

Friedl ve Brodley (1997), karar agaci1 (Decision Tree — DT) tekniklerinden
yararlandig1 c¢alismada tek degiskenli, ¢ok degiskenli ve hibrit karar agaci
yontemleriyle simiflandirma gerceklestirmis ve hibrit karar agacinin diger iki
yontemden daha iyi performansa sahip oldugunu gostermislerdir.

Omran vd. (2004), PSO algoritmasina dayanan kontrolsiiz goriintii kiimeleme
yaklastmi  sunmuslardir.  Yeni  goriintii  kiimeleme  algoritmasi,  genis
uygulanabilirligini gostermek icin sentetik, MR ve uydu goriintiileri olarak {i¢ farkl
goriintiiye basartyla uygulanmistir. Onerilen algoritma ISODATA smiflandirma
yontemi ile karsilastirilmis ve daha iyi sonuglar verdigi belirlenmistir.

Bo ve Wang (2004), Landsat TM goriintiilerinin siniflandirilmast igin hibrit
Oylayan Oznitelik Araliklar1 (Voting Feature Intervals — VFI) ve Bayes
algoritmalarin1 kullanmustir. Onerilen hibrit yontem ile VFI ve Bayes algoritmalari
toplam dogruluk sonucuna gore karsilastirildiginda hibrit yontemin daha ytiksek
toplam dogruluga sahip oldugu sonucuna ulasilmistir.

Fauvel vd. (2006), bulanik kiimeler teorisini kullanarak bir sinir agindan ve bir
bulanik siniflandiricidan elde edilen siiflandirma sonuglarinin birlestirilmesi ile elde
edilen hibrit bir yéntem 6nermistir. Onerilen hibrit yontemin, farkli siniflandiricilarin
ayrt kullanimma kiyasla smiflandirma dogrulugunu iyilestirdigi sonucuna

ulasilmistir.



Foody vd. (2007), biyogesitlilik haritalamas1 i¢in yaptiklar1 ¢aligmada, goriintii
simiflandirmada DT, diskriminant analizi, SVM, MLP ve radyan tabanli fonksiyon
yontemlerini kullanmistir. Ayrica birden ¢ok siiflandirma yontemini entegre etmek
icin oy coklugu secim kuralini (majority voting rule) kullanmiglardir. Entegre
simiflandirmanin, smiflandirma kesinligini belirleme ve siniflandirma sonrasi
iyilestirme i¢in kullanilabilecegi sonucuna ulagsmislardir.

Phyu (2009), veri madenciliginde siniflandirma teknikleri arastirmasinda,
DT’nin ve Bayes aginin ¢ogu durumda, biri ¢ok dogru oldugunda digerinin dogru
olmadig1 ve tam tersi sekilde onemli farkli 6zellige sahip oldugu sonucuna varmaistir.
Iki farkli yontemin gii¢lii taraflarini ele alarak, algoritmalar1 topluluk ydntemiyle
birlestirerek hibrit bir yontem onermistir.

Chi vd. (2009), hiperspektral uzaktan algilama  goriintiilerinin
siiflandirilmasindaki nicelik problemini elimine edebilmek i¢in bir topluluk
siiflandirma  algoritmasi  uygulamigtir. Onerilen yontemde, sonuglar artan
siniflandirma dogrulugunun yani sira artan robustluk saglamistir.

Rozenstein ve Karnieli (2011), Landsat-TM goriintiileri kullanarak ISODATA,
Maksimum Olabilirlik ve bu iki yontemin kombinasyonundan olusan hibrit
smiflandirma  sonuglarimi  karsilagtirmistir.  Elde  edilen  sonuglar  hibrit
siniflandirmanin diger iki yonteme gore daha yiiksek dogruluga sahip oldugunu
gostermistir.

Banos vd. (2013), hem aktivite hem de sensor smiflandirma seviyelerinde
verilen tekil kararlarin potansiyelini hesaba katan bir hibrit simiflandirma
metodolojisi  Onermistir. Agirlikli  toplam yaklasimi  kullanilarak olusturulan
yontemin, benzer bir performans elde etmek i¢in yiiksek boyutlu bir 6zellik alani
gerektirebilecek klasik modellerle elde edilen sonuglardan sistematik olarak daha iyi
performans gosterdigi sonucuna ulagilmistir.

Zhang ve Tang (2013), arazi ortiisli siniflandirmasini gelistirmek i¢in Boosting
smiflandiricisint ve SVM yontemlerini birlestirmistir. Sonug, sadece Boosting ve
sadece SVM ile karsilastirildiginda siniflandirma dogrulugunda 6nemli bir gelisme
oldugunu gostermistir.

Jaison vd. (2015), DNA mikroarray teknolojisinin gelismesi ile kanser
siniflandirmasindaki ilerlemeyi tesvik etmek amaciyla DNA mikroarray verilerini
analiz etmek i¢in en yakin komsu, SVM ve Naive Bayes siniflandiricidan olusan

hibrit bir siniflandirma yontemi dnermislerdir. Onerilen yontemin performansi SVM,
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en yakin komsu ve Naive Bayes siniflandiricilarla karsilagtirilmistir. Sonuglar hibrit
yaklagiminin klasik siniflandiricilardan daha yiiksek siniflandirma dogrulugu
irettigini gostermistir.

Piao vd. (2015), yiiksek boyutlu verilerin smiflandirilmasinda, her bir
siiflandirict i¢in alistirma 6rneklemlerinin boliimlere ayrilmasiyla belirlenen farkli
bir dizi alistirma 6rneklemlerinden olusturuldugu bir topluluk yontemi Onermistir.
Onerilen ydntemde her smiflandiricinin sonuglar1 ¢ogunluk oylamasiyla birlestirilir.
Yontemin performansi diger yontemler ile karsilastirilmis ve sonuglar, Onerilen
yontemin diger yontemlerden daha iyi performans gosterdigini ortaya ¢ikarmistir.

Chinnaswamy ve Srinivasan (2016), kanser teshisinde kullanilan mikroarray
gen ekspresyon verilerinde, 6zellik se¢imi ve siniflandirma i¢in korelasyon katsayisi
ile PSO birlestiren hibrit bir 0Ozellik secimi yaklasimi Onermistir. Calisma
kapsaminda, Ozellik se¢cimi ve simiflandirma {i¢ c¢ok smnifli veri seti iizerinde
gerceklestirilmistir. Ozellik segimi siirecinden sonra secilen genler asir1 dgrenme
makinesi (Extreme Learning Machines — ELM) siniflandiricisina tabi tutulmustur.
Deney sonuglari, onerilen hibrit yaklasimin daha yiiksek siniflandirma dogrulugu
sagladigim1 ve klasik siiflandiricilar ile yapilan deneylere kiyasla daha az 6zellik
kullandigini gostermistir.

Tan vd. (2016), alistirma orneklemleri seciminde yeni bir strateji ve daha iyi
bir performans elde edebilmek amaciyla c¢oklu smiflandirma sistemini
kullanmiglardir. Coklu smiflandiricilar toplulugu kullanarak yiiksek ¢ozlniirliiklii
uzaktan algilama goriintiilerinde degisiklik tespiti i¢cin otomatik yOntem
Onermislerdir.

Lv vd. (2017) ELM ve yigimlanmis otomatik kodlayici (Stacked Auto Encoder
— SAE) yontemleri kullanarak bir uzaktan algilama goriintii siniflandirma algoritmasi
onermistir. Siniflandirma dogrulugunu 1iyilestirmek i¢in Onerilen yontemde iki
siniflandiricinin giiclii yonleri ele alinmistir. SAE, yiiksek ¢esitlilik olusturmak i¢in;
ELM ise algoritmanin 6grenme hizini iyilestirmek icin temel siniflandirict olarak
secilmistir.

Wang vd. (2018), agirlikli oylama (weighted voting) kuraliyla entegre edilen
ve lUstiin bir performans elde eden ¢oklu nesne 6zellikleri ve ¢oklu siniflandiricilar
kullanan nesne tabanli bir degisiklik tespit yontemi onermistir. Yiiksek ¢oziiniirliiklii
uzaktan algilama veri setinin deneysel sonuglari, Onerilen yaklagimin toplam

dogruluk acisindan klasik yontemlerden daha iyi performansa sahip oldugunu
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gostermistir.

Zhang (2018) ve Zhang vd. (2018), yaptiklar1 ¢alismalarda MLP ve Evrisimli
Sinir Aglar1 (Convolutional Neural Network — CNN) yontemleriyle farkli birlestirme
yaklasimi kullanarak bir hibrit siniflandirici dnermistir. ilk ¢alismada (Zhang, 2018)
kural tabanl bir karar birlestirme yaklagimi kullanilarak, yontemler kisa ve etkili bir
sekilde entegre edilmistir. Ikinci calismada ise (Zhang et al., 2018), siniflandirma
dogrulugunu arttirmak i¢in bolgesel bir karar fiizyonu ile entegre etmek onerilmistir.
Onerilen her iki hibrit siniflandiric1 da smiflandirma dogrulugu acisindan MLP ve
CNN’den daha iyi performans gostermistir.

Tan vd. (2019), yiliksek c¢ozintrlikli uydu goriintilerinde ¢oklu
siiflandiricilar kullanilarak otomatik degisiklik tespiti i¢in nesne tabanli bir
yaklasim 6nermistir. SVM, en yakin komsu ve ekstra agaclar (ExT) siniflandiricilart
temel smiflandirict olarak secilmistir. Degisikliklerin  belirlendigi  goriintiiyii
simiflandirmak i¢in ¢ok Olcekli nesne tabanli kanit teorisi fiizyonu ve belirsizlik
analizi kullanilmigtir. Sonuglar, piksel tabanli ve nesne tabanli yontemlerin ilgili
avantajlarini birlestiren 6nerilen yaklagimin etkinligini ve iistiinliiglinii dogrulamistir.

MARS algoritmasi, goriintii siniflandirma alaninda nispeten yeni bir yontem
olup, bu alanda yapilan ¢aligmalar sinirlidir. MARS algoritmasinin hibrit modellerde
kullanim1 ise oldukg¢a nadirdir ve literatiirde sinirli sayida 6rnek bulunmaktadir.
Ancak, MARS algoritmasima dayali hibrit model olusturma calismalari, saglik ve
miihendislik gibi farkli disiplinlerde giderek artan bir ilgi gormektedir. Bu
calismalarda, MARS algoritmasi diger siniflandirma ve optimizasyon teknikleriyle
birlestirilerek daha yiliksek dogruluk, genelleme kabiliyeti ve model performansi elde
edilmeye calisilmistir. Saglik alaninda MARS tabanli hibrit modeller, tibbi teshis ve
hastalik ongoriistinde kullanilarak klinik karar destek sistemlerinin gelistirilmesine
katki saglamistir. Miihendislik alaninda ise, bu hibrit modeller, sistemlerin
performansini optimize etmek, ariza teshisleri yapmak ve karmasik miihendislik
problemlerini ¢dzmek icin uygulanmistir. Cesitli saglik ve miihendislik alanlarinda
kullanilan MARS algoritmasina dayali hibrit model olusturma g¢alismalar1 asagida
ozetlenmektedir.

Yao vd. (2013), hastalik tahmini ve teshisi i¢in veri madenciligi tekniklerini
arastirmis ve hastalik tahmin modeli olusturmak icin RF ve MARS ydntemlerinin
entegrasyonuna dayali yeni bir yaklasim onermistir. ilk olarak degiskenlerin 6n

taramasini yapmak ve onem siralarini elde etmek i¢in RF yontemi kullanilmistir. RF
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yontemi sonucu degiskenler elimine edilmis ve yeni veri kiimesi elde edilmistir. Elde
edilen yeni veri kiimesi ile hastaliga sahip insanlarin hayatta kalabilirligini tahmin
etmek i¢in kolay yorumlanabilir MARS yontemi kullanilmistir. Elde edilen sonuglar
dogrultusunda onerilen yontemin daha yiiksek bir dogruluk ve uygulanmasi daha
kolay bir model sagladig: belirtilmistir.

Liao vd. (2018) yaptiklar1 g¢alismada kopriilerin sel ve depreme karsi
giivenligini etkiyelen faktorleri incelemislerdir. Kopriilerdeki oyulma derinligi
etkisini O0lgmek icin Swarm Optimization (SO) ve MARS yontemlerinin bir
entegrasyonuna dayanan SO-MARS 6grenme algoritmasini Onermislerdir. SO-
MARS algoritmasi, MARS algoritmasinin optimum parametreleri bulmak i¢cin SO
algoritmasinin kullanildig1 bir modeldir.

Santoso ve Wulandari (2018), yaptiklar1 ¢calismada erken dogum tahmini i¢in
SVM ve MARS yontemlerinin hibrit bir modelini sunmuglardir. SVM uygulanirken
0zellik se¢imi en onemli problemlerdendir. Bu dogrultuda siniflandirma dogrulugunu
arttirmak i¢in, MARS algoritmas1 girdi Ozelliklerini se¢cmek i¢in kullanilmstir.
Olusturulan MARS-SVM hibrit modeli sonuglart SVM ve MARS yontemleri ile
karsilagtirilmis ve hibrit MARS-SVM modelinin daha yiiksek dogruluk oranina sahip
oldugu sonucuna ulasilmistir.

Alade vd. (2019), glikol nano akiskanlarin 6zgiil 1s1 kapasitesini tahmin etmek
icin SVM yontemine BO teknigini uygulayarak, Bayes Destek Vektor Regresyon
modelinin uygulanabilirligini incelemislerdir. Arastirma sonuglari, 6nerilen modelin
999,95 korelasyon katsayisi ve 0,0047'lik karesel ortalama hata ile son derece
yiiksek bir dogruluk sagladigini gostermektedir. Bu model, giines kolektorlerinin
termal verimliliginin daha dogru hesaplanabilmesi ic¢in etkili bir ydntem
sunmaktadir.

Benemaran ve Esmaeili-Falak (2020), beton numunelerinin uzun vadeli basing
dayaniminin tahmin edilmesinde MARS yontemini uygulanmis ve MARS yontemi
ile elde edilen denklemleri PSO algoritmast ile optimize etmiglerdir. Son model, daha
diisiik maliyetli olmas1 ve daha uzun c¢alisma siiresi ile betonun nihai {iriiniiniin
maliyetini diigiirmiis ve mekanik 6zelliklerini iyilestirmistir.

Nguyen vd. (2022), yaptiklar1 ¢alismada, madencilik patlamalarinda zemin
titresimini tahmin etmek i¢in yenilik¢i bir hibrit model olan MARS-PSO-MLP
modelinin kullanimini aragtirmislardir. Arastirmada, farkli parametreler ile gesitli

MARS modelleri gelistirilmis ve bu modellerin ¢ikti tahminleri yeni bir veri seti
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olarak birlestirilmistir. Onerilen model, tek basma kullanilan MARS ve MLP
modellerine kiyasla daha yiiksek dogruluk ve giivenilirlik saglamis, karesel ortalama
hata ve ortalama mutlak hata degerlerinde 6nemli iyilesmeler gostermistir.

Hanteh vd. (2023), kolonlarin basing dayanimini tahmin etmek icin MARS ve
PSO algoritmalarinin birlestirilmesiyle MARS-PSO modeli olugturmuslardir. Bu
model, egitim ve test asamalarinda sirasiyla 0.9972 ve 0.9961 korelasyon
katsayilarina sahip olmasiyla diger modellere gore daha iyi performans gostermistir.
Bu yontemlerin kullanimi, model verimliligini arttirirken sonug elde etme hizini da
yiikseltmistir.

Hai vd. (2023), orman yangin duyarlilik haritalamas: i¢cin MARS
algoritmasinda optimizasyon uygulanan hibrit bir yontem onermislerdir. Haritalama
icin 5 yillik bir periyodun ele alindigi c¢alismada Kedi Siiriisii Optimizasyonu
algoritmas1 (Cat Swarm Optimization — CSO), duyarlilik haritalar1 olusturmak igin
MARS parametrelerini ayarlamaktadir. MARS-CSO modelinin, model agaci,
azaltilmig hata budama agac1 ve MARS algoritmasindan daha 1yi performansa sahip

oldugu sonucuna ulasilmistir.
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2. KURAMSAL TEMELLER

2.1. Uydu Goriintiilerinin Simiflandirilmasi
Smiflandirma algoritmalar1 farkli kriterlere gore kategori edilebilir, Tablo 2.1

farkli smiflandirma kriterleri ve kategorilerine gore simiflandirma ydntemlerini

gostermektedir.

Tablo 2.1 Smiflandirma yontemlerinin kategorilendirilmesi (Lu and Weng, 2007)

Smiflandirma Kriteri

Siiflandirma Kategorisi

Smiflandirma Yontemleri

Piksel bilgisi kullanimina
gore

Piksel tabanli siniflandirma

Maksimum Olabilirlik,
Minimum Mesafe, ANN, RF,
MARS

Nesne tabanli siniflandirma

eCognition

Egitim 6rneklemlerinin
kullanilmasina gore

Kontrolli smiflandirma

Maksimum Olabilirlik,
Minimum Mesafe, ANN, DT,
RF, MARS

Kontrolsiiz siniflandirma

ISODATA, kiimeleme

Veri dagilimi ve parametre
kullanimina gére

Parametrik smiflandirma

Maksimum Olabilirlik,
Dogrusal Diskriminant Analizi
(Linear Discriminant Analysis)

Parametrik olmayan
siniflandirma

Destek Vektor Makineleri,
ANN, DT, RF, MARS

Kesin (Hard) siniflandirma

Maksimum Olabilirlik,
Minimum Mesafe, SVM, ANN,

RF, MARS
Cikt1 sayisina gore

Bulanik Kiime Siniflandiricilari,
Alt Piksel Simiflandirict,
Spektral Karisim Analizi

Yumusak (Soft) siniflandirma

Tekil algoritma

Algoritma sayisina gore

Hibrit sistem

Uydu teknolojisinin ilk donemlerinde yapilan caligmalar, goriintiideki her
pikseli bir tematik sinifa atayarak goriintiileri piksel diizeyinde siniflandirma {izerine
yogunlagmistir. Gorilintli  siniflandirmada  kullanilan ilk  yontemler arasinda,
maksimum olabilirlik, minimum mesafe ve paralelyiiz gibi istatistiksel yontemler
bulunmaktadir. Piksel tabanli siniflandirma olarak adlandirilan bu yontemler piksel
yansitim degerlerine gore gorlintiiyli simiflandirmaktadir. Her nesne farkli
radyometrik ozelliklere sahiptir; bu nedenle farkli nesneler farkli spektral imzalara

sahiptir. Bu spektral imzalar, piksel yansitim degerlerinin benzersiz kombinasyonlar1
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olarak tanimlanabilir ve bu da piksel tabanli siniflandirma yontemlerinde her pikselin
farkli smiflara ayrilmasim saglar (Lu and Weng, 2007; Tuia et al., 2011; Li et al.,
2014). Piksel tabanli siniflandirma kontrolsiiz ve kontrollii siniflandirma olarak ikiye
ayrilmaktadir. Kontrolsliz siniflandirma, giiniimiizde c¢ogunlukla c¢alisma alam
hakkinda herhangi bir 6n bilgi olmadiginda veya arazi hakkinda 6n bilgi elde etmek
icin kullanilan bir yontemdir. Verilerin temel yapisinin arastirildigi bu yontemde,
smiflar1 temsil eden bir dizi agirlik merkezi iiretilir ve pikseller bu merkezlere gore
otomatik olarak siniflara ayrilir. Kontrolsiiz siniflandirmanin avantajlar1 arasinda
hizl1 olmasi, insan hatalarini barindirmamasi ve ayrintili 6n bilgi gerektirmemesidir;
kisit1 ise azami Ol¢lide ayrilabilir siniflar olusturmasidir. Kontrollii siniflandirma
yonteminde ise siniflandirma, tiim goriintiideki nesneleri temsil eden ve ait olduklari
smiflar belli olan pikseller kullanilarak gerceklestirilir. Alistirma 6rneklemleri olarak
adlandirilan bu piksel gruplari, goriintiideki gerekli bilgilerin kiiclik bir 6rnegini
icerir ve her simifin 6zellik agiklamasinit genisletmek icin kullanilir. Baska bir
deyisle, kontrollii siniflandirma tekniginde, siniflandiriciya karar sinirlarini 6gretmek
icin alisirma Orneklemleri kullanilir. Elde edilen ozellikler her piksel igin
arastirllarak ve benzerligi degerlendirilerek goriintii  siniflandirilir.  Kontrollii
smiflandirma  tekniginin  avantaji,  kullanicinin ~ deneyimiyle  kontrolsiiz
simiflandirmaya kiyasla daha dogru sonu¢ vermesi, kisiti ise egitim asamasinin
zaman alic1 ve maliyetli olmasidir (Xia et al., 2017; Sharma et al., 2018).

Uydu teknolojisinde ¢oziiniirliiklerin artmasiyla, goriintiileri piksel diizeyinde
yorumlamak, bir pikselin tematik anlamini ve farkli arazi ortiilerini ayirmak i¢in ek
bilgilerin gerekebilecegi yoniinde calismalar yapilmistir (Geneletti and Gorte, 2003;
Frohn et al., 2009). Piksel yansitim degerlerinin yani sira goriintiideki doku, ton ve
biiyiikliik gibi benzer 6zelliklere sahip piksellerin gruplandirilmasi ve bu pikselleri
temsil eden nesnelerin olusturulmasi ile yapilan siniflandirma yontemi, nesne tabanh
siniflandirma olarak adlandirilir. Bu yontem sayesinde nesne diizeyinde analizler
yapilmaya baslanmis ve nesne tabanli siniflandirma, yiiksek ¢oziiniirliikli uydu
goriintlilerinde iyi performans saglamistir (Lu and Weng, 2007; Kalkan ve Maktav,
2010; Xiaet al., 2017).

Veri dagilimi ve parametre kullanimi g6z oniline alindiginda, siniflandirma
algoritmalar1 parametrik ve parametrik olmayan olmak tizere iki grupta
incelenmektedir. Parametrik algoritmalar verilerin belirli bir istatistiksel dagilimda

oldugunu varsaymaktadir. Parametrik olmayan algoritmalar ise istatistiksel dagilim
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hakkinda varsayim yapmamaktadir (Huang et al., 2002; Mather and Koch, 2011).
Uydu goriintiilerinin siiflandirilmasinda DT, ANN ve SVM gibi giiclii parametrik
olmayan simiflandirma yontemleri, son zamanlarda literatiirde genis yer bulmaktadir
(Lu and Weng, 2007; Mather and Koch, 2011).

Goriintli simiflandirma yontemleri, ¢ikt1 sayisina gore kesin (hard) ve yumusak
(soft) siniflandirma yontemleri olarak kategorize edilmektedir. Kesin siniflandirma
yontemlerinde, her piksel yalnizca tek bir tematik sinifa atanir, yani pikseller kesin
sinif etiketleri alir. Bu yontemler, genellikle belirli bir sinifa ait olma olasilig1 en
yiiksek olan smifi segerek pikselleri smiflandirir. Buna karsilik, yumusak
siiflandirma yontemlerinde, her piksel birden fazla sinifa atanabilir ve her sinifa ait
olma olasilig1 belirtilir. Yumusak simiflandirma, piksellerin birden ¢ok smnifa ait
olabilecegi karmasik ve belirsiz alanlarda daha esnek ve ayrintili sonuglar sunar (Lu
and Weng, 2007; Foody, 2009).

Gortinti siniflandirma  yontemleri, kullanilan algoritma sayisina gore ele
alindiginda tekil ve hibrit siniflandirma yontemleri olarak kategorize edilebilir. Tekil
siiflandirma yontemleri, her pikseli simiflandirmak i¢in yalnizca bir algoritma
kullanirken,  hibrit  simiflandirma  yontemleri  birden fazla algoritmanin
kombinasyonunu kullanir. Hibrit siniflandirma yontemleri farkli algoritmalarin giiglii
yanlarin1 birlestirerek daha yiiksek dogruluk ve giivenilirlik elde etmektedir. Bu
yontemler, veri ¢esitliligine ve karmasikligina daha iyi uyum saglar, parametrik ve
parametrik olmayan algoritmalarin avantajlarini bir araya getirir ve siniflandirma
hatalarin1 azaltarak daha kapsamli ve dogru sonuclar sunar (Hansen and Salamon,
1990; Du et al., 2012; Piao et al., 2015).

2.2. Hibrit Simiflandirma

Goriintii siniflandirma yontemleri, bir¢cok disiplin alaninda kullanilmaktadir.
Gilintimiize kadar birgok goriintii siniflandirma yontemi onerilmis, gelistirilmis ve bu
degisim siireci devam etmektedir. Herhangi bir yontemin digerleri arasinda en 1iyi
yontem oldugu soOylenemez, ciinkii dogruluk bir dizi faktére baghdir. Uydu
goriintiistinlin  ¢oziiniirliigli, elde edilecek smif sayisi, kullanilan bant sayisi ve
calisma alaninin ozellikleri siniflandirma dogrulugunu etkilemektedir (Sharma et al.,
2016; Thakur and Maheshwari, 2017). Bu faktorlerin bir arada degerlendirilmesiyle
olusan karmasik yapi nedeniyle en ideal siniflandirma yontemini se¢gmek zordur.
Ciinkii her bir siniflandirma yonteminin kendine 6zgii gii¢lii yanlar1 ve sinirlamalari

vardir. Ornegin, kontrolsiiz siniflandirma ydntemleri, hizli ve 6n bilgi gerektirmeyen
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bir ¢oziim sunarken, bu yontemler belirli bir sinifa ait pikselleri yeterince ayirt
edemeyebilir ve bu da dogrulugun diismesine neden olabilir. Benzer sekilde,
maksimum olabilirlik gibi kontrollii siniflandirma yontemleri, yeterli egitim noktalari
ve normal dagilimh goriintli degerleri ile iyi performans gosterirken karmasik
gorintiilerde giivenilir sonuglar elde edilemeyebilir (Lu and Weng, 2007; Phiri and
Morgenroth, 2017).

Farkli algoritmalar, ayni ¢alisma alani i¢in farkli sonuglar verebilir fakat tek bir
algoritma tim smiflar i¢in en iyl performanst gosteremeyebilir (Sekil 2.1).
Simiflandiricilar, birbiriyle iliskisiz smiflandirma hatalarina sahiptirler. Bu nedenle,
farkli smiflandiricilarin birlestirilmesiyle daha yiiksek siniflandirma dogruluklari
elde edilebilir. Bagka bir deyisle, her bir siniflandirma yonteminin kendine 6zgii
giiclii yanlar1 ve kisitlar1 vardir, farkli siniflandiricilarin giiclii yanlar1 kullanilarak
siiflandirma dogrulugu arttirilabilir. Bu yontem hibrit siniflandirma yontemi olarak
adlandirilir. Bir hibrit siniflandirma modeli, tek bir simiflandirici kullanilarak elde
edilebilecekten daha iyi bir siniflandirma performans: elde etmek i¢in bir dizi
algoritmadan olusan bir bilesik modeldir (Hansen and Salamon, 1990; Opitz and
Shavlik, 1996; Liu and Mason, 2009). Hibrit siniflandirma, siniflandirma alaninda
nispeten yeni bir kullanim alanina sahiptir ve ilk olarak 1990'larda farkl
siiflandiricilart birlestirerek daha yiiksek dogruluk elde etme amaciyla kullanilmaya
baslanmustir. ki dogrusal regresyon modelinden olusan bir hibrit model fikri ilk
olarak Tukey (1977) tarafindan Onerilmistir. Birden fazla siniflandiricinin birlikte
kullanimimnin yani1 sira tek bir smiflandiricr ile simiflandirma algoritmasinin
performansini arttirmak amaciyla ek bir optimizasyon adiminin dahil edilmesi son
zamanlarda uygulanan hibrit yontemlerdendir. Bu yontemler, farkli algoritmalarin
giiclii yanlarim1 bir araya getirerek, siniflandirma dogrulugunu arttirmakta ve daha
giivenilir sonuglar elde edilmesine olanak tanimaktadir (Hashem, 1994; Krogh and
Vedelsby, 1995; Aziz et al., 2017).
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Algoritma 1 Algoritma 2

Algoritma 3

Girdi uzay: Dogru smiflandirma
Sekil 2.1 Hibrit siniflandirma (Ranawana and Palade, 2006)

Hibrit yontem, makine O6grenmesi alaninda 6nemli bir kavramdir ve karar
vermek i¢in birden fazla modeli birlestirme yaklasimini ifade eder. Bu ¢ergevede her
model, bir temel Ogrenici olarak kabul edilebilir. Hibrit yontemin performansinin
genellikle tekil bir yontemden daha iyi oldugu yaygin olarak kabul edilmektedir.
Bunun nedeni, farkli modellerin ayn1 veri seti {lizerinde her zaman ayni yanlis
tahminleri yapmamasidir; bagka bir deyisle, modeller birbirlerinin hatalarmni telafi
eder. Bu durum, bir dizi yontemin hibrit olarak c¢alismasinin, tek bir yontem
tarafindan tretilen hatalar1 diizeltebilecegi ve boylece daha iyi genel performansa
katkida bulunabilecegi seklindeki temel Onermeyi tanimlar. Hibrit yontemler,
saglamlik ve dogrulugun iyilestirilmesinin yani sira, sinirli drneklem boyutu, yiiksek
boyutlu gorevler, sinif dengesizligi ve veri giiriiltiisii gibi zorluklarla basa ¢ikmadaki
etkinligi nedeniyle de arastirma konusu olmaktadir (Aziz et al., 2017; Fallah et al.,
2018).

2.2.1. Hibrit Simflandirma Teknikleri

Simiflandirma performansini yiikseltmek amaciyla yapilan arastirmalar, mevcut
yontemlerin  6zelliklerini  birlestirerek  smiflandirma  dogrulugunu arttirmaya
odaklanmistir. Farkli yaklasimlar kullanilarak hibrit siniflandirma yontemleri (¢coklu
siniflandirma sistemleri) olusturulabilir. Hibrit yontemin ilk kullanildigi zamanlarda
gorintii siniflandirmasi yontemlerinin hibrit kullanimi, Coklu Siniflandirma Sistemi
(Multiple Classifier System — MCS) olarak adlandirilmaktaydi. Coklu Siniflandirma
Sisteminin ana amaci, birden c¢ok siniflandirict arasindaki tamamlayiciligt ve
dogrulugu arttirmaktir. Daha sonra yapilan c¢alismalarla, sadece farklh
simiflandiricilarin - degil, farkli algoritmalarin  birlikte kullanimi ile Hibrit

Siiflandirma Sistemi olusturulmasi amaclanmistir. Hibrit Siniflandirma Sistemi,
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dogruluk ve verimliligi arttirma yetenegi nedeniyle son yirmi yilda hizla gelistirilmis
ve Orlintli tanima, goriintli isleme ve hedef tanimlama gibi ¢esitli alanlarda yaygin
olarak kullanilmaktadir. (Chi et al., 2009; Liu and Mason, 2009; Du et al., 2012; Tan
etal., 2016).

Hibrit Smiflandirma Sistemi iic ana baslikta incelenmektedir; alistirma
orneklemleri asamasinda olusturulan kombinasyon, ardisik kombinasyon, paralel
kombinasyon. (Rozenstein and Karnieli 2011). Bir algoritma tarafindan olusturulan
siniflandirma sonucunun, bir sonraki algoritmada girdi olarak kullanilmasi ardigik
kombinasyon olarak adlandirilmistir. Sekil 2.2°de gosterilen bu yontemle olusturulan
hibrit modellerde, her algoritmanin elde ettigi sonug, zincirdeki son algoritmaya
ulasana kadar sirayla bir sonraki algoritmaya aktarilir. Bu zincirde amag tiim
sistemin dogrulugunu iyilestirmek ve hata kontrollerini dahil etmektir. Sekil 2.3’te
gosterilen paralel kombinasyonda ise, c¢oklu siniflandiricilar karsilikli etkilesim
olmadan bagimsiz olarak tasarlanir ve c¢iktilar1 karar kuralina gore birlestirilir. En
yaygin kullanilan karar kurali her bir algoritmanin belirli bir smif i¢in tahmin
olusturmasidir (Xu et al., 1992; Rahman and Fairhurst, 1999; Rozenstein and
Karnieli 2011; Du et al., 2012).

Veri On isleme | —» | Algoritma1 | —» | Algoritma2 | —» | Algoritma3 | —»| Algoritma N

Algoritma 1

v

Algoritma 2

a Karar Kurali |—» | Sonug

Veri On isleme

Algoritma 3

T

Algoritma N |

Sekil 2.3 Siniflandirma yontemlerinin paralel kombinasyonu (Du et al., 2012)
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Yaygin olarak uygulanan hibrit siniflandirma sisteminde karar kurallar;

a) Maksimum Kural (Maximum Rule — MR), birden ¢ok simniflandirici
tarafindan saglanan olasiliklar1 birlestirmek icin basit bir yontemdir. Her
smif iyeligi, k sinifindan biri i¢in bir oy olarak yorumlanir ve her bir
simiflandirict i¢in en yiiksek sinif {iyeligini alan sinif, o simiflandiricinin sinif
etiketi olarak atanir. Daha sonra N siiflandiricilardan gelen sinif etiketleri
tekrar karsilastirilir ve bir pikselin, fi siniflandirici tarafindan verilen bir Ci
siifina ait olan bir pikselin sinif {iyeligi Pmr olasiligi hesaplanir (Esitlik
2.1). En yiiksek smif iiyeligini alan sinif son siniflandirma olarak belirlenir.
Maksimum kuralin en biiyiik sorunu, giivenilirliklerine bakilmaksizin tiim

siiflandiricilarin ayni yetkiye sahip olmasidir (Foody, 2009; Salah, 2017).

Pyr = max[max pp (Cilfi)] (2.1)

b) Agirlikli Toplam (Weighted Sum — WS) yonteminde, ilk olarak her
siniflandiricinin sonucundaki sinif iiyeligi, smiflandiricilarin her sinif icin
(0< aci <1) giivenilirligine (dogruluguna) gore agirliklandirilir. Bundan
sonra her snif i¢in tiim smiflandiricilarin sonucundaki simif tyelikleri
toplanir ve maksimum toplami alan smif, Esitlik 2.2'deki gibi son simf
etiketi olarak belirlenir. Bu denklemde, Pws agirlikli toplama dayali
olasiliktir, aci her smniflandiricinin agirligidir, ppi 1’nci i¢in elde edilen sinif
iyelik degeridir, N ise smiflandiricilarin sayisidir (Le et al., 2007; Salah,
2017).

Pws = Xilq acipp; (2.2)

c) Bulanik Cogunluk Oylamasi (Fuzzy Majority Voting — FMV) agirliklarin
degerlerinin dogrudan saglanabilmesi i¢in agirliklara bazi anlamlar veren
yontemdir. Agirliklar i¢cin bulanik dilsel niceleyicilere dayali anlambilim
kullanilir ve Esitlik 2.3 ile hesaplanabilir. Bu denklemde ppi i’nci pikselin
Markov olasilig1, k siniflarin sayisidir (Zadeh, 1983).

Pemy = arg maxy [2i, Wpippi] (2.3)

2.2.2. Hibrit Simflandirma Performansimi Etkileyen Faktorler
Hibrit modeller, farkli modellerin veya algoritmalarin giiglii yo6nlerinden
yararlanma avantaji sunarak gelismis dogruluk ve genelleme saglar. Farkli veri

tirlerini etkili bir sekilde ele alabilir ve saglam tahminler veya smiflandirmalar
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saglayabilirler.

Hibrit modellerin kisitlar1 karmagsiklik, artan hesaplama gereksinimleri ve asir
uyum riskidir (Aziz et al., 2017; Fallah et al., 2018);

o Karmasiklik: Hibrit modellerin gelistirilmesi ve uygulanmasi tek modellere
kiyasla daha karmasgik olabilir. Birden fazla algoritma veya modelin entegre
edilmesi dikkatli bir tasarim ve koordinasyon gerektirir, bu durum genel
sistemin karmagikligini arttirabilir.

e Artan hesaplama gereksinimleri: Hibrit modeller genellikle tekil modellere
kiyasla daha fazla hesaplama kaynagi gerektirir. Birden fazla model
birlestirildiginden, egitim ve ¢ikarimin hesaplama yiikii daha yiiksek olabilir
ve modelin dlgeklenebilirligini sinirlayabilir.

e Asirt uyum riski: Hibrit modeller, 6zellikle farkli modellerin entegrasyonu
dikkatli yapilmazsa, asir1 uyum saglamaya daha yatkindir. Asirt uyum, bir
modelin egitim verilerine ¢ok yakindan uymasi durumunda ortaya ¢ikar ve
bu da tiim veriye uygulandiginda diisiik performansa neden olur. Bu riski
azaltmak icin uygun diizenleme teknikleri ve dogrulama prosediirleri
gereklidir.

2.2.3. Hibrit Simflandirmanin Avantajlar:

Her temel siniflandirma algoritmasi, yeni bir drnegin sinif degerini tahmin
etmek icin bir egitim setinden bir model olusturmak {izere kendi Ogrenme
prosediiriine sahiptir ve her yeni Ornegi siniflandirmak i¢in kullanilacak olan
verilerden bir model olusturur. Hibrit siniflandirma ise yeni bir 6rnegin smif degerini
belirlemek i¢in bir dizi model olusturur. Yapilan calismalar hibrit siiflandirma
algoritmasinin yalnizca daha yiliksek tahmin dogrulugu elde etmedigini, ayni
zamanda 6grenme sonuglarinin kolay yorumlanmasii da sagladigini géstermektedir
(Hansen and Salamon, 1990; Hashem, 1994; Krogh and Vedelsby, 1995).

Her bir uygulamaya 6zel siiflandirict yontemi veya optimum parametre setini
segmek icin evrensel bir oneri yoktur. Hibrit modeller, giiclii yonlerini birlestirerek
tekil modellerin sinirlamalarini ele almak i¢in tasarlanmistir. Hibrit modelin her bir
bileseni kendine 6zgii yetenekleriyle katkida bulunarak daha giiglii ve ¢cok yonlii bir
model ortaya ¢ikarir (Aziz et al., 2017; Fallah et al., 2018);

e Daha iyi performans: Hibrit modeller, tekil modellere kiyasla daha yiiksek

dogruluk ve daha iyi performans elde edebilir. Hibrit modeller, farkli
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algoritmalarin  giiglii ~ yonlerinden yararlanarak tek bir modelin
sinirlamalarinin  iistesinden gelebilir ve daha dogru tahminler veya
siniflandirmalar saglayabilir.

o Gelistirilmis saglamlik: Hibrit modeller genellikle verilerdeki giiriiltii ve
aykirt degerlere karsi daha dayamikhidir. Farkli algoritmalar farkli veri
tiirlerine kars1 farkli hassasiyetlere sahip oldugundan, hibrit bir model daha
genis bir veri varyasyon ile basa cikabilir ve daha gilivenilir sonuglar
iiretebilir.

e Artan genellestirilebilirlik: Hibrit modeller, verilere iyi genelleme
yapabilme yetenegine sahiptir. Her biri kendi genelleme yeteneklerine sahip
birden fazla modeli birlestirerek, verilerdeki daha genis bir desen ve iliski
yelpazesini yakalayabilen hibrit yontemler daha iyi genelleme performansi
saglar.

2.3. Cok Degiskenli Uyarlanabilir Regresyon Egrileri (Multivariate
Adaptive Regression Splines — MARS)

Regresyon analizi, bir veya daha fazla bagimsiz degisken kullanarak bir
bagimli degisken hakkinda tahminlerde bulunmak ig¢in kullanilan bir analiz
yontemidir. Baska bir ifadeyle, regresyon, bagimli ve bagimsiz degiskenler
arasindaki iligkileri belirleyebilmek i¢in yapilan istatistiksel analizdir ve hem
tanimlayict hem de ¢ikarimsal istatistik saglamaktadir. Regresyon analizinin amaci
bagiml degisken ile bagimsiz degisken arasinda anlamli bir iliski olup olmadiginm
aragtirmak bir iliski varsa bunun giiciinii belirlemek ve ileriye yonelik tahminleri
belirlemeye ¢alismaktir. Degiskenler arasinda tespit edilen iligki, matematiksel bir
fonksiyon seklinde yazilir ve bu fonksiyona regresyon denklemi denmektedir
(Orhunbilge, 1996; Sevimli, 2009).

Regresyon analizinde bir degiskenin bagka bir veya daha fazla degiskene olan
bagimliligi fonksiyonel veya deterministik iligkilerle degil istatistiksel iliskilerle
incelenmektedir. Degiskenlerin bulundugu tiim sistemlerde, bazi degiskenlerin
digerleri iizerindeki etkilerinin incelenmesi regresyon analizi ile yapilabilmektedir.
Regresyon analizi veri tanimlama, parametre kestirimi, 6n kestirim ve denetleme
amaglartyla kullanilabilir. Regresyon miihendislik, fizik, iktisat ve biyoloji gibi farkh
bilim dallarinin konusu olmustur (Kutner et al., 2005; Weisberg, 2005; Oztiirkcan,
2009; Erar, 2013).

Bazi uygulamalarda bagimli degiskeni etkileyen bir bagimsiz degisken varken
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bazi uygulamalarda birden fazla degisken olabilir, bu durum regresyon modeli
kurulmasinda farkli yaklagimlarin kullanilmasina neden olmaktadir. Bir degiskeni
etkileyen iki ve daha fazla bagimsiz degisken arasindaki neden-sonug iligkilerini
dogrusal bir modelle agiklamak ve bu bagimsiz degiskenlerin etki diizeylerini
belirlemek ig¢in yararlanilan yonteme ¢ok degiskenli regresyon analizi denir. Cok
degiskenli regresyonda, bagimli degiskeni etkileyen birden ¢ok bagimsiz degisken
bulunmaktadir ve Esitlik 2.4’te gosterildigi gibi ifade edilir (Alpar, 1997).
y=Po+Pixs + -+ Pix; + € (2.4)
Bi regresyon katsayisin1 ifade etmektedir ve coklu dogrusal regresyon
modellerinde, yaygin olarak regresyon katsayisi degerleri en kiiciik kareler
yontemiyle bulunur. Coklu regresyon modellerinde veriler matris seklinde gosterilir,
bu nedenle regresyon katsayilar1 tahmininde kullanilan en kiigiik kareler yontemi
asagidaki gibi matris formunda yazilabilir (Esitlik 2.5) (Alpar, 1997).

I 2 I

Bo 1 X, o X5 | |1 X5 o Xy 1 X, « X5 || W
Yoy _ 1 Xy, o Xy | |1 Xy oo Xy 1 Xy, o Xy | | Y, (2.5)
ot 1 X, o Xyl |1 Xyq o Xy 1 X, - Xl |V,

Cok degiskenli regresyon modeli varsayimlari;

e Model dogrusal kurulmustur.

e Bagimsiz degisken degerleri yinelenen 6rneklemelerde degismez.

e Hatalarin toplami sifirdir.

e Hatalar arasinda iligki yoktur.

e Parametreler normal dagilimdadir.

Cok degiskenli regresyon analizinde bagimli degiskeni etkileyen bagimsiz
degiskenler modele eklenmektedir, bu ekleme islemi ii¢ sekilde gerceklestirilebilir
(Anonim 2019);

e Hiyerarsik ekleme (Blockwiseentry): Literatiir aragtirmalarina dayanarak en

onemli tahmin degiskeni 6nce girilir.

e Zorla ekleme (Enter): Tiim tahmin degiskenleri eszamanli olarak modele

girilir.

e Admm adim ekleme: Tamamen matematiksel olciitlere gore girilir. Bagimh

degiskendeki degisimi en fazla agiklayan tahmin degiskenini bulunur, sonra

geri kalan degisimi en fazla agiklayan tahmin degiskenini bulunur.
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Dogadaki olgular, olaylar dogrusal olmayan bir egilim gosterdiginden dogrusal
modelle temsil edilemezler. Bu modellerde genellikler parametrik olmayan
yontemler kullanilir, fakat olusturulacak modelde kullanilacak bagimsiz degisken
sayis1 fazla sayida ise ¢ofu parametrik olmayan regresyon yontemleri yeterli
olmamaktadir. Ciinkii biiyiik veri setlerinden bilgi ¢ikarimi yapmak yani modellemek
zordur. Son yillarda, gercek olgularin daha etkili yansitilabilmesi amaciyla bircok
bagimsiz degiskenin kullanilmasi yaygin hale gelmistir. Bu baglamda, 1991 yilinda
Jerome Friedman tarafindan gelistirilen MARS, ¢ok sayida bagimsiz degiskenin bir
arada degerlendirilmesini miimkiin kilan algoritmalarin kullanimini saglamistir.
MARS, regresyon analizlerindeki karmasiklig1 azaltarak, veri setlerindeki iliskileri
daha hassas modellemeye imkan tanimistir.

MARS yontemi, klasik dogrusal ve dogrusal olmayan yontemlerden farkli bir
yaklasim sergiler. Clinkiit MARS bagimli ve bagimsiz degiskenler i¢in herhangi bir
0zel varsayima ihtiyag duymaz. Bu yontem, belirlenen araliklarda farkli katsayilar
tiretir ve modelin yapisini daha iyi yansitmak adina etkilesim terimlerini dahil eder.
MARS algoritmasi, bagiml bir degisken ile aciklayici degisken seti arasindaki olasi
iliskiyi belirlemek amaciyla "diizlestirme egrileri (uzanimlari — smoothing splines)”
kullanma prensibine dayanir. Hem yiiksek boyutlu smiflandirma hem de tahmin
problemleri icin kullanilabilecek esnek bir modelleme teknigi olan MARS bagimsiz
degiskenlerin olusturdugu uzay1 birbirleriyle ortlisen birgok bolgeye ayirir ve bu
bolgelerde fonksiyonlar olusturur (Friedman, 1993; Leathwick et al., 2006; Toprak,
2011; Weber et al., 2012). Bu bolgeler, diiglim noktalar: ile birbirinden ayrilir ve iki
diigiim arasindaki fonksiyon, temel fonksiyon (basis function) olarak adlandirilir.
Temel fonksiyonlar, bagimli degisken ile parcali dogrusal (piecewise linear) bir iligki
icindedir. Farkli katsayilar ve etkilesim terimleri kullanilarak belirlenen araliklarda
model olusturulmasi, veri setinin gercek yapisin1 daha hassas bir sekilde yansitarak
daha dogru sonuglar elde edilmesine olanak tanir. Bu nedenle, MARS yontemi,
analizlerdeki esneklik ve genis kapsamli modele uyum yetenegi agisindan degerli bir
ara¢ olarak kabul edilir. MARS algoritmast bagimsiz degigskenler arasindaki
etkilesimi de dikkate alarak bagimsiz degigkenlerin modele girip girmeyecegini
belirlemektedir ve robust modeller iiretir (Friedman, 1993; Stevens, 1991; Ozfalc,
2008; Temel vd, 2010; Sevgenler, 2019).

MARS, yiiksek boyutlu parametrik olmayan regresyon modelleri olusturabilen

esnek bir yaklagim sunar. Bu parametrik olmayan regresyon yontemi, bagimli ve
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bagimsiz degiskenler arasindaki temel fonksiyonel iliski konusunda Ozel bir
varsayim yapmaz. Yani, model olusturulurken belirli bir matematiksel formiil veya
iliski yapisal kisitlamalara tabi degildir.

2.3.1. Diigiim Noktasi

MARS yontemi, degiskenler arasindaki iligkileri dikkate alarak degisimlerin
oldugu belirli noktalar1 belirler ve bu noktalar arasinda uygun doniisiimlerle diiz bir
dogru elde etmeye calisir. Modeldeki degisimin meydana geldigi, yani regresyon
dogrusundaki egimin degistigi noktalara "diiglim noktas1" denir. Her bir bagimsiz
degisken icin diiglim noktalarinin belirlenmesi, hizli ancak ¢ok yogun bir arama
prosediirii kullanilarak gergeklestirilir.

Sekil 2.4'te, bagimsiz degisken x ve bagimli degisken y arasindaki iliskinin
dagilimini gostermektedir. Bu 6rnekte dort adet diigiim noktas1 bulunmaktadir ve her
diiglim noktasinda fonksiyonun egiminin degistigi gozlemlenmektedir. MARS, bu
diigiim noktalarini tespit ederek, veri setindeki karmasik iliskileri yakalamaya ve
modelin esnek bir sekilde uyarlanmasina olanak tanir. Bu sayede, regresyon
dogrusundaki egimin belirli araliklarda degisim gostermesi, gercek veri setinin 6zgiin
yapisin1 daha iyi yansitabilir ve daha dogru tahminler elde edilebilir. (Friedman,

1991; Ozfalci, 2008; Unal, 2009).

Sekil 2.4 MARS modelindeki diigiim noktalar1 (Anonim 2019)

Diiglim noktasi belirleme islemi i¢in ilk olarak sabit fonksiyon secilir (Esitlik

2.6);
fi=¢ (2.6)
¢; sabiti bagiml degiskenin ortalamasi olarak almir (Esitlik 2.7).
1
¢ = ;Z y (2.7)
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[k diigiim noktas1 bulunduktan sonra Lack of Fit (LOF) kriteri gecerli olur
(Esitlik 2.8);

LOF[fj(x)] = min Y,(y; — ¢)? (2.8)

LOF kriteri toplami minimum yapan c¢ noktasinin bulunmasi islemidir. Bu
iterasyon istenilen diigiim noktasi sayisina ulasilana kadar devam etmektedir
(Friedman, 1993).

2.3.2. Temel Fonksiyonlar

Bir¢ok ger¢ek diinya problemi, parcali dogrusal olan siirekli fonksiyonlari
igerir. Sekil 2.5'te gosterildigi gibi {i¢ dogru pargasina sahip pargali dogrusal bir
egriyi modellemek i¢in genellikle ikili degiskenler kullanilir.

MARS algoritmas1 veriler arasindaki iligkiyi pargali fonksiyonlarla belirler,
boylece tim degerlere en yakin gececek sekilde yani iliskiyi en giiclii sekilde
modelleyen temel fonksiyonlar olusturur. Bagimsiz degisken degerlerini bolgelere
ayirarak (Sekil 2.5) her bolgeyi bir temel fonksiyon ile ifade etmektedir (Akyol,
2011; Ozkurt, 2013).
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Sekil 2.5 MARS modelinde diigiim noktalar1 arasindaki temel fonksiyonlar (Unal, 2009).

MARS modeli [x — t], ve [t — x], formundaki temel fonksiyonlar kullanilir
(Esitlik 2.9). Bu temel fonksiyonlar bagimsiz degiskenlerin bagimli degerleri en iyi
diigiim noktalarinda bdlen pargali regresyon egrileridir ve yansimasi olan giftler
olarak adlandirilir. Alt indis olarak gésterilen “+” pozitif tarafi temsil etmektedir.

x—t x>t t—x, x<t
[x—t]+={ 0, x<t [t—x]+={ 0, x>t (2.9)

Ornek olarak diigiim noktas1 0.5 olan (x-0.5), ve (0.5-x), temel fonksiyonlar

Sekil 2.6’da gosterilmistir.
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Sekil 2.6 Temel fonksiyonlar (yansima cifti) (Ozmen, 2010)

Sekil 2.6'da gosterilen pargali fonksiyonlar, MARS algoritmasinda "yansima
cifti (reflected pair)" olarak adlandirilir. Her bir digim noktasinda, MARS
algoritmasi tarafindan bir yansima ¢ifti olusturulur. Bu yansima ¢iftleri, digim
noktalar1 arasinda pargali fonksiyonlar1 temsil eder. Her yansima cifti, belirli bir
araliktaki degiskenler arasindaki iliskiyi yakalayarak, modelin karmasikligin
diisiirmeye ve veri setinin dogasin1 daha iyi anlamaya yonelik bir adaptasyon saglar
(Stevens, 1991; Goepp et al., 2018)

Temel fonksiyonlarin gosterimi Esitlik 2.10°da gosterilmektedir.

B ={[X;—t], [t —X;]_ t € {xi %z, %3, . xnj},J = 1,23, ..} (2.10)

Esitlik 2.10°da N veri sayisi, p girdi boyutunu temsil etmektedir. Tiim veri seti
kullanilarak toplam temel fonksiyon sayis1 ise 2Np formiilii ile bulunmaktadir. Temel
fonksiyonlar1 bulunmasinda belirli bir temel fonksiyonu bulmak i¢in Esitlik 2.11
kullanilmaktadir.

Bun(X) =TTy H[Siom (%o(m) = tiom) 1+ (2.11)
burada K yansima ¢ifti sayis1
Xy(k,m) kesisen lineer fonksiyona karsilik gelen bagimsiz degisken
tim diglim noktast
Skm = £1 olarak alinir ve temel fonksiyonu pozitif yapmak i¢in kullanilir.

MARS modelinin genel fonksiyon gosterimi 1ise Esitlik 2.12°de
gosterilmektedir.

f() = Bo + Xin=1Bm Bn(x) + ¢ (2.12)
Bu esitlikte;
B, (x) m’inci temel fonksiyonu

M temel fonksiyon sayisini temsil etmektedir.
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MARS modelinde ilk temel fonksiyon 1 olarak hesaplanir (Esitlik 2.13) (Friedman,
1993).

By(X) =1 (2.13)
Temel fonksiyonlari olas1 yapisi Esitlik 2.14°te gosterilmektedir.
o 1
o X
o [xp—t]4
* XX
* [xp—ti]ix
o [xp — ][ — 4+ (2.14)

MARS c¢ok sayida degiskeni bir arada bagimsiz ve etkilesimli olarak modele
dahil edebilen, giiclii algoritmalarla parametre tahmin edilmesine imkan saglayan
parametrik olmayan yontemlerdendir. MARS yontemi regresyon modelini
olustururken ileri ve geri adim algoritmasi diye adlandirilan iki agamali bir algoritma
kullanmaktadir (Friedman et al., 2001; SPM Guide Help, 2018).

2.3.3. lleri Adim

MARS algoritmasi, tiim degiskenler arasindaki potansiyel biitiin etkilesimleri
iceren her diigiim konumunu belirler. Bu nedenle, ilk asama olan ileri adimda,
degiskenleri ve potansiyel diiglimleri test ederek asiri doymus (overfit) bir modele
ulagilabilir. Bu asir1 doymus model, veri setindeki her bir degisken ve digiim
kombinasyonunu igerir, ancak bu durum modelin genelleme yetenegini zayiflatabilir.
Ileri adim siirecinde, bagimsiz degiskenlerin en uygun diigiim noktalarmin tespit
edilip araliklara boliinmesiyle olusturulan pargali dogrusal regresyon egrilerine
"temel fonksiyon" denir. Bu temel fonksiyonlar, degiskenler arasindaki etkilesimleri
yakalamak ve her bir diigiim noktasinda regresyon egrisini modellenmesini saglamak
amactyla kullanilir. ileri adim siirecini gdstermek igin ikili agac diyagram cizilebilir
(Sekil 2.7) (Breiman et al., 1984; Hastie et al., 2001; Unal, 2009).

Temel fonksiyonlarin siirekli ¢ift olarak eklenmesi karmasik bir model
olusturur ve iterasyon halinde devam eden bu islem kullanicinin belirledigi temel
fonksiyon sayisina ulasilincaya kadar devam etmektedir. En {ist seviyeye ulasincaya
kadar devam eden iterasyon ardindan ikinci adim olan geri adima gegcilir (Hastie et
al., 2001).
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2 3

Sekil 2.7 ikili agac diyagramu (Hastie et al., 2001)

2.3.4. Geri Adim

Ikinci asama olan geri adimda gereksinim olmayan faktdrler ve bilesenler
elenmektedir. Hata kareler toplami minimum olmasi amaciyla; énemli bagimsiz
degiskenler ve bu degiskenlerin etkilesimleri belirlenir. Optimum modeli elde
edebilmek icin bazi temel fonksiyonlar modelden ¢ikarilmaktadir. fleri adimda temel
fonksiyonlar modele cift olarak eklenirken geri adimda ¢iftin bir tarafi yok sayilir,
yani son modelde temel fonksiyonlar ¢ift degildir. Bu eleme yontemi, Craven ve
Wabha (1978) tarafindan gelistirilen “genellestirilmis ¢apraz gecerlilik” (generalized
cross validation — GCV) kriterini temel almaktadir. GCV kag tane temel fonksiyon
olacagini, ayn1 zamanda modeldeki uyusumsuzlugu (Lack Of Fit — LOF) gosterir
(Esitlik 2.15). Regresyon analizinde, gozlemlenen veriler ile ortalama fonksiyon
arasindaki fark rastgele olmayan bir bilesene sahiptir ve bu bilesen LOF olarak

adlandirilir (Friedman, 1993; Akyol, 2011; Ozkurt, 2013)

1 3L O fa@)?
N (1-M(a)/(N)?

LOF(f) = GCV(a) =

(2.15)

M(a) =u+dk
k = se¢ilen diigiim sayist
d= optimal temel fonksiyonlar1 elde etmek i¢in kullanilan bir ceza parametresi 2<d<5
en ideali 3.
U= temel fonksiyonlarin sayis1
N= veri setindeki bagimsiz degisken sayis1

GCV(a) pay hata kareler toplamini, payda ise modelin karmasikligini
hesaplamaktadir. Geriye dogru adim algoritmasinda bagimsiz degiskenler ve
degiskenlerin etkilesimleri belirlenerek GCV(a) sonucunu kendi minimununa
ulasana kadar iterasyon devam eder ve GCV degerini minimum yapan model segilir

(Friedman, 1993).
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Ayrica Friedman (1991) GCV haricinde R? kriterini de karsilastirma &lgiitii
olarak oOnermektedir ve bir model, R? degeri 6nemli olgiide yiiksekse tercih
edilmektedir. Optimum diigiim konumlar1 ve temel fonksiyon sayist belirlendiginde,
secilen temel fonksiyonlar {izerinden uygun modelin tahminlerini yapabilmek i¢in en
kiiciik kareler yontemi kullanilir. Tek bir bagimsiz xi degiskeni ile yi bagimli
degiskeni arasindaki iliski modellendiginde Esitlik 2.16 olusturulur (Sephton 2001);

Y; = o+ Xko1 B B(Xy) + € (2.16)
Burada
B (X;)=X;’nin k’inc1 temel fonksiyonudur.
Bo = modeldeki sabit terim
B = temel fonksiyon katsayisi
K = temel fonksiyon sayis1

lleri ve geri adimlari tamamlandiktan sonra MARS genel formiilii Esitlik
2.17°de gosterilmektedir.

f) = Bo+ V=1 fi(x) + Tiy=2 fij (%0, %7) + Biu=s fijie (X0, %5, 20) + -+ (2.17)

Burada birinci toplam tek degiskenli biitiin temel fonksiyonlar1 igerir. Ikinci
toplam ise iki degiskeni ve varsa bu degiskenler arasindaki etkilesimleri igeren biitiin
temel fonksiyonlar1 igerir. Bu mantik benzer sekilde devam eder. Fonksiyonlarin

yapisini ise Esitlik 2.18’de gosterilmektedir (Friedman, 1991);
FGD = D BBl

Km=1
fij (21, 2) = Z BinBm (x1, %;)
Km=2
fijk(xi’xj’xk) = z :BmBm(xi'xjrxk)
Km=3

(2.18)

MARS algoritmasinda diigiim nokta sayisi ve bu noktalarin konumlar1 6nceden
belirlenmez. Ileri ve geri adimsal siire¢ kullanilarak diigiim noktalarini belirlemek
icin en iyi noktalar arastirilmaktadir. ileri adimda asir1 doymus model, geri adimda

GCV kullanarak sadelestirilir ve diiglim noktalar1 belirlenir (Friedman, 1991; Kog,
2012; Sevgenler, 2019).
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MARS algoritmasinin adimlar1 6zetlenecek olursa;
e ileriye adim
1. En basit modelle yani sadece bir sabit katsayi ile baglanir.
2. Her agiklayici/bagimsiz degisken i¢in temel fonksiyon aragtirilir.
3. Tahmin hatasini minimum yapan temel fonksiyon yansima giftleri
belirlenir ve modele dahil edilir.
4. Modelin 6nceden kullanict tarafindan belirlenen karmasikliga ulasana
kadar adim 2’ye gidilir.
e Geri adim
5. Sabit fonksiyon hari¢ temel fonksiyonlar arastirilir ve GCV kistast
kullanilarak modele en az katkida bulunan temel fonksiyonlar silinir.
6. GCV sonucu kendi minimumuna ulasana kadar 5. adim tekrarlanir.
MARS algoritmasinin iglem adimlart Sekil 2.8’de gorsellestirilmistir. Bagimli
ve bagimsiz degiskenler kullanilarak diigiim noktalar1 ve temel fonksiyonlar
belirlenir, sonrasinda hata kareler toplam1 ve GCV ile geri adim gergeklestirilir.
Olusturulan model test edildikten sonra ret edilirse bagimli degiskenler tam ve dogru
sekilde agiklanamamistir demektir. Kabul géren model ise tahmin veya siniflandirma

icin yeterli dogruluga sahiptir.

Model Yapisi LAt Geri Adim

. - s digiim noktalarinin
= bagimsiz degiskenler e tge mel » hata kareler

= bagiml degiskenler fonksiyonlarin toplami ve GCV

. . hesaplanmasi
belilenmesi P

Model
dogrulugunun test MARS Modeli
edilmesi

Ret Kabul

Temel Modeli

fonksiyonlann

e . tamamlanmasi
degistirilmesi

Sekil 2.8 MARS modeli islem adimlari

2.3.5. MARS Algoritmasimin Avantaj ve Kisitlar
MARS algoritmasiin temel kisiti parametreleri belirlerken arama uzayini

rastgele Ornekleyerek calistigi i¢in Onceki iterasyonlardan elde edilen bilgilerin
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kullanilmamasidir. Bu durum 6zellikle fonksiyonun bilinmedigi parametre se¢im

problemlerinde sorun yaratmaktadir, ayrica parametre tahmini i¢in yapilan

iterasyonlardan dolay1 analiz siiresi uzun olmaktadir. Optimizasyon yontemleri bu

noktada devreye girer ve parametrelerin belirlenmesinde ilk iterasyonda rastgele olsa

dahi sonraki iterasyonlarda ilk iterasyon sonucunu kullanarak en uygun parametre

degerine ulasir.

MARS algoritmasinin avantajlart (Friedman, 1991; Yazici, 2011;);

Bagimli ve bagimsiz degiskenler arasindaki iliskide var olabilecek dogrusal
olmayan durumlarin tespitini saglar.

Bagimli ve bagimsiz degiskenler yani veri dagilimlar: hakkinda herhangi bir
varsayim bulunmamaktadir.

Bagimsiz degiskenler arasinda uygun etkilesimleri otomatik olarak arar ve
cok sayida etkilesimli degisken oldugunda tercih edilir.

Herhangi bir bagimsiz degisken modele yeterince katkida bulunmuyorsa,
model karmasikligim1 azaltmak i¢cin bagimsiz degiskeni modelden
cikarabilir.

Coklu baglanti probleminde diger regresyon yontemlerine gore cok az
etkilenir.

Orijinal verilerin alt kiimelerini temel alir, bu nedenle modelin
yorumlanmasi kolaydir.

Kayip degerlerden ve/veya asir1 u¢ degerlerden diger yontemlere gore daha
az etkilenmektedir.

Bagimsiz degiskenleri pargalara ayirarak, farkli aralik degerleri igin farkl

katsayilar tiireterek yiiksek tahmin performansli modeller gelistirir.

MARS algoritmasinin kisitlar1 (Yazici, 2011; Friedman, 1991);

Modelin yorumlanmasi zorlayicidir.
Biiyiik veri setlerinde daha basarili oldugu icin, genellikle biiyiik veri
setlerine ihtiyag¢ duyar.

Optimum temel fonksiyon sayisi ve ceza parametresi belirleme zorlayicidir.

2.3.6. Mekansal Analizlerde MARS Algoritmasinin Kullanimi

Regresyon ve smiflandirma yerylizii ile ilgili ¢esitli bilgileri elde etmek i¢in

kullanilan Cografi Bilgi Sistemleri (CBS) ve uzaktan algilama teknolojilerinde

onemli bir rol oynamaktadir. Uzaktan algilama verilerinden bilgi ¢ikarimi i¢in birgok

32



cesit regresyon ve siiflandirma yontemi uygulanmaktadir. Boylece mekansal olgular
daha iyi anlasilir ve karar vermek icin modellenir. Ayrica, olaylar bagka bolgelerde
veya zamanlarda tahmin edilebilecek sekilde modellenir. Ger¢ek yasam problemleri
ve c¢ogu etkinin genellikle dogrusal olmayan davranis sergiledigi dogal olaylar
aciklayan temel veri madenciligi araglar1 parametrik olmayan regresyon ve
smiflandirma yontemleridir (Kuter, 2014). Regresyon yontemlerinin mekansal
analizlerde kullanilmasinin sebepleri;

e Olaylar1 daha iyi anlamak ve karar vermek i¢in modellemektir.

e Olaylar1 bagka bolgelerde veya zamanlarda tahmin edebilecek sekilde

modellemektir.

o Hipotezleri belirlemektir.

Siniflandirma yontemleri parametrik ve parametrik olmayan olmak iizere ikiye
ayrilmaktadir. Parametrik siniflandirma yontemlerinde Gauss dagilimi gibi baslangig
kosullar1 uzaktan algilama goriintiilerinde bulunmaz. Eger veriler yiiksek bir
boyutluluga sahipse, parametrik yontemlerin 6grenme asamasi i¢in bircok oSrnek
gereklidir. Yapay sinir aglar1 ve karar agaglari gibi parametrik olmayan siniflandirma
yontemleri ise veri dagilimi hakkinda herhangi bir varsayim yapmadan analiz
yapmaktadir. Bir¢cok ¢aligma parametrik olmayan yontemlerin daha iyi siniflandirma
sonuclar1 sagladigini gostermistir (Friedl and Brodley, 1997; Foody et al., 2007; Lu
and Weng, 2007; Mather and Koch, 2011). Yapilan literatiir incelemelerinde, kiigiik
egitim Ornekleriyle bile, parametrik olmayan smiflandirma algoritmalarinin
parametrik olanlardan daha iyi sonuglar sagladig1 goriilmiistiir. Parametrik olmayan
regresyon yontemi olan MARS algoritmasi tip, biyoloji, ekonomi, ziraat alanlarinda,
ayrica simiilasyon ve tahmin modellenmesinde 6zellikle veri madenciligi alaninda
siklikla  kullanilmaktadir, yapilan yeni ¢aligmalar mekansal analizlerde de
kullanilabilirligini kanitlamistir (Quirods et al., 2009; Kuter, 2014; Kuter vd, 2015;
Park et al., 2017). Bu sav literatiir arastirmas1 boliimiindeki (Boliim 1.4) orneklerle
desteklenmektedir.

2.4. Rastgele Orman Algoritmasi (Random Forest — RF)

2.4.1. Topluluk Ogrenmesi

Bir hibrit model ile bir topluluk modelinin kullanilmasi, probleme ve mevcut
verilerin 6zelliklerine baglidir. Farkli model tiirlerinin entegre edilmesini veya farkl
verilerin islenmesini gerektiriyorsa, hibrit bir model daha uygun olabilir. Ote yandan,
amag varyansi azaltmak ve istikrar1 arttirmaksa, bir topluluk modeli daha iyi bir
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se¢im olabilir. Topluluk modelleri, aynt modelin birden fazla 6rnegini birlestirerek
varyanst azaltma ve kararlilig1 arttir. Biliylik veri kiimelerini verimli isleyebilir ve
asirt uyum riskini azaltabilirler (Breiman, 1996; Lee et al., 2020).

Topluluk 6grenimi, iki veya daha fazla modelden elde edilen tahminleri
birlestirerek tahminlerde dogrulugu ve esnekligi arttiran bir makine Ogrenimi
teknigidir. Topluluk 6grenimi modelin genel performansini arttirir ve bu yaklasim
yalnizca dogrulugu arttirmakla kalmaz, ayn1 zamanda verilerdeki belirsizliklere karsi
dayaniklilik da saglar (Breiman, 2001; Pal and Mather, 2005).

Birgok farkli topluluk 6grenmesi yontemi bulunmaktadir; maksimum oylama,
ortalama, agirlikli ortalama, yigma (stacking), torbalama (bagging), ylkseltme
(boosting). Giiniimiizde bu yontemlerden torbalama yontemi uydu goriintiisii
siniflandirma analizlerinde kullanilan DT ydntemine uygulanarak RF algoritmasi
ortaya ¢ikmistir (Breiman, 1996; Breiman, 2001).

1996 yilinda Breiman tarafindan gelistirilmis olan Torbalama (bootstrap
aggregating - bagging) yontemi, orijinal veri setinden elde edilen Onyiikleme
orneklerine tahmincilerin uygulanmasiyla bir topluluk olusturulur. Onyiikleme
islemi, iadeli rastgele secim yontemiyle alt 6rneklemler olusturmak icin kullanilir.
Bu alt 6rneklemler, orijinal veri setindeki gbzlem sayisiyla ayni olacak sekilde
olusturulur. Bu siiregte, baz1 gozlemler alt 6rneklemlerde hi¢ yer almazken, bazilari
birden fazla kez secilebilir. Tahminlerin birlestirilmesi asamasinda, regresyon
agaglart icin tahminlerin ortalamasi alinirken, smiflandirma agaglarinda sonuglar
oylama yontemiyle belirlenir. Torbalama yontemi ile DT yonteminden uyarlanan RF
yontemi Sekil 2.9’da gosterildigi gibi, alt orneklemlerin olusturulmasi, bu alt
orneklemlerden karar agaglarinin olusturulmasi ve orman olusturan karar agaglarinin
birlestirilmesidir. Torbalama, tutarsiz tahminci degiskenlerin tahmin dogrulugunu
arttirabilir. Diistik yanlilik miktarma sahip ancak yiiksek varyansli degiskenleri
kullanarak, bu degiskenleri daha elverisli hale getirir. Ayrica, deneysel sonuclar
torbalama yonteminin, tekil agaglara gére daha etkin sonuglar verdigini gostermistir

(Breiman, 1996; Lee et al., 2020).
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Sekil 2.9 Torbalama y6ntemi (Lee et al., 2020)

2.4.2. RF Algoritmasi

DT yontemi, siniflar1 birbirinden ayirt etmek i¢in siniflandirma problemini
katmanli bir yapiya doniistiirmektedir. RF algoritmas1 DT algoritmasindan tiiretilmis
ve egitim asamasinda birden c¢ok karar agacinin kullanilmasiyla karar ormani
olusturulur. Matematiksel olarak kolay ifade edilebilen ve programlanabilen yapisi
nedeniyle RF, birden fazla algoritmanin hibrit kullani1ldig1 siniflandirma modellerinin
olusturulmasinda tercih edilen algoritmalarin basinda gelmektedir (Breiman, 2001;
Pal and Mather 2005;).

Makine algoritmast olan RF, Sekil 2.10°da gosterildigi gibi her bir karar agaci
bir baslangic diiglimii icerir. Bu baslangic diigimii, dal adi verilen kisimlar
aracilifiyla alt diiglimlere baglanir. Dallanmalar, yaprak diigiimlere kadar devam
eder. Alt diiglimlere bolme islemi gerceklestirirken, rastgele bir 6znitelik alt kiimesi
secilmektedir (Breiman et al., 1984; Breiman, 2001; Pal and Mather, 2005; Mather
and Koch, 2011).

Egitim verisil Egitimverisi2  Egitim verisi3....N tane
Max, m=M
Diigim Varsayilan m=vM
5 P —— °

Sekil 2.10 RF simflandirmasi (Ozdarict Ok vd., 2011)
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RF algoritmasi birden fazla DT yapisimin kullanilmasi ve her bir DT
tahmininden yola ¢ikilarak sonu¢ tahminlerin yapilmasi esasina dayanmaktadir (Pal
and Mather 2005). RF smiflandirici, her smiflandirici, giris vektorlerinin egitim
setinden bagimsiz olarak Orneklenen rastgele bir vektor kullanilarak iiretilir. Her
agacin, belirli bir girdi vektoriiniin yerlestirilecegi en popiiler siif i¢in bir birim oyu
att1ig1 aga¢ siniflandiricilarinin bir kombinasyonundan olusur. (Breiman, 2001).

RF olusturma teknigi genellikle torbalama ve rastgele alt uzay yontemlerinin
bir kombinasyonudur. Torbalama (Breiman, 1996), smiflandirma dogrulugunu
arttirmak ve asir1 uydurmay1 énlemek icin kullanilan bir yontemdir. N boyutunda bir
egitim seti verildiginde, torbalama, orijinal egitim setinden degistirilerek rastgele
numuneler ¢izerek her biri n boyutunda (burada n <N) bir dizi yeni egitim seti
olusturur. Ayrica verilerin M nitelikleri (6rn. Spektral bantlar) igcerdigini varsayalim.
Agacin her bir diigiimii i¢in, m (m <M) 6znitelikleri, o diigiimdeki en iyi boliinmeyi
hesaplamak i¢in temel saglamak {izere rastgele segilir. Daha sonra her Ornek,
ormandaki tiim aga¢ belirleyicilerinden en popiiler oylar1 alan sinifa atanir (Mather
and Koch, 2011).

2.4.3. RF Algoritmasinin islem Adimlar:

RF algoritmasi, veri setindeki en iyi bolme noktasini belirleyerek her diiglimde
en uygun dali secer. Bu islem, rasgele secilmis veri setleri lizerinde gerceklestirilir,
her biri orijinal verinin yer degistirilmesiyle olusturulan bu veri setleri iizerinde
rasgele agaglar tiiretir. Her bir agac, farkli bir veri seti ilizerinde egitilir. Algoritma
egitim asamasinda, tam veri setinden rasgele se¢ilen 2/3'liik bir kismi1 kullanilir ve bu
alt kiimeler iizerinde agaclar olusturulur. Egitim setinin geri kalan 1/3'liik kism1 ise
algoritmanin test edilmesi i¢in kullanilir. Bu test verisi "Out Of Bag" (OOB) verisi
olarak adlandirilir. Bu yaklagim, agaglarin olusturulmasinda kullanilan veri setiyle
egitim ve test asamalarinda farkli veri setlerinin kullanilmasina dayanir (Archer,
2008; Belgiu and Dragut, 2016).

RF algoritmas1 egitim veri setine ait birden fazla karar agaci igerir. RF
simiflandiricist bir aga¢ olusturmak igin belirli parametreler gerektirir, bunlar
arasinda her bir diiglimde kullanilan degiskenlerin sayis1 ve olusturulacak agaclarin
sayis1 yer alir. Bu parametreler, modelin cesitliligini ve genelleme yetenegini
arttirarak dogrulugunu iyilestirir. RF, bu parametreleri kullanarak bir dizi karar agaci
olusturur ve sonuglari bir araya getirerek giiclii ve genellestirilebilir bir siniflandirma

modeli elde eder. Kullanici tarafindan en iyi boliinmeyi belirlemek icin baslangi¢
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diigimde kullanilan degiskenlerin sayisi rastgele secilir, sonraki degisken sayisi
genellestirilmis hatalara gore arttirtlir ya da azaltilir. Bu esneklik, modelin
karmagikligin1 ve genelleme yetenegini kontrol etmeye yardimci olur. Degiskenlerin
sayisinin azaltilmasiyla korelasyon ve gii¢ azalirken, m'nin arttirilmasiyla korelasyon
ve gii¢c artar. RF algoritmasi, bu adaptasyon sayesinde veri setine uygun ve dengeli
bir smiflandirma modeli olusturabilir (Pal and Mather, 2005; Saini and Ghosh,
2017).

RF algoritmasinda, dncelikle orijinal veri seti iizerinde onylikleme (bootstrap)
yontemleri kullanilarak egitim ve test veri setleri olusturulur. Egitim veri setinden
rastgele se¢im yapilarak en biiyiik genislige sahip bir karar agact olusturulur. Egitim
ve test veri setlerindeki siniflarin homojenligini belirlemek i¢in Gini indeksi, entropi,
yanlis siniflandirma hatasi ve kazang orani gibi kriterler kullanilir. Gini indeksi,
homojenlik durumunu belirlemek icin sik¢a kullanilir ve degeri diistiik¢e siniflarin
homojenligi artar. Bu indeks, Esitlik 2.19'de belirtilen formiille hesaplanir (Breiman,
2001; Mather and Tso, 2016).

Gini=1-YN, (f(lcTIlT)Z (2.19)

Burada Ci, rastgele se¢ilen 6rnegin siifini; T, egitim veri setini; f, secilen
ornegin Ci sinifina ait olma olasihigini ifade etmektedir. Bir alt diigiimiin Gini
indeksi, st diigiimiin Gini indeksinden daha diisiik oldugunda, o dalin basaril
oldugunu gosterir. Gini indeksi hesaplandiktan sonra, her diigiime bir sinif atanir ve
agag, veri seti ile test edilir. Test sonrasi olusan siniflar kaydedilir ve bu islemler
modeldeki tiim agaclar icin tekrarlanir. Test verisi ile yapilan degerlendirme
sonucunda hangi kategorilerde ka¢ defa siiflandirildig: tespit edilir. Bu sonuglar,
egitim veri setindeki siniflandirmalar ile karsilastirilir. Bu siireg, modelin
dogrulugunu ve performansini degerlendirmek ve siniflandirma algoritmasinin
etkinligini 6lgmek i¢in kullanilir.

2.4.4. RF Algoritmasinin Avantaj ve Kisitlari

RF algoritmasinin avantajlart;

e RF algoritmasi hem regresyon hem de smiflandirma problemlerinde

kullanilabilir boylece genis bir uygulama alanina sahiptir.

e DT uygulamalarinda karsilasilan asirt uyum problemi RF ile azaltilmaktadir.

Asirt uyum probleminin azalmasinin nedeni egitim asamasinda farkli veri

setlerinin olusturulmasidir.
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e Her bir karar agacinin tahmin iizerindeki dogrulugunu 6l¢meye imkan

vermektedir.

e Her diiglimde farkli egitim verileri ve rastgele tahminciler ile dallanma

gergeklestirildigi i¢in olusan agaglar birbirinden bagimsizdir.

e Kategorik ve siirekli degerlerle iyi ¢alisir

e Kural tabanli bir yaklasim kullandigindan verilerin normallestirilmesi

gerekli degildir.

RF algoritmasinin kisitlari,

e Cok sayida aga¢ olusturdugu icin hesaplama giicii fazlaligi ve kaynak

gerektirir.

e Her bir degiskenin 6nemini belirleyemez. Bagka bir deyisle karar agaclari

olusturmak i¢in uygun degiskenlerin se¢imi zordur.

e (Cok sayida agac olusturdugu i¢in ¢ok fazla hesaplama giicii gerektirir.

e Smufi belirlemek i¢in bir¢ok karar agacini birlestirdiginden dolay1 egitim

asamasinda ¢cok zaman gerektirir.

2.5. Optimizasyon

Optimizasyon, bir sonlandirma kosuluna ulasilana kadar her 6rneklemede
verilere ekleme yaparak bir o6rnekleme politikasinin tekrar tekrar kullanilmasidir.
Optimizasyon teknikleri ylizyili agkin bir siiredir mevcuttur. Baslangigta, diferansiyel
hesap, bircok pratik durumda ve teorik problemde ortaya ¢ikan fonksiyonlarin
maksimum veya minimumlarini bulmak i¢in uygulanmistir. Ilk olarak, George B.
Dantzig, 1947 yilinda dogrusal programlama problemlerinin ¢6ziimii i¢in simpleks
algoritmasini gelistirmis ve dogrusal programlama, optimizasyonda kullanilan temel
tekniklerden biri olmustur. Pratik hesaplama algoritmalarinin sistematik gelisimi ise
1950’11 yillarda gergeklesmis ve bilgisayar teknolojileri ile birlikte 1980’1 yillarda
gelisimi hizlanmustir (Liberti and Maculan, 2006; Sarker and Newton, 2007; Boyd
and Parrilo, 2009; Bergstra et al., 2011)

Son yarim ylizyilda, gelistirilen bir¢ok klasik optimizasyon teknigine ek olarak,
benzetimli tavlama, tabu arama, genetik algoritmalar, sinirsel hesaplama, bulanik
mantik ve karinca kolonisi optimizasyonu gibi modern sezgisel teknikler de
gelistirilmistir. Bu modern teknikler, uygulayicilara daha karmagik durumlar ele
almak icin yeni yoOntemler saglamaktadir. Optimizasyon siirecinin amaci, karar

verme ve modelleme siireclerinin gercek¢i ve pratik sonucglarinin belirlenmesine
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yardime1 olmaktir. Optimizasyon siirecini adimlara ayirirsak; temel problemin
tanimlanmast ve formiile edilmesi, matematiksel modelin kurulmasi, en uygun
¢Oziimiin se¢ilmesi, ¢oOziimiin analiz edilmesi ve tercih edilen optimizasyon
modellemesinin uygulanmasi olarak siralanabilir. Giinlimiizde, uydu goriintiilerinin
siniflandirilmasinda  kullanilan yontemlerin igerdigi fonksiyon parametrelerinin
belirlenmesi 6nem arz ettigi ve en iyi parametrelerin nerede aranacagi konusunda
daha iyi se¢imler yapmak i¢in optimizasyon yontemleri kullanmak etkili bir ¢dziim
olmaktadir. Bazi basit matematiksel ifadelerde, birinci tlirevi sifira esitleyerek
denklemi ¢ozmek yeterli olabilir. Ancak, problem tiirleri, tiirev alabilirlik durumu
ve kisitlamalar goz oniine alindiginda, optimizasyon i¢in gelistirilmis birgok yontem
mevcuttur (Liberti and Maculan, 2006, Zhigljavsky and Zilinskas, 2008).

2.5.1. Optimizasyon Problemleri

On sekizinci yiizyilin {inlii Isvigreli matematik¢i ve fizikgisi Leonhard Euler
(1707-1783), "...Evrende bir maksimum ya da minimum kuralinin ortaya ¢ikmadigi
hicbir sey yoktur" demistir. Bu s6z, optimizasyonun temel amaci olan minimum veya
maksimum degerlerin aranmasini anlatir. Optimizasyon ile birbiriyle iliskili bir dizi
degisken icin deger se¢imini igeren karmasik bir karar problemine, performansi ve
kararin kalitesini 6lgmek i¢in tasarlanmis tek bir ¢oziime odaklanarak yaklasilir. Bu
¢Oziim, karar degiskenlerinin sec¢imini sinirlayabilecek kisitlamalara tabi olarak
maksimize veya minimize edilmesidir. Sonug¢ olarak, optimizasyon, felsefi olarak
dogru ¢oziimii veren bir ilke degil, bir kavramsallagtirma ve analiz araci olarak
goriilmelidir (Liberti and Maculan, 2006; Sarker and Newton, 2007).

Belirli kisitlamalara tabi olarak bir dizi degiskenin matematiksel bir
fonksiyonunu minimize veya maksimize etmeye ¢alisan problemler, optimizasyon
problemleri olarak adlandirilabilecek benzersiz bir problem sinifi olusturur.
Optimizasyon, bilgisayar bilimleri ve makine 6grenimi, miihendislik, operasyonel
arastirma, ekonomi ve ulasim gibi bircok disiplinde kullanilmaktadir. Tiim olasi
alternatif ¢6ziimlerin yalnizca bir alt kiimesini analiz ederek en uygun ¢oziimleri
bulan optimizasyon algoritmalarin1 uygulamak i¢in, fonksiyon 6zelliklerine iliskin
bazi bilgilere ihtiya¢ duyulur ve buna gore optimizasyon kategorilendirilir.

Sekil 2.11°de gosterildigi gibi ilk olarak amaca gore kategorizasyonu tekli veya
¢oklu olmasi ve amag tiiriiniin maksimizasyon veya minimizasyon olarak
belirlenmesi gerekmektedir. Birden fazla ama¢ olmasi durumunda, amaglar

genellikle birbiriyle gelisir. Eger celismiyorlarsa, ¢oklu hedefler tek hedefli bir
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probleme doniistiiriilebilir. Probleme goére kategorizasyonu problemin kisitlamalar
icerip icermedigini gosterir. Genel kan1 gercek diinyada kisitlamasiz optimizasyon
problemi olmadig1 yoniindedir, ¢ilinkii gercek diinyada ya kisitlama fonksiyonlari ya
da degisken simirlar1 (iist veya alt) veya her ikisi de bulunmaktadir. Kisitsiz
problemlerin incelenmesi ¢ok Onemlidir ¢ilinkii bir¢ok optimizasyon algoritmasi
kisitlt problemleri kisitsiz probleme doniistiirerek ¢ozmektedir. Buna ek olarak, bazi
kisitlamasiz optimizasyon teknikleri, kisitli problemler i¢in ¢6ziim prosediirleri
saglamak icin genisletilebilir. Degiskenlerin kategorize edilmesi reel sayi, tam say1
veya karisik (reel/tam sayi) olabilir. Fonksiyon kategorizasyonu temel olarak
fonksiyonlarin ¢6ziim yaklasimi acisindan ¢ok Onemli olan matematiksel
ozellikleriyle ilgilidir. Ama¢ veya kisitlama fonksiyonlart dogrusal, dogrusal
olmayan veya her ikisi birden olabilir. Konvekslik, klasik optimizasyonda énemli bir
ozellik olarak kabul edilir, ¢iinkii bir¢ok optimizasyon teknigi fonksiyonun konveks
oldugu varsayimina dayali olarak gelistirilmistir. Son olarak fonksiyon tiirevlenebilir
veya tiirevlenemez olabilir, optimizasyonda c¢oziim yaklasimlari iki ana gruba
ayrilabilir: (i) tiirevli olanlar ve (ii) tlirevsiz olanlar. Tiirev tabanli teknikler
kullanilirken fonksiyonun tiirevlenebilirligi gereklidir. Ornek olarak, reel say
degiskenlerine sahip tek amagcli, kisitli bir problemin fonksiyon 6zellikleri dogrusal

olmayan, digbiikey ve diferansiyel olabilir (Sarker and Newton, 2007).

Optimizasyon Problemi

Amac Tek Amacl/ Cok Amacly/
kategorizasyonu Tek Boyutlu Cok Boyutlu

Problem Kisitsiz Kisith
icsorzasons M

De;!;igk?n Reel Say Tam Say1 Reel/Tam
kategorizasyonu Say1

Fonksiyon Lineer veya Konveksveya Tiirevi alinabilir veya
kategorizasyonu Lineer olmayan konveks olmayan turevi alinamaz

Sekil 2.11 Optimizasyon problemleri kategorizasyonu (Sarker and Newton, 2007)

Verilen bu genel kategorizeye ek olarak, optimizasyon problemi tek modlu ve

cok modlu 6zelliklerini de dikkate alir. Sadece bir tepe noktasi (optimum ¢6ziim)

40



olan bir fonksiyon tek modlu bir fonksiyon, birden fazla tepe noktasi (yerel veya
global optimum) olan bir fonksiyon ¢ok modlu bir fonksiyon olarak kabul edilir.
Fonksiyon statik ve dinamik olabilir. Coziimde karsilanmasi gereken kisitlamalar sert
kisitlamalar olarak bilinirken, belirli bir ceza ile veya belirli kosullar altinda ihlal
edilebilen kisitlamalar yumusak kisitlar olarak adlandirilir (Bazaraa et al., 1990;
Hillier and Lieberman, 2005; Sarker and Newton, 2007)

Bir optimizasyon probleminin ¢6ziilmesi i¢in agagidaki unsurlarin belirlenmesi
gerekmektedir;
1. Problemin modellenmesi

e Optimizasyon degiskenlerinin tanimlanmasi

e Amag fonksiyonunun formiilize edilmesi

e Problem kisith mi yoksa kisitsiz mi oldugunu belirlemek, kisitlarin

belirlenmesi

2. Problemin 6zelliklerinin belirlenmesi

e Optimizasyon degiskeninin boyutunu belirlemek

e Amag¢ dogrusal m1 yoksa dogrusal degil mi? Kisitlar (varsa) dogrusal mi

yoksa dogrusal degil mi belirlemek

e Problem disbiikey mi yoksa digbiikey degil mi belirlemek

Bu iki temel unsurun sirayla uygulanmasi zorunlu degildir ve tamamlanmasi ile
uygun optimizasyon ydntemi segilir. Ornegin, dogrusal bir optimizasyon problemi en
iyl sekilde dogrusal optimizasyon problemlerine uyarlanmis bir ¢dziicii mesela
simpleks yontemin kullanilabilir. Fakat literatiirdeki genel kan1 her tiir optimizasyon
problemi i¢in tek bir en iyi ¢oziicii olmadig1 yoniindedir (Luenberger and Ye, 2008;
Boyd and Parrilo, 2009; Herzog, 2022).

Optimizasyon problemlerinin matematiksel olarak genel gosterimi Esitlik
2.20°de gosterilmektedir.

Minimum veya maximum fo(x) (2.20)

filx) < b;, i=1,....m

X = (X1, ..., Xy *Optimizasyon degiskenleri

fo: R™ = R : amag fonksiyon

fiirR® > Ri=1,..,m:kisit

Bu problemin optimal ¢6ziim sonucu x, kisitlamalar1 saglayan tiim vektorler

arasinda en kiiglik veya en biiyiik f,(x) degerine sahiptir olarak ifade edilir.
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En yakin komsu smiflandirmasinda k degerine, destek vektor makineleri
algoritmasinda hangi kernel fonksiyonunun kullanilacagina, ag modellerinde
seyreltmeye, ndron sayisina, katman sayisina tasarimci karar verdigi gibi MARS
algoritmasinda da tasarimcinin  karar vermesi gereken bazi parametreler
bulunmaktadir. Bu parametrelerin baslangicta hangi degerleri alacagi acgik ve kesin
degildir; ¢iinkii bunlar veri setine, problemin yapisina gore degisiklik gostermektedir.
Bu parametreler, hiper parametre (hyperparameter) olarak adlandirilir. Dogrusal
olmayan problemlerin ¢6zlimiinde en uygun hiper parametre degerleri bulmak icin
optimizasyon yontemleri kullanilmakta olup, bu algoritmalar arasinda performans ve
hiz bakimindan farkliliklar bulunmaktadir (Bergstra et al., 2011; Feurer and Hultter,
2019; Savas, 2019; Yang and Shami, 2020).

2.5.2. Par¢acik Siirii Optimizasyonu (Particle Swarm Optimization — PSO)

PSO, 1995 yilinda James Kennedy ve Russell Eberhart tarafindan gelistirilen
dogadan ilham alan en popiiler metasezgisel optimizasyon algoritmalarindan biridir.
Son zamanlarda PSO, bilim ve miihendislik alanindaki cesitli optimizasyon
problemlerinin ¢dziimiinde umut verici bir algoritma olarak ortaya ¢ikmistir PSO,
model setlerinin en iyi performansi gostermesi i¢in farkli tahmin sonuglarmin bir
araya getirilmesine yonelik miihendislik zorluklarina ¢6ziim olarak gelistirilmistir.
PSO tekniginin yakinsama hizi ¢ok hizlidir ve bu teknik ayn1 zamanda ¢ok boyutlu
problemleri de ¢6zebilmektedir (Kennedy and Eberhart, 1995; Kennedy and
Eberhart, 2007).

PSO, kus ve balik gibi siirli halinde hareket eden hayvanlarin, yiyecek bulma
gibi temel ihtiyaglarimi karsilamak i¢in hareket ederken, siirtideki diger bireyleri
etkiledigi ve siirlinlin amacina daha kolay ulastigi gozlemlenerek gelistirilen bir
optimizasyon teknigidir (Kennedy and Eberhart, 1995). PSO, her biri probleme
potansiyel bir ¢6ziim sunan bir pargacik stiriisiinii igerir. PSO algoritmasinda, her bir
parcacik ¢oziimii arayan bir unsur olarak kabul edilir ve parcaciklarin bulundugu veri
kiimesi siirii olarak adlandirilir. PSO'nun her iterasyonunda, parcaciklar hem kendi
onceki en iyi konumlarinin hafizasindan hem de siirideki diger pargaciklar
tarafindan elde edilen en iyi konumdan etkilenerek arama uzaymda hareket ederler.
Her bir pargacigin ¢6ziim aradigi siire boyunca elde ettigi en iyi konum "pbest"
olarak adlandirilir. Tiim siirtide, arama siiresi boyunca ¢6ziime en c¢ok yaklasan
parcacigin o andaki durumu ise "gbest" olarak adlandirilir (Kennedy and Eberhart,
1995; Jiang et al., 2007; Kennedy and Eberhart, 2007; Inti and Tandon, 2017; Gad,
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2022).

PSO, c¢esitli tirlerin arama alanindaki ihtiyaclarint  karsilamak igin
sergiledikleri sosyal ve isbirlik¢i davraniglardan esinlenmistir. Algoritma, kisisel
deneyim (pbest), genel deneyim (gbest) ve parcaciklarin arama uzayinda bir sonraki
konumlarina (degerlerine) karar vermek i¢in mevcut hareketleri tarafindan
yonlendirilir. Deneyimler, iki faktor (cl ve ¢2) ve [0, 1] arasinda iiretilen iki rastgele
say1 ile hizlandirilirken, mevcut hareket (wmin, wmax) arasinda degisen bir w ile
carpilir. PSO optimizasyonu Esitlik 2.21 ve Esitlik 2.22 kullanilarak iteratif formiiller
ile elde edilir. Esitlik 5.1'de poestij (k) 1’nci bireyinin kisisel en 1yi j. parg¢acigin temsil
ederken, goest ij (k) , k iterasyonuna kadar popiilasyonun en iyi bireyinin j. bilesenini

temsil eder (Kennedy and Eberhart, 1995; Kennedy and Eberhart, 2007; Gad, 2022).
Vig(e+ 1) = @ Vs () + 3 x rand(.) * (Ppese,, (0) = Xi(0)) + 5 »

rand(.) * (gpest,; (k) — X ;(k)) (2.21)

i = N biiyiikliigiinde ve j = D boyutundaki baslangig siiriisiinden i’nci pargacik
Xi=(Xi1,Xi2,...,Xinp)"ile gosterilir ve burada ”T” transpoze operatoriinii
ifade eder. Popiilasyondaki her bir parcacigm hizt Vi = (Vi 1, Vii2, ..., Vipo)'
olarak ifade edilir. rand(.) O ile 1 arasindaki rastgele sayiy1 temsil eder. Bireysel ve
global ug degerler sirasiyla poest i, j V& Obest i, j terimleriyle ifade edilir. Ogrenme
(hizlanma) faktorleri, yani c1 ve C2, 2 ile 2.05 arasinda degismektedir. Bu katsayilar,
parcaciklarin hem kendi en iyi pozisyonlarina (biligsel bilesen — ¢1) hem de siiriiniin
en iyi pozisyonuna (sosyal bilesen — C2) yonelme egilimlerini kontrol eder (Alam,
2016). Agirlik faktorii o, pargaciklarin hizin1 azaltmaya ve siiriiyii kontrol etmeye
yardimer olur ve Esitlik 2.23’te ifade edilmektedir (Eberhart and Kennedy, 1995;
Kennedy and Eberhart, 2007; Catal Reis ve Bayram, 2016; Hasanoglu, 2019).

(Tmax—T)(Wmax—Wmin) (2.23)

W = Wmin +
Tmax

Esitlik 2.23te T ve Tmax mevcut ve maksimum iterasyon sayilarini

gostermektedir (Catal Reis ve Bayram, 2016; Hasanoglu, 2019).
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PSO algoritmasinin adimlar1 Sekil 2.12° de gosterilmektedir (Hasanoglu,
2019).

Adim 1: Tahmin degerlerinin agirliklarinin baglatilmasi.

Adim 2: T = 1'1 ayarlayin

Adm 3: PSO algoritmasinin parametre degerlerini ayarlayin ve ayrica
popiilasyon boyutunu belirtin.

Adim 4: Konum (X ) ve hiz (Vi) vektorlerinden bahsederek parcaciklar tiretin.

Adim 5: Uretilen her parcacigin uygunlugunu hesaplayin.

Adim 6: Uygunluk degerinin 6nceki u¢ degerden daha iyi olmasi durumunda
bireysel ug¢ degeri ( poesti, j ) glincelleyin.

Adim 7: Adim 6'da bireysel u¢ deger giincelleniyorsa, global ug degeri (Qpesti,j)
buna gore giincelleyin. Bu arada, parcacigin hizin1 ve konumunu da hesaplaymn ve
giincelleyin.

Adim 8: T =Tmax'a kadar iterasyon sayisini (T = T + 1) artirarak bu adimlar
tekrarlayn.

Adim 9: Optimizasyonun sonu.

Optimizasyon islemi tamamlandiktan sonra, minimum MSE'ye sahip tahmin

kombinasyonunun nihai agirliklar1 ve o zamana kadar nihai tahmin elde edilecektir.
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X ve V degerlerinin rastgele segimi
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Sekil 2.12 PSO islem adimlar1 (Hasanoglu, 2019)
PSO algoritmasinin avantajlar1 (Gad, 2022);

e Egitim asamas1 hizlidir.

e Diger optimizasyon yontemlerine gore daha az parametre ayar1 icermesi

e Optimizasyon problemlerindeki kisitlarin kolay uygulanabilmesi

PSO algoritmasinin kisitlar1 (Gad, 2022);

e Her iterasyonda hiz giincellenmesi nedeniyle daha fazla bellege ihtiyag
duyar.

e Ayrik optimizasyon problemlerinde performansi diger bir¢ok optimizasyona
gore diistiktir.

2.5.3. Bayes Optimizasyonu (Bayesian Optimization — BO)

Malzeme bilimi, robotik, sentetik gen tasarimi ve tahmin sistemleri gibi

alanlardaki problemlere basariyla uygulanmis olan BO, makine 06grenimi

algoritmalari i¢in parametrelerin ayarlanmasinda kullanilmaya baglanmistir (Bergstra
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etal., 2011, Joy et al., 2019). BO iki ana bileseni bulunmaktadir; birincisi bilinmeyen
fonksiyonu modellemek, digeri ise bu modele dayali olarak uygulamanin
gerceklestirilecegi bir sonraki noktayr segmektir (Garnett et al., 2010; Gonzalez et al.
2015).

BO, bir amag¢ fonksiyonunun maksimum ve minimum degerlerini bulmak i¢in
Bayes teoremini kullanan bir yaklasimdir. Bir olayin/olgunun kosullu olasiligini
hesaplamak icin kullanilan BO, gdzlemlenen olaylarin diger olaylarin olasiligina
bagli oldugunu belirten Bayes olasilik teoremine dayanir. Bayes teoremi, 18.
yiizyllda Ingiliz matematik¢i Thomas Bayes tarafindan gelistirilen ve olasilik
teorisinde 6nemli bir yer tutan bir teoremdir. Bayes teoremi, iki olay olan A ve B'nin
meydana gelmesindeki kosullu olasiliklar arasindaki iligskiyi agiklar. Genellikle
P(A|B) olarak yazilan kosullu olasilik, B olaymnin gergeklestigi bilgisine dayanarak A
olaymin gerceklesme olasiligidir (Esitlik 2.24) (Mockus et al., 1978; Jones, 2001;
Ekici, 2009; Yu and Zhu, 2020).

P(A|B) = P(B|A) P(A) (2.24)

BO, Bayes teoremini kullanarak ama¢ fonksiyonunun sonsal dagilimini tahmin
etmektedir ve bu dagilimi dikkate alarak bir sonraki parametre degerlerini belirler.
BO, diger optimizasyon yaklagimlarindan farkli kilan, tiim girdi uzaym
aragtirmamasi, bunun yerine bir optimum saglama olasilig1 daha yiiksek olan kisith
bir alt kiimeye odaklanmasidir (Mockus et al., 1978; Jones, 2001).

BO algoritmasindaki iki ©Onemli se¢im bulunmaktadir; optimize edilen
fonksiyon hakkindaki varsayimlar1 ifade eden fonksiyonlar arasinda Oncelik
secilmesi, degerlendirilecek bir sonraki noktayr belirleyen edinim fonksiyonu
secilmesi. Ilk kisim igin esnekligi ve izlenebilirligi nedeniyle Gauss siireci 6nceligini
tercth edilmektedir. Edinim fonksiyonlar1 ise Gauss siireci yani sira oOnceki
gozlemlere de bagli olarak degismektedir (Mockus et al., 1978; Brochu et al., 2010).

Gauss siireci {xn € X }_, herhangi bir sonlu N nokta kiimesinin RN iizerinde
cok degiskenli bir Gauss dagilimi olusturur. Bu noktalardan n'incisi f (xn) fonksiyon
degeri olarak alinir ve bu degerler arasinda bir ortak iligki (kovaryans) belirler. Gauss
stirecinin temel bileseninden biri olan kovaryans fonksiyonu iki nokta arasindaki
benzerligi Olger ve diger bir bilesen ise fonksiyonun seklinin nasil oldugunu
belirleyen ortalama fonksiyondur. Bu 6nciil islemler sonucunda edinim fonksiyonu
olusturulur. Edinim fonksiyonu, amag¢ fonksiyonunun bir sonraki asamada nerede

orneklenecegini belirler. Beklenen lyilestirme (Expected Improvement), Bilgi
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Gradyan1 (Knowledge Gradient), Entropi Arama ve Tahmini Entropi Arama
(Entropy Search and Predictive Entropy Search) yaygin olarak kullanilan edinim
fonksiyonlaridir. Edinim fonksiyonuyla amac¢ fonksiyonuna yaklasan bir vekil
fonksiyonu olusturulur. Yeni veri noktalariyla yani iterasyonla, vekil fonksiyon
zaman i¢inde daha dogru hale gelir ve optimizasyon siirecini optimum ¢6ziime dogru
yonlendirir (Mockus et al., 1978; Brochu et al., 2010; Frazier, 2018).

Optimizasyon iki nokta ile baslar. Her iterasyonda, hedef fonksiyonundan bir
sonraki Orneklemenin nerede yapilacagini belirlemek i¢in edinim fonksiyonunun
maksimum oldugu nokta segilir. Daha sonra, edinim fonksiyonu argmax degerinde
orneklenir, Gauss siireci gilincellenir ve siire¢ tekrarlanir. Sekil 2.13 1 boyutlu tasarim
probleminde BO algoritmas1 kullanimina bir drnektir. Ornekte amag fonksiyonunun
orneklenmis degerlerinin 4 iterasyonu Tlzerinden, ama¢ fonksiyonunun Gauss
yaklagimini gostermektedir (Mockus et al., 1978; Jones, 2001, Sasena, 2002; Brochu
et al., 2010).

-

...... -QF; objective fn [{-))

ohservation (x)

¥ acquisition max

acquisition function («| 1)

posterior mean (u[ )

posterior uncertainty
(ISELD] v

Sekil 2.13 1 boyutlu tasarim probleminde BO algoritmasinin kullanimi (Brochu et al., 2010)

BO algoritmas: gerceklestirilirken yapilmasi gereken iki énemli se¢cim vardir.
[lk olarak, optimize edilen fonksiyonla ilgili varsayimlar1 ifade edecek fonksiyonlar

iizerinde bir oOncelik yani Gauss siireci oOnceligini segilir. Ikinci olarak,
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degerlendirilecek bir sonraki noktanin belirlenmesine olanak taniyan, modelin son
halinden bir fayda fonksiyonu olusturmak i¢in kullanilan bir edinim fonksiyonu
secilmesidir (Brouch et al., 2010; Hoffman et al., 2011; Gonzalez, 2017).
BO algoritmasi islem adimlar1 Sekil 2.14’te gosterilmektedir (Brouch et al.,
2010; Hoffman et al., 2011);
e Parametre ve iterasyon sayisi belirlenmesit=1, 2, . . .
e Gauss siireci ile edinim fonksiyonunu optimize ederek x¢nin bulunmasi: xt =
argminy u(X|Di.¢-1).
e Amag fonksiyonunu 6rneklenmesi: yt = f (Xt) + &t.
e Verilerin genisletilmesi D1t = {Di+1, (X, Yt)} ve Gauss siirecinin
giincellenmesi.

e Optimizasyon sonu

Baglangig

parametre ve
verisetinin
belirlenmesi

{ bir vekil model

s

olusturulmasn:
Gauss sireci

edinim fonksiyonunu
optimize edilerek
Hiperparametrelerin deder
arahklan belirlenmesi

Werilerin
genigletilmesi

s

Hayr egerlendirme koguli.

saglanryor mu?

Evet

Optimizasyon

tamamlandi

Sekil 2.14 BO islem adimlari
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BO algoritmasi avantajlar1 (Brouch et al., 2010; Frazier, 2018);

e Diger bir¢ok algoritmanin temelini olusturma

e On bilgilerin ve dznel bilginin tahminlere dahil etme

e Siurlt veri kullanilabilirligi olan durumlar etkin bir sekilde analiz etme,

verilerin az oldugu durumlarda kiigiik veri setlerine dayali ¢ikarimlar
saglama

e Klasik yontemlere kiyasla istatistiksel analiz i¢in daha esnek ve sezgisel bir

cergceve sunma

e Olasilik dagilimlarindaki degisikliklerin izlenmesini saglamak ve olasiliksal

modeller iizerinden istatistiksel ve nedensel ¢ikarimlari kolaylastirmak

BO algoritmasi kisitlart (Brouch et al., 2010; Frazier, 2018);

o Ogzellikle biiyiik 6lgekli problemler veya yiiksek boyutlu arama uzaylari igin

hesaplama ag¢isindan yogun olabilir

e Problemde paralellik durumu oldugunda uygulamasi zordur yani BO sirali

bir siiregtir, ama¢ fonksiyonunda paralel hesaplama gerektiren durumlarda
dezavantajilidir.

o Kavramsal olarak karmasiktir.

2.6. Siiflandirma Dogrulugunun Degerlendirilmesi

Uydu  gorintilerinin = siniflandirilmasinda  baglica  islem  adimlar;
siiflandirmada kullanilacak goriintiilerin ve bantlarin  belirlenmesi, goriintii
Onigleme, siiflarin belirlenmesi, egitim 6rneklemlerinin secilmesi, 6zellik ¢ikarima,
uygun smiflandirma yaklasimlarinin segilmesi, siniflandirma sonrasi islem ve
dogruluk degerlendirmesidir (Stehman, 1999; Grullan et al., 2009; Stehman and
Wickham, 2011; Wickham et al., 2017). Siniflandirma siireci dikkate alindiginda
caligma alaninin ozellikleri, analistin deneyimleri, uzaktan algilama verilerinin
secimi, siniflandirma teknigi gibi faktorlerin siniflandirma dogrulugunu etkiledigi
anlagilmaktadir (Stehman, 1999; Stehman and Czaplewski, 2003; Lu and Weng,
2007).

Bir haritanin  dogrulugunun bilimsel olarak gilivenilir bir sekilde
degerlendirilmesi  kritik Onem tagimaktadir. Tematik harita dogrulugunun
degerlendirilmesi, c¢iktilarin giivenilirligi ve kalitesinin sayisal olarak analiz
edilmesine olanak taniyan 6nemli bir asamadir (Congalton and Green, 2009).

Dogruluk degerlendirmesinde siiflandirilmis haritalar ile referans veriler arasindaki
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istatistiksel belirlenmektedir. Dogruluk degerlendirme siireci li¢ temel adimdan
olusur: 1) referans veriyi se¢mek icin kullanilan 6rnekleme stratejisi ii) Orneklem
verisini kullanarak arazi oOrtiisii/kullanimi haritalar1 olusturan hedef tasarim ve iii)
hata ve belirsizliklerin tahmin edilmesi (Stehman, 1999; Stehman and Czaplewski,
2003).

Gorilinti sniflandirma analizlerinde genellikle hata matrisi (confusion matrix),
ve hata matrisinden hesaplanan toplam dogruluk, kappa istatistii ve F1 skor gibi
Olctitler kullanilarak yapilir. Hata matrisi, siniflandirma sonuglar ile referans veriler
arasindaki uyumu gosteren bir tablodur ve her bir simif i¢in dogru ve yanlis
simiflandirilan  piksel sayisini igerir. Toplam dogruluk, dogru siniflandirilan
orneklerin toplam 6rnek sayisina oranidir ve siniflandirmanin genel basarisini ifade
eder. Kappa istatistigi ise, siniflandirmanin rastgele tahminlere gore ne kadar iyi
oldugunu gosteren bir ol¢iittiir ve 0 ile 1 arasinda bir deger alir. Bu iki 6lg¢iit birlikte
kullanilarak, goriintii siniflandirma analizlerinde elde edilen sonuglarin dogrulugu ve
giivenilirligi kapsamli bir sekilde degerlendirilebilir (Foody, 2009). Hata matrisinden
hesaplanan kesinlik (precision) ve duyarlilik (recall) dlgiitleri kullanilarak hesaplanan
F1 skoru dogruluk degerlendirme Olciitii ise makine Ogrenmesi ve istatistiksel
modelleme alanlarinda yaygin olarak kullanilmaktadir (Lipton et al., 2014).

2.6.1. Toplam Dogruluk

Bir hata matrisi olusturmak, smiflandirma dogrulugunun degerlendirmesinde
en yaygin kullanilan yontemlerden biridir. Tablo 2.2°de gosterilen hata matrisi, siitun
ve satir sayist sinif sayisina esit olan bir diziden olusur ve referans 6rneklerini siif
bazinda tahmin edilen smiflandirma verileriyle karsilastirmak i¢in kullanilir. Hata
matrisi bir n x n dizisi igerir, burada "n" smif sayisini temsil eder. Hata matrisinde
diyagonal hiicreler dogru siniflandirilmis piksel sayisini verirken, diyagonal olmayan
hiicreler siniflandirma hatalarini, yani referans goriintii ile siiflandirilmig goriintii
arasindaki uyumsuzluklari gosterir. Hata matrisi kullanilarak iiretici ve kullanici

dogrulugu olciitleri ayrica ihmal hatasi ve dahil etme hatasi elde edilmektedir

(Congalton and Green, 1999; Foody, 2009).
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Tablo 2.2 Hata matrisi

Referans Veri Toplam | Kullanici Dogrulugu /
Kesinlik (Precision)

A B

Smiflandirilmis Veri | A | Xaa XAB Xi+ Xana ! Xi+
B | Xsa XBB Xi+ XeB / Xi+

Toplam X Xi N
Uretici Dogrulugu / XaA [ X+i XeB / X+i
Duyarlilik (Recall)

Tablo 2.2°de esitligi verilen iiretici dogrulugu, bir spektral sinif i¢in referans
kabul edilen piksellerden kag tanesinin dogru sekilde siniflandirildigini gosterir. Her
siif i¢in dogru smiflandirilmis piksellerin sayisinin, o siif i¢in kullanilan referans
piksellerinin toplam sayisina boliinmesiyle hesaplanan iiretici dogrulugu 1’den farki
alarak ihmal hatasi elde edilir. Tablo 2.2°de esitligi verilen kullanici dogrulugu
siniflandirma haritasindaki bir pikselin siifinin yeryiiziinde de o pikseli temsil edip
etmedigini 6l¢gmektedir. Kullanici dogrulugu 1°den fark: alinarak dahil etme hatasinm
elde edilir (Lillesand and Kiefer 1994; Assal et al., 2015).

Hata matrisi kullanilarak hesaplanan dogruluk 6l¢iitlerinden toplam dogruluk,
tim referans alanlarimin ne kadarinin dogru siniflandirildigr bilgisini verir. Hata
matrisindeki dogru siniflandirilmis piksel sayisit toplaminin referans piksellerinin
toplamina boliinmesiyle elde edilen toplam dogruluk degeri yiizde olarak ifade edilir
ve Tablo 2.2°deki hata matrisi 6rnek alinarak formiillestirildiginde Esitlik 2.25°te
gosterildigi gibi hesaplanmaktadir (Lillesand and Kiefer 1994; Assal et al., 2015).

toplam dogruluk = XAATBE (2.25)

toplam referams veri sayisi

2.6.2. Kappa Istatistigi

Cohen'in Kappa istatistigi, tesadiifi bir siniflandirici ile referans veri arasindaki
sans uyumu ile otomatik bir siniflandirict ile referans veri arasindaki gergcek uyum
arasindaki farki ifade etmektedir. Bir smiflandirmanin dogrulugunu degerlendirmek
icin kullanilan istatistiksel bir deger olan Kappa, smiflandirmanin sadece rastgele
deger atamaya kiyasla ne kadar iyi performans gosterdigini degerlendirir. Yani,
siiflandirmanin rastgele olandan daha iyi sonug¢ verip vermedigi hakkinda bilgi
verir. Esitlik 2.26’da gosterildigi gibi hesaplanan kappa degeri 0 ile 1 arasinda

degisebilir; 0 degeri, smiflandirmanin rastgele bir smiflandirmadan daha 1iyi
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olmadigmi gosterir. 1'e yakin bir kappa degeri ise smiflandirmanin rastgele
siiflandirmadan 6nemli Slgiide daha iyi oldugunu gosterir. Kappa katsayisi, sans
uyum olasiligin1 hesaba katan bir olgiittiir (Lillesand and Kiefer 1994; Assal et al.,
2015).

Gozlemlenen Dogruluk—Sans Uyumu
k= grulule=sans Uy (2.26)

1-Sans Uyumu

Esitlik 2.27 kappa istatistigi hesabinin formiilizasyonunu gostermektedir.

k=N Yo Xii~ Nimg Xig* X (2.27)

2_5T . .
N2— i1 Xit* Xy

Burada

r = hata matrisindeki satir sayisi

Xii = 1 satir ve 1 slitunundaki veri sayisi (hata matrisinin ana ¢aprazindaki degerler)
Xi+ = 1 satirindaki gozlemlerin toplami

X+i = 1 stitunundaki gézlemlerin toplami1

N = toplam referans veri sayisini ifade etmetedir.

2.6.3. F1 Skor

F1 skor Olgiitiinlin hesaplanmasi i¢in duyarlilik ve kesinlik o6l¢iitlerinin
hesaplanmas1 gerekmektedir. Tablo 2.2°de gosterildigi gibi iiretici dogrulugu,
duyarlhilik; kullanict dogrulugu ise kesinlik ile ayni sekilde hesaplanmaktadir. F skor
ise Esitlik 2.7°de gosterildigi gibi hesaplanir. Duyarlilik, kesinlik ve F1 skoru
Olgiitleri her bir simf i¢in ayri ayri hesaplanir. Bir simiflandirma sonucunda hem
dogru sonuclarin bulunmasi hem de yanlis sonuglarin azaltilmasi 6nemli ise F1 skora
bakilmaktadir. Bu o6lgiitlerinin temel avantaji, siniflandiricinin performansin tek tek
siniflar bazinda ele alarak sinif dengesizligi sorunlariyla ilgili olarak dogruluk gibi
cok smifli Olgiitlerin eksikliklerini hesaba katma ve ayni zamanda tek tek sinif
performanslarini géstermesidir. Bu dl¢iitlerin kisit1 ise tek bir sinifi kapsamasi, tim
siniflandirma performansimi ifade etmemesidir. F Ol¢iitli, duyarlilik ve kesinlik
Olciitlerinin agirlikli harmonik ortalamasidir. Herhangi bir « € R, a > 0 i¢in, F
Olgiisiiniin genel bir formiilasyonu Esitlik 2.28’de gosterilmektedir (Gamon et al.,
2005; Sokolova and Lapalme, 2009; Japkowicz and Shah, 2011).

1+x)*(Kesinlik«Duyarlilik
(x *Kesinlik)+Duyarlilik

F x
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Esitlik 2.28’deki fomiilde a=1 alinarak ol¢iit, F1 skor olarak adlandirilir ve
Esitlik 2.29 elde edilir.

2x(Kesinlik*Duyarlilik)
Kesinlik+Duyarlilik

F1 = (2.29)

F1 olgiitiinii, c¢oklu smiflandirmalarda hesaplamak i¢in 3 yOntem
bulunmaktadir; makro, mikro ve agirlikli ortalama. Makro ortalama tiim siniflarin
esit oranda etkisini sonu¢ degere yansitmaktadir. Mikro ortalama daha biiyiik veri
sayisina sahip siniflarin etkisinin daha fazla olmasimi saglar. Agirlikli ortalama ise
sinif agirliklarinin farkli olarak ele alinarak hesaplanir. Bu ¢alismada siiflarin etkisi
esit olmasi nedeniyle makro ortalama kullanilarak siniflandirma sonucu F1 skoru
hesaplanmistir. (Sokolova and Lapalme, 2009; Japkowicz and Shah, 2011; Lipton et
al., 2014).
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3. METODOLOJI

Uydu goriintiilerinin  siniflandirma  performansini  arttirmak i¢cin MARS
algoritmasina dayali MARS-RF, MARS-PSO ve MARS-BO hibrit modelleri
geligtirilmistir. MARS ve RF tekil algoritmalart ve MARS-RF, MARS-PSO ve
MARS-BO hibrit modellerin olusturulmasi ve uygulanmasit MATLAB ve RStudio
yazilimlar1 ortaminda gergeklestirilmistir. Modellerin uygulanmasi ve testi icin iki
farkli ¢alisma alaninda (Samsun-Bafra ve Samsun-Atakum) arazi ortiisii/kullanimi
smiflart tespit edilmis ve iki farkli uydu goriintiisii (Landsat-8 OLI ve Sentinel-2
MSI) ve ¢alismada kullanilacak bantlar belirlenmistir.

3.1. MARS Algoritmasina Dayalh Hibrit Simflandirma Modellerinin

Gelistirilmesi

Hibrit bir model olusturmak i¢in Oncelikle problem ve veri seti incelenir.
Problemi etkili bir sekilde ele almak icin birlestirilebilecek farkli modellerin veya
algoritmalarin giiclii ve zayif yonleri karsilastirilir. Problem igin en uygun olan
algoritma secilir. Bu algoritmalarin giiclii ve zayif yonleri, birbirlerini nasil
tamamlayabilecekleri gbz oniinde bulundurularak entegre edilir (Zhou et al., 2002;
Liu and Ge, 2018; Ye and Ding, 2018).

Gliniimiizde, optimize edilmis parametrelerin varsayilan ayarlara gore daha iyi
oldugu yaygin olarak kabul edilmektedir. Literatiir, hibrit sistemlerin ancak tekil
smiflandiricilar dogru ve gesitliyse, yani diisiik hata oranlar sergiliyorsa ve farkli
hatalar yapiyorsa veya hatalar1 bagimsizsa etkili oldugunu agik¢a gostermistir
(Thornton et al., 2013; Mantovani et al., 2016; Sanders and Giraud-Carrier, 2017).

Bu calismada hibrit siniflandirmada kullanilacak tekniklerin se¢iminde bu
hususlara dikkat edilmistir. Bu baglamda 6ncelikle MARS algoritmas: avantaj ve
kisitlar1 incelenmis, kisitlar1 elimine edebilecek veya en aza indirgeyebilecek
teknikler arastirilmigtir. Arastirilan tekniklerin hibrit kullanim esnekligine sahip olup
olmadig1 incelendiginde RF algoritmasi hibrit kullanimda etkinligi ve ayrica goriintii
siiflandirma ¢aligmalarindaki performansi ile 6ne ¢ikmistir (Zhou et al., 2002; Liu
and Ge, 2018; Ye and Ding, 2018). Bu nedenle ¢alisma kapsamindaki ilk hibrit
model olarak MARS-RF olusturulmustur.

Ayrica MARS algoritmasi incelendiginde en uygun temel fonksiyon sayist ve
ceza parametresi belirleme kisitinin performansa etkisini optimizasyon yontemleri ile

elimine etme veya en aza indirgemenin yapilabilecegi 6ngoriilmiistiir. Optimizasyon,
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bir dizi islem uygulanip, amag¢ fonksiyonunu maksimum veya minimum yapan
degerlerin elde edilmesidir. Giiniimiizde, optimize edilmis hiper parametrelerin
varsayilan ayarlara gore daha iyi oldugu yaygin olarak kabul edilmektedir (Thornton
et al., 2013; Mantovani et al., 2016; Sanders and Giraud-Carrier, 2017). Bu ¢alisma
kapsaminda PSO ve BO, MARS algoritmasinin hiper parametrelerinin optimize
edilmesinde kullanilarak sirasiyla MARS-PSO ve MARS-BO hibrit modelleri
gelistirilmistir.

3.1.1. MARS-RF Hibrit Simiflandirma Modeli

MARS ile RF algoritmalar1 uydu goriintiisii siniflandirma analizlerinde ayri
ayrt uygulandiginda yiiksek dogruluklu sonuglar vermektedirler. Ayrica MARS ile
RF algoritmalarinin avantaj ve kisitlar1 incelendiginde birbirlerinin kisitlarini elimine
edebilecegi Ongoriilmiistiir. MARS algoritmasinin kisiti olan asir1 uyum problemi,
RF algoritmasinda bulunmamaktadir. Ayrica RF algoritmasmin kisiti olan uygun
degiskenlerin secimi, MARS algoritmasinin degiskenler arasindaki etkilesimi
hesaplayarak uygun degiskenleri segmesiyle giderilmektedir. Bu avantaj ve kisitlar
g0z oniine alinarak MARS ve RF siniflandirma sonuglar birlestirildiginde kisitlarin
etkisini en aza indirgeme veya elimine etmesi amaciyla hibrit model gelistirilmistir.

MARS-RF hibrit modeli, hibrit smiflandirma tekniklerinden paralel
kombinasyon ile olusturulmus (Sekil 3.1), modelin performansi toplam dogruluk,
kappa istatistigi ve F1 skor ile degerlendirilmistir. Sekil 3.1°de gosterilen islem
adimlarinda alistirma Orneklemleri ENVI yazilimi kullanilarak se¢ilmis ve RStudio
yazilimina aktarmak amaciyla diizenlenmistir. RStudio yaziliminda MARS
algoritmasi “earth” paket programi kullanilarak uygulanmistir (¢apraz gegerlilik, asiri
uyum cezasl, modelin derecesi, maksimum fonksiyon sayisi gibi parametreler
degistirilebilmektedir). MARS algoritmasinda genellestirilmis c¢apraz gegerlilik
degeri en kiiclik olan model en ideal model olarak se¢ilmektedir. Bu dogrultuda
RStudio programi igerisinde en kiigiik degere sahip GCV hesaplatilmasi i¢in dongii
olusturulmus, MARS algoritmast bu dongiiye bagl calistirilmistir. MARS
algoritmasi ile goriintii smiflandirma islemi gergeklestirmek amaciyla Oncelikle
RStudio yazilimi kullanilarak temel fonksiyonlar elde edilmistir. Bu temel
fonksiyonlar kullanilarak tiim gorinti smiflandirtlmistir.  Yine aymi alistirma
orneklemleri kullanilarak paralel olarak RF siniflandiricisi RStudio yaziliminda
“randomForest” kodlariyla ¢alistirllmistir. Bu kodlar igerisinde olusturulacak agag

sayis1 ve her dallanmada aday olarak rastgele drneklenen degisken sayisini kullanici
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belirleyebilmektedir.

RStudio yaziliminda ASCII formatinda kaydedilen siniflandirma sonug
goriintlileri, hibrit model olusturmak amaciyla MATLAB yaziliminda agilmistir.
MATLAB yaziliminda iki siiflandirilmis goriintii incelenerek her iki yontemde de
ayni sinifa ve farkli siniflara atanan pikseller kodlama yapilarak belirlenmistir.
Paralel kombinasyon yontemini uygulamak i¢in karar kurali olarak her iki
algoritmada fakl1 sinifa atanan pikseller i¢in F1 skor dogrulugu yiiksek olan modelin
sonucunun sec¢ilmesi olarak belirlenmistir. Bu dogrultuda kodlamada MARS ve RF
algoritmalarinin her smif i¢in F1 skor dogruluk degerleri kullanilarak “if” donglisii
kurulmustur. Boylece her pikselin sinif se¢imi yapilmigtir. Fakat farkli siniflara
atanan piksellerin her iki siniflandiricida da F1 skor dogrulugunun esit olmasi
durumu g6z 6niine alinarak kodlamaya kappa degeri biiylik olan algoritmanin sonucu

secilmesi yoniinde ekleme yapilmistir.

Veri Onisleme

Aa

Sekil 3.1 MARS-RF iglem adimlari

3.1.2. MARS-PSO Hibrit Simiflandirma Modeli

MARS-PSO hibrit modeli, en iyi MARS modeli i¢in parametreleri optimize
etmek tizere PSO teknigi kullanilarak gelistirilmistir. PSO teknigi sadece MARS
modelinin parametrelerini optimize etmekle kalmaz, ayn1 zamanda modelin dogrusal
olmayan ve degiskenler arasindaki karmasik etkilesimleri yakalama yetenegini de
gelistirir (Bui et al., 2017; Nguyen et al., 2022; Garai et al., 2024).

PSO, tahmin modelinin dogrulugunu arttirmak i¢in her iterasyonda
parcaciklarin konumlarini yinelemeli olarak ayarlayarak optimum ¢6ziime dogru
gelisir. Bu parcaciklar MARS algoritmasindaki maksimum temel fonksiyon sayisi,

ceza parametresi hiper parametreleridir ve en uygun degerlerinin bulunmasi
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amaglanmaktadir. MARS-PSO hibrit smiflandirma modelinin teorik temelleri
literatiirdeki benzer ¢aligsmalarla desteklenmektedir (Benemaran and Esmacili-Falak,
2020; Nguyen et al., 2022; Hanteh et al., 2023; Garai et al., 2024). Sekil 3.2’de hiper

parametrelerin optimize edilme siireci akis semasi olarak gosterilmistir.
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Sekil 3.2 MARS-PSO islem adimlari

MARS modelinin tahmin kabiliyeti maksimum temel fonksiyon sayis1 ve ceza
parametresinden etkilenmektedir. Bu ¢alismada, MARS'm smiflandirma sonucunu
optimize etmek amaciyla MATLAB yazilimi kullanilarak temel fonksiyon sayist ve
ceza parametresinin uygun degerlerini aramak i¢in PSO optimizasyonu
kullanilmistir.

Maksimum iterasyon 100, maksimum parcacik sayis1 50, temel fonksiyon
sayis1 ve ceza parametresi baslangic degeri alt ve simnir araliginda Esitlik 3.1°e gore

rastgele belirlenir (Bui et al., 2019).

Xio = LB + Ry * (UB — LB) (3.1)

R(0,1), 0 ile 1 arasinda esit dagilimli rastgele bir say1y1 ifade etmektedir. LB ve

UB ise parametreler i¢in alt ve iist sinirlarin iki vektoriidiir. Temel fonksiyon sayisi
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ve ceza parametresinin alt sinirlart sirasiyla 3 ve 2; {ist sinirlart ise sirasiyla 50 ve 5
olarak belirlenmistir.

Optimizasyon siireci boyunca, PSO popiilasyonu MARS'In parametreleri olan
cok sayida degiskeni kesfetmistir. Her iterasyonda, her bir parametre seti kullanilarak
GCV hesaplanmistir. GCV fonksiyonunun degerini minimum yapan parametreler
secilerek MARS algoritmasi gergeklestirilmistir.

3.1.3. MARS-BO Hibrit Siniflandirma Modeli

MARS-BO hibrit modeli, en iyi MARS modeli i¢in parametreleri optimize
etmek tlizere BO teknigi kullanilarak gelistirilmisti. MARS algoritmasindaki
maksimum temel fonksiyon sayisi, ceza parametresi hiper parametreleridir ve en
uygun degerlerinin bulunmast hedeflenmektedir. MARS-BO modelinde BO
kullanilarak amag¢ fonksiyonunun yani GCV fonksiyonunun minimumunu bulmak
amagclanmaktadir.

BO, ilk olarak birka¢ noktanin degerlendirilmesiyle baslar ve ilk vekil model
olusturulur. Bu model ve edinim fonksiyonuna dayanarak, vekil modeli ve optimum
¢Oziim arayisim iyilestirmek i¢in sonraki nokta se¢ilir. Bu iteratif siire¢, maksimum
degerlendirme sayisina ulasilana veya tatmin edici bir ¢ozlime yakinsama gibi bir
durdurma kriteri karsilanincaya kadar devam eder.

MATLAB yazilimi kullanilarak gerceklestirilen MARS-BO hibrit modelin
islem adimlart Sekil 3.3’te gosterilmektedir. MARS-BO hibrit modelinde, BO’da
hiper parametrelerin alt ve iist sinirlart kullanicr tarafindan belirlenir. Bu ¢alismada
temel fonksiyon sayis1 ve ceza parametresinin alt sinirlart sirasiyla 3 ve 2 olarak, iist
sinirlart sirasiyla 50 ve 5 olarak belirlenmistir. BO’da parametrelerin baslangig
degerleri iist ve alt sinirlarina gore rastgele se¢ilmistir. Edinim fonksiyonu olarak ise
beklenen 1iyilestirme sec¢ilmistir ve edinim fonksiyonuyla amag¢ fonksiyonuna
yaklasan bir vekil fonksiyonu olusturulmustur. iterasyonla, vekil fonksiyon zaman
icinde daha dogru hale gelir ve optimizasyon siirecini optimum ¢oziime dogru

yonlendirir.
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Sekil 3.3 MARS-BO hibrit model iglem adimlari

3.2. Kodlama

Bu c¢alisgma kapsaminda yazilan kodlar MATLAB ve RStudio yazilimi
tizerinden gergeklestirilmistir. Her iki yazilimda da hem hazir komutlar kullanilip
hem de hazir komutlarda degisiklik ve ilave kodlama yapilmistir.

R, istatistiksel hesaplama ve grafikler i¢in bir programlama dili ve yazilim
ortamidir. Yeni Zelanda Auckland Universitesinden Ross Ihaka ve Robert
Gentleman tarafindan gelistirilmistir. R programinin farkli arayiizleri bulunmakta
olup, bu ¢alismada RStudio arayiizii (Sekil 3.4) kullanilmistir. RStudio, kullanicilarin
veri analizi, istatistiksel modelleme, veri gorsellestirme ve raporlama gibi cesitli
islemleri gergeklestirmelerine olanak tanir ve genis paket kiitliphanesine sahiptir.
Ayrica RStudio, ac¢ik kaynakli bir yazilimdir ve bu 6zelligi, kullanicilarin yazilimin
isleyisini tam olarak anlamalarimi ve gerektiginde degistirmelerini miimkiin kilar
(Anonim, 2021). RStudio yazilimi, RF ve MARS algoritmalarinin kodlama
yoniinden incelenmesi ve kodlamay1 degistirebilme esnekligine sahip olmasi

acisindan avantaj saglamistir.
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Sekil 3.4 RStudio arayiizii

MATLAB (Sekil 3.5), matematiksel hesaplamalar, veri analizi, modelleme,
simiilasyon ve grafiksel gosterimler i¢in kullanilan yiiksek seviyeli bir programlama
dilidir. MathWorks tarafindan gelistirilmis olan MATLAB, miihendislik, bilim,
ekonomi ve daha bir¢ok alanda genis bir kullanim alanina sahiptir. MATLAB’ 1n
kullanic1 dostu arayiizii, kapsamli dokiimantasyonu, arastirmacilarin kod yazmay1 ve
gelistirmeyi hizli ve verimli bir sekilde Ogrenmelerine olanak saglar. Ayrica
MATLAB genis bir fonksiyon ve kiitiiphaneye sahiptir (MATLAB Help Center,
2024).
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Sekil 3.5 MATLAB yazilimi
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RStudio yaziliminda uydu goriintiilerinin agilmasi ve analize hazirlanmasi
amactyla “raster” paket kodlamasi her iki algoritma ic¢in kullanilmistir. RF
algoritmasi i¢in RStudio yaziliminda “randomForest” ve “e1071” paket kodlamalar
tizerinde degisiklikler yapilarak toplam 71 satir kodlama ile smiflandirma islemi
gerceklestirilmistir. Calismada oOncelikle “raster”, “e1071” ve “randomForest”
paketleri kiitiiphaneden yiiklenmis ve alistirma 6rneklemleri agilmistir. Ardindan RF
algoritmas1 parametreleri ayarlanarak smiflandirma gerceklestirilmis ve sonug
gorintii, harita olusturmak amaciyla ASCII formatinda kaydedilmistir.

library(raster)

library(e1071)

library(randomForest)

samples15 <- readOGR(dirname(*'D:/train/samples"),

tools::file_path_sans_ext(basename(*'D:/train/samples")))

result_ RF = predict(RGB,
ro,
filename = "classification_RF.tif",
overwrite = TRUE)

plot(result_RF, add=TRUE)

varlmp(ro, scale=FALSE)

ra = aggregate(result_ RF, fact=2)

writeRaster(ra, "D:/train/arcgis/RF.asc", format="ascii"

MARS algoritmasi i¢in ise “earth” paket kodlamasi kullanilarak toplam 43 satir
kodlama ile smiflandirma gerceklestirilmistir. Oncelikle “raster” ve “earth” paketleri
kiitiiphaneden yiiklenmis ve alistirma Orneklemleri acilmistir. Ardindan MARS
algoritmas1 parametreleri ayarlanarak “for” dongiisii olusturulup siniflandirma
gerceklestirilmis ve sonug goriintii, harita olusturmak amaciyla ASCII formatinda
kaydedilmistir.

library(raster)

library(earth)

samples15 <- readOGR(dirname(*'D:/train/samples™),
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tools::file_path_sans_ext(basename(*'D:/train/samples")))

summary(mars, digits=3, style="max")

evimp(mars)

result <- predict(RGB,
mars,
filename = "classification_mars.tif",
overwrite = TRUE)

writeRaster(ra, "D./train/arcgis/MARS.asc", format="ascii"

MARS-RF hibrit model RStudio ve MATLAB yazilimlar1 kullanilarak
gerceklestirilmistir. Yukarida anlatildigr gibi MARS ve RF algoritmalar1 RStudio
yazilimi kullanilarak siiflandirma gergeklestirilmistir. RStudio yaziliminda ASCII
formatinda elde edilen goriintiler MATLAB yaziliminda ag¢ilmis ve iki algoritma
sonucundan paralel kombinasyon yoOntemine gore hibrit model olusturulmustur.
Hibrit model olusturmak i¢in Oncelikle MATLAB yaziliminda agilan sonug
goriintiiler incelenmistir. Bu inceleme paralel kombinasyon ve belirlenen karar
kuralinca; her iki algoritmada da ayni sinifa atanan pikseller ve iki algoritmada farkl
simiflara ayrilan piksellerin belirlenmesini icermektedir. Bu inceleme MATLAB
yaziliminda hazirlanan kod ile yapilmistir. Belirlenen piksellere karar kuralina gore
piksellerin simif atamasi olmasi amaciyla “if” dongiisii kodlamasi yapilmistir ve
MARS-RF hibrit model sonucu elde edilmistir. Karar kuralinin MATLAB
yaziliminda kodu asagidaki gibidir;

% Karar Kurali

combined_preds = zeros(size(y_test));

for i = 1:length(y_test)

if mars_preds(i) == rf_preds(i)
combined_preds(i) = mars_preds(i);
else
mars_class = mars_preds(i);
rf_class = rf_preds(i);

if mars_pa(mars_class) > rf_pa(rf_class)
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combined_preds(i) = mars_class;
else
combined_preds(i) = rf_class;
end
end

end

MARS-PSO hibrit modeli MARS algoritmas1 parametrelerine optimizasyon
uygulanmasi1 ile elde edilen modeldir. MARS algoritmast maksimum temel
fonksiyon sayist ve ceza parametresi parametrelerinin en uygun degerlerinin
belirlenmesi amaciyla PSO algoritmasinin kullanilarak optimize edilmesi MATLAB
yaziliminda 109 satir kodlama ile gerceklestirilmistir.

% MARS algoritmasimin  hiperparametrelerinin  belirlenecegi araliklar
belirlenir

lower _bound = [3 2]; % alt sinir

upper_bound = [50 5]; % tist sinir

% PSO algoritmasinin parametreleri belirlenir
num_particles = 50; % par¢acik sayisi

max_iterations = 100; % maksimum iterasyon sayisi

% En iyi hiperparametreler bulunur

best_params = bestPoint(results);

% MARS modeli olusturulur
model = fitMars(X, Y, ...

MARS-BO hibrit modeli MARS algoritmas1 parametrelerine optimizasyon
uygulanmas1 ile elde edilen modeldir. MARS algoritmasi maksimum temel
fonksiyon sayist ve ceza parametresi parametrelerinin en uygun degerlerinin
belirlenmesi amaciyla BO algoritmasimin kullanilarak optimize edilmesi MATLAB

yaziliminda kodlama ile gergeklestirilmistir.
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% BO i¢in araliklar belirlenir
hyperparams.min_nodes = 2;
hyperparams.max_nodes = 20;
hyperparams.min_threshold = 0.01;
hyperparams.max_threshold = 0.5;
hyperparams.min_degree = 1,
hyperparams.max_degree = 3;
% MARS algoritmasinin  hiperparametrelerinin  belirlenecegi araliklar
belirlenir
lower _bound = [3 2]; % alt sinir
upper_bound = [50 5]; % iist sumr

% En iyi hiperparametreler bulunur

best_params = bestPoint(results);

% MARS modeli olusturulur

model = fitMars(X, Y, ...

3.3. Uygulama ve Modellerin Testi

MARS algoritmasimna dayali hibrit simiflandirma modellerinin performans
degerlendirmesi i¢in iki farkli caligma alam1 ve iki farkli uydu goriintiisii
kullanilmistir. Bagka bir ifade ile 6nerilen yontemlerin performansi, iki ayr1 bolgede
farkli ¢oziiniirliiklere sahip iki farkli uydu goriintiisii kullanilarak test edilmistir. Bu
kapsamda gerceklestirilen ana islem asamalar1 Sekil 3.6’da gosterilmistir.
Goriintiilerde ilk 6nce 6n isleme gerceklestirilmistir. Alistirma 6rneklemlerinin
se¢iminin ardindan MARS ve RF smiflandirmalar1 ile MARS-RF, MARS-PSO ve
MARS-BO hibrit smiflandirmalar1 uygulanmis ve smiflandirma sonuglarinin

karsilastirilmast dogruluk analizi gergeklestirilmistir.
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Sekil 3.6 Uygulama ve test igin is akis semast

3.3.1. Test Alanlarinin Belirlenmesi

Gortnti siiflandirma yontemlerinin  performanslarin1 degerlendirmek igin,
cesitli arazi ortiisti/kullanimi igeren farkli ¢alisma alanlar1 gereklidir. Bu yaklasim,
siiflandirma yontemlerinin ¢esitli kosullardaki performanslarint ve yeteneklerini
anlamak i¢in énemlidir. Farkli ¢alisma alanlarindan elde edilen veri setleri, goriintii
siiflandirma algoritmalarinin ¢esitli cografi ve topolojik o6zelliklere nasil tepki
verdigini degerlendirmek i¢in kullanilabilir. Ayni1 zamanda, bu veri setleri,
yontemlerin genellikle farkli iklim kosullari, bitki Ortiisii tipleri veya yerel 6zelliklere
uyum saglama yeteneklerini degerlendirmek i¢in de kullanilabilir. Boylece
siniflandirma yontemlerinin performanslari, farkli arazi Ortiisii/kullanimi icin
karsilastirilabilir (Gregorio and Jansen, 1998; Li et al., 2014; Mather and Tso, 2016).

Test alam1 1 olarak secilen Bafra ilgesi, Samsun ilinin kuzeybatisinda,
Karadeniz'e kiyis1 olan bir yerlesim yeridir ve yaklasik olarak 41° 35' - 41° 45' kuzey
enlemleri ve 35° 54' - 36° 15' dogu boylamlar1 arasinda yer alir (Sekil 3.6). ilgenin
toplam yiizol¢timii Harita Genel Miidiirligli (HGM) verilerine gore 1503 km? olup,
Tiirkiye Istatistik Kurumu (TUIK) 2023 yili verilerine gore 143109 niifusa sahiptir.
Bafra ilgesi, Karadeniz kiyisindan i¢ kesimlere dogru uzanan genis bir alanm
kaplamaktadir. Ilce tarimsal iiretim agisindan Samsun'un en dnemli bodlgelerinden
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biridir. Ilgede ayrica ormanlik alanlar ve kirsal yerlesimler bulunmaktadir. Bu
cesitlilik ile Bafra arazi kullanimi yoniinden farklilik gostermekte ve g¢esitli
ekosistemlere ev sahipligi yapmaktadir (Hekimoglu vd., 2007).

Test alam1 2 olarak segilen Atakum ilgesi, Samsun ilinin batisinda, Karadeniz
kiyisinda yer almaktadir (Sekil 3.7). Ilce, yaklasik 41° 20' - 41° 25' kuzey enlemleri
ve 36° 18' - 36° 24' dogu boylamlari arasinda konumlanmistir. Bu cografi konumla,
Atakum hem deniz hem de dag topografyasina sahiptir. Atakum'un toplam
yiizdlgiimii HGM verilerine gore 351 km? olup, TUIK 2023 yili verilerine gore
245328 niifusa sahiptir. Arazi kullanimi ve Ortiisii smiflandirmasi agisindan
Atakum'da kentsel alanlar, tarim arazileri ve ormanlik bdlgeler 6ne ¢ikmaktadir. Bu
cesitlilik, arazi kullanimi ve Ortiisii siniflandirma ¢alismalart i¢in zengin veri

saglamaktadir (Hekimoglu vd., 2007).
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Sekil 3.7 Test alanlari: Bafra ve Atakum ilgeleri (Samsun)
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3.3.2. Uydu Goriintiileri ve Bantlarin Secimi

Tez kapsaminda farkli arazi Ortiisii/kullanimi tiirlerinin ayirt edilmesinde
Landsat-8 OLI ve Sentinel-2A MSI uydu goriintiileri kullanilmistir. Bu ¢alismada,
Landsat-8 OLI uydu goriintiisiiniin 6 band1 (Bant 2, Bant 3, Bant 4, Bant 5, Bant 6 ve
Bant 7) ve Sentinel-2A MSI uydu goriintiisiiniin 10 bandi (Bant 2, Bant 3, Bant 4,
Bant 5, Bant 6, Bant 7, Bant 8, Bant 8A, Bant 11 ve Bant 12) kullanilmistir. Bu
bantlarin se¢iminde, c¢alisma alanlarinin  Ozellikleri ve belirlenen smiflar
degerlendirmeye alinmistir. Uydu sistemleri ile ilgili teknik bilgiler asagidaki
boliimlerde detayli olarak verilmistir.

3.3.2.1. Sentinel-2A/B

Sentinel-2 uydu sistemi Sentinel-2A ve Sentinel-2B olmak iizere iki uydudan
olusmaktadir. Sentinel-2A, Haziran 2015, Sentinel-2B ise Temmuz 2016 tarihinde
firlatilmig olup, Avrupa Uzay Ajansi’nin (ESA) yeryiizinden 786 km yiikseklikteki
yoriingesinde, giinesle senkronize bir yer gozlem uydusudur. Sentinel-2A ve
Sentinel-2B takim uydular1 gibi ¢alistig1 ve ayn1 ¢oziiniirliiklere sahip olduklar igin
birlikte kullanilabilirler. Sentinel-2, 10 m (Bant 2, Bant 3, Bant 4, Bant 8), 20 m
(Bant 5, Bant 6, Bant 7, Bant 8A, Bant 11, Bant 12) ve 60 m (Bant 1, Bant 9,
Bant10) ¢oziiniirliige sahiptir. Bu ¢alismada kullanilan Sentinel-2A MSI goriintiileri
ESA web sitesinden indirilmistir. Sentinel-2A MSI uydusuna ait teknik 6zellikler
Tablo 3.1°de verilmistir (Sentinel-2A User Handbook, 2015).
Tablo 3.1 Sentinel-2A MSI uydu goriintiistiniin teknik 6zellikleri

Bantlar Merkez dalgaboyu (nm) Piksel boyutu (m)
Bant 1- Coastal 443 60
Bant 2- Blue 490 10
Bant 3- Green 560 10
Bant 4- Red 665 10
Bant 5- Vegetation Red Edge 705 20
Bant 6- Vegetation Red Edge 740 20
Bant 7- Vegetation Red Edge 783 20
Bant 8- NIR 842 10
Bant 8A- Narrow NIR 865 20
Bant 9- Water Vapour 945 60
Bant 10- SWIR Cirrus 1375 60
Bant 11- SWIR1 1610 20
Bant 12- SWIR2 2190 20
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3.3.2.2. Landsat-8 OLI

11 Subat 2013 tarihinde yeryiiziinden 705 km yiikseklikteki yoriingesine
oturtulan Landsat-8 OLI, giinesle senkronize bir yer gozlem uydusudur. Uydu
tizerinde iki algilayic1 bulunmaktadir: OLI (Operational Land Imager) ve TIRS
(Thermal Infrared Sensor). Landsat-8 OLI, 15 m PAN, 30 m MS (RGB, NIR, SWIR)
ve 100 m termal bant ¢oziiniirliigline sahiptir. Bu ¢alismada kullanilan Landsat-8
OLI goriintiileri, Amerika Birlesik Devletleri Jeoloji Arastirmalar1 Merkezi'nin
(USGS) web sitesinden indirilmistir. Tablo 3.2°de Landsat-8 OLI uydusuna ait
teknik 6zellikler gosterilmektedir (Landsat-8 OLI Data Users Handbook, 2018).
Tablo 3.2 Landsat-8 OLI uydu goriintiisiiniin teknik 6zellikleri

Bantlar Merkez dalgaboyu (nm) Piksel boyutu (m)
Bant 1 - Coastal aerosol 443 30
Bant 2 - Blue 483 30
Bant 3 - Green 560 30
Bant 4 - Red 660 30
Bant 5 - Near Infrared (NIR) 865 30
Bant 6 - SWIR 1 1650 30
Bant 7 - SWIR 2 2220 30
Bant 8 - Panchromatic 640 15
Bant 9 - Cirrus 1375 30

3.3.3. Smiflandirmada Kullanilacak Arazi Ortiisii/Kullanim1 Siniflarinin
Belirlenmesi

Diinya genelinde, 6zellikle gelismekte olan iilkelerde, tarimsal iiretime olan
yogun bagimliliklar1 ve artan niifus nedeniyle arazi ortiisii’kullaniminda hizh
degisimler gozlenmektedir. Bu degisimlerin etkin planlama ve yonetimi i¢in giincel
ve dogru arazi Ortiisii/kullanimi bilgisinin tespit edilmesi gerekmektedir. Bu durum,
kisa siireler icerisinde daha genis alanlardan farkli arazi ortiisii/kullanimi verilerinin
elde edilmesi i¢cin modern metodolojilerin  gelistirilmesini  gerektirmektedir
(Anderson et al., 1976; Biittner 2011; Nedd et al., 2021).

Bu ¢alismada belirlenecek sinif sayisi ve siniflar igin literatiirde kabul gormiis
lic adet arazi Ortisii/kullanimi siniflandirma sistemi incelenmistir; USGS Arazi
ortiisti’kullanimi1  simiflandirma sistemi (Anderson et al., 1976), Gida ve Tarim
Orgiitii’niin (Food and Agriculture Organization — FAQ) Arazi ortiisii smiflandirma

sistemi ve CORINE (Coordination of Information on the Environment — Cevresel
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Bilginin Koordinasyonu) (Nedd et al., 2021). Calisma alanlarinin igerdikleri simif
ozellikleri dikkate alinarak CORINE sisteminin kullanilmasina karar verilmistir.
CORINE Avrupa Cevre Ajansinin olusturdugu arazi oOrtiisii/kullanimi
siniflandirmasina gore uydu goriintiileri lizerinden bilgisayar destekli gorsel
yorumlama metodu ile iiretilen arazi Ortlisti/kullanimi verisidir. Simiflandirma
sistemi, Avrupa genelinde arazi ortiisii/kullanimi verilerinin standart bir metodoloji
ile toplanmasini, diizenlenmesini ve analiz edilmesini saglayan bir sistemdir.
Literatiir incelendiginde CORINE siniflandirma sistemi, ¢evre yonetimi, planlama,
arastirma ve politika gelistirme gibi bircok alanda yaygin olarak kullanilmaktadir
(Grullon et al., 2009; Nedd et al., 2021).
Bu calismada CORINE arazi oOrtiisii/kullanimi  siiflandirma  sisteminin
belirledigi kriterler ve smiflandirma sistemi incelenerek ve c¢alisma alanlari goz
oniinde bulundurularak; Bafra ilgesi i¢cin “Yapay alanlar”, “Ekilebilir Alanlar”,
“Karigik Tarim Alanlar1”, “Orman ve Yar1 Dogal Alanlar”, “Sulak Alanlar”, “Suyla
Kapli Alanlar” siniflari; Atakum ilgesi i¢cin “Yapay Alanlar”, “Tarimsal Alanlar”,
“Orman ve Yar1 Dogal Alanlar”, “Bitki Ortiisiiniin Az Oldugu veya Hi¢ Olmadig
Acik Alanlar”, “Suyla Kapli Alanlar” smiflar1 secilmistir. Arazi Ortiisii/kullanimi
smiflari, ¢alisilan alan ve islevsellik gibi gesitli gereksinimlere esnek bir sekilde
uyarlanmalidir. Bu nedenle farki ¢aligsma alanlar1 i¢in farkli siniflar ve sinif seviyeleri
secilmistir.
Bu calismada, MARS ve RF tekil algoritmalar1 ve MARS algoritmasina dayali
tic farkli hibrit model (MARS-RF, MARS-PSO ve MARS-BO) uygulanmistir.
Gergeklestirilen tiim siiflandirma analizleri igin iki farkli uydu sistemi kullanilmistir;
e 23.07.2023 tarihli Landsat-8 OLI uydu goriintiisiiniin 6 bandi (Bant 2, Bant
3, Bant 4, Bant 5, Bant 6 ve Bant 7);

e 27.07.2023 tarihli Sentinel-2A MSI uydu goriintiisiiniin 10 band1 (Bant 2,
Bant 3, Bant 4, Bant 5, Bant 6, Bant 7, Bant 8, Bant 8A, Bant 11 ve Bant
12) kullanilmistir.

3.3.4. Gériintii On Isleme

Uydu goriintiileri ¢evresel etkiler nedeniyle sistematik ve sistematik olmayan
hatalar icermektedir. Bu nedenle, uydu goriintiilerine uygulamalarda kullanilmadan
once diizeltmelerin uygulanmasi gerekmektedir.

Calisma kapsaminda kullanilan Landsat-8 OLI Collection 2 Level-2

gorlntiilerinin radyometrik kalibrasyon ve atmosferik diizeltme islemi USGS
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tarafindan uygulanmistir ve analize hazir verilerdir. Atmosferik diizeltme, arazi
yiizey yansima kodu (Land Surface Reflectance Code — LaSRC) algoritmasi
kullanilarak ger¢eklestirilmistir (USGS, 2023).

Calisma kapsaminda Sentinel-2A Seviye-1C uydu goriintiisiine uygulanan
atmosferik diizeltme islemcisi Sen2Cor, ESA tarafindan gelistirilmistir. Sen2Cor,
temel amaci Sentinel-2 Seviye-1C Atmosfer Ustii (TOA) iiriinlerini atmosferin
etkilerinden diizelterek Atmosfer Alt1 (BOA) yiizey yansima iiriinii sunmaktir (Main-
Knorn et al., 2017). Goriintli 6n islemesi i¢in Sentinel Application Platform (SNAP)
yaziliminda bulunan Sen2Cor araci kullanilmistir. Sentinel-2A MSI uydu goriintiisii
calisma alanlarindan Bafra ilgesi igin iki g¢ercevede yer almaktadir bu nedenle
ArcGIS yaziliminda goriintii mozaikleme islemi gergeklestirilmistir.

Sentinel-2A MSI uydu goriintiilerinin tim bantlarinin piksel boyutu yoniinden
uyumlu olmasini saglamak i¢in 20 m piksel boyutlu bantlar en yakin komsu
enterpolasyonu ile 10 m piksel boyutuna yeniden 6rneklenmistir. Son olarak uydu
goriintlileri, calisma alanlart olan Bafra ve Atakum il¢e idari smirlarima gore
kesilmistir. Suyla kapli alanlarin da ¢aligmaya eklenmesi amaciyla smirlar deniz
yoniinde 2 km genisletilmistir.

3.3.5. Ahstirma Orneklemlerinin Secilmesi

Bir siniflandirma ydnteminin performansi, alistirma orneklem veri setinin
boyutu, caligma alaninin karmasikligi, goriintiilerin ¢6ziiniirliigli ve kullanilan
siiflandirma algoritmas1 dahil olmak {izere c¢esitli faktorlere baglidir. Alistirma
orneklemlerinin sayisi, kullanilan veri ve algoritma tiirline gore degisir. Bu sayi,
alistirma orneklemlerinin siif tiyeligi hakkinda yeterli bilgi edinmek i¢in yeterince
biiyiik olmali ancak egitim verilerinin asir1 egitilmesine neden olacak kadar biiyiik
olmamalidir. Alistirma 6rneklemlerinin se¢imi siniflandirma performansin1 dogrudan
etkileyen onemli faktorlerdendir ve alistirma Orneklemlerinin se¢iminde yardimci
verilerin kullanilmas1 gerekmektedir. Makine 6grenmesi alaninda yapilan Onceki
aragtirmalar, alistirma Orneklem veri setinin yalnizca egitim hizint etkilemekle
kalmayip ayn1 zamanda siiflandiricilarin performans: iizerinde de etkili oldugunu
gostermektedir (Rendell and Cho, 1990; Shavlik, 1991; Brodley, 1995).

Bu tez kapsaminda, ENVI yaziliminda olusturulan standart sahte renkli
gorlintii, kontrolsliz smiflandirma yontemi olan ISODATA simniflandirma sonug
goriintiisti, NDVI indeks sonug¢ goriintiisii ve Google Earth Pro goriintiileri

kullanilarak alistirma 6rneklemleri se¢ilmistir. Bu yardimci veri kiimelerinin dahil
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edilmesiyle, alistirma orneklemlerinin se¢iminde daha dogru ve giivenilir sonuglar
elde edilir. Bu veri kaynaklari, uydu goriintiilerinden elde edilen spektral bilgileri
tamamlayan yardimci verilerdir. Bu yardimer veriler kullanilarak  uydu
gorlntiisiinden alistirma Orneklemleri verisi i¢gin ENVI yaziliminda ROT’ler (region
of interest) olusturulup, ASCII formatinda kaydedilmistir. ASCII formatinda
kaydedilen spektral yansitim degerleri sinif bilgisi de eklenerek diizenlenmistir.
Egitim ve model performanslarin1 degerlendirmek amaciyla; Bafra ilgesi i¢in toplam
2248 ve Atakum ilgesi igin toplam 1738 piksel veri 6rnegi kullanilmistir. Veri setleri
egitim seti (%70) ve test seti (%30) olarak ikiye ayrilmistir. Tablo 3.3’te her simf
icin egitim ve test veri seti piksel sayilar1 gosterilmektedir.

Tablo 3.3 Egitim ve test veri sayilari

Calisma Egitim Veri Test Veri
Alam St gSay1s1 Sayis1 Toplam
Suyla Kapli Alanlar 242 104
Sulak Alanlar 252 108
Orman ve Yart Dogal
Bafra Alanlar 264 L13 2248
Karisik Tarimsal Alanlar 334 107
Ekilebilir Alanlar 249 105
Yapay Alanlar 259 111
Suyla Kapli Alanlar 235 101
Orman ve Yar1 Dogal 947 106
Alanlar
Atakum TE.II'II.II.S.al .f'\.llar{lar ] 247 106 1738
Bitki Ortiistiniin Az Oldugu
veya Hi¢ Olmadigt Agik 245 105
Alanlar
Yapay Alanlar 242 104

3.3.6. Goriintii Siniflandirma

Bu caligma kapsaminda MARS ve RF algoritmalar1 temel siniflandirici olarak
kullanmilmistir.  Temel smiflandiricilarin = algoritmalari  RStudio  yaziliminda
gerceklestirilmistir. Hibrit modeller ise, RStudio yazilimindan elde edilen sonug
goriintiilerin MATLAB yaziliminda hazirlanan kodlama ile islenmesiyle
olusturulmustur.

RF algoritmas1 ile goriinti smiflandirma islemi RStudio yaziliminda
“randomForest” paket programiyla gerceklestirilmistir. RF algoritmasinda
kullanicinin belirlemesi gereken her bir diigiimde kullanilan degiskenlerin sayis1 (m)
ve olusturulacak agaclarin sayist gibi parametreler bulunmaktadir. Bu nedenle bu

calismada, parametreleri ayarlamak, dogruluk acisindan en iyi sonucu veren
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parametrelerin  optimum biyiikliikklerini elde etmek icin aga¢ sayist (Ntree -
'n_estimators') ve degisken sayist (Mtry - 'max features') deger araliklar1 dikkate
almmistir. Burada Ntree ('n_estimators') =20 ve Mtry (‘max_features') = auto, yani
degisken sayisinin karekokiidiir. Ardindan, Ntree degeri 50 ve 100°e ¢ikarilmis ve
Mtry'yi varsayilan degerlerde (auto) tutarak bunlar test edilmistir. En iyi Ntree degeri
belirlendikten sonra, bu deger sabit tutulmus ve Mtry = 5, 7, 10 gibi bir dizi
biiyiikliigii g6z oniinde bulundurarak Mtry'nin en iyi degerini bulmak i¢in algoritma
tekrar calistirllmistir. RF algoritmasinda bu iki parametrenin en iyi iki degerine karar
vermek i¢in toplam dokuz test gergeklestirilmistir.

MARS  smiflandiricist  ise  RStudio yaziliminda “earth” paketinde
calistirilmistir. Agik kaynak kodlu bir yazilim olan RStudio ile ¢apraz gegerlilik, ceza
parametresi, modelin derecesi, maksimum fonksiyon sayisi gibi parametreler,
kodlamada diizenlemeler yaparak degistirilebilmektedir. MARS algoritmasinda
genellestirilmis ¢apraz gegerlilik degeri en kiigiik olan model en ideal model olarak
secilmektedir. Bu dogrultuda RStudio programi igerisinde en kiiciik degere sahip
genellestirilmis ¢apraz gecerlilik hesaplatilmasi i¢in dongii olusturulmus, MARS
algoritmast bu dongiiye bagli calistirilmistir. Ceza parametre degeri (penalty)
yaklasik 2 ila 5 araliginda degerler Snermektedir. ileri adimda belirlenen maksimum
fonksiyon sayist (nk) 20 olarak belirlenmigtir. Maksimum etkilesim derecesi ise
(degree) varsayilan ayarlarda 1 olarak tanimlanmistir yani etkilesim terimleri modele
dahil etmez, bu calismada (degree) 1 ve 2 olarak belirlenmistir. Capraz dogrulama
katlarinin sayist (nfold) varsayilan degeri 0'dir yani ¢apraz dogrulama yoktur. 1'den
biiyiikse, kodlamada (earth) 6nce tiim verilerle her zamanki gibi standart bir model
olusturur, sonra her seferinde disarida birakilmis veriler lizerinde en kii¢iik kareler
yontemine gore modeller olusturur. Bu parametreler denenerek en kiicik GCV
degerinin bulunmasiyla ideal MARS modeli yani temel fonksiyonlar elde edilmis
olur. Bu temel fonksiyonlar kullanilarak tiim goriintii siniflandirilmistir.

3.3.7. Simiflandirma Dogruluk Analizi

Uydu goriintiilerinin siniflandirma dogruluk analizi, siniflandirmanin ne kadar
basarili  oldugunu belirlemek i¢in  kullanilir.  Smiflandirma  ydntemlerini
karsilastirmada hata matrisi kullanilarak kullanici  dogrulugu/kesinlik, iiretici
dogrulugu/duyarlilik, toplam dogruluk, kappa istatistigi ve F1 skor gibi dogruluk
Olciitleri kullanilir.

Bu ¢aligmada, kullanic1 dogrulugu/kesinlik, tiretici dogrulugu/duyarlilik ve F1
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skor Olgiitleri sinif bazinda karsilastirmada kullanilmistir. Siniflandirma sonucunun
genel karsilagtirmasi ise toplam dogruluk, kappa istatistigi ve makro ortalama
alimarak hesaplanan F1 skor degerleri ile yapilmistir. Bu dogruluk olgiitlerinin
kullanilmasi, modelin performansinin genel ve smif bazinda kapsamli bir sekilde
degerlendirme yapilmasini saglar. Bu sayede, smiflandiricilarin nasil performans
gosterdigi ve hangi yontemlerin daha giivenilir sonuglar verdigi hakkinda daha

detayl1 bilgi elde edilebilir.
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4. BULGULAR VE TARTISMA

MARS, RF, MARS-RF, MARS-PSO ve MARS-BO’nun smiflandirma
dogrulugunu belirlemek i¢in, simif bazinda kullanici dogrulugu/kesinlik, iretici
dogrulugu/duyarlilik ve F1 skor dlgiitleri ve genel siniflandirma degerlendirmesi i¢in
toplam dogruluk, kappa degeri ve makro ortalama ile hesaplanan F1 skor odlgiitleri
kullanilmis ve tiim modeller icin elde edilen sonuclar karsilastiriimistir.

4.1. Test Alami 1: Bafra flcesi Simflandirma Sonuclar

4.1.1. Test Alam 1: Bafra ilcesi MARS Simiflandirma Sonuclari

Test alan1 1 olarak secilen Bafra ilcesi MARS algoritma smiflandirmasi iki
uydu goriintiisii i¢in ayr1 ayri gergeklestirilmistir. Sekil 4.1 Landsat-8 OLI uydu
goriintiisiine ait MARS smiflandirma sonucunu gdstermektedir. Bafra ilgesi Landsat-

8 OLI uydu goriintiisii MARS siniflandirma sonucu hata matrisi Tablo 4.1°de

verilmigtir.

210000 220000 230000 240000 250000 260000
§ - Bafra ilgesi Landsat-8 OLI Uydu Gériintiisii MARS Gy . g

Smiflandirma Sonucu ,‘} :
I it

- Yapay Alanlar

g B cxicvitic Alantar g
H B :l Kangik Tanmsal Alanlar i 3

- Orman ve Yan Dogal Alanlar

l: Sulak Alanlar
§ L - Suyla Kapli Alanlar

4590000
T

Sekil 4.1 Bafra ilgesi Landsat-8 OLI uydu goriintiisii MARS siniflandirma sonucu
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Tablo 4.1 Bafra ilgesi Sentinel-2A MSI uydu goriintiisit MARS siniflandirma sonucu hata

matrisi
Referans Verisi
- Karisik Orman ve Suyla
Yapay | Ekilebilir Tarimsal | Yar1 Dogal Sulak Kapli | Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 82 10 14 10 0 116
Ekilebilir Alanlar 17 75 4 0 0 96
Karisik Tarimsal 3 16 80 13 0 0 112
Alanlar
Orman ve Yar1
Dogal Alanlar 9 4 9 8 8 0 115
Sulak Alanlar 0 0 0 5 89 4 98
Suyla Kapls 0 0 0 0 11 100 | 111
Alanlar
Toplam 111 105 107 113 108 104 648

Sekil 4.2 Sentinel-2A MSI uydu goriintiisiine ait MARS siniflandirma

sonucunu gostermektedir. Bafra ilgesi Sentinel-2A MSI uydu goriintiisii MARS

siiflandirma sonucu hata matrisi Tablo 4.2°de verilmistir.

210000

220000

230000

240000 250000

4570000
T

Bafra ilgesi Sentinel-2A MSI Uydu Gériintiisii MARS

- Yapay Alanlar
B cxicvitic Alantar
[:] Kangik Tanmsal Alanlar

- Orman ve Yan Dogal Alanlar
:l Sulak Alanlar
- Suyla Kaplt Alanlar o

Smiflandirma Sonucu

L
4610000

Sekil 4.2 Bafra ilgesi Sentinel-2A MSI uydu goriintiisi MARS siniflandirma sonucu
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Tablo 4.2 Bafra ilgesi Sentinel-2A MSI uydu goriintiisit MARS siniflandirma sonucu hata

matrisi
Referans Verisi
Orman ve
Yapay | Ekilebilir | K&K 1 7y | sulak | Swia
Tarimsal o Kaplt Toplam
Alanlar Alanlar Dogal Alanlar
Alanlar Alanlar
Alanlar
Yapay Alanlar 90 6 13 9 0 0 118
Ekilebilir Alanlar 12 74 2 0 0 0 88
Karigik Tarimsal 0 20 87 11 0 0 118
Alanlar
Orman ve Yar1
Dogal Alanlar 9 5 5 87 8 0 114
Sulak Alanlar 0 0 0 6 83 5 94
Suyla Kaph 0 0 0 0 17 99 116
Alanlar
Toplam 111 105 107 113 108 104 648

4.1.2. Test Alam 1: Bafra Ilcesi RF Simiflandirma Sonuclar

Sekil 4.3 Landsat-8 OLI uydu goriintiisiine ait RF smiflandirma sonucunu
gostermektedir. Bafra il¢esi Landsat-8 OLI uydu goriintiisii RF siniflandirma sonucu

hata matrisi Tablo 4.3’te verilmistir.

210000 220000 230000 240000 250000 260000
§ L Bafra Ilgesi Landsat-8 OLI Uydu Gériintiisii RF N i g
Siflandirma Sonucu

i ik
s
- Yapay Alanlar
B cxitcbilic Alantar
g B [:] Kangik Tanmsal Alanlar i g
- Orman ve Yan Dogal Alanlar
:l Sulak Alanlar

- Suyla Kapl: Alanlar

4580000
T

4570000
T

Sekil 4.3 Bafra ilgesi Landsat-8 OLI uydu goriintiisii RF siniflandirma sonucu
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Tablo 4.3 Bafra ilgesi Landsat-8 OLI uydu goriintiisii RF siniflandirma sonucu hata matrisi

Referans Verisi
- Karigik Orman ve Suyla
Yapay | Ekilebilir Tarmmsal | Yar1 Dogal Sulak Kapli | Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 80 9 15 10 0 0 114
Ekilebilir Alanlar 18 76 3 0 0 0 97
Karisik Tarimsal 4 15 81 14 0 0 114
Alanlar
Orman ve Yari
Dogal Alanlar 9 > 8 83 o 0 114
Sulak Alanlar 0 0 0 6 88 5 99
Suyla Kaph 0 0 0 0 11 99 110
Alanlar
Toplam 111 105 107 113 108 104 648

Sekil 4.4 Sentinel-2A MSI uydu gorintiisiine ait RF smiflandirma sonucunu
gostermektedir. Bafra ilgesi Sentinel-2A MSI uydu goriintiisii RF siniflandirma

sonucu hata matrisi Tablo 4.4’te verilmistir.

210000 220000 230000 240000 250000 260000
T T T T T T

Smiflandirma Sonucu

g i Bafra Ilgesi Sentinel-2A MSI Uydu Gériintiisii RF ' i g

i 1
- Yapay Alanlar

g B cxitcbitic Alantar :

H B [:] Kangik Tanmsal Alanlar i H

- Orman ve Yan Dogal Alanlar

[:] Sulak Alanlar ]
- Suyla Kapli Alanlar g

4570000
T

Sekil 4.4 Bafra ilgesi Sentinel-2A MSI uydu goriintiisii RF siniflandirma sonucu
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Tablo 4.4 Bafra ilgesi Sentinel-2A MST uydu goriintiisii RF siniflandirma sonucu hata matrisi

Referans Verisi
- Karigik Orman ve Suyla
Yapay | Ekilebilir Tarimmsal | Yar1 Dogal Sulak Kaph Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 89 6 14 10 0 0 119
Ekilebilir Alanlar 13 77 1 0 0 0 91
Karisik Tarimsal 0 18 87 12 0 0 117
Alanlar
Orman ve Yari
Dogal Alanlar 9 4 5 84 8 0 110
Sulak Alanlar 0 0 0 7 81 5 93
Suyla Kaph 0 0 0 0 19 99 118
Alanlar
Toplam 111 105 107 113 108 104 648

4.1.3. Test Alam 1: Bafra ilcesi MARS-RF Hibrit Stmflandirma Sonuclar
Sekil 4.5 Landsat-8 OLI uydu goriintiisiine ait MARS-RF smiflandirma
sonucunu gostermektedir. Bafra ilgesi Landsat-8 OLI uydu goriintiisit MARS-RF

siiflandirma sonucu hata matrisi Tablo 4.5°te verilmistir.
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Tablo 4.5 Bafra ilgesi Landsat-8 OLI uydu goriintiisit MARS-RF siniflandirma sonucu hata

matrisi
Referans Verisi
- Karigik Orman ve Suyla
Yapay | Ekilebilir Tarimsal | Yar1 Dogal Sulak Kaplh Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 82 9 15 10 0 116
Ekilebilir Alanlar 17 76 3 0 0 96
Karisik Tarimsal 3 15 81 13 0 0 112
Alanlar
Orman ve Yar1
Dogal Alanlar 9 3 8 85 8 0 115
Sulak Alanlar 0 0 0 5 89 4 98
Suyla Kapls 0 0 0 0 11 100 111
Alanlar
Toplam 111 105 107 113 108 104 648

Sekil 4.6 Sentinel-2A MSI uydu goriintiisiine ait MARS-RF siiflandirma

sonucunu gostermektedir. Bafra ilgesi Sentinel-2A MSI uydu goriintiisiit MARS-RF

siiflandirma sonucu hata matrisi Tablo 4.6’da verilmistir.
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Tablo 4.6 Bafra ilgesi Sentinel-2A MSI uydu goriintiisi MARS-RF siniflandirma sonucu

hata matrisi
Referans Verisi
- Karisik Orman ve Suyla
Yapay | Ekilebilir Tarimsal | Yar1 Dogal Sulak Kaplh Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 90 6 14 9 0 0 119
Ekilebilir Alanlar 12 77 1 0 0 0 90
Karisik Tarimsal 0 18 87 11 0 0 116
Alanlar
Orman ve Yar1
Dogal Alanlar 9 4 5 87 8 0 113
Sulak Alanlar 0 0 0 6 83 5 94
Suyla Kapls 0 0 0 0 17 99 116
Alanlar
Toplam 111 105 107 113 108 104 648

4.1.4. Test Alam 1:Bafra flcesi MARS-PSO Hibrit Siniflandirma Sonuclar:
Sekil 4.7 Landsat-8 OLI uydu goriintiisiine ait MARS-PSO smiflandirma
sonucunu gostermektedir. Bafra ilgesi Landsat-8 OLI uydu goriintiisii MARS-PSO

siniflandirma sonucu hata matrisi Tablo 4.7’de verilmistir.
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Tablo 4.7 Bafra ilgesi Landsat-8 OLI uydu goriintiisii MARS-PSO simiflandirma sonucu hata

matrisi
Referans Verisi
- Karisik Orman ve Suyla
Yapay | Ekilebilir Tarimsal | Yart Dogal Sulak Kapli | Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 83 8 13 10 0 0 114
Ekilebilir Alanlar 15 77 3 0 0 0 95
Karisik Tarimsal 3 14 83 12 0 0 112
Alanlar
Orman ve Yar1
Dogal Alanlar 10 6 8 86 8 0 118
Sulak Alanlar 0 0 0 5 90 4 99
Suyla Kapls 0 0 0 0 10 100 | 110
Alanlar
Toplam 111 105 107 113 108 104 648

Sekil 4.8 Sentinel-2A MSI uydu goriintiistine ait MARS-PSO siniflandirma
sonucunu gostermektedir. Bafra ilgesi Sentinel-2A MSI uydu goriintiisit MARS-PSO

siniflandirma sonucu hata matrisi Tablo 4.8’de verilmistir.
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Tablo 4.8 Bafra ilgesi Sentinel-2A uydu goriintiisiit MARS-PSO siniflandirma sonucu hata

matrisi
Referans Verisi
- Karigik Orman ve Suyla
Yapay | Ekilebilir Tarimmsal | Yar1 Dogal Sulak Kaplt Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 91 5 12 7 0 0 115
Ekilebilir Alanlar 12 79 3 0 0 0 94
Karisik Tarimsal 0 13 85 10 0 0 108
Alanlar
Orman ve Yar1
Dogal Alanlar 8 8 ! ol 9 0 123
Sulak Alanlar 0 0 0 5 84 3 92
Suyla Kapls 0 0 0 0 15 101 116
Alanlar
Toplam 111 105 107 113 108 104 648

4.1.5. Test Alam 1: Bafra Ilcesi MARS-BO Hibrit Simflandirma Sonuclar
Sekil 4.9 Landsat-8 OLI uydu goriintiisiine ait MARS-BO siniflandirma
sonucunu gostermektedir. Bafra ilgesi Landsat-8 OLI uydu goriintiisiit MARS-BO

siniflandirma sonucu hata matrisi Tablo 4.9’da verilmistir.
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Tablo 4.9 Bafra ilgesi Landsat-8 OLI uydu goriintiisi MARS-BO simiflandirma sonucu hata

matrisi
Referans Verisi
- Karisik Orman ve Suyla
Yapay | Ekilebilir Tarimsal | Yart Dogal Sulak Kapli | Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 85 8 13 10 0 0 116
Ekilebilir Alanlar 14 79 3 0 0 0 96
Karisik Tarimsal 3 13 83 11 0 0 110
Alanlar
Orman ve Yar1
Dogal Alanlar 9 5 8 87 ! 0 116
Sulak Alanlar 0 0 0 5 91 4 100
Suyla Kapls 0 0 0 0 10 100 | 110
Alanlar
Toplam 111 105 107 113 108 104 648

Sekil 4.10 Sentinel-2A MSI uydu goriintiisiine ait MARS-BO siniflandirma
sonucunu gostermektedir. Bafra ilgesi Sentinel-2A MSI uydu goriintiisi MARS-BO

siniflandirma sonucu hata matrisi Tablo 4.10°da verilmistir.
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Tablo 4.10 Bafra ilgesi Sentinel-2A MSI uydu goriintiisit MARS-BO siniflandirma sonucu
hata matrisi

Referans Verisi
- Karisik Orman ve Suyla
Yapay | Ekilebilir Tarimsal | Yart Dogal Sulak Kapli | Toplam
Alanlar | Alanlar Alanlar
Alanlar Alanlar Alanlar
Yapay Alanlar 91 4 11 5 0 0 111
Ekilebilir Alanlar 12 80 4 0 0 0 96
Karisik Tarimsal 0 12 85 9 0 0 106
Alanlar
Orman ve Yar1
Dogal Alanlar 8 9 ! % 9 0 127
Sulak Alanlar 0 0 0 5 84 3 92
Suyla Kapls 0 0 0 0 15 101 | 116
Alanlar
Toplam 111 105 107 113 108 104 648

4.2. Test Alami 2: Atakum fIlgesi Simflandirma Sonuclari
4.2.1. Test Alam 2:Atakum flcesi MARS Simiflandirma Sonuglar
Sekil 4.11 Landsat-8 OLI uydu goriintiisiine ait MARS siniflandirma sonucunu
gostermektedir. Atakum ilgesi Landsat-8 OLI uydu goriintiisiit MARS siniflandirma

sonucu hata matrisi Tablo 4.11’°de verilmistir.
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Tablo 4.11 Atakum il¢esi Landsat-8 OLI uydu goriintiisit MARS siniflandirma sonucu hata

matrisi

Referans Verisi

vapav | Tarmsal Orman ve | Bitki Ortiisiiniin Az | Suyla
Alarr)ﬂglr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar [ Olmadig1 A¢ik Alanlar | Alanlar
Yapay Alanlar 77 13 0 13 0 103
Tarimsal Alanlar 5 82 9 10 0 106
Orman ve Yar1 Dogal 4 7 84 3 0 98
Alanlar
Bitki Ortiisiiniin Az
Oldugu veya Hig 18 4 13 79 0 114
Olmadig1 A¢ik Alanlar
Suyla Kapli Alanlar 0 0 0 0 101 101
Toplam 104 106 106 105 101 522

Sekil 4.12 Sentinel-2A MSI uydu goriintiisiine ait MARS siniflandirma

sonucunu gostermektedir. Atakum ilgesi Sentinel-2A MSI uydu goriintiisiit MARS-

BO smiflandirma sonucu hata matrisi Tablo 4.12’de verilmistir.
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Tablo 4.12 Atakum ilgesi Sentinel-2A MSI uydu goriintiisit MARS siniflandirma sonucu

hata matrisi
Referans Verisi
vapav | Tarmsal Orman ve | Bitki Ortiisiiniin Az | Suyla
Alarr)ﬂglr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar [ Olmadig1 A¢ik Alanlar | Alanlar
Yapay Alanlar 78 12 0 13 0 98
Tarimsal Alanlar 8 84 9 8 0 114
Orman ve Yar1 Dogal 4 6 85 3 0 98
Alanlar
Bitki Ortiisiiniin Az
Oldugu veya Hig 14 4 12 81 0 111
Olmadig1 A¢ik Alanlar
Suyla Kapli Alanlar 0 0 0 0 101 101
Toplam 104 106 106 105 101 522

4.2.2. Test Alam 2: Atakum Ilcesi RF Smiflandirma Sonuclari

Sekil 4.13 Landsat-8 OLI uydu goriintiisiine ait RF siniflandirma sonucunu

gostermektedir. Atakum ilgesi Landsat-8 OLI uydu goriintiisii RF siniflandirma

sonucu hata matrisi Tablo 4.13’te verilmistir.
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Tablo 4.13 Atakum ilgesi Landsat-8 OLI uydu goriintiisit RF siniflandirma sonucu hata

matrisi
Referans Verisi
vapay | Tarmsal Orman ve | Bitki Ortiisiinin Az | Suyla
AIaFr)ﬂglr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar | Olmadig1 Agik Alanlar | Alanlar
Yapay Alanlar 76 14 0 12 0 102
Tarimsal Alanlar 7 81 11 10 0 109
Orman ve Yari
Dogal Alanlar N 6 82 2 0 94
Bitki Ortiisiiniin Az
Oldugu veya Hig
Olmadig Agik 17 5 13 81 0 116
Alanlar
Suyla Kapli Alanlar 0 0 0 0 101 101
Toplam 104 106 106 105 101 522

Sekil 4.14 Sentinel-2A MSI uydu goriintiisiine ait RF siiflandirma sonucunu
gostermektedir. Atakum ilgesi Sentinel-2A MSI uydu goriintiisii RF siniflandirma

sonucu hata matrisi Tablo 4.14’te verilmistir.
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Tablo 4.14 Atakum ilgesi Sentinel-2A MSI uydu goriintiisii RF siniflandirma sonucu hata

matrisi
Referans Verisi
vapav | Tarmsal Orman ve Bitki Ortiisiiniin Az Suyla
Ala[r)llgr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar Olmadig1 Ag¢ik Alanlar | Alanlar
Yapay Alanlar 78 12 0 8 0 98
Tarimsal Alanlar 8 84 9 13 0 114
Orman ve Yari
Dogal Alanlar 4 6 8 3 0 %
Bitki Ortiisiiniin Az
Oldugu veya Hig
Olmadig Agik 14 4 12 81 0 111
Alanlar
Suyla Kapli Alanlar 0 0 0 0 101 101
Toplam 104 106 106 105 101 522

4.2.3. Test Alam 2: Atakum Ilcesi MARS-RF Simiflandirma Sonuclari
Sekil 4.15 Landsat-8 OLI uydu goriintiisiine ait MARS-RF siniflandirma

sonucunu gostermektedir. Atakum ilgesi Landsat-8 OLI uydu goriintiisi MARS-RF

siiflandirma sonucu hata matrisi Tablo 4.15°te verilmistir.
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Tablo 4.15 Atakum ilgesi Landsat-8 OLI uydu goriintiisi MARS-RF siniflandirma sonucu

hata matrisi
Referans Verisi
vapay | Tarmsal Orman ve | Bitki Ortiisiinin Az | Suyla
Alarr)ﬂglr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar | Olmadig1 Agik Alanlar | Alanlar
Yapay Alanlar 77 13 0 12 0 102
Tarimsal Alanlar 5 82 9 10 0 106
Orman ve Yari
Dogal Alanlar 4 ! 84 2 0 o7
Bitki Ortiisiiniin Az
Oldugu veya Hig
Olmadig Agik 18 4 13 81 0 116
Alanlar
Suyla Kapli Alanlar 0 0 0 0 101 101
Toplam 104 106 106 105 101 522

Sekil 4.16 Sentinel-2A MSI uydu goriintiisiine ait MARS-RF simiflandirma

sonucunu gostermektedir. Atakum ilgesi Sentinel-2A MSI uydu goriintiisiit MARS-

RF siniflandirma sonucu hata matrisi Tablo 4.16°da verilmistir.
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Tablo 4.16 Atakum ilgesi Sentinel-2A MSI uydu goriintiisi MARS-RF siniflandirma sonucu

hata matrisi
Referans Verisi
vapay | Tarmsal Orman ve | Bitki Ortiisiiniin Az Suyla
Ala[r)llgr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar | Olmadig1 A¢ik Alanlar | Alanlar
Yapay Alanlar 78 12 0 8 0 98
Tarimsal Alanlar 8 84 9 11 0 112
Orman ve Yar1
Dogal Alanlar 4 6 8 3 0 %8
Bitki Ortiisiiniin
Az Oldugu veya
Hi¢ Olmadig1 Agik 14 4 12 83 0 113
Alanlar
Suyla Kapls 0 0 0 0 101 | 101
Alanlar
Toplam 104 106 106 105 101 522

4.2.4. Test Alam 2: Atakum ilcesi MARS-PSO Siniflandirma Sonuclari
Sekil 4.17 Landsat-8 OLI uydu goriintiisiine ait MARS-RF simiflandirma
sonucunu gostermektedir. Atakum ilgesi Landsat-8 OLI uydu goriintiisiit MARS-PSO

siniflandirma sonucu hata matrisi Tablo 4.17°de verilmistir.
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Tablo 4.17 Atakum ilgesi Landsat-8 OLI uydu goriintiisit MARS-PSO simiflandirma sonucu

hata matrisi
Referans Verisi
vapay | Tarmmsal Orman ve | Bitki Ortiisiiniin Az Suyla
AIar?Ia); Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar | Olmadig1 A¢ik Alanlar | Alanlar
Yapay Alanlar 78 13 0 12 0 103
Tarimsal Alanlar 7 84 10 8 0 109
Orman ve Yari
Dogal Alanlar 3 9 86 3 0 101
Bitki Ortiistiniin
Az Oldugu veya
Hi¢ Olmadig1 Agik 16 0 10 82 0 108
Alanlar
Suyla Kapls 0 0 0 0 101 | 101
Alanlar
Toplam 104 106 106 105 101 522

Sekil 4.18 Sentinel-2A MSI uydu goriintiisiine ait MARS-PSO smiflandirma
sonucunu gostermektedir. Atakum ilgesi Sentinel-2A MSI uydu goriintiisiit MARS-

PSO siniflandirma sonucu hata matrisi Tablo 4.18’de verilmistir.
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Tablo 4.18 Atakum ilgesi Sentinel-2A MSI uydu goriintiisii MARS-PSO smiflandirma
sonucu hata matrisi

Referans Verisi
vapay | Tarmsal Orman ve | Bitki Ortiisiinin Az | Suyla
Alarr)ﬂglr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar | Olmadig1 Agik Alanlar | Alanlar
Yapay Alanlar 80 12 0 10 0 102
Tarimsal Alanlar 7 86 8 8 0 109
Orman ve Yari
Dogal Alanlar 4 ! 87 3 0 101
Bitki Ortiisiiniin Az
Oldugu veya Hig
Olmadig Agik 13 1 11 84 0 109
Alanlar
Suyla Kapli Alanlar 0 0 0 0 101 101
Toplam 104 106 106 105 101 522

4.2.5. Test Alam 2: Atakum ilcesi MARS-BO Siniflandirma Sonuclari
Sekil 4.19 Landsat-8 OLI uydu goriintiisiine ait MARS-BO siniflandirma
sonucunu gostermektedir. Atakum ilgesi Landsat-8 OLI uydu goriintiisii MARS-BO

siiflandirma sonucu hata matrisi Tablo 4.19°da verilmistir.
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Sekil 4.19 Atakum ilgesi Landsat-8 OLI uydu goriintiisiit MARS-BO siniflandirma sonucu
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Tablo 4.19 Atakum ilgesi Landsat-8 OLI uydu goriintiisii MARS-BO siniflandirma sonucu

hata matrisi
Referans Verisi
vapay | Tarmsal Orman ve | Bitki Ortiisiinin Az | Suyla
Alarr)ﬂglr Alanlar Yar1 Dogal Oldugu veya Hig Kapli | Toplam
Alanlar | Olmadig1 Agik Alanlar | Alanlar
Yapay Alanlar 78 12 0 11 0 101
Tarimsal Alanlar 7 85 11 8 0 111
Orman ve Yari
Dogal Alanlar 6 8 87 3 0 104
Bitki Ortiisiiniin Az
Oldugu veya Hig
Olmadigr Agik 13 1 8 83 0 105
Alanlar
Suyla Kapl1 Alanlar 0 0 0 0 101 101
Toplam 104 106 106 105 101 522

Sekil 4.20 Sentinel-2A MSI uydu goriintiisiine ait MARS-BO siniflandirma

sonucunu gostermektedir. Atakum ilgesi Sentinel-2A MSI uydu goriintiisiit MARS-

BO siiflandirma sonucu hata matrisi Tablo 4.20°de verilmistir.
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Sekil 4.20 Atakum ilgesi Sentinel-2A MSI uydu goriintiisi MARS-BO simiflandirma sonucu
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Tablo 4.20 Atakum ilgesi Sentinel-2A MST uydu gériintiisit MARS-BO siniflandirma sonucu

hata matrisi
Referans Verisi
Bitki Ortiisiiniin Az Suyla
& Olmadigi Agik Alanlar [ Alanlar
Yapay Alanlar 81 12 0 10 0 103
Tarimsal Alanlar 6 86 8 7 0 107
Orman ve Yari
Dogal Alanlar 4 8 89 3 0 104
Bitki Ortiistiniin
Az Oldugu veya
Hi¢ Olmadig1 Agik 13 0 9 85 0 107
Alanlar
Suyla Kapls 0 0 0 0 101 | 101
Alanlar
Toplam 104 106 106 105 101 522

4.3. Simiflandirma Sonuclarinin Karsilastirilmasi

MARS ve RF tekil siniflandiricilar ve MARS-RF, MARS-PSO ve MARS-BO
hibrit modellerin siniflandirma sonuglarmnin karsilagtirmali olarak
degerlendirilebilmesi i¢in tiim yontemlerin Landsat-8 OLI ve Sentinel-2A MSI uydu
goriintlistindeki sonuglart aymi tabloda gosterilmistir. Bu amacla smif bazinda
degerlendirmeler i¢in kullanici dogrulugu/kesinlik, iiretici dogrulugu/duyarlilik ve F1
skor dogruluk Olgiitlerini  kapsayan ve siniflandirmanin  genel dogruluk
degerlendirmesi i¢in toplam dogruluk, kappa ve makro ortalama F1 skor degerlerni
kapsayan ayri tablolar olsturulmustur. Ayrica sif sayilar1 ve smiflar iki ¢alisma
alani i¢in farklhilik gosterdigi i¢in ayr1 ayri ele alinmustir.

Tablo 4.21°de Bafra Ilgesi Landsat-8 OLI ve Sentinel-2A MSI veri setlerinin
sonuglar1 kullanict dogrulugu/kesinlik, tiretici dogrulugu/duyarlilik ve F1 skor olarak

verilmistir.
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Tablo 4.21 Bafra Ilgesi Kullanic1 Dogrulugu / Kesinlik, Uretici Dogrulugu / Duyarhlik ve F1
Skor sonuglari

Landsat-8 OLI Sentinel-2A MSI
Kullanici Uretici Kullanici Uretici
Simf Yontem Dogrulugu / | Dogrulugu / | F1 Skor | Dogrulugu | Dogrulugu / | F1 Skor
Kesinlik Duyarlilik / Kesinlik | Duyarlilik
MARS 0,7069 0,7387 | 0,7225 | 0,7627 0,8108 | 0,7860
RF 0,7018 0,7207 | 0,7111 | 0,7479 0,8018 | 0,7739
Xf‘;fﬁir MARS-RF 0,7069 0,7387 | 0,7225 | 0,7563 0,8108 | 0,7826
MARS-PSO 0,7281 0,7477 | 0,7378 | 0,7913 0,8198 | 0,8053
MARS-BO 0,7328 0,7658 | 0,7489 | 0,8198 0,8198 | 0,8198
MARS 0,7813 0,7143 | 0,7463 | 0,8409 0,7048 | 0,7668
RF 0,7835 0,7238 | 0,7525 | 0,8462 0,7333 | 0,7857
i‘g‘rflzir“f MARS-RF 0,7917 0,7238 | 0,7562 | 08556 | 10,7333 | 0,7897
MARS-PSO 0,8105 0,7333 | 0,7700 | 0,8404 0,7524 | 0,7940
MARS-BO 0,8229 0,7524 | 0,7861 | 0,8333 0,7619 | 0,7960
MARS 0,7143 0,7477 | 0,7306 | 0,7373 0,8131 | 0,7733
Kangik |RF 0,7105 0,7570 | 0,7330 | 0,7436 0,8131 | 0,7768
Tarimsal | MARS-RE 0,7232 0,7570 | 0,7397 | 0,7500 0,8131 | 0,7803
Alanlar - v pspso | 0,7411 07757 | 0,7580 | 0,7870 07944 | 0,7907
MARS-BO 0,7545 0,7757 | 0,7650 | 0,8019 0,7944 | 0,7981
MARS 0,7391 0,7522 | 0,7456 | 0,7632 0,7699 | 0,7665
Orman [RF 0,7281 0,7345 | 0,7313 | 0,7636 0,7434 | 0,7534
VDeO‘g(;“ MARS-RF 0,7391 0,7522 0,7456 | 10,7699 0,7699 0,7699
Alanlar | MARS-PSO 0,7288 0,7611 | 0,7446 | 0,7398 0,8053 | 0,7712
MARS-BO 0,7500 0,7699 | 0,7598 | 0,7402 0,8319 | 0,7833
MARS 0,9082 0,8241 | 0,8641 | 0,8830 0,7685 | 0,8218
RF 0,8889 0,8148 | 0,8502 | 0,8710 0,7500 | 0,8060
iﬂ?}'?ar MARS-RF 0,9082 0,8241 | 0,8641 | 0,8830 0,7685 | 0,8218
MARS-PSO 0,9091 0,8333 | 0,8696 | 0,9130 0,7778 | 0,8400
MARS-BO 0,9100 0,8426 | 0,8750 | 0,9130 0,7778 | 0,8400
MARS 0,9009 0,9615 | 0,9302 | 0,8534 0,9519 | 0,9000
sula |RF 0,9000 09519 | 0,9252 | 0,8390 09519 | 0,8919
Kapli MARS-RF 0,9009 0,9615 | 0,9302 | 0,8534 0,9519 [ 0,9000
Alanlar [0\ os pso 0,9091 0,9615 0,9346 | 0,8707 0,9712 0,9182
MARS-BO 0,9091 0,9615 | 0,9346 | 0,8707 09712 | 0,9182

Tablo 4.21 incelendiginde Bafra Ilgesi Yapay Alanlar siifi Landsat-8 OLI veri
seti i¢in;

- MARS algoritmasi, kullanict  dogrulugu/kesinlik  (0,7069), iiretici
dogrulugu/duyarlilik (0,7387) ve F1 skor (0,7225) sonuglarin1 vermistir.

-RF  algoritmasi,  kullanici  dogrulugu/kesinlik  (0,7018),  iiretici
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dogrulugu/duyarlilik  (0,7207) ve F1 skoru (0,7111) degerleri ile MARS
algoritmasindan biraz daha diisiik performans gostermektedir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,7069) ve firetici
dogrulugu/duyarlilik  (0,7387) ve F1 skor (0,7225) sonuglart tekil MARS
algoritmasiyla ayni sonuglar1 vermistir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7281), firetici
dogrulugu/duyarliik  (0,7477) ve F1 skor (0,7378) degerleri ile MARS
algoritmasindan daha iyi sonug¢ vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7328), {iretici
dogrulugu/duyarlilik (0,7658) ve F1 skor (0,7489) ile en yiiksek degerlere sahiptir.

Bafra ilgesi Yapay Alanlar smifi Sentinel-2A MSI veri seti igin;

- MARS algoritmasi, kullanici  dogrulugu/kesinlik  (0,7627), iiretici
dogrulugu/duyarlilik (0,8108) ve F1 skor (0,7860) sonuglarini vermistir.

-RF  algoritmasi,  kullanici  dogrulugu/kesinlik  (0,7479),  iretici
dogrulugu/duyarlilik (0,8018) ve F1 skor (0,7739) degerleri ile MARS
algoritmasindan daha diisiik sonug vermistir.

- MARS-RF hibrit modeli, iiretici dogrulugu/duyarlilik (0,8108) ve F1 skoru
(0,7826) ile MARS algoritmasi ile aynt ve yakin sonug¢ veriyor, ancak kullanici
dogrulugu/kesinlik (0,7563) degeri MARS algoritmasinda daha diisilk bir degere
sahiptir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7913), iiretici
dogrulugu/duyarlilik (0,8198) ve F1 skoru (0,8053) ile en iyi ikinci sonuglari
vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,8198), iiretici
dogrulugu/duyarlilik (0,8198) ve F1 skor (0,8198) ile en yiiksek degerlere sahiptir.

Bafra Ilgesi Ekilebilir Alanlar sinifi Landsat-8 OLI veri seti igin;

- MARS  algoritmasi, kullanict1  dogrulugu/kesinlik  (0,7813), firetici
dogrulugu/duyarlilik (0,7143) ve F1 skor (0,7463) sonucunu vermektedir.

-RF  algoritmasi,  kullanici  dogrulugu/kesinlik ~ (0,7835),  {iretici
dogrulugu/duyarlhilik (0,7238) ve F1 skor (0,7525) ile MARS algoritmasina yakin bir
performans gostermektedir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,7917), {iretici
dogrulugu/duyarlilik (0,7238) ve F1 skor (0,7562) ile her iki tekil algoritmadan biraz

daha iyi sonu¢ vermektedir.
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- MARS-PSO hibrit modeli, kullanic1 dogrulugu/kesinlik (0,8105), iiretici
dogrulugu/duyarlilik (0,7333) ve F1 skor (0,7700) sonucunu vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,8229), f{iretici
dogrulugu/duyarlilik (0,7524) ve F1 skor (0,7861) ile en yiiksek performansa sahip
modeldir.

Bafra ilgesi Ekilebilir Alanlar sinifi Sentinel-2A MSI veri seti i¢in;

- MARS  algoritmasi, kullanict1  dogrulugu/kesinlik  (0,8409), {iretici
dogrulugu/duyarlhilik (0,7048) ve F1 skor (0,7668) sonucunu vermektedir.

-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,8462),  f{iretici
dogrulugu/duyarlilik (0,7333) ve F1 skorunda (0,7857) ile MARS algoritmasindan
biraz daha yiiksek performans gostermektedir.

- MARS-RF hibrit modeli, kullanict dogrulugu/kesinlik (0,8556), {iretici
dogrulugu/duyarlilik (0,7333) ve F1 skor (0,7897) ile her iki tekil algoritmadan biraz
daha iyi sonug¢ vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,8404), {iretici
dogrulugu/duyarlilik (0,7524) ve F1 skor (0,7940) sonucunu vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,8333), firetici
dogrulugu/duyarlilik (0,7619) ve F1 skor (0,7960) ile Sentinel-2A MSI veri seti i¢in
en iyi performansa sahip modeldir.

Bafra Ilgesi Karisik Tarimsal Alanlar smifi Landsat-8 OLI veri seti igin;

- MARS algoritmasi, kullanict  dogrulugu/kesinlik ~ (0,7143), iretici
dogrulugu/duyarhilik (0,7477) ve F1 skor (0,7306) sonucunu vermektedir.

-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,7105),  iiretici
dogrulugu/duyarlilik (0,7570) ve F1 skor (0,7330) degerleri ile MARS algoritmasina
yakin bir performans gostermektedir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,7232), firetici
dogrulugu/duyarlilik (0,7570) ve F1 skor (0,7397) ile tekil algoritmalarindan daha iyi
sonu¢ vermektedir.

- MARS-PSO hibrit modeli, kullanict dogrulugu/kesinlik (0,7411), firetici
dogrulugu/duyarlilik (0,7757) ve F1 skor (0,7580) ile en iyi ikinci sonucu
vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7545), {iretici
dogrulugu/duyarlilik (0,7757) ve F1 skor (0,7650) ile Landsat-8 OLI veri seti i¢in en
yiiksek degerlere sahip modeldir.
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Bafra Ilcesi Karisik Tarimsal Alanlar sinifi Sentinel-2A MSI veri seti icin;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik  (0,7373), firetici
dogrulugu/duyarhilik (0,8131) ve F1 skor (0,7733) sonucu vermektedir.

-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,7436), iiretici
dogrulugu/duyarlilik (0,8131) ve F1 skor (0,7768) ile MARS algoritmasindan biraz
daha yiiksek performans gostermektedir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,7500), {iretici
dogrulugu/duyarlilik (0,8131) ve F1 skorunda (0,7803) ile tekil algoritmalara gore
biraz daha iyi sonuglar vermektedir.

- MARS-PSO hibrit modeli, kullanic1 dogrulugu/kesinlik (0,7870), {iretici
dogrulugu/duyarlilik (0,7944) ve F1 skor (0,7907) ile giiclii sonuglar vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,8019), iiretici
dogrulugu/duyarlilik (0,7944) ve F1 skor (0,7981) ile Sentinel-2A MSI veri seti i¢in
en yiikksek degerlere sahip modeldir.

Bafra flgesi Orman ve Yar1 Dogal Alanlar simfi Landsat-8 OLI veri seti i¢in;

- MARS algoritmasi, kullanici  dogrulugu/kesinlik  (0,7391), iiretici
dogrulugu/duyarlilik (0,7522) ve F1 skor (0,7456) sonucunu vermektedir.

-RF  algoritmasi,  kullanic1  dogrulugu/kesinlik  (0,7281),  iiretici
dogrulugu/duyarlilik (0,7345) ve F1 skor (0,7313) ile MARS algoritmasindan daha
diisiik performans gostermektedir.

- MARS-RF hibrit modeli, kullanict dogrulugu/kesinlik (0,7391), iretici
dogrulugu/duyarlilik (0,7522) ve F1 skor (0,7456) ile MARS algoritmasiyla ayni
sonuclar1 vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7288), iiretici
dogrulugu/duyarlilik (0,7611) ve F1 skor (0,7446) sonucunu vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7500), {iretici
dogrulugu/duyarlilik (0,7699) ve F1 skor (0,7598) ile Landsat-8 OLI veri seti i¢in en
yiiksek degerlere sahip modeldir.

Bafra ilgesi Orman ve Yar1 Dogal Alanlar sinifi Sentinel-2A MSI veri seti i¢in;

- MARS algoritmasi, kullanici  dogrulugu/kesinlik  (0,7632), firetici
dogrulugu/duyarhilik (0,7699) ve F1 skor (0,7665) sonucunu vermektedir.

-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,7636),  iiretici
dogrulugu/duyarlilik (0,7434) ve F1 skor (0,7534) ile MARS algoritmasina yakin

sonuclar vermektedir.
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- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,7699), {iretici
dogrulugu/duyarlilik (0,7699) ve F1 skor (0,7699) ile MARS algoritmasindan biraz
daha iyi sonuglar vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik 0,7398, {iretici
dogrulugu/duyarlilik 0,8053 ve F1 skor 0,7712 sonucunu vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7402), firetici
dogrulugu/duyarlilik (0,8319) ve F1 skor (0,7833) ile Sentinel-2A MSI veri seti igin
en yiiksek degerlere sahip modeldir.

Bafra Ilcesi Sulak Alanlar sinifi Landsat-8 OLI veri seti icin;

- MARS  algoritmasi, kullanict1  dogrulugu/kesinlik ~ (0,9082), {iretici
dogrulugu/duyarhilik (0,8241) ve F1 skor (0,8641) sonucunu vermektedir.

-RF  algoritmasi,  kullanic1  dogrulugu/kesinlik  (0,8889), iiretici
dogrulugu/duyarhilik (0,8148) ve F1 skor (0,8502) ile MARS algoritmasindan daha
diistik bir performans gostermektedir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,9082), f{iretici
dogrulugu/duyarhilik (0,8241) ve F1 skor (0,8641) ile MARS algoritmasiyla aym
sonuclar1 vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,9091), {iretici
dogrulugu/duyarlilik (0,8333) ve F1 skor (0,8696) sonucunu vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,9100), iretici
dogrulugu/duyarlilik (0,8426) ve F1 skor (0,8750) ile Landsat-8 OLI veri seti i¢in en
yiiksek performansi gosteren modeldir.

Bafra Ilgesi Sulak Alanlar sinifi Sentinel-2A MSI veri seti i¢in;

- MARS algoritmasi, kullanict  dogrulugu/kesinlik  (0,8830), iretici
dogrulugu/duyarlilik (0,7685) ve F1 skor (0,8218) sonucunu vermektedir.

-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,8710),  iiretici
dogrulugu/duyarlilik (0,7500) ve F1 skor (0,8060) ile MARS algoritmasindan daha
diisiik sonuglar vermistir.

- MARS-RF hibrit modeli, kullanict dogrulugu/kesinlik (0,8830), {iretici
dogrulugu/duyarlilik (0,7685) ve F1 skor (0,8218) ile MARS algoritmasiyla ayni
sonuclar1 vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,9130), {iretici
dogrulugu/duyarlilik (0,7778) ve F1 skor (0,8400) ile gii¢lii sonuglar vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,9130), {iretici
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dogrulugu/duyarhilik (0,7778) ve F1 skor (0,8400) ile Sentinel-2A MSI veri seti i¢in
en iyi sonuglart vermektedir.

Bafra ilgesi Suyla Kapli Alanlar smifi Landsat-8 OLI veri seti i¢in;

- MARS  algoritmasi, kullanic1  dogrulugu/kesinlik  (0,9009), firetici
dogrulugu/duyarhilik (0,9615) ve F1 skor (0,9302) sonucunu vermektedir.

-RF  algoritmasi,  kullanic1  dogrulugu/kesinlik  (0,9000), iiretici
dogrulugu/duyarlilik (0,9519) ve F1 skor (0,9252) ile MARS algoritmasindan biraz
daha diislik performans gostermistir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,9009), {iretici
dogrulugu/duyarlilik (0,9615) ve F1 skor (0,9302) ile MARS algoritmasiyla ayni
sonuglari vermistir.

- MARS-PSO ve MARS-BO hibrit modelleri, kullanici dogrulugu/kesinlik
(0,9091), iiretici dogrulugu/duyarlilik (0,9615) ve F1 skor (0,9346) degerleri ayn1 ve
en iyi performansi gosteren modellerdir.

Bafra flgesi Suyla Kapli Alanlar sinifi Sentinel-2A MSI veri seti igin;

- MARS algoritmasi, kullanici  dogrulugu/kesinlik  (0,8534), iiretici
dogrulugu/duyarlilik (0,9519) ve F1 skor (0,9000) sonucunu vermektedir.

-RF  algoritmasi,  kullanic1  dogrulugu/kesinlik  (0,8390),  iiretici
dogrulugu/duyarlilik  (0,9519) ve F1 skor (0,8919) degerleri ile MARS
algoritmasindan daha diisiik sonuglar vermistir.

- MARS-RF hibrit modeli, kullanict dogrulugu/kesinlik (0,8534), iiretici
dogrulugu/duyarlilik (0,9519) ve F1 skor (0,9000) ile MARS algoritmasiyla ayni
sonuclar1 vermektedir.

- MARS-PSO ve MARS-BO hibrit modelleri, kullanict dogrulugu/kesinlik
(0,8707), tiretici dogrulugu/duyarlilik (0,9712) ve F1 skor (0,9182) degerleri ayn1 ve
en iyi performansi gosteren modellerdir.

Tekil algoritmalarin performanslar1 kendi i¢inde karsilastirildiginda Yapay
Alanlar, Sulak Alanlar ve Suyla Kapli Alanlar icin MARS algoritmast en iyi
dogruluk olgiitii degerlerini vermistir. Ekilebilir Alanlar sinifi icin RF algoritmast en
iyi sonuglart vermektedir. Karigik Tarimsal Alanlar sinifinda ise Landsat-8 OLI veri
setinde Kullanic1 Dogrulugu / Kesinlik 6l¢iitii MARS algoritmasinda daha ytiksek
iken Uretici Dogrulugu / Duyarlilik ve F1 Skor RF algoritmasinda daha yiiksektir.
Sentinel-2A MSI veri setinde ise Uretici Dogrulugu / Duyarlilik hem RF hem de
MARS algoritmasinda esit, Kullanic1 Dogrulugu / Kesinlik ve F1 Skor 6lgiitlerinde
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ise RF algoritmasi daha yiiksek sonu¢ vermistir. Orman ve Yari Dogal Alanlar
smifinda ise Sentinel-2A MSI veri setinde Kullanici Dogrulugu / Kesinlik RF
algoritmasinda, diger tiim Olgiitler ise MARS algoritmasinda yiiksek degerlere
sahiptir.

MARS-RF hibrit modeli tekil MARS algoritmasindan genel olarak daha iyi
veya esit sonuglar vermistir. Hem Landsat-8 OLI hem de Sentinel-2A MSI veri seti
icin en iyi performanst MARS-PSO ve MARS-BO algoritmalar1 gostermistir. En iyi
performansi gosteren MARS-BO hibrit modeli tekil MARS algoritmasi ile
karsilastirildiginda her iki ver seti ve {i¢ 6l¢iit i¢in ortalama yaklasik olarak 0,02 artis
gostermektedir.

Tablo 4.22 Test alan1 2 olan Atakum lgesi siiflandirma sonuglarini 5 model
icin siif bazinda vermektedir. Siniflandirma sonuglar1 Landsat-8 OLI ve Sentinel-

2A MSI verti setleri i¢in ayr1 siitunlarda gosterilmistir.
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Tablo 4.22 Atakum flgesi Kullanict Dogrulugu / Kesinlik, Uretici Dogrulugu / Duyarlilik ve
F1 Skor sonugclari

Landsat-8 OLI Sentinel-2A MSI
Dogrulugu / F1 Skor Dogrulugu / F1 Skor

/ Kesinlik Duyarhilik / Kesinlik Duyarhilik
MARS 0,7476 | 07404 | 07440 | 0,7959 | 07500 | 0,723
RF 07451 | 07308 | 07379 | 0,7857 | 07404 | 0,7624
L:ﬂ?;’r MARS-RF | 0,7549 | 07404 | 07476 | 07959 | 0,7500 | 0,7723
MARS-PSO | 0,7573 | 07500 | 0,7536 | 0,7843 | 0,7692 | 0,767
MARS-BO | 07723 | 07500 | 0,7610 | 07864 | 0,7788 | 0,7826
MARS 0,7736 | 0,7736 | 07736 | 0,7368 | 07925 | 0,7636
RF 07431 | 07642 | 07535 | 07477 | 07830 | 0,7650
Tﬂ;ﬂsa?l MARS-RF | 0,7736 07736 | 0,7736 | 0,7500 07925 | 0,7706
MARS-PSO | 0,7706 | 07925 | 0,7814 | 0,7800 | 0,8123 | 0,8000
MARS-BO | 07658 | 08019 | 0,7834 | 08037 | 08113 | 08075
MARS 08571 | 07925 | 08235 | 08673 | 08019 | 0,8333
Orman v RF 08723 | 07736 | 08200 | 08469 | 07830 | 0,8137
Yari Dogal | MARS-RF | 08660 | 07925 | 08276 | 08673 | 08019 | 0,8333
Alanlar "\ ARs-PSO | 08515 | 08113 | 08309 | 08614 | 08208 | 0,8406
MARS-BO | 08365 | 08208 | 08286 | 08558 | 08396 | 08476
. Bitki MARS 06930 | 07524 | 07215 | 0,7297 | o0,7724 | 0,7500
gz%;zigi RF 06983 | 07714 | 0,7330 | 07281 | 07905 | 0,7580
veyaHic | MARS-RF | 06983 | 07714 | 07330 | 0,7345 | 0,7905 | 0,7615
O‘?;‘Egl MARS-PSO | 07593 | 07810 | 07700 | 07706 | 0,8000 | 0,7850
Alanlar | MARS-BO | 07905 | 07905 | 0,7905 | 07944 | 0,8095 | 0,8019
MARS 1,0000 | 1,0000 | 1,0000 [ 1,0000 | 12,0000 | 1,0000
suyla RF 1,0000 | 1,0000 | 10000 [ 10000 | 12,0000 | 1,0000
Kapli | MARS-RF | 1,0000 | 1,0000 | 1,0000 | 1,0000 | 12,0000 | 1,0000
Alanlar "\ ARs-psO | 1,0000 1,0000 | 1,0000 | 1,0000 1,0000 | 1,0000
MARS-BO | 1,0000 | 1,0000 | 1,0000 | 10000 | 10000 | 1,0000

Tablo 4.22 incelendiginde Atakum ilgesi Yapay Alanlar sinifi Landsat-8 OLI

veri seti i¢in;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik  (0,7476), iretici
dogrulugu/duyarlilik (0,7404) ve F1 skor (0,7440) sonucunu vermistir.
-RF  algoritmasi,  kullanici  dogrulugu/kesinlik ~ (0,7451),  {iretici

dogrulugu/duyarlilik (0,7308) ve F1 skor (0,7379) ile MARS algoritmasindan biraz

daha diisiik performans sergilemektedir.

- MARS-RF hibrit modeli, kullanict dogrulugu/kesinlik (0,7549), iiretici

dogrulugu/duyarhiik  (0,7404) ve

F1
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skor

(0,7476)

ile

MARS

ve RF




algoritmalarindan biraz daha iyi sonug¢ vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7573), firetici
dogrulugu/duyarlilik (0,7500) ve F1 skor (0,7536) sonucunu vermistir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7723), firetici
dogrulugu/duyarlilik (0,7500) ve F1 skor (0,7610) ile en yiiksek dogruluk olgiitii
degerlerine sahip modeldir.

Atakum Ilgesi Yapay Alanlar smifi Sentinel-2A MSI veri seti igin;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik  (0,7959), iretici
dogrulugu/duyarlilik (0,7500) ve F1 skor (0,7723) sonug vermektedir.

-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,7857),  {iretici
dogrulugu/duyarlilik (0,7404) ve F1 skor (0,7624) ile MARS algoritmasindan daha
diisiik sonuglar vermektedir.

- MARS-RF hibrit modeli, kullanict dogrulugu/kesinlik (0,7959), iiretici
dogrulugu/duyarhilik (0,7500) ve F1 skor (0,7723) ile MARS algoritmasiyla aym
sonuglar1 vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7843), firetici
dogrulugu/duyarlilik (0,7692) ve F1 skor (0,7767) sonucunu vermistir.

- MARS-BO hibrit modeli, kullanici dogrulugu/kesinlik (0,7864), iiretici
dogrulugu/duyarlilik (0,7788) ve F1 skor (0,7826) ile en yiiksek dogruluk olgiitii
degerlerine sahip modeldir.

Atakum Ilgesi Tarimsal Alanlar simifi Landsat-8 OLI veri seti igin;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik  (0,7736), {iretici
dogrulugu/duyarlilik (0,7736) ve F1 skor (0,7736) sonucunu vermektedir.

-RF  algoritmasi,  kullanici  dogrulugu/kesinlik ~ (0,7431), {iretici
dogrulugu/duyarlilik (0,7642) ve F1 skor (0,7535) ile MARS algoritmasindan daha
diisiik performans gostermektedir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,7736), firetici
dogrulugu/duyarlilik (0,7736) ve F1 skor 0.7736 ile MARS algoritmasiyla ayni
sonuclar1 vermektedir.

- MARS-PSO hibrit modeli, kullanic1 dogrulugu/kesinlik (0,7706), iiretici
dogrulugu/duyarlilik (0,7925) ve F1 skor (0,7814) ile en iyi ikinci sonucu
vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7658), {iretici
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dogrulugu/duyarlilik (0,8019) ve F1 skor (0,7834) ile en yiliksek dogruluk olg¢iitii
degerlerine sahip modeldir.

Atakum flcesi Tarimsal Alanlar smifi Sentinel-2A MSI veri seti igin;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik  (0,7368), {iretici
dogrulugu/duyarlilik (0,7925) ve F1 skor (0,7636) sonucunu vermektedir.

-RF  algoritmasi,  kullanici  dogrulugu/kesinlik ~ (0,7477),  {iretici
dogrulugu/duyarlilik (0,7830) ve F1 skor (0,7650) ile MARS algoritmasindan biraz
daha iyi performans sergilemektedir.

- MARS-RF hibrit modeli, kullanici1 dogrulugu/kesinlik (0,7500), {iretici
dogrulugu/duyarlilik (0,7925) ve F1 skor 0,7706 ile MARS algoritmasindan biraz
daha iyi sonug¢ vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7890), iiretici
dogrulugu/duyarlilik (0,8113) ve F1 skor (0,8000) ile giiclii sonuglar vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,8037), {iretici
dogrulugu/duyarlilik (0,8113) ve F1 skor (0,8075) ile en yiiksek dogruluk olgiitii
degerlerine sahip modeldir.

Atakum lgesi Orman ve Yar1 Dogal Alanlar sinifi Landsat-8 OLI veri seti icin;

- MARS algoritmasi, kullanict  dogrulugu/kesinlik  (0,8571), iiretici
dogrulugu/duyarlilik (0,7925) ve F1 skor (0,8235) sonucunu vermektedir.

-RF  algoritmasi,  kullanici  dogruluguw/kesinlik ~ (0,8723),  iretici
dogrulugu/duyarlilik (0,7736) ve F1 skor (0,8200) ile MARS algoritmasina yakin
sonuclar vermektedir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,8660), {iretici
dogrulugu/duyarlilik (0,7925) ve F1 skor (0,8276) ile MARS algoritmasindan daha
1yi sonug vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,8515), firetici
dogrulugu/duyarlilik (0,8113) ve F1 skor (0,8309) ile giiclii sonuglar vermektedir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,8365), iretici
dogrulugu/duyarlilik (0,8208) ve F1 skor (0,8286) ile en yiiksek dogruluk olgiitii
degerlerine sahip modeldir.

Atakum lIgesi Orman ve Yar1 Dogal Alanlar smifi Sentinel-2A MSI veri seti
1¢in;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik  (0,8673), {iretici
dogrulugu/duyarlilik (0,8019) ve F1 skor (0,8333) sonucunu vermektedir.

104



-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,8469),  {iretici
dogrulugu/duyarlilik (0,7830) ve F1 skor (0,8137) ile MARS algoritmasindan daha
diisiik performans gostermektedir.

- MARS-RF hibrit modeli, kullanici1 dogrulugu/kesinlik (0,8673), firetici
dogrulugu/duyarlilik (0,8019) ve F1 skor (0,8333) ile MARS algoritmasiyla ayni
sonuglar1 vermektedir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,8614), {iretici
dogrulugu/duyarlilik (0,8208) ve F1 skor (0,8406) sonucunu vermistir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,8558), firetici
dogrulugu/duyarlilik (0,8396) ve F1 skor (0,8476) ile en yiiksek dogruluk olgiitii
degerlerine sahip modeldir.

Atakum llgesi Bitki Ortiisiiniin Az Oldugu veya Hi¢ Olmadigi Agik Alanlar
sinifit Landsat-8 OLI veri seti igin;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik  (0,6930), iiretici
dogrulugu/duyarlilik (0,7524) ve F1 skor (0,7215) sonucunu vermistir.

-RF  algoritmasi,  kullanic1  dogrulugu/kesinlik  (0,6983), iiretici
dogrulugu/duyarhilik (0,7714) ve F1 skor (0,7330) ile MARS algoritmasindan biraz
daha iyi sonug vermistir.

- MARS-RF hibrit modeli, kullanici dogrulugu/kesinlik (0,6983), iiretici
dogrulugu/duyarlilik (0,7714) ve F1 skor (0,7330) ile RF algoritmasiyla aym
sonuglar1 vermistir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7593), firetici
dogrulugu/duyarlilik (0,7810) ve F1 skor (0,7700) sonucunu vermistir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7905), iretici
dogrulugu/duyarlilik (0,7905) ve F1 skor (0,7905) ile en yiiksek dogruluk olgiitii
degerlerine sahip modeldir.

Atakum TIlgesi Bitki Ortiisiiniin Az Oldugu veya Hi¢ Olmadigi Agik Alanlar
smifi Sentinel-2A MSI veri seti igin;

- MARS  algoritmasi, kullanict  dogrulugu/kesinlik ~ (0,7297), f{iretici
dogrulugu/duyarlilik (0,7714) ve F1 skor (0,7500) sonucunu vermistir.

-RF  algoritmasi,  kullanict  dogrulugu/kesinlik  (0,7281),  {iretici
dogrulugu/duyarlilik (0,7905) ve F1 skor (0,7580) ile MARS algoritmasindan daha
1yl sonuglar vermistir.

- MARS-RF hibrit modeli, kullanict dogrulugu/kesinlik (0,7345), {iretici
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dogrulugu/duyarlilik (0,7905) ve F1 skor (0,7615) ile tekil MARS ve RF
algoritmalarindan biraz daha iyi sonug vermistir.

- MARS-PSO hibrit modeli, kullanici dogrulugu/kesinlik (0,7706), ), iiretici
dogrulugu/duyarlilik (0,8000) ve F1 skor (0,7850) ile gii¢lii sonuglar vermistir.

- MARS-BO hibrit modeli, kullanict dogrulugu/kesinlik (0,7944), {iretici
dogrulugu/duyarlilik (0,8095) ve F1 skor (0,8019) ile en yiiksek dogruluk olgiitii
degerlerine sahip modeldir.

Atakum Ilcesi Suyla Kapli Alanlar smifi Landsat-8 OLI ve Sentinel-2A MSI
veri seti i¢in;

- MARS, RF, MARS-RF, MARS-PSO ve MARS-BO modellerinde kullanici
dogrulugu/kesinlik, iiretici dogrulugu/duyarlilik ve F1 skor 1,0000 degerini vermistir.
Suyla Kapl1 Alanlar simifinin, siniflandirma dogrulugu genellikle yiiksek dogrulukta
elde edilmektedir, bu ¢alismada da bu sonu¢ elde edilmistir.

Tekil algoritmalar kendi iginde karsilastirildiginda Yapay Alanlar icin MARS
algoritmasi1 en iyi dogruluk ol¢iitii degerlerini vermistir. Tarimsal Alanlar Landsat-8
OLI veri setinde MARS algoritmas1 en yiiksek sonuglar1 verirken, Sentinel-2A MSI
veri seti igin kullanict dogrulugu/kesinlik ve F1 skoru RF algoritmasinda, iiretici
dogrulugu/duyarlilik ise MARS algoritmasinda az farkla yliksek sonug¢ vermistir.
Orman ve Yart Dogal Alanlar smifi Sentinel-2A MSI veri seti icin MARS
algoritmasi en yiiksek dogruluk 6lgiit degerlerine sahipken, Landsat-8 OLI veri seti
i¢in kullanic1 dogrulugu/kesinlik RF algoritmasinda, iiretici dogrulugu/duyarlilik ve
F1 skor ise MARS algoritmasinda daha yiiksek sonug¢ vermistir. Bitki Ortiisiiniin Az
Oldugu veya Hi¢ Olmadig1 A¢ik Alanlar Landsat-8 OLI veri seti i¢cin RF algoritmasi
en yiksek degerlere sahipken, Sentinel-2A  MSI veri setinde kullanict
dogrulugu/kesinlik MARS algoritmasinda, iretici dogrulugu/duyarlilik ve F1 skor
degerleri RF algoritmasinda daha yiiksek sonug¢ vermistir.

MARS-RF hibrit modeli tekil MARS algoritmasindan genel olarak daha iyi
veya esit sonuglar vermistir. Hem Landsat-8 OLI hem de Sentinel-2A MSI veri seti
icin en iyi performanst MARS-PSO ve MARS-BO algoritmalar1 gostermistir. En iyi
performans1t gosteren MARS-BO hibrit modeli tekil MARS algoritmas: ile
karsilastirildiginda her iki ver seti ve {i¢ 6l¢iit i¢in ortalama yaklasik olarak 0,03 artis
gostermektedir.

Tablo 4.23’te Bafra ve Atakum il¢eleri i¢in Landsat-8 OLI ve Sentinel-2A MSI

veri setlerinin siniflandirilmasinda Toplam Dogruluk, Kappa ve makro ortalama ile
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hesaplanan F1 skor dlgiitleri verilmistir.

Tablo 4.23 Bafra ve Atakum ilgeleri i¢in Landsat-8 OLI ve Sentinel-2A MSI veri setlerinin
siiflandirilmasinda  Toplam Dogruluk, Kappa ve makro ortalama ile
hesaplanan F1 skor sonuglari

Landsat-8 OLI Sentinel-2A MSI
Toplam Toplam
Dogruluk Kappa F1 Skor Dogruluk Kappa F1 Skor
MARS %78,86 0,7542 0,7899 %80,25 0,7629 0,8024
RF %78,24 0,7388 0,7839 %79,78 0,7574 0,7979

Bafra MARS-RF %79,17 0,7499 0,7931 %80,71 0,7685 0,8074
MARS-PSO | %80,09 0,7610 0,8024 %81,94 0,7833 0,8199
MARS-BO %81,02 0,7792 0,8116 %82,56 0,7907 0,8259
MARS %81,03 0,7629 0,8125 %82,18 0,7773 0,8239
RF %80,65 0,7581 0,8089 %81,80 0,7725 0,8198
Atakum | MARS-RF %81,42 0,7677 0,8164 %82,57 0,7821 0,8275
MARS-PSO | %82,57 0,7821 0,8272 %83,91 0,7988 0,8405
MARS-BO %83,14 0,7892 0,8327 %84,67 0,8084 0,8479

Tablo 4.23 incelendiginde Bafra il¢esi Landsat-8 OLI veri seti i¢in;

- MARS (%78,86) ve RF (%78,24) birbirine olduk¢a yakin toplam dogruluk
degerine sahiptir. Ancak hibrit yontemler daha iyi performans gostermektedir;
MARS-RF (%79,17) ve MARS-PSO (%80,09) hibrit modelleri MARS ve RF
algoritmalarina gore daha yiiksek toplam dogruluk saglamistir. En yiiksek toplam
dogruluk ise MARS-BO (%81.02) hibrit modeliyle elde edilmistir.

- MARS-BO hibrit modeli 0,7792 kappa degeriyle en yiiksek sonucu vermistir.
MARS-PSO (0,7610) ve MARS-RF (0,7499) hibrit modelleri de RF (0,7388) ve
MARS (0,7542) algoritmalarina gore daha 1yi sonuglar sunmustur.

- MARS-BO hibrit modeli 0,8116 ile en yiiksek F1 skorunu vermektedir.
MARS-PSO (0,8024) ve MARS-RF (0,7931) hibrit modelleri de MARS (0,7899) ve
RF (0,7839) algoritmalarina gore daha yiiksek sonuglar vermistir.

Bafra ilgesi Sentinel-2 MSI veri seti igin;

- En yiiksek toplam dogruluk MARS-BO (%82,56) hibrit modeli ile elde
edilmistir. MARS-PSO (%81,94) ve MARS-RF (%80,71) hibrit modelleri de MARS
(%80,25) ve RF (%79,78) algoritmalarina gore daha yiiksek toplam dogruluk
saglamaktadir.

- MARS-BO (0,7907) hibrit modeli en yiiksek kappa degerine sahiptir. MARS-
PSO (0,7833) ve MARS-RF (0,7685) hibrit modelleri MARS (0,7629) ve RF

(0,7574) yontemlerine gore daha 1yi sonuglar vermektedir.
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- MARS-BO hibrit modeli 0,8259 ile en yiiksek F1 skoruna sahiptir. MARS-
PSO (0,8199) ve MARS-RF (0,8074) hibrit modelleri MARS (0,8024) ve RF
(0,7979) yontemlerine gore daha iyi performans gostermektedir.

Atakum ilcesi Landsat-8 OLI veri seti i¢in;

- MARS-BO hibrit modeli en yiiksek toplam dogrulugu (%83,14) vermektedir.
MARS-PSO (%82,57) ve MARS-RF (%81,42) hibrit modelleri MARS (%81,03) ve
RF (%80,65) algoritmalarina gore daha iyi sonuglar vermistir.

- En yiiksek kappa degeri yine MARS-BO (0,7892) hibrit modeli ile elde
edilmistir. MARS-PSO (0,7821) ve MARS-RF (0,7677) hibrit modelleri ile MARS
(0,7629) ve RF (0,7581) yontemlerine gore daha iyi kappa degerleri gézlemlenmistir.

- En yiiksek F1 skoru MARS-BO (0,8327) hibrit modeli ile elde edilmistir.
MARS-PSO (0,8272) ve MARS-RF (0,8164) hibrit modelleri MARS (0,8125) ve RF
(0,8089) yontemlerine gore daha iyi performans gézlemlenmistir.

Atakum ilgesi Sentinel-2 MSI veri seti igin;

- En yiiksek toplam dogruluk MARS-BO (%84,67) hibrit modeli ile elde
edilmistir. MARS-PSO (%83,91) ve MARS-RF (%82,57) hibrit modelleri MARS
(%82,18) ve RF (%81,80) yontemlerine gore daha iyi sonuglar sunmustur.

- En yiiksek kappa degeri MARS-BO (0,8084) hibrit modeli ile elde edilmistir.
MARS-PSO (0,7988) ve MARS-RF (0,7821) hibrit modelleri yine MARS (0,7773)
ve RF (0,7725) yontemlerine gore daha yiiksek performans gostermektedir.

- En yiiksek F1 skoru yine MARS-BO (0,8479) hibrit modelinde elde
edilmigtir. MARS-PSO (0,8405) ve MARS-RF (0,8275) hibrit modelleri MARS
(0,8239) ve RF (0,8198) yontemlerine gore daha iyi F1 skor degerine sahiptir.

Bu caligmanin temel siniflandiricisi olan MARS algoritmasi ve bu algoritmaya
dayali hibrit yaklagimlar karsilastirildiginda, hibrit yaklasimlarin siniflandirma
dogrulugu daha yiiksektir. Tablo 4.23 incelendiginde, ii¢ dogruluk oOl¢iitiiniin de
hibrit modellerin tekil siniflandiricilardan daha iyi performansa sahip olduklarini
goriilmektedir. Hibrit modeller kendi i¢inde kiyaslandiginda ise optimizasyon
algoritmalarinin kullanildigi hibrit modeller (MARS-PSO ve MARS-BO), MARS
algoritmasimin RF algoritmasi ile hibrit yaklasgimimi sunan MARS-RF modelinden
daha iyi performansa sahiptir. MARS-BO ve MARS-PSO modelleri arasindaki fark
cok az olmakla birlikte MARS-BO modeli daha iyi bir performansa sahiptir.
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4.4, MARS Algoritmasina Dayalhh Hibrit Siniflandirma Modellerinin
Katkilar: ve Kisitlar

Gelisen teknoloji ile arazi iizerinde yapilan maliyetli ve zaman alan c¢aligmalar
yerine, uydu gorintiilerinin siniflandirilmas1 daha yiiksek dogrulukta, ¢ok daha
ekonomik ve hizli sekilde gerceklestirilebilir. Ayrica, farkli smiflandiricilar ayni
calisma alani i¢in farkli sonuglar verebilir fakat tek bir siniflandirici tiim smiflar i¢in
en iyi performansi gosteremez. Baska bir deyisle, her bir siniflandirma yonteminin
kendine 6zgii giiclii yanlar1 ve kisitlar1 vardir, farkli siniflandiricilarin giiclii yanlari
kullanilarak ~smiflandirma dogrulugu arttirilabilir. Bu amag¢ dogrultusunda,
siiflandirma dogrulugunun arttirilmas: ve daha giivenilir sonuglarin elde edebilmesi
icin yeni yaklagimlar arastirilmaktadir. Bu ¢alismalar, siniflandirma performansini
arttirmak i¢in hibrit yaklasimlara odaklanmistir.

MARS algoritmas1 tip, biyoloji, ekonomi alaninda kullanilmasina ragmen
goriintli siniflandirma alaninda yeni bir yontemdir. Yeryiiziindeki dogal ve yapay
nesneler, dogrusal olmayan davranig sergiler ve bagimli degiskenleri etkileyen bir¢cok
bagimsiz degisken bulunmaktadir, bu nedenle parametrik olmayan regresyon
modelleri yerylizii arastirmalarina adapte edildiginde daha basarili sonuglar
vermektedir. MARS, bagimsiz degiskenlerin belirli araliklar1 i¢in farkli iligkiler
ortaya koyarak, daha esnek modeller olusturulmasini saglar. MARS algoritmasinin
bu giiclii yonlerini bagka algoritmalarin avantajlar ile birlestirerek, siniflandirma
dogrulugunu arttirilabilir. Bu baglamda, bu tez calismasinda MARS algoritmasina
dayali hibrit yontemler gelistirilmis ve MARS-RF, MARS-PSO ve MARS-BO
olarak adlandirilan {i¢ yaklasim sunulmustur.

MARS ve RF algoritmalarinin sonuglari incelendiginde {i¢ dogruluk olgiitii de
birbirine ¢ok yakin olarak elde edilmistir. Literatiirde arazi ortiisii/kullanimi analizi
acisindan MARS ve RF algoritmalarinin karsilastirilmasi olmasa da, tip, c¢evre
alanlarinda regresyon analizi karsilastirmalarinda ¢ogunlukla MARS algoritmasi
daha iyi performans saglamistir, ama bazilarinda ise RF daha iyi performans
gostermistir (Yao et al., 2013; Zabihi et al., 2016; Hamidi et al., 2018).

Bu c¢alismada oOnerilen ilk hibrit model olan MARS-RF modeli, hibrit
siniflandirma tekniklerinden paralel kombinasyon yontemi ile olusturulmus olup
modelin performansit toplam dogruluk, kappa istatistii ve F1 skor ile
degerlendirilmistir. Hem iki ¢alisma alaninda hem de iki veri setinde MARS-RF
modelinin daha yiiksek dogruluga sahip oldugu goriilmiistiir. Her ne kadar MARS ve
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RF tekil smiflandirma sonuglar1 toplam dogruluk, kappa ve F1 skor degerleri
bakimindan birbirine yakin olsa da, belirlenen karar kuralina gore her bir simifin
performansi ayr1 olarak dikkate alindigi igin MARS-RF hibrit modeli siniflandirma
dogrulugunu arttirmus, farkli simiflandiricilarin - hibrit kullanimina dair 6rnek
olusturmustur.

Ayrica goriintli siniflandirma analizinde iyi performansa sahip MARS
algoritmasi, optimizasyon yontemleri ile birlikte kullanimi da performansi arttirict
bir etki yapmaktadir. Birgok yiiksek performansi siniflandirici gibi MARS
algoritmasinda da kullanicinin belirledigi parametreler bulunmaktadir, algoritmada
bu parametrelerin se¢imi performansit dogrudan etkilemektedir. Bu nedenle
parametre se¢imi Onemli bir unsurdur ve optimizasyon ydntemleri en uygun
parametre se¢iminde kullanilan ve 1iyi sonuglar veren yontemlerdir. MARS
algoritmas1 parametreleri kullanici tarafindan belirlenmektedir ve zamanla literatiirde
bu parametreler i¢in alt ve list sinirlar olusmaya baglamistir. Fakat temel fonksiyon
sayis1 ve ceza parametresi gibi degerlerin kullanici tarafindan belirlenmesi her zaman
en uygun sonucu vermemektedir. Bu nedenle, bu parametrelerin belirlenmesinde ek
bir yontem olarak optimizasyon yontemi kullanilmasiyla algoritmadaki bu kisitin
giderilmesi hedeflenmistir. Calisma kullanilan PSO ve BO tekniklerine parametreler
icin alt ve st simirlar verilerek, iterasyonlarla en uygun degerlerin bulunmasi
saglanmistir. Bu tez ¢alismasinda, MARS algoritmasinin PSO ve BO optimizasyon
teknikleri ile sirasiyla MARS-PSO ve MARS-BO modelleri gelistirilmistir.
Parametrelerin ~ optimizasyonuna  yonelik  iki  algoritmanin  performansi
karsilastirildiginda MARS-BO modelinin daha iyi sonug verdigi goriilmektedir. Her
iki algoritmanin da performansi iyi olmakla beraber literatiir incelendiginde BO
algoritmast PSO algoritmasina gore daha iyi performansa sahip oldugu bircok
calisma goriilmektedir (Snoek et al., 2012; Frazier, 2018; Tani and Veelken, 2024).

MARS algoritmasi, bagimsiz degiskenlerin karmagsik iligkilerini modelleme
kabiliyeti ve dogrusal olmayan yapilar1 yakalama yetenegi ile one ¢ikar. Bu
ozellikleri sayesinde, uydu goriintiilerinin simiflandirilmasinda yiiksek dogruluk
oranlari elde edilir. MARS algoritmasinin avantajlar1 ve kisitlari, uydu goriintiilerinin
hibrit siniflandirilmasinda yeni modeller olusturma potansiyelini géstermektedir.

Gelecekteki caligmalarda, MARS algoritmasina dayali hibrit modellerin, uydu
goriintii analizinde siklikla kullanilan bir ara¢ haline gelmesi beklenmektedir. Bu da

aragtirmacilara daha kapsamli ve glivenilir analizler yapma olanagi sunacaktir.
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MARS tabanli hibrit modellerin uydu goriintii analizinde yayginlagsmasi, 6zellikle
degiskenlik gosteren ve karmasik yapilart olan cografi alanlarda daha dogru sonuglar
elde edilmesine katki saglayacaktir. Boylece, arazi kullanim degisikliklerinin
izlenmesi, cevresel etkilerin degerlendirilmesi ve dogal kaynak yonetimi gibi

alanlarda daha etkili ¢6ziimler sunulacaktir.
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5. SONUC VE ONERILER

Mekansal analizlerde uydu goriintlisii siniflandirmasi, yaygin ve etkili bir
yontem olarak 6ne c¢ikmaktadir. Mevcut durumun tespiti, degisimlerin izlenmesi,
planlama ve modelleme gibi pek ¢ok aragtirmada siniflandirma analizi énemli bir rol
oynamaktadir. Giliniimiizde uydu goriintiilerinin siniflandirma analizine yonelik
arastirmalar hiz kesmeden devam etmekte ve bu alandaki gelisim siirekli olarak
ilerlemektedir. Son yillarda, daha giivenilir ve dogru sonuglar elde etmek amaciyla
farkli algoritmalarin giiglii yonlerini birlestiren hibrit yaklagimlar gelistirilmektedir.
Hibrit yaklasimlar, ¢esitli siniflandiricilarin birlikte kullanilmast veya optimizasyon
tekniklerinin smiflandiricilara entegre edilmesi yoluyla elde edilir. Bu tiir hibrit
yontemler, farkli simiflandirma algoritmalarinin avantajlarini bir araya getirerek
smiflandirma dogrulugunu arttirmakta ve mekansal analizlerde daha kapsamli
sonuclara ulagilmasina katki saglamaktadir.

Hibrit modeller, farkli algoritmalarin gii¢lii yonlerini birlestirerek siniflandirma
dogrulugunu arttirir ve karmasik arazi oOrtiisii tiirlerinin daha hassas bir sekilde
tanimlanmasin1 saglar. Bu amag¢ dogrultusunda, MARS algoritmas1 hibrit model
gelistirmede yliksek potansiyele sahip bir yontem olarak one c¢ikmaktadir. Bu
calismada hibrit yontemlerin olusturulmasinda iki temel yaklasim benimsenmistir:
farkli siniflandirma yontemlerinin birlestirilmesi ve optimizasyon tekniklerinin
kullanilmasi. Bu amagla MARS algoritmasina dayali olarak MARS-RF, MARS-PSO
ve MARS-BO olmak iizere ii¢ hibrit model gelistirilmistir.

MARS-RF hibrit modeli, MARS algoritmas1 ile RF algoritmasinin paralel
kombinasyon teknigiyle entegre edilmesiyle olusturulmustur. MARS ve RF
algoritmalarinin avantajlart ve kisitlar1 incelenerek hibrit kullanimda dogrulugun
arttirilabilecegi on goriilmiistiir. MARS algoritmasinda goriilen asirt uyum problemi,
RF algoritmasinda bulunmamaktadir. Ayn1 zamanda RF algoritmasimin karsilastig
uygun degisken secimi zorlugu, MARS algoritmasmin degiskenler arasindaki
etkilesimi dikkate alarak en uygun degiskenleri se¢me 6zelligi ile asilabilmektedir.
Bu avantaj ve kisitlar dogrultusunda, MARS ve RF algoritmalarinin smiflandirma
sonuglart birlestirilerek kisitlarin etkisini en aza indirmek ve daha yiiksek dogruluk
saglamak amaciyla bir hibrit model gelistirilmistir.

MARS algoritmasi incelendiginde en uygun temel fonksiyon sayis1 ve ceza

parametresi  belirleme kisiti  bulunmaktadir. Bu parametreler optimizasyon
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yontemleriyle belirlenebilir. Optimizasyon, amag¢ fonksiyonunu maksimum veya
minimum degere ulastiran parametreleri belirlemek i¢in bir dizi islemin
uygulanmasidir. Bu calismada iki farkli optimizasyon teknigi kullanilarak hibrit
model olusturulmustur. MARS algoritmasinin parametrelerini  optimize etmek
amaciyla PSO ve BO teknikleri kullanilarak sirasiyla MARS-PSO ve MARS-BO
hibrit siniflandirma modelleri gelistirilmistir.

MARS, RF, MARS-RF, MARS-PSO ve MARS-BO olmak iizere bes modelin
performanslarin1 degerlendirmek amaciyla iki farkli ¢alisma alan1 ve iki ayr1 uydu
veri seti kullanilmistir. Smiflandirma islemleri, RStudio ve MATLAB yazilimlar
aracilifiyla gergeklestirilmistir. Modellerin performansin1  detayli bir sekilde
kargilastirmak i¢in, her smif oOzelinde kullanici dogrulugu/kesinlik, {iretici
dogrulugu/duyarlilik ve F1 skoru gibi olgiitler dikkate alinmistir. Genel model
karsilastirmasinda ise toplam dogruluk, kappa degeri ve makro ortalama F1 skoru
gibi olgiitler kullanilmistr.

Sonuglar, hibrit modellerin tek basina kullanilan algoritmalara goére daha
yiiksek dogruluk sagladigim goéstermektedir. Ozellikle optimizasyon teknikleriyle
desteklenen hibrit modellerin, siniflandirma dogrulugunu 6nemli Ol¢lide artirdig
gozlemlenmistir. Bu durum, algoritma parametrelerinin optimize edilmesinin
siniflandirma  sonuglar1 iizerindeki olumlu etkisini vurgulamaktadir. Ozellikle
MARS-BO modeli, toplam dogruluk, kappa degeri ve F1 skoru gibi kritik dlciitlerde
en yliksek performansa ulasarak, MARS algoritmasinin optimizasyon teknikleri ile
entegre edilmesinin uydu goriintiileri siniflandirma analizlerinde gii¢lii ve etkili bir
yontem oldugunu ortaya koymustur. Bu sonug¢lar, MARS algoritmasinin hibrit
modellerle desteklenmesinin, uydu goriintiilerinin siniflandirmasinda daha dogru ve
giivenilir sonuglar elde etmede potansiyel bir ¢6ziim sundugunu kanitlamaktadir.

Hibrit yaklasimlar daha dogru ve kapsamli bilgi elde etmek icin arastirmacilara
ve uygulayicilara onemli bir ara¢ saglanmistir. Hibrit model gelistirme hem farkl
smiflandirict  kullanilabilmesi hem de birden fazla simiflandirici/optimizasyon
kullanilabilmesi agisindan esneklik sunmaktadir. Hibrit modellerin farkli cografi
alanlar ve arazi ortiisii/kullanimi gesitlilikleri tizerinde test edilmesi, yiiksek dogruluk
saglama potansiyelini desteklemektedir. Bu baglamda ilerleyen ¢alismalarda MARS
algoritmasina dayali farkli siniflandiric1 ve/veya optimizasyon teknikleri kullanilarak

siiflandirma dogrulugu arttirma amaciyla calismalar devam etmelidir.
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