T.C.
ISTANBUL UNIVERSITESI-CERRAHPASA
LiSANSUSTU EGITiM ENSTITUSU

DOKTORA TEZI

SEZGISEL HiBRIiT OGRENME YONTEMLERI iLE SAGLIK VERILERININ
ANALIZI

Hatice NiZAM OZOGUR

DANISMAN
Prof. Dr. Zeynep ORMAN

Bilgisayar Miihendisligi Anabilim Dal

Bilgisayar Miihendisligi, Doktora Program

Mayis, 2024



Esim Gokhan OZOGUR ’a ithaf ediyorum...



BUTCE DESTEKLERI

SEZGISEL HiBRIT OGRENME YONTEMLERI iLE SAGLIK VERILERININ
ANALIZI

Bu tez ¢alismasi i¢in herhangi bir kurumdan biitce destegi alinmamastir.



TESEKKUR

Doktora tez ¢alismam siiresince sagladigi degerli bilgi ve tecriibeleriyle bana yol gosteren

degerli tez danigmanim Prof. Dr. Zeynep ORMAN’a,

Tez izleme komitemde yer alarak ¢alismama fikirleri ve katkilariyla destek olan Prof. Dr. Riiya

SAMLI’ya ve Dog. Dr. Fatma PATLAR AKBULUT a,

Hayatimin her asamasinda yanimda olan, maddi ve manevi olarak desteklerini hi¢bir zaman

esirgemeyen sevgili aileme,
Her kosulda oldugu gibi doktora ¢alismalarim sirasinda da her zaman bana inanip, yanimda
olan ve hedeflerime ulasmam i¢in beni cesaretlendiren ve gii¢ veren yol arkadasim sevgili esim

Gokhan OZOGUR’a en icten tesekkiirlerimi sunarim.

Mayis 2024 Hatice NiZAM OZOGUR



ICINDEKILER

Sayfa No

BUTCE DESTEKLERI ..........cooviiiiiiieeeeeeeeece sttt iii
TESEKKUR .......oooviiiiiieeceeeeeeeteee ettt en st an s en st en st ansnens s s iv
ICINDEKILER ..........oooiiiiiiieceeeeeteee ettt v
SEKIL LISTEST ...ttt ettt sttt en sttt vii
TABLO LISTESI......cooiiiiiiiii ettt iX
SIMGE VE KISALTMA LISTESI .....c.coooiiiiiiiiiiiic e Xi
OZET......N0....... W A..... . ... A0 A .......“C..n0“.. xiii
ABSTRACT oottt r ettt e ke et b e R e e b e b et e R e bt eReebe st et re bt neerentens XV
R ) 1 28 1T 1
2. KAVRAMSAL CERCEVE ...ttt 4
2.1. MAKINE OGRENMEST .....ooviititieiit ittt ensise st en st sn s en s e 4
P24 202 BN N 5] /2 ST 5
2.2.1. VeI  TOPIAMA ...oeiiiiieciiece ettt ettt e e e sre e s e e s teeare e 5
2.2.2. VeI TeMIZIBME ....eiiiiiie ettt sb et 5
2.2.3. Veri DONUSTUITIIE .....vvveiiiieiiiie it siee e see ettt e s e e ssa e e s nsa e e sneeeneeeennes 6
2.2.4. Vers GOTSEIIESTITING ....ccvviiiiiieiiiieiiii s e e nnn e 6
B T VA< o T 5 T 15 TSP 6
B T\ (oY 51 B T<Te3 1§ PSSR 7
2.2.7. MOAE] EZITIMI c..vviiiiiieiiiie sttt e et e e 7
2.2.8. MOdE]l AYATIamAST ...ccuveieiiiiieiiiiaiie ettt et sree s be e b e be e sreeanbeenreennree s 8
2.2.9. Model DegerlendirmeSsi........cciviereiiieenieiiiesie e 8

2.3. MAKINE OGRENMESI SINIFLANDIRMA YONTEMLERI.........cccovoviiviiiiinnn. 10
2.3.1. LOjiStik Regresyon (LR) ....ccooiiiiieieieiierie e 10
2.3.2. Rastgele Orman (RF) ..ottt 10
2.3.3. Destek Vektor MaKinesi (SVIM) ...cvuiiiiiiiiiiiiiiie i 11
2.3.4. Karar AZAaCt (DT) .ooeiiiiiii ittt 11
2.3.5. NAIVE BAYES (NB) ....eeciiiiieiiieie et 12
2.3.6. Asirt Gradyan Artirma (XGBOOSE).....coovviiiiiiercceecee e 12



2.4. EKSIK VERI ISLEME YONTEMLERI .......cocooiiiiiiiiieiceeeeeecee e 13

2.4.1. SilMe YONIEMICTT ....veeuvieiiiieiieei et 13
2.4.2. Doldurma YONTEMIETT ......cevuviiiieiiiiiiie ittt 14
2.5. SINIF DENGELEME YONTEMLERI .......cocooviiiiiiiiiicceeeeecee s 16
2.5.1. Eksik Yeniden Ornekleme YONtemIEri........cocevevveeeruereiiicceeieiesieeeceee e 17
2.5.2. Asir1 Yeniden Ornekleme YONtemICT ........voveveviveiieveeiiie e s 17
2.5.3. Sentetik Yeniden Ornekleme YONtemMIri .........coveveveveveveeeeerereeeieeeeeeeeeeeeeeeeenn, 17
2.5.4. Hibrit Yeniden Ornekleme YOntemIeri........coovovovvveveeeeeeeeeeeceseseseseeessesesenessennens 19
2.6. AYKIRI DEGER TESPIT YONTEMLERI .....cccovviiiiiiiineineineseseeeseeeceeenae 19
2.7. SEZGISEL YONTEMLER .......ccviiiiiimiiiiiiinesinsisiessssissie s 20
2.7.1. Parcacik Siirii Optimizasyonu (PSO) .......coceiiiiiiiiiiiiieiee e 20
2.7.2. Genetik AlGOritma (GA) .ottt 21
2.8. LITERATUR INCELEMESI .....cciiiiiiiiiieisiitieeie et 22
30 YONTEM ..o 30
3.1. VERI KUMELERI ......ccoiiiiiiiitiiecicteces et 31
3.1.1. PIMA Indians Diyabet (PID) Veri Kmesi.........ccooveiiiriiiniiiieec e 31
3.1.2. Serebral Inme Tahmini (SIT) Veri KGMESi.........coccvevivevriiiireriiieeceee e 32
3.1.3. Kronik Bobrek Hastaligi (KBH) Veri KUmesi..........ccooviieiiiiiniciiicseeese 33
3.2. VERI HAZIRLAMA ....covuttitiiiititissieissi et 33
3.3. GELISTIRILEN VERI ON ISLEME MODELI ........cocooviiiiieceeeeeeeeeee e 34
3.3.1. GA-MICE Eksik Deger Atama YONteMI .....ccccvirveiriiiiiienisicseenieene e 34
3.3.2. GASMOTEPSO_ENN Yeniden Ornekleme YOntemi..........cocovveverirerirerersnnerennnnn, 37
3.4. SINIFLANDIRMA MODELI ......c.coiiiiiiiiiiieice e 40
4. BULGULAR ..ottt bbbttt sb ettt et s 43

4.1. VERI ON ISLEME YONTEMLERI KULLANILMADAN FARKLI
SINIFLANDIRICILARIN HASTALIK TESPiTI UZERINDE PERFORMANSLARININ

KARSILASTIRILMASL . .....oiuiiiiiiiitieisicesesteses st es s seses st ensstsse st ens st sssss s snsssnen 44
4.2. GASMOTEPSO_ENN ORNEKLEME YONTEMININ FARKLI
SINIFLANDIRICILAR UZERINDE PERFORMANS KARSILASTIRMASI .................. 52
4.3. ONERILEN VERI ON ISLEME YONTEMININ FARKLI SINIFLANDIRICILAR
UZERINDE PERFORMANS KARSILASTIRMASI ......cooviiiiiisiieeeeseee e es s, 58
S TARTISMA ..ottt ettt e ettt s e ees e 65
6. SONUC VE ONERILER ..........c.ooviiiiiiiiieeeee et enes s sene s n s 69
KAYNAKLAR ..ottt s et ee et en et en s eee s eenen. 72
INTIHAL RAPORU TLK SAYFAST .......coooiiiiiiiiieeeeeeeeee et 78

Vi



SEKIL LiSTESI

Sayfa No
Sekil 2.1: Genetik Algoritmasinin s6zde KOdU. ..........ccoiviiiiiiiiiiic e 21
Sekil 3.1: Onerilen veri 6n isleme modelinin akis diyagrami. .........c.cocoocoveeveveveeccrererenenennnn, 30
Sekil 3.2: GA-MICE eksik deger atama algoritmasinin sd6zde Kodu............cccooeiviiinieninenne 36
Sekil 3.3: GASMOTEPSO_ENN yonteminin s6zde Kodu..........ccooveiiiiiiiniiiiciicciee 38
Sekil 3.4: Smiflandirma modelinin akis diyagrami. ..........cccooviiiiiiiiien e 40
Sekil 4.1: PID veri kiimesindeki bireylerin dagilimi. ...........ccccovvviiiiiiniiiiciiiciccceee 45
Sekil 4.2: PID veri kiimesindeki eksik 6zelliklerin miktart. .........ccccceevviereiiiiine i, 45
Sekil 4.3: PID veri kiimesiyle egitilmis ¢esitli siniflandiricilarin ROC egrileri. ...........c......... 46
Sekil 4.4: SIT veri kiimesindeki bireylerin dagilimi. ..........c.cocoeeveeeeveeeeeeeee e, 47
Sekil 4.5: SIT veri kiimesindeki eksik 6zelliklerin MiKtart. .........cccceeveveverereereeeeeecreiererenecenn, 47
Sekil 4.6: SIT veri kiimesiyle egitilmis cesitli stniflandiricilarin ROC egrileri. ...................... 48
Sekil 4.7: KBH veri kiimesindeki bireylerin dagilimi. .........ccccoooviiiiiiiiiniiiiiccie 49
Sekil 4.8: KBH veri kiimesindeki eksik ozelliklerin miktari. ........c.ccccooovereiiiineeniiiiee e, 50
Sekil 4.9: KBH veri kiimesiyle egitilmis ¢esitli siniflandiricilarin ROC egrileri...................... o1

Sekil 4.10: GASMOTEPSO ENN yo6ntemi sonrasi PID veri kiimesiyle egitilmis ¢esitli
siiflandiric1larin ROC @ZIIleri.......uiviiiiiiiiiiiieiiiee s 54

Sekil 4.11: GASMOTEPSO_ENN yéntemi sonras1 SIT veri kiimesiyle egitilmis ¢esitli
stiflandiricilarin ROC @ZIIleri. ......uiviiiiiiiiiiieiicse s 55

Sekil 4.12: GASMOTEPSO_ENN yontemi sonrast KBH veri kiimesiyle egitilmis ¢esitli
siiflandiricilarin ROC @ZIIleri. ......uiviiiiiiiiiiiieiiicieee s 55

Sekil 4.13: Onerilen veri 6n isleme yontemi sonras1 PID veri kiimesiyle egitilmis ¢esitli
siiflandiric1larin ROC @ZIIleri.......uiviiiiiiiiiiieiiiec s 60

Sekil 4.14: Onerilen veri 6n isleme yontemi sonras1 SIT veri kiimesiyle egitilmis ¢esitli
siiflandiricilarin ROC @GIIleri. .. ...uiviiiiiiiiiiiieiiiee s 61

vii



Sekil 4.15: Onerilen veri 6n isleme yontemi sonrast KBH veri kiimesiyle egitilmis cesitli

siniflandiricilarin ROC egrileri

viii



TABLO LiSTESI

Sayfa No
Tablo 2.1 KariSIKIK MALTIST....eeveeieiieiieie e e se et ie e steesee e teeseesseesneeneesreesseensens 9
Tablo 3.1: PID veri kiimesine genel Dakis.........ccocviiiiiiiiniiiiie s 32
Tablo 3.2: SIT veri kiimesine genel bakIs. .........ccccovcverieeiiicreiieeeieseeeeesie e 32
Tablo 3.3: KBH veri kiimesine genel bakis...........coceiiiiiriiiiieiiiiscse e 33
Tablo 3.4: GA-MICE yonteminin parametre degerleri. ......oovvriririniniiieieieiese s 36
Tablo 3.5: GASMOTEPSO_ENN yonteminin parametre degerleri. ..........ccooevverereieenenen. 39
Tablo 3.6: Siniflandirma algoritmalarinda kullanilan parametreler ve degerleri. .................... 41

Tablo 4.1: Siniflandiricilarin PID veri kiimesi iizerindeki performansinin degerlendirilmesi. 45
Tablo 4.2: Smiflandiricilarin SIT veri kiimesi {izerindeki performansinin degerlendirilmesi. 48

Tablo 4.3: Siniflandiricilarin KBH veri kiimesi tizerindeki performansinin degerlendirilmesi.

.................................................................................................................................................. 50
Tablo 4.4: PID veri kiimesinde siiflandiricilarin GASMOTEPSO_ENN yontemi sonrasi
PErfOrmansININ ANALIZI. .......ooieiiiieiee e 53
Tablo 4.5: SIT veri kiimesinde siniflandiricilarin GASMOTEPSO ENN yéntemi sonrast
PErfOrmansININ ANALIZIL. .......voiiiiieeie s 53
Tablo 4.6: KBH veri kiimesinde siniflandiricilarin GASMOTEPSO_ENN yontemi sonrasi
PErfOrmansININ ANALIZIL. .......voiiiiieeie s 54

Tablo 4.7: Onerilen GASMOTEPSO_ENN yénteminin literatiirdeki PID tahmin modelleriyle
L 631 F T BT 1 ' T 3 D PSSR 56

Tablo 4.8: Onerilen GASMOTEPSO_ENN yonteminin literatiirdeki SIT tahmin modelleriyle
L 631 E T BT 1 ' T 3 D USRS 57

Tablo 4.9: Onerilen GASMOTEPSO_ENN yonteminin literatiirdeki KBH tahmin
modelleriyle Karsilagtirilmast. .......ccuveiiiiiiiieiie e 57

Tablo 4.10: PID veri kiimesinde siniflandiricilarin 6nerilen veri 6n isleme yontemi sonrasi
PErfOrMAaNSININ ANALIZL .vviiivieiiiie ettt e e e s sbb e e s sbbeeebneeenbneeens 59



Tablo 4.11: SIT veri kiimesinde siniflandiricilarin dnerilen veri 6n isleme yéntemi sonrast
PErformansININ ANALIZI. .......ooieiiiiiii s 59

Tablo 4.12: KBH veri kiimesinde siniflandiricilarin 6nerilen veri 6n isleme yontemi sonrasi
PErfOrmansININ ANALIZI. .......voiiiiiiiiie s 59

Tablo 4.13: Onerilen &n isleme yonteminin literatiirdeki PID tahmin modelleriyle
KATSTIASTITTIMAST. ..ot 63

Tablo 4.14: Onerilen &n isleme yonteminin literatiirdeki SIT tahmin modelleriyle
KATSTIASTITTIMAST. ..ot 63

Tablo 4.15: Onerilen 6n isleme yonteminin literatiirdeki KBH tahmin modelleriyle
L 61 E T BT 1 ' T 3 D USRS 63



SIMGE VE KISALTMA LiSTESI

Kisaltmalar

LR

RF

SVM

DT

NB
XGBoost
DNN
MLP
ANN
FNN
LightGBM
KNN
MICE
SMOTE
RUS
ENN
ADASYN
PSO

GA

ALO
PID

SIT
KBH
BMI
MCC
AUC
ROC

IQR

Aciklama

- Lojistik Regresyon

: Rastgele Orman

: Destek Vektor Makinesi

: Karar Agaci

: Naive Bayes

. Asir1 Gradyan Artirma

: Derin Sinir Ag1

: Cok Katmanl1 Algilayici

: Yapay Sinir Ag1

: {leri Beslemeli Sinir Ag1

: Hafif Gradyan Arttirma Makinesi

: k-En Yakin Komsu

: Zincirlenmis Denklemlerle Cok Degiskenli Atama
: Sentetik Azinlik Asir1 Ornekleme Teknigi
: Rastgele Eksik Ornekleme

: Diizenlenmis En Yakin Komsu

: Uyarlanabilir Sentetik Ornekleme Yaklagimi
: Pargacik Siirii Optimizasyonu

: Genetik Algoritma

: Antlion Optimizasyonu

: PIMA Indians Diyabet Veri Kiimesi

: Serebral Inme Tahmini Veri Kiimesi

: Kronik Bobrek Hastaligi Veri Kiimesi

: Viicut Kitle Indeksi

: Matthews Korelasyon Katsayisi

: Egri Altindaki Alan

: Alici Isletim Karakteristik Egrisi

: Ceyrekler Aras1 Aralik

Xi



RMSE
MAE
IQR
PCA
PCC
k-means
SGD
LOF
WHO

: Kok Ortalama Kare Hata

: Ortalama Mutlak Hata

: Ceyrekler Aras1 Aralik

: Temel Bilesen Analizi

: Pearson Korelasyon Katsayisi
: k-ortalama

: Stokastik Gradyan Inis

: Yerel Aykir1 Deger Faktorii

: Diinya Saglik Orgiitii

Xii



OZET

DOKTORA TEZI

SEZGISEL HiBRIT OGRENME YONTEMLERI iLE SAGLIK VERILERININ
ANALIZI

Hatice NiZAM OZOGUR

Istanbul Universitesi-Cerrahpasa
Lisansiistii Egitim Enstitiisii
Bilgisayar Miihendisligi Anabilim Dal
Bilgisayar Miihendisligi, Doktora Program

Damisman: Prof. Dr. Zeynep ORMAN

Saglik verilerinin analizi, hastaliklarin teshisi ve tahmini ¢alismalarinda kritik 6neme sahiptir.
Glinlimiizde artan veri miktariyla birlikte arastirmacilarin ve hekimlerin makine dgrenmesi
yontemleriyle tasarlanan dogru tani sistemlerine olan talepleri acgiktir. Makine 6grenmesi
yontemleri, dengeli veri kiimeleri ve tam verilere dayanarak tasarlandigindan genellikle
dengesiz ve eksik veriler iceren saglik veri kiimelerinde hatali sonuglara neden olmaktadir. Bu
tez caligmasinda, sinif dengesizligi ve eksik deger problemlerini ele almak iizere hibrit bir 6n
isleme yontemi gelistirilmistir. Bu yontem, eksik degerlerin tamamlanmasi i¢in Zincirlenmis
Denklemlerle Cok Degiskenli Atama (MICE) yontemiyle birlikte Genetik Algoritma (GA)
sezgiseli kullanilarak gelistirilen GA-MICE yontemini ve dengesiz dagilimli siiflarin
dengelemesi i¢in Sentetik Azinlik Asirt Ornekleme Teknigi (SMOTE) ve Diizenlenmis En
Yakin Komsu (ENN) eksik 6rnekleme yontemini GA ve Parcacik Siirii Optimizasyon (PSO)
sezgiselleriyle birlestirerek gelistirilen GASMOTEPSO ENN  yontemini igermektedir.
Onerilen yéntemin etkinligi, diyabet, inme ve bdbrek hastalig1 gibi énemli saglik sorunlarmin
tespitinde, acgik erigimli veri kiimeleri tizerinde 6 farkli makine 6grenmesi siniflandirma

yontemleriyle test edilmistir. Elde edilen bulgulara gore, 6nerilen yontem, {i¢ veri kiimesinde

Xiii



%93 ile %100 arasinda degisen dogruluk, kesinlik, duyarlilik, F1-skoru ve Egri Altindaki Alan
(AUC) degerleri elde etmistir. Bu yontem, sinif dengesizligini ve eksik deger sorunlarini ele
almak i¢in etkili bir sekilde caligmis ve literatiirdeki benzer yontemlere kiyasla daha ytiksek ve

giivenilir sonuglar vermistir.

Mayis 2024 , 101 sayfa.

Anahtar kelimeler: Dengesiz Veri Kiimesi, Eksik Deger Problemi, Sezgisel Yontemler,

Hastalik Smiflandirmas1, Makine Ogrenmesi
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ABSTRACT

Ph.D. THESIS

ANALYSIS OF HEALTH DATA WITH HEURISTIC HYBRID LEARNING
METHODS

Hatice NiZAM OZOGUR

Istanbul University-Cerrahpasa
Institute of Graduate Studies
Department of Computer Engineering

Computer Engineering Programme

Supervisor: Prof. Dr. Zeynep ORMAN

The analysis of health data holds critical importance in the diagnosis and prediction of diseases.
With the increasing volume of data in today's world, there is a clear demand from researchers
and healthcare professionals for accurately designed diagnostic systems using machine learning
methods. However, machine learning methods, being designed based on balanced datasets and
complete information, often lead to erroneous results in healthcare datasets due to their
inherently imbalanced and incomplete nature. In this thesis, a hybrid preprocessing method has
been developed to tackle class imbalance and missing value problems. This method includes
the GA-MICE approach, which utilizes Genetic Algorithm (GA) heuristics and the Multiple
Imputation by Chained Equations (MICE) method for completing missing values. Additionally,
it incorporates the GASMOTEPSO_ENN method, which combines GA and Particle Swarm
Optimization (PSO) heuristics with Synthetic Minority Over-Sampling Technique (SMOTE)
and Edited Nearest Neighbors (ENN) undersampling technique for balancing imbalanced class
distributions. The effectiveness of the proposed method was tested on publicly available

datasets for significant health issues such as diabetes, stroke, and kidney disease using six

XV



different machine learning classification methods. The findings revealed that the proposed
method achieved accuracy, precision, recall, F1-score, and Area Under the Curve (AUC) values
ranging from 93% to 100% across the three datasets. This method effectively addressed class
imbalance and missing value issues, yielding higher and more reliable results compared to

similar methods in the literature.

May 2024, 101 pages.

Keywords: Imbalanced Dataset, Missing Value Problem, Heuristic Methods, Disease

Classification, Machine Learning
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1. GIRIS

2020 yilinda Diinya Saglik Orgiitii (WHO) tarafindan yayinlanan rapora gore, 2019'da diinya
capinda gergeklesen 55,4 milyon 6liimiin %55'ini olusturan ilk 10 6liim nedeni belirlenmistir
[1]. Bu raporda, iskemik kalp hastaliginin diinya genelinde toplam o&liimlerin %16'sin1
olusturarak ilk siray1 aldigi vurgulanmustir. inme ise dliimlerin yaklasik %11'ini olusturarak
oliimlerin ikinci sirasinda yer almaktadir. Bobrek hastaliklari, diinya genelinde 6nde gelen 6liim
nedenleri arasinda yer almakta olup, son yillarda endise verici bir artis gostererek 10. siraya
yiikselmistir. Ayrica, diyabetin %70'lik 6nemli bir artistan sonra en ¢ok 6liime neden olan ilk
10 hastalik arasina girdigi belirtilmistir. Bu bulgular, saglik politikalarinin yonlendirilmesinde
onemli bir rehber olarak kullanilabilir. Ayrica, makine 6grenmesi ve yapay zeka tekniklerinin
saglik alanindaki g¢alismalarda uygulanmasiyla hastaliklarin erken teshisi ve tedavisi gibi
alanlarda 6nemli gelismeler saglanabilir [2]. Bu da saglik hizmetlerinin etkinligini artirabilir ve

genel halk saghigini iyilestirebilir.

Saglik veri kiimelerinde yaygin olarak karsilasilan dengesiz sinif dagilimi ve eksik veriler,
saglik alaninda yapilan arastirmalarda 6nemli zorluklar1 olusturmaktadir. Eksik veri problemi,
hastalarin baz1 6zelliklerinin eksik veya yanlis kaydedilmis olmasiyla ortaya ¢ikar, laboratuvar
sonuglarinin eksik olmasi veya kayit dis1 randevular gibi durumlar bu sorunu olusturabilir. Bu
eksiklikler, veri analizi ve makine 6grenmesi modelleme siireclerinde giivenilirligi azaltabilir
ve sonuglarin yaniltict ve yanli olmasini tetikleyebilir. Diger yandan, dengesiz dagilimli sinif
problemi, 6zellikle nadir hastaliklar veya saglik durumlariyla ilgili veri kiimelerinde belirgin
hale gelmektedir. Ornegin; kanser gibi nadir goriilen bir hastalik durumunda, hasta sayis: diger
saglikli bireylerin sayisina gore ¢ok daha az olabilir. Bu durum, makine 6grenmesi
algoritmalarinin dengesiz sinif dagilimi nedeniyle nadir simiflar1 dogru bir sekilde tanimlama
yetenegini zayiflatabilir ve model degerlendirme metrik sonuclarini olumsuz yonde
etkileyebilir. Bu iki problem, saglik veri kiimelerinin analiz ve degerlendirilmesi siireclerinde
karsilagilan karmasikligi artirir ve dogru tedavi planlamasi veya hastalik risklerinin
degerlendirilmesi gibi kritik karar alma siireglerini etkileyebilir. Literatiirde, saglik alaninda
hastalik tespiti lizerine bir¢ok ¢alisma [3-26] yapilmistir. Bu ¢alismalar, makine 6grenmesi

modellerinin etkinliginin artirilmasi, hastaliklarin etkin bir sekilde siniflandirilmasi, eksik veri



ve smif dengesizligi gibi Oonemli zorluklarin iistesinden gelinmesi gibi c¢esitli konulara

odaklanmaktadir.

Saglik verilerinin analizi ve tahmini ¢alismalari, 6zel tetkikler yapilmadan hastalik belirtilerinin
erken evrelerinde tespit edilmesinde, hastaliklarin takibinde ve dnlenmesinde onemli katkilar
saglamaktadir. Teknolojik gelismelerin hizli artistyla birlikte, elektronik saglik kayitlarinin
toplanmasi ve saklanmasi giderek daha yaygin hale gelmektedir. Bu durum, saglik alanindaki
veri miktarinda yasanan hizli artigla beraber arastirmaci ve hekimlerin makine Ogrenmesi
modelleriyle saglik verilerinin analiz yontem ve araclarinin gelistirilmesi konusundaki
taleplerini artirmaktadir. Bu taleplerin temelinde, eksik degerlerin yonetimi ve dengesiz siif
problemlerinin ¢oziimii gibi zorluklarin iistesinden gelme ihtiyact bulunmaktadir. Bu tez
caligmasinda, saglik verilerinin analizi ve tahmini ¢alismalarinda karsilasilan eksik degerlerin
tamamlanmas1 ve dengesiz dagilimli siniflarin dengelenmesine yonelik bir 6n isleme modelinin
gelistirilmesi hedeflenmistir. Tez ¢aligmasinin kapsami, WHO verilerine dayanarak belirlenen
Oliim oranlariin basinda gelen diyabet, inme ve bdbrek hastaliklarinin tespit edilmesine
odaklanmistir. Saglik verilerindeki eksik degerlerin tamamlanmasi ve siniflarin dengelenmesi,
makine 6grenmesi yontemlerinin etkin bir sekilde uygulanabilmesi i¢in kritik 6neme sahiptir.
Yapilan tez ¢alismasi, bu zorluklar1 asmak i¢in Ozgiin bir yaklasim gelistirmeyi

amaglamaktadir.

Bu tez c¢alismasinda, saglik veri kiimelerinde eksik degerlerin doldurulmasi ve dengesiz
dagilimli siniflarin dengelenmesine yonelik bir hibrit 6n isleme modeli gelistirilmistir. Bu
model, eksik degerlerin atanmasi igin literatiirde basariyla kullanilan MICE yontemini GA
sezgisel yontemi ile birlestirerek gelistirilen GA-MICE yontemini icermektedir. Ayrica,
dengesiz siif dagilimiyla basa ¢ikmak i¢gin SMOTE asir1 6rnekleme ve ENN eksik 6rnekleme
yontemlerinin  GA ve PSO sezgisel yoOntemleriyle entegre edilmesiyle gelistirilen
GASMOTEPSO_ENN yontemini de icermektedir. Tez ¢alismasi kapsaminda gergeklestirilmis

caligmalarin temel katkilar1 asagida 6zetlenmistir:

e Saglik veri kiimeleri i¢in 6zel olarak tasarlanmis bir hibrit 6n isleme modeli, eksik veri

ve siif dengesizligi gibi zorluklarla basa ¢ikmak i¢in literatiire sunulmustur.

e Veri kiimelerindeki eksik verilerin doldurulmasi i¢in literatiirde basariyla kullanilan
MICE atama yontemi, GA sezgisel yontemi ile gelistirilerek GA-MICE adinda yeni bir

atama yontemi Onerilmistir.



e SMOTE asir1 6rnekleme ve ENN eksik 6rnekleme yontemlerini GA ve PSO sezgisel
yontemleriyle entegre ederek gelistirilen GASMOTEPSO_ENN adinda yeni bir hibrit

yeniden drnekleme yontemi literatiire sunulmustur.

e Hibrit 6n isleme teknigi, dengesiz siniflarin diizenlenmesinde sentetik Orneklerin
kalitesini artirarak ve eksik degerlerin doldurulmasinda veri tutarliligini saglayarak, veri
kiimelerindeki hasta ve saglikli bireyleri dogru bir sekilde ayirt etmek i¢in makine

O0grenmesi siniflandiricilarinin performansini 6nemli dl¢ilide iyilestirmistir.

e Onerilen hibrit &n isleme modelinin performansini analiz etmek igin ii¢ ayr1 deney

gerceklestirilmis ve elde edilen bulgular ayrintili olarak paylasilmistir.

e Onerilen hibrit 6n isleme modeli, farkli 6zelliklere sahip ii¢ saglik veri kiimesi iizerinde
alt1 farkl1 makine 0grenmesi siniflandiricilart kullanilarak test edilmis ve performans

sonuglari, literatiirdeki benzer ¢alismalarla karsilastirilmistir.

Tezin geri kalan kismi su sekilde organize edilmistir: Boliim 2, makine 6grenmesi kavrami
cercevesinde veri analizi asamalarini, makine 6grenmesi siniflandirma yontemlerini, eksik veri
isleme ve sinif dengeleme yontemlerini, aykir1 deger tespit yontemlerini ve sezgisel yontemleri
detayli bir sekilde ele almaktadir. Ayrica, saglik veri kiimelerinde eksik degerlerin ve sinif
dengesizliginin ¢6zlimii i¢in gelistirilmis yontemlere yonelik literatiirde yapilan ¢alismalarin
incelemesini igermektedir. Bolim 3'te saglik veri kiimelerinde eksik deger ve dengesiz
dagilimli sinif sorunlarinin ¢éziimlenmesine yonelik tez kapsaminda gelistirilen yeni hibrit 6n
1sleme yontemi acgiklanmistir. Bu boliimde, deneysel ¢alismada kullanilan saglik veri kiimeleri,
veri hazirlama siireci ve smiflandirma modeli ayrintili olarak ele alinmistir. Tez ¢aligmasi
kapsaminda gergeklestirilen deneylerin sonuglar1 ve dnerilen hibrit 6n isleme modelinin makine
ogrenmesi siniflandirma yontemlerinin performansina etkisi Bolim 4'te sunulmustur. Elde
edilen bulgularin sonuglar1 Boliim 5'te detayli bir sekilde tartisilmistir. Son olarak, B6liim 6'da

tez caligmasinin sonuglar1 degerlendirilmis ve gelecek ¢alismalar i¢in Oneriler sunulmustur.



2. KAVRAMSAL CERCEVE

Bu béliimde, makine 6grenmesi, veri analizi, makine 6grenmesi siniflandirma algoritmalari,
veri 0n isleme asamasinda kullanilan eksik veri isleme teknikleri ve sinif dengesizligi sorununu
ele alan yontemler, sezgisel yaklasimlar, aykir1 deger tespit yontemleri ve tez calismasina

benzer konular1 ve problemleri ele alan literatiir incelemeleri detayl1 olarak incelenmistir.

2.1. MAKINE OGRENMESI

Makine 6grenmesi, bilgisayar sistemlerinin girdi verilerini kullanarak belirli ¢ikt1 tahminlerini
elde edebilmeyi veri analizi ile 6grenen ve bu 6grenilen bilgileri kullanarak belirli gorevleri
daha iyi yapabildigi bir yapay zeka alt dalidir. Bir baska deyisle makine O0grenmesi, bir
problemin ¢dziimiinde bilgisayar programlama dillerindeki gibi kurallar1 acik bir sekilde
tanimlamak yerine, bilgisayarlarin Ornek veriler veya oOnceden Ogrendigi deneyimleri
kullanarak basarimlarini artiracak bicimde programlanmasidir [27]. Makine Ogrenmesi
genellikle biiylik miktarda veriye dayali karmasik problemlerin ¢oziimiinde ve insan
miidahalesini minimumda tutarak otomatik kararlar almak i¢in kullanilir. Giinlimiizde
teknolojinin hizli bir sekilde ilerlemesiyle beraber verinin boyutunun artmasi saglik hizmetleri,
finans ve bankacilik, egitim, ulasim ve lojistik, perakende ve e-ticaret gibi cesitli alanlarda
karsimiza ¢ikan bir fenomen haline gelmistir. Ornegin; internet kullaniminin artmasi, sosyal
medya platformlarinin yayginlasmasi, nesnelerin interneti (IoT) cihazlarimin artmasi ve
dijitallesmenin ilerlemesi gibi nedenlerle veriler hizla artmaktadir. Bu biiyiik veri akisi ile
makine 6grenmesi yontemleri kullanilarak kullanici davraniglar: analiz edilebilir ve anlamli
bilgiler ¢ikarilarak kisisellestirilmis i¢erik sunumu, reklam Onerileri, ¢evresel izleme, enerji

verimliligi gibi ¢esitli islemler i¢in tahminlerde bulunulabilir.

Biiyiik miktarda veriye dayali olarak makine dgrenmesi modellerinin gelistirilmesinde veri
analizi olduk¢a 6nemlidir. Makine 6grenmesi projelerinde veri analizi siireci, verileri toplama,
temizleme, doniistiirme ve gorsellestirme asamalarini igerir. Bu agamalar, verinin anlagilmasi
ve igslenmesi i¢in temel adimlar1 olusturur. Ardindan, makine 6§renmesi asamasi gelir, burada
veriler bu modellere beslenir ve modeller, verilerden 6grenme siirecini gergeklestirir, desenleri

tanir ve sonuglar liretir. Makine 6grenmesi ve veri analizi yaklasimlar1 6zellikle karmagik



problemleri ¢6zmek, tahminlerde bulunmak ve verilerden degerli tahminler elde etmek i¢in

birlikte kullanilir.

2.2. VERI ANALIZI

Veri, say1, metin, sembol, goriintii, video, ses veya isaret gibi ¢esitli bigimlerde olan bilgi
pargaciklaridir. Veriler tek bagina bir anlam ifade etmezler. Verilerin bir anlam ifade ederek
bilgiye donilismesi veri analizi ve verinin yorumlamasi sonucu miimkiin olmaktadir.
Gilinlimiizde, internet ve sosyal medya platformlarinin yogun bir sekilde kullanimi sonucu
stirekli bir veri akis1 olmaktadir. Verilerin yiiksek hacimli oldugu durumlarda, gereksiz verilerin
ayiklanarak yalnizca anlamli verilerin toplanmasi onemlidir. Ham verilerin elde edilerek
bunlarin yararli bilgilere doniistiiriilmesi siirecine veri analizi denilmektedir. Veri analizinde
bilgisayar sistemlerinden yararlanilarak veriler alinabilir, islenebilir, depolanabilir ve analiz

edilebilir. Veri analizi siirecinin temel adimlar1 agsagida yer alan alt boliimlerde agiklanmaktadir.

2.2.1. Veri Toplama

Veri toplama siireci, bir problemin ¢éziimiinde gerekli olan verilerin toplandigi ve bunlarin
depolanacagi kaynagin belirlendigi adimdir. Veri toplama asamasinda veriler ¢alismanin kendi
kaynaklarindan, benzer baska caligmalarin kaynaklarindan veya ¢alismanin amacina uygun

acik erisime sahip veri tabanlarindan saglanabilir.

2.2.2. Veri Temizleme

Veri temizleme siireci, veri kiimesi igerisinden eksik, aykirt veya hatali degerler iceren
kayitlarin tespit edildigi ve diizeltme isleminin gergeklestirildigi adimdir. Temel olarak, eksik,
hatal1 veya aykir1 olan verilerin belirlenmesi, ardindan bu verilerin degistirilmesi veya silinmesi
islemine dayanir. Makine Ogrenmesi calismalarinda veri temizligi Ozellikle saglik
caligmalarinda son derece dnemlidir. Veri kiimesinde yer alan hatali veya aykir1 deger igeren
kayitlar makine Ogrenmesi algoritmalarinin basarimin1 olumsuz yonde etkileyebilir ve
dolayisiyla modelin yanlis sonuglar iiretmesine neden olabilir [28]. Saglik alaninda yapilan
makine 6grenmesi ¢aligsmalarinda alinan yanlis kararlar ve hatali sonuglar ciddi sorunlara sebep
olabilmektedir. Ornek olarak; eksik, hatali veya aykir1 veriler dogrultusunda yapilan model
hatalar1 hastalarin uygun tedaviyi almamalarina veya gereksiz tedavilere maruz kalmalarina,

saglik sorunlarinin koétiilesmesine neden olabilir. Veri kiimesindeki eksik, hatali veya aykiri



degerlerin ele alinmasi igin birgok yontem gelistirilmistir. Bu yontemler, veri kalitesini artirmak

ve analizlerin giivenilirligini saglamak amaciyla kullanilmaktadir.

2.2.3. Veri Doniistiirme

Veri doniistiirme siireci, verilerin orijinal formatindan veya dagilimindan farkli bir forma veya
yapiya doniistiiriilmesi isleminin gerceklestirildigi adimdir. Bu doniistim islemleri, verilerin
daha iyi anlasilmasini, islenmesini veya analiz edilmesini saglamak i¢in yapilmaktadir. Veri
doniisiimii, verilerin makine 6grenmesi algoritmalarina uygun bir formata doniistiiriilmesinde
Oonemli bir asama olarak kabul edilir. Makine 6grenmesi alaninda, veri doniistiirme islemleri
genellikle kategorik verilerin sayisal formata doniistiiriilmesi, verilerin Ol¢eklendirilmesi,
verilerin birlestirilmesi veya ayrilmasi, boyut azaltma ve 6zellik miithendisligi gibi islemleri
icerebilir. Bu islemlerden sonra veriler makine 6grenmesi algoritmalarina daha uygun bir
sekilde sunuldugundan bu algoritmalar nihai bir hedefe yonelik tahmin veya simiflandirma

caligmalarinda daha 1yi performans gosterebilmektedir.

2.2.4. Veri Gorsellestirme

Veri gorsellestirme siireci, verilerin kolay anlasilir bilgilere doniistiiriilebilmesi i¢in grafikler
veya gorsel araglar kullanarak temsil edilme isleminin gergeklestirildigi adimdir. Boylece, veri
kiimesinin 6zellikleri, dagilimlar1 ve iliskileri daha acgik gézlemlenerek ilgili caligmalarda daha
etkili analizler gergeklestirilebilir. Makine 6grenmesi algoritmalarinin kullanimi 6ncesinde veri
kiimesindeki sinif dagilimlarina gore veri kiimesinin dengeli veya dengesiz oldugu, veri
kiimesinde bulunan aykir1 degerlerin veya eksik degerlerin dagilimi ile ilgili bilgiler elde
edilebilir. Ardindan, bu algoritmalarinin performans sonuglarinin iyilestirilmesine yonelik
eksik degerlerin doldurulmasi, aykiri degerlerin c¢ikarilmasi, dengesiz veri smiflarinin

dengelenmesi gibi sorunlarin iistesinden gelinmesinde gesitli yontemler uygulanabilir.

2.2.5. Veri Bolme

Veri bolme siireci, makine 6grenmesi modelleri i¢in veri kiimesinin egitim ve test veri kiimesi
olarak ayrilmasinin gergeklestirildigi adimdir. Bazi ¢aligmalarda veri kiimesi egitim, gecerleme
ve test kiimesi olmak lizere ii¢ boliime de ayrilabilir. Egitim veri kiimesi bir makine 6grenmesi
algoritmasinin parametrelerinin ayarlanmasi ve modelin temel bilgilerinin 6grenilmesi icin
kullanilmaktadir. Gegerleme ve test veri kiimeleri ise modelin performansint degerlendirmek
icin kullanilmaktadir. Temel olarak, veri boliimlendirme yontemi olarak sinama seti yontemi

(Hold-out method) yaygin olarak kullanilir. Bu yontemde, veri kiimesinin belirli bir orani



egitim kiimesine atanirken geri kalan boliimii ise test kiimesine atanir. Veri kiimesinin yeterli
biiytlikliikte oldugu durumlarda bu yontem kullanishdir. Veri kiimesinin yeterli biiyiikliikte
olmadigi durumlarda ise genellikle k-katlamali ¢apraz dogrulama yontemi (k-fold cross
validation method) kullanilmaktadir. Bu yontemde, veri kiimesi esit boyuttaki k alt béliime
ayrilir. Bu boliimlerden biri test kiimesi i¢in kullanilirken, kalan bolimler egitim kiimesi olarak
kullanilir. Bu islem capraz bir sekilde tiim alt boliimler i¢in k kez tekrarlanir. Bu yontemin
genel basarisi veya genel hatasi (error rate), elde edilen k sonucun ortalamasi hesaplanarak elde

edilir.

2.2.6. Model Se¢cimi

Model se¢imi siireci, problemin amaciniza en uygun olan modelin belirlendigi adimdir. Model
sec¢imi, veri analizi ve makine dgrenmesi ¢aligmalarinin 6nemli bir asamasidir ve dogru modeli
secmek, analizin basarisint biiyiik Olgiide etkileyebilir. Model segimi, genellikle deneme
yanilma yoluyla belirlenir. Veri analizinin amaci, veri tipinin sayisal veya kategorik olmasi,
veri dagilimi, veri boyutu, hiper-parametreler, veri kiimesinin dengeli olup olmamasi gibi
faktorler model se¢imini etkilemektedir. Modelleme asamasinda siniflandirma, regresyon,
kiimeleme ve zaman serisine bagli analiz gibi ¢esitli problemlerin tiirtine uygun olarak farkli
modeller kullanilmaktadir. Modelleme asamasinda analizin amacina gore denetimli 6§renme,
denetimsiz 0grenme, yar1 denetimli 6grenme ve pekistirmeli 6grenme gibi uygun makine

O0grenmesi yontemlerinden modeller tasarlanmaktadir.

2.2.7. Model Egitimi

Model egitimi siireci, bir makine 6grenmesi yonteminin veri kiimesi iizerinde 6grenme siirecini
ifade eden adimdir. Bu siiregte, siniflandirma ve regresyon, iki temel O0grenme tiiriidiir.
Regresyon, bir girdi verisiyle iligkilendirilmig siirekli bir ¢ikt1 tahmin etmeye odaklanan bir
ogrenme tiiriidiir. Ornegin, diyabet hastalarinin gecmis kan sekeri degerleri kullanilarak
gelecekteki kan sekeri degerlerini tahmin etmek igin bir regresyon modeli kullanilabilir.
Siniflandirma ise se¢ilen bir makine 6grenmesi modelindeki egitim veri kiimesindeki verilerle
bu verilere karsilik gelen etiketleri veya ¢iktilar1 6grenmeyi amaglar. Ornegin, hastalik tahmin
caligmasinda bir bireyin hasta veya saglikli olarak ayirt edilmesi i¢in bir siniflandirma modeli
kullanilabilir. Bu siireg, modelin belirli bir gorevde dogru kararlar verebilmesi i¢in veri

kiimesindeki desenleri 6grenmesini igerir.



2.2.8. Model Ayarlamasi

Model ayarlamast siireci, smiflandirma veya regresyon gibi belirli bir goérevin
gercgeklestirilmesinde bir makine 6grenmesi modelinin en iyi performansi elde etmek i¢in hiper-
parametrelerin ayarladigi adimdir. Baglangicta varsayilan hiper-parametre degerleriyle
baslayan bu siire¢, hiper-parametre degerlerini deneyerek, en iyi performansi elde edecek
yapilandirmalar1 belirler. Bu adimlar, hiper-parametre araliklarinin belirlenmesi, capraz
gecerleme kullanilmasi, hiper-parametrelerin ayarlanmasi, sonuglarin degerlendirilmesi, en iyi
hiper-parametrelerin secilmesi ve nihai modelin egitimi ve degerlendirmesini igerir. Model
ayarlamasi, modelin asir1 uyum (overfittting) veya yetersiz uyum (underfitting) gibi sorunlari

Oonlemeye yardimci olarak daha iyi tahminler elde etmeye olanak tanir.

2.2.9. Model Degerlendirmesi

Model degerlendirmesi siireci, bir makine 6grenmesi modelinin performansini 6lgme ve analiz
etme siirecini ifade eden adimdir. Bu siire¢, modelin ne kadar iyi veya kotii performans
gosterdigini anlamamiza ve gerektiginde iyilestirmeler yapmamiza olanak tanir. Bir
smiflandirma probleminde, egitilen model test verileri {izerinde genellikle Dogruluk
(Accuracy), Kesinlik (Precision), Duyarlilik (Recall veya Sensitivity), Ozgiilliik (Specificity),
F1-skoru, Matthews Korelasyon Katsayisi (MCC) ve AUC gibi model degerlendirme
oOl¢iitlerine gore degerlendirilir. Model degerlendirme olgiitleri Tablo 2.1'de verilen degerlere
gore hesaplanir. Bu matrise gore, dengesiz veri kiimelerinde, azinlik sinift 6rnekleri pozitif
olarak tasvir edilirken, ¢ogunluk sinifi 6rneklerinin simif etiketi negatif olarak temsil edilir.
Dogruluk orani, model tarafindan yapilan dogru tahminlerin tiim veri kiimesindeki 6rneklerin
sayisina oranidir. Bu oran 0 ile 1 arasinda bir degere sahiptir ve bu deger 1'e yaklastik¢a modelin
performansinin ne kadar giiglii oldugunu ifade eder. Dogruluk orani Denklem 2.1 'de
gosterildigi  gibi hesaplanmaktadir. Kesinlik, gercek pozitif sonuglarin toplam pozitif
tahminlere boliinmesiyle elde edilir. Bu metrik ile dogru yapilan tahminlerin sayis1 belirlenir.
Kesinlik Denklem 2.2'de gosterildigi gibi hesaplanmaktadir. Gergek Pozitif Oran (TPR) olarak
da bilinen duyarlilik, dogru pozitif tahminlerin, dogru pozitif tahminlerin sayis1 ile dogru
negatif tahminlerin sayisina boliinmesi ile elde edilir. Bu metrik, hedef sinifin bir azinlik sinifini
temsil ettigi, veri kiimesinin dengesiz bir simif dagilimi sergiledigi senaryolarda énemli bir
oneme sahiptir. Duyarlilik Denklem 2.3'te gosterildigi gibi hesaplanmaktadir. Yanlis Pozitif
Oran (FPR) olarak da bilinen 6zgiilliik, yanlig siniflandirilmis negatiflerin veri kiimesindeki

toplam negatif 6rnek sayisma oranini ifade eder. Ozgiilliik Denklem 2.4'te gosterildigi gibi



hesaplanmaktadir. F1-skoru, kesinlik ve duyarlilik metriklerinin harmonik ortalamasinin
hesaplanmasiyla gergeklestirilir. F1-skor Denklem 2.5'te gosterildigi gibi hesaplanmaktadir.
MCC, ikili ve c¢ok smifli siniflandirma modellerinin degerlendirilmesi i¢in yaygin olarak
kullanilan bir performans ol¢iisiidiir. MCC, karigiklik matrisinin dort bileseninin tiimiinii
dikkate alir, boylece siniflandirma kalitesine iligkin kapsayici ve giivenilir bir gosterge saglar.
MCC Denklem 2.6'da gésterildigi gibi hesaplanmaktadir. AUC, bir Alici Isletim Karakteristik
(ROC) egrisinin altinda kalan alan1 ifade eder. ROC egrisi, bir modelin performansini TPR ve
FPR siniflandirma 6l¢iimleri agisindan gdsteren grafiksel bir temsildir. Siniflandirma degeri 1'e
ne kadar yakinsa siniflandiricinin performansi o kadar iyidir. Bu metrikler, modelin belirli bir
problemi ne kadar iyi ¢0zebildigini objektif bir sekilde degerlendirmemize olanak tanir.

Modelin dogru ve giivenilir sonuglar tiretebilmesi i¢in bu siireg titizlikle yiirtitiilmelidir.

Tablo 2.1: Karigiklik matrisi.

Gercek (Actual)
Pozitif Negatif
_ ... | Dogru Pozitif | Yanhs Pozitif
= B | Pozitif
g S (TP) (EP)
E E Negatif Yanhs Negatif | Dogru Negatif
=) (FN) (TN)
Dogruluk (4 ) = TP + TN 1
OBTURLE LACCUTACY) = TP TN + FP + FN 2D
Kesinlik (Precision) = i 2.2
esinli recision) = o570 (2.2)
D liltk (Recall)(TPR) = r 2.3
uyarlilt ecall)( )_TP+FN (2.3)
Ozgiillik (Specificity)(FPR) = ki 2.4
zgullik (Specificity)( ) = FPFTN (2.4)
F1 — skor (F1) = 2 X Kesinlik X Duyarlilik ’c
skor (F1) = Kesinlik + Duyarlilik (2:5)
TP+TN —FPXFN
MccC (2.6)

B JTP + FP)x(TP + FN)X (TN + FP)X(TN + FN)
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2.3. MAKINE OGRENMESI SINIFLANDIRMA YONTEMLERI

Makine 6grenmesi siniflandirma yontemleri, bir veri kiimesindeki girdileri belirli siniflara
atayan modelleri ifade eder. Bu modeller, genellikle egitim veri kiimelerindeki desenleri 6grenir
ve daha sonra test veri kiimelerindeki veriler {izerinde siniflandirma yapabilir. Bu amacla
gelistirilmis ¢ok sayida makine 6grenmesi siniflandirma yontemi bulunmaktadir. Asagida tez

caligmas1 kapsaminda ele alinan siniflandirma yontemleri 6zetlenmistir.

2.3.1. Lojistik Regresyon (LR)

Lojistik Regresyon (LR), istatistik ve makine 6grenmesi siniflandirma problemlerinde yaygin
olarak kullanilan istatistiksel bir analiz yontemidir. Bu yontem, genellikle bir veya daha fazla
bagimsiz degisken (tahmin edici) ile ikili bagimli degisken (sinif veya sonug) arasindaki iliskiyi
tamimlamak icin tercih edilir [29]. Ornegin; bir veri kiimesindeki bireylerin hasta veya saglikli
olarak kategorize edilmesinde kullanilabilir. Bagiml bir degiskenin, iki sinifin bir {iyesi olma
olasiliginin tahmini, ilgili de§iskenlerin belirli agirliklarla ¢arpilip toplanmasi ile elde edilen
dogrusal bir kombinasyonun, logit doniisiimii uygulanarak hesaplanmaktadir. Bu hesaplama

Denklem 2.7 'de verilmistir.

1

1 + e—(b0+b1x1+b2x2+~-~+bkxk)

PY=1)=

2.7)

Burada, P(Y=1) bagimli degiskenin 1 olma olasiligini temsil etmektedir. e Euler sayisidir ve
bo+bixi+boxo+ --+b1Xk parametreleri modelin 6grenmesi gereken katsayilardir. Xo, X1, X2,...,Xk
ise girig degiskenleridir [30]. LR, modelin 6grenme siirecinde genellikle maksimum olabilirlik
yontemi veya gradyan inisi gibi optimizasyon tekniklerini kullanir. Boylece, veri kiimesindeki
orneklerden elde edilen bilgilerle model parametreleri giincellenerek smiflandirma islemi
yapilir. Bu yontem, 6zellikle iki sinifli siniflandirma problemlerinde yaygin olarak kullanilir ve

etkili bir ¢6zlim sunar.

2.3.2. Rastgele Orman (RF)

Breiman tarafindan gelistirilen Rastgele Orman (RF) algoritmasi, siiflandirma ve regresyon
problemlerinde yaygin olarak kullanilan bir makine &grenmesi yontemidir [31]. Veri
kiimesindeki degiskenlerin kullanilmastyla bir bireyin diyabet olup olmadigini tahmin etmek,
bir siiflandirma problemini temsil ederken; bir bireyin diyabet olma olasiliginin hesaplanmasi
ise regresyon problemlerine Ornek olarak gosterilebilir. RF, veri kiimesinden rastgele alt

kiimeler olusturur ve her bir alt kiime i¢in bir karar agaci egitilir [31]. Her bir karar agaci, veri



11

kiimesindeki ozelliklere dayali olarak smiflandirma veya regresyon yapar. Ardindan, bu
agaclardan elde edilen tahminler bir araya getirerek bir ¢ikti tahmin edilir. Siiflandirma
problemlerinde genellikle oylama kullanilirken, regresyon problemlerinde tahminlerin
ortalamasi alinir [32]. Bu yontemin bir dizi avantaji bulunmaktadir. Bu avantajlar igerisinde,
coklu agaclarin ¢esitliliginin birlestirilmesiyle modelin asir1 6grenme riskinin azaltilmasi ve
daha giivenilir, etkili sonuglarin elde edilmesi yer almaktadir. Veri kiimesinin rastgele
se¢ilmesiyle varyansin kontrol edilmesi ve 6nemli 6zelliklerin belirlenebilmesi de bu yontemin
diger one ¢ikan avantajlaridir. Bu 6zellikler, bu yontemi 6zellikle genis veri kiimeleri tizerinde

etkili bir sekilde ¢alisan ve giiglii bir genelleme yetenegine sahip bir model haline getirir.

2.3.3. Destek Vektor Makinesi (SVM)

Destek Vektor Makinesi (SVM), simiflandirma ve regresyon problemlerinde yaygin olarak
kullanilan bir makine 6grenmesi yontemidir. Bu yontem, veri kiimesinde yer alan veri
noktalarini optimal bir hiper diizlemle en iyi sekilde ayirmayr amaglamaktadir. SVM'in dort
temel konsepti vardir: ayirici hiper diizlem, destek vektorler, marj ve gekirdek fonksiyonu [33].
Ayirier hiper diizlem, veri kiimesindeki farkli veri 6rneklerini birbirinden ayiran optimal bir
cizgidir [33]. Destek vektorler, hiper diizlemle en yakin olan veri noktalarini ifade eder [33].
Bu noktalar, siniflar arasindaki mesafeyi (marj) belirleyen kritik unsurlardir. Marj, destek
vektorler arasindaki uzakligi ifade eder. SVM, bu marji maksimize etmeye caligarak siniflar
arasindaki ayrimi en iyi sekilde saglamak ve ayni zamanda modelin genelleme yetenegini
artirmak i¢in kullanilir [33]. Cekirdek fonksiyonlari, verileri diisiikk boyutlu bir uzaydan daha
yuksek boyutlu bir uzaya yansitarak SVM'in dogrusal olarak ayrilabilen olmayan veri
kiimelerinde de etkili olmasini saglar [33]. SVM algoritmasinin avantajlar1 arasinda ¢ok
boyutlu veri kiimelerinde etkili performans, destek vektorler sayesinde asir1 6grenmeye karsi
dayaniklilik ve ¢esitli ¢ekirdek fonksiyonlarini kullanabilme esnekligi bulunmaktadir. SVM,

ozellikle karmasik siniflandirma problemleri ve regresyon analizleri i¢in tercih edilir.

2.3.4. Karar Agac1 (DT)

Karar Agaci (DT), siniflandirma ve regresyon problemlerinde kullanilan bir makine 6grenmesi
yontemidir. Bu yontem, veri kiimesindeki 6znitelik degerlerine dayanarak belirli bir dizi kurala
gore kararlar alir. Bu kararlara gore, veri 6rneklerini siniflandirma veya bir hedef degiskenin
degerini tahmin etme islemi gergeklestirir [34]. DT yontemi, kok diigiim, dallar, i¢ diigiimler
ve yaprak diigiimlerden olusan hiyerarsik bir aga¢ yapisindan olusur [35]. Kok digiim, tiim

veri kiimesini temsil eden agacin baslangic noktasidir. Kok diigiimden ¢ikan her bir 6znitelik
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degeri ve kararlar dallar araciligiyla i¢ diigiimlere baglanir. I¢ diigiimler, bir dalda bulunan ve
bir 6znitelik degerine gore karar almay1 saglayan yapilardir. Yaprak diigiimler, siniflandirma
problemlerinde bir sinifi veya regresyon problemlerinde bir tahmin degerine karsilik gelen
sonug¢ degerlerini temsil eden yapilardir. DT, basit bol ve yonet yaklasim kurallarini kullanma
yetenegi ve ¢cok yonliiligii sayesinde birgok avantaja sahiptir. Bu 6zellikler, cesitli alanlardaki
karmasik problemleri ¢ozmek i¢in DT yoOntemini ideal kilarken, ayn1 zamanda

anlagilabilirlikleri modelin igerdigi kararlar1 agiklamasini kolaylastirir.

2.3.5. Naive Bayes (NB)

Bayes teorimine dayanan Naive Bayes (NB) algoritmasi, &zellikle smiflandirma
problemlerinde yaygin olarak kullanilan bir makine 6grenmesi yontemidir. Bir siniflandirma
probleminde, siniflar arasindaki olasilik iligkilerinin modellenmesinde Bayes teorimi kullanilir
ve bu bilgiler 1s181nda verilen bir drnek ilgili sinifa atanir [36]. Bayes siniflandirma formiili

Denklem 2.8'de verilmistir.

P(Ornek | Stif ). P(Suif)
P(Ornek)

P(Suuf | Ornek) = (2.8)

Bu formiilde:
e P(Stnuf | Ornek): Ornegin bir siifa ait olma olasilig1.
e P(Ornek | Stnif): Sifa ait 6rnekteki dzniteliklerin olasiliklarinin garpimu.
e P(Swmuf): Smifin genel olasilig1.
e P(Ornek): Ornegin genel olasiligi.

Bu formiil, belirli bir 6rnegin verilen sinifa ait olma olasiligin1 hesaplamak igin kullanilir [36].
NB algoritmasi, bir drnegin hangi sinifa ait olma olasiliklart hesaplamak i¢in egitim verisi

tizerinde calisir ve daha sonra test verisi tizerinde bu olasiliklar1 kullanarak siniflandirma yapar.

2.3.6. Asir1 Gradyan Artirma (XGBoost)
Asirt Gradyan Artirma (XGBoost) algoritmasi, ilk olarak 2011 yilinda Tianqi Chen ve Carlos

Guestrin tarafindan Onerilen siniflandirma ve regresyon problemlerinde yaygin olarak bir
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makine 6grenmesi algoritmasidir [37]. Bu yontem, gii¢lii bir 6grenici modelini tiretmek igin
coklu ogrenici modellerini birlestiren Boosting aga¢ modellerine dayanan bir 6grenme
yapisidir. XGBoost yontemi, 6grenme siirecini gerceklestirirken dnceki agaclarin hatalarini
diizeltmeyi amagclayan bir hedef fonksiyonu kullanir [38]. Bu siirecte, siniflandirma
problemlerinde, tahminler ile gézlemlenen 6rnekler arasindaki hatalarin farklari 6l¢iiliir [38].
Regresyon problemlerinde ise, her agacin tahmin degeri, her bir agacin ortalamasi alinarak
belirlenir [38]. Bu iteratif siireg, modelin performansini artirmaya yonelik olarak devam eder.
XGBoost yontemi, paralel isleme yetenekleri, 6l¢eklenebilirligi, diizenleme 6zellikleri ve giiglii

tahmin giicii sayesinde biiyiik 6l¢ekli veri kiimelerinde hizli ve verimli sekilde ¢aligir.

2.4. EKSIK VERI ISLEME YONTEMLERI

Eksik deger, veri analizinin veri toplama siirecinde ¢esitli nedenlerden dolay1 eksik bilgilerin
bulunma durumunu ifade eden bir problemdir. Bu eksik veriler genellikle katilimcilarin verdigi
eksik bilgiler, 6l¢tim cihazlarindan alinan hatali bilgiler veya kayip verilerden kaynaklanabilir.
Eksik deger problemi, tibbi arastirmalar [39- 42], gaz analizi [43] ve ag analizi [44] gibi gercek
diinya veri kiimelerinde yaygin olarak goriilmektedir. Ornegin; bir tibbi teshis ¢alismasinda
goriilen eksik degerler genellikle hasta katilimi ve/veya ilgili bazi sorulari yanitlama reddi,
klinik kayit hatalari, saglik personelinin verileri tam olarak girmemesi, tedavinin birakilmasi ve
laboratuvar testlerindeki teknik sorunlardan kaynaklanabilir. Veri kiimesindeki eksik degerlerin
varligi, makine Ogrenmesi algoritmalarinin genelleme yetenegini ve giivenilirligini
etkileyebilmektedir. Bu nedenle, eksik deger problemini yonetmek ve uygun eksik veri isleme
yontemlerini belirlemek arastirmacilar i¢in 6nemli hale gelmistir. Eksik veri isleme yontemleri,
veri analizi siireclerinde karsilagilan eksik deger problemlerini etkili bir sekilde yonetmek
amaciyla kullanilir. Bu yontemler, eksik deger iceren Ornekleri silme yontemleri ve eksik

degerleri doldurma yontemleri olmak {izere temelde iki ana strateji iizerine kurulmustur.

2.4.1. Silme Yontemleri

Eksik degerleri silme yontemleri arasinda satir bazli silme, siitun bazli silme ve eslerin silinmesi
(pairwise) gibi yontemler bulunmaktadir. Satir bazli silme yontemi, en az bir eksik deger iceren
orneklerin veri kiimesinden ¢ikartildig1 bir eksik veri isleme stratejisidir. Satir bazli silme
yontemi, basit ve hizli bir ¢6ziim sunmasina ragmen, eksik deger igeren 6rnekler analizin
disinda birakildigindan dolayr bilgi kaybina yol agabilir ve veri kiimesinin genel yapisini

degistirebilir. Bu yontem kullanilirken veri kiimesinin yapisi, eksik verilerin dagilimi ve analiz
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amaci dikkate alinmalidir. Eksik degerlerin veri kiimesinde rastgele dagildigi ve kiiciik bir
miktar1 temsil ettigi durumlarda bu yontem kullanilabilir. Ancak, bilgi kaybinin kritik oldugu
ve eksik degerlerin desenlere sahip oldugu durumlarda diger eksik deger isleme stratejilerini

kullanmak daha uygun olabilir.

Stitun bazli silme, veri kiimesindeki eksik deger iceren belirli bir degiskenin (siitun) veri
kiimesinden ¢ikartildig1 bir eksik veri isleme stratejisidir. Siitun bazli silme yontemi, genellikle
belirli bir degiskende eksik verilerin yogunlastigi durumlar i¢in tercih edilir. Bu yontemin
sagladig1 avantajlar, eksik deger igeren belirli bir degiskenin tamamen veri kiimesinden
¢ikarilmasi sonucunda analiz siirecini basitlestirmesi ve hizlandirmasidir. Ayrica, sadece eksik
deger igeren degiskenlerin analizden ¢ikartilmasi diger analizlerin etkilenmesini engelleyerek
basit ve hizl1 ¢6ziim sunar. Ancak, bu yontemin kullanilmasi bir dizi dezavantaj1 da beraberinde
getirir. Eksik deger i¢eren degiskenin veri kiimesinden ¢ikarilmasi, o degiskenin igerdigi diger
degerlere ait iligkilerin kaybolmasina yol agarak bilgi kaybina neden olabilir. Ek olarak, eksik
degerlerin belirli bir desen gosterdigi durumlarda bu yontemin kullanilmasi veri kiimesinin
genel yapisini 6nemli 6lgiide bozabilir. Siitun bazli silme yontemi, 6zellikle eksik deger igeren
degiskenin analizle ilgili olmadig1 ve bu degiskenin eksik deger igerme oraninin diisiik oldugu

durumlarda tercih edilebilir.

Eslerin silinmesi, veri kiimesinde eksik deger iceren Orneklerden olusan ciftlerin analizden
cikartildig1 bir eksik veri isleme stratejisidir. Ornegin; bir analizde kullanilan bir ¢ift degisken
igerisinde en az bir eksik deger bulunmasi durumunda bu giftler analizden ¢ikartilir. Bu strateji,
eksik deger igeren degiskenlerin analizden tamamen ¢ikarilmasini engelleyerek, eksik verilerin
sadece ilgili degiskenler lizerindeki etkilerini azaltmayr amaglamaktadir. Boylece, diger
degiskenlerin etkileri minimum diizeyde tutularak bu yontemin hizli ve uygulanabilir olmasi
sagladig1 avantajlar igerisindedir. Ancak, veri kiimesinden silinerek analiz disinda tutulan
ornekler diger degiskenlere ait iligkileri ve desenleri temsil etme potansiyellerinden dolay1 veri
kiimesinde bilgi kaybina neden olabilir. Eglerin silinmesi yontemi, eksik verilerin miktarinin az

oldugu ve belirli bir desen icermedigi durumlarda tercih edilebilir.

2.4.2. Doldurma Yontemleri
Eksik verileri doldurma ydntemleri, istatistiksel yontemler ve makine O0grenmesi tabanl
yontemler olarak iki kategoride gruplanabilir. Istatistiksel yontemler kapsaminda

degerlendirilen yontemlerin ilki basit doldurma yontemleridir. Basit doldurma ydntemleri,
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eksik veri sorununa yonelik temel stratejiler olarak kabul edilir ve veri kiimesinin 6zelliklerine
bagli olarak tercih edilebilir. Veri kiimesinde yer alan eksik degerleri doldurmak i¢in iki temel
yaklasim bulunmaktadir. ilk yaklasim, ortalama, mod ve medyan doldurma ydntemlerini
icermektedir. Bu yaklagim, veri kiimesindeki eksik degerleri sirasiyla ilgili siitunun ortalamasi,
modu veya medyani ile doldurur. Bu stratejide, verinin genel egilimi korunsa da veri
kiimesindeki karmasiklik tam olarak yansitilamamaktadir. Ikinci yaklasimda ileri veya geri
yayilma doldurma ydntemleri bulunmaktadir. ileri yayilma ydnteminde, veri kiimesi icerisinde
yer alan bir siitundaki eksik degerler ilgili siitundaki bir 6nceki gegerli deger ile doldurulur.
Geri yayilma yonteminde ise veri kiimesi icerisinde yer alan bir siitundaki eksik degerler ilgili
stitundaki bir sonraki gegerli deger ile doldurulur. Bu strateji, 6zellikle zamansal veya sirali veri
kiimelerinde eksik degerleri etkili bir sekilde doldurmak amaciyla tercih edilmektedir.
Istatistiksel yontemler kapsaminda degerlendirilen bir baska yaklasim ise ¢oklu doldurma
yontemleridir. Bu yontemler, veri kiimesindeki eksik degerler ile basa ¢ikabilmek i¢in birden
fazla veri kiimesi olusturularak eksik verilerin tahmin edilmesini saglar. Her bir veri kiimesi,
eksik degerleri farkli yontemlerle tahmin etmek icin kullanilir ve elde edilen her bir sonug
birlestirilerek eksik degerlerin tamamlandig: tek bir veri kiimesi elde edilir. Bu yontemler,
genellikle bir dizi eksik degeri ayn1 anda ele almak icin kullanilir ve bdylece daha giivenilir
sonuglar saglayabilir. Bu yontemlerden biri literatiirde basariyla kullanilan bir yaklagim olan
MICE yoéntemidir. MICE yontemi, eksik degerler ile basa ¢ikmak i¢in kullanilan istatistiksel
bir yaklasim igerir. Bu yontemde, veri kiimesindeki eksik degerlerin tahmin edilmesi igin eksik
deger icermeyen veriler ve diger degiskenler kullanilir. Tahmin modeli olarak bir dizi regresyon
yontemi uygulanir. Bu islem, belirli bir kriter saglanana kadar veya belli bir iterasyon sayisi
gerceklesene kadar devam eder. Her iterasyonda, eksik degerlerin tahminleri giincellenir ve
daha dogru tahminler elde edilir. MICE yontemi, veri kiimesindeki eksik degerlerin tahmin
edilmesinde degiskenler arasindaki iligkileri dikkate alarak esnek bir yaklasim sunar. Bu
nedenle, MICE yontemi, karmasik veri kiimelerinde eksik degerlerin tahmin edilme siirecinde

basaril1 bir sekilde kullanilir.

Makine 6grenmesi tabanli eksik deger atama yontemleri, eksik verileri ele almak i¢in tahmine
dayali 6grenme modellerinin kullanimina dayali tekniklerdir. Bu yontemler, verilerdeki eksik
olmayan bilgileri kullanarak elde edilen bilgilere bagl olarak eksik verileri tahmin eder.
Bilimsel literatiirde k-en yakin komsu (KNN), SVM, RF ve regresyon modelleri yaygin olarak

kullanilan baz1 makine §grenmesi tabanli atama yontemleridir. KNN atamasi, eksik degerleri
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veri kiimesindeki benzer veri noktalarinin degerlerini kullanarak tahmin eden bir tekniktir. Bu
yontem, eksik degerleri verilerde mevcut olan iligkileri ve kaliplar1 hesaba katarak doldurmay1
amagclar. KNN atamasi, birden fazla degiskeni veya 6zelligi dikkate aldig1 i¢in ¢ok degiskenli
eksik deger atama yontemi olarak bilinmektedir. SVM atama yontemi, regresyon tabanli eksik
degerlerin tahmin edilmesinde etkili olan bir makine 6grenmesi algoritmasidir. SVM atamasi,
cikt1 degerleri ve karar degerlerini kullanir. Ilk olarak, eksik olan durum nitelikleri belirlenir ve
ardindan bu eksik degerler bir SVM modeli ile tahmin edilir. Bu yontem, biiyiik 6l¢ekli veri
kiimelerinde etkili bir performans sergiler ve bellek kullanimini verimli bir sekilde yonetir. RF
atama yontemi, veri kiimesinde bulunan eksik degerlerin tahmin edilmesi i¢in kullanilan bir
makine 6grenmesi algoritmasidir. Bu yontemde, eksik degerlerin tahmini bir¢ok karar agacinin
bir araya gelmesi ile elde edilir. Tahmin modelinde yer alan her bir karar agaci, rastgele se¢ilen
ornekler ve ozellikler iizerinde egitilir. Sonug olarak, her bir eksik deger tiim karar agaclarindan
elde edilen tahminlerin birlesimi ile elde edilir. RF yontemi, biiyiik veri kiimelerinde etkili bir
sekilde calisabilir ve veri yapisint koruyabilir. Boylece, eksik degerlerin tahmini
problemlerinde siklikla tercih edilir. Regresyon modelleri, eksik degerleri veri kiimesindeki
diger degiskenler ile dogrusal iliskilerini kullanarak tahmin eder. Bu yontem, bir degiskenin
degerinin diger degiskenlerle dogrusal olarak degistigini varsayar. Veri kiimesindeki eksik
degerler dogrudan bir regresyon modeli araciligiyla tahmin edilir ve bdylece eksik degerlerin

atanmasi saglanir.

2.5. SINIF DENGELEME YONTEMLERI

Smif dengesizligi, veri kiimesindeki siniflarda bulunan 6rneklerin dagiliminin esit olmadigi
durumlarda ortaya ¢ikan bir problemdir. Smif dengesizligi genellikle ger¢ek diinya veri
kiimelerinde, Ozellikle tibbi teshis [45-49], dolandiricilik tespiti [50, 51], siber giivenlik [52,
53] ve spam tespiti [54-56] gibi alanlarda yaygin olarak goriiliir. Ornegin; bir tibbi teshis ikili
siniflandirma probleminde, genellikle saglikli bireyleri temsil eden sinif ¢ogunluk smifi
olustururken, hasta bireyleri temsil eden sinif azinlik smifi olusturur. Bu durumda, makine
ogrenmesi smiflandirma algoritmalar1 azinlik sinifi 6rneklerini yeterince dgrenemediginden
dolayr yanli sonuglar iiretebilir. Sinif dengeleme yontemleri, siniflar arasindaki Ornek
dagilimini dengeleyerek bu tiir problemlerin iistesinden gelmeyi amaclar. Sinif dengesizligiyle
basa ¢ikmak i¢in eksik yeniden ornekleme yontemleri, asir1 yeniden ornekleme yontemleri,

sentetik yeniden ornekleme yontemleri ve hibrit yeniden ornekleme yontemleri gibi cesitli
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yaklasimlar kullanilabilir. Literatiirde yaygin olarak kullanilan sinif dengeleme yontemlerinden

bazilar1 agagida yer alan alt boliimlerde agiklanmaktadir.

2.5.1. Eksik Yeniden Ornekleme Yontemleri

Eksik yeniden Ornekleme yontemleri, dengesiz sinif dagilimli veri kiimelerinde ¢ogunluk
simifina ait Orneklerin sayisini azaltarak sinif dengesizligini ele alan bir veri ornekleme
yontemidir [57]. Bu yontemlerden rastgele eksik yeniden 6rnekleme yontemi (random under-
sampling) en ¢ok bilinendir [58]. Bu yontem, ¢ogunluk sinifindan rastgele segilen drneklerin
veri kiimesinden ¢ikarilmasiyla veri kiimesini dengelemeyi amaglar. Boylece, azinlik ve
¢ogunluk smiflar1 arasinda denge saglanarak makine 6grenmesi modellerinin genelleme
yetenegi iyilestirilir ve dengesizlik nedeniyle olusabilecek asiri uyum problemi minimize edilir.
Ancak, bu yontem ¢ogunluk sinifinda yararli olabilecek bilgileri de silebileceginden dolay1

bilgi kaybina ve nadir durumlarin dogru bir sekilde temsil edilememesine yol agabilir.

2.5.2. Asir1 Yeniden Ornekleme Yontemleri

Asirt yeniden ornekleme yontemi, dengesiz sinif dagilimli veri kiimelerinde azinlik sinifina ait
orneklerin sayisini artirarak sinif dengesizligini ele alan bir veri 6rnekleme yontemidir [58].
Rastgele asir1 yeniden ornekleme yontemi (random over-sampling) sinif dengesizligini ele
almak i¢in en yaygin kullanilan asir1 yeniden Ornekleme stratejisidir. Bu yontem, azinlik
smifina ait 6rnekleri kopyalayarak veya tekrar 6rnekleyerek veri kiimesindeki azinlik sinifinin
ornek sayismi artirir [59]. Boylece, azinlik ve ¢ogunluk smiflari arasinda denge saglanarak
makine 6grenmesi modellerinin azinlik sinifin1 daha etkili bir sekilde 6grenmesi ve daha 1y1 bir
performans sergilemesi saglanir. Ancak, bu yontem azinlik sinifindaki 6rnekleri bir¢ok kez
kopyalayarak makine 6grenmesi modellerinde asir1 uyum sorunlarina yol agabilir. Ayrica, bu
yontemin kullanilmast ile veri kiimesinin veri dagilim dengesi degisebilir ve modelin

performansi olumsuz yonde etkilenebilir.

2.5.3. Sentetik Yeniden Ornekleme Yontemleri

Sentetik yeniden Ornekleme yontemleri, veri kiimelerinde siklikla goriilen dengesiz sinif
dagilimlar1 problemine ¢6ziim sunan ve veri bilimi ile makine 6grenmesi alanlarinda yaygin
olarak kullanilan bir veri artirma teknigidir. Yaygin olarak kullanilan sentetik O6rnekleme
yontemleri arasinda, SMOTE ve Uyarlanabilir Sentetik Ornekleme Yaklasimi (ADASYN) gibi
yontemler yer almaktadir. Bu yontemler, veri kiimesindeki orneklerinden yararlanarak yeni

sentetik ornekleri olusturur.
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SMOTE yontemi Chawla ve dig. [60] tarafindan 2002 yilinda Onerilen bir sentetik asir
ornekleme algoritmasidir. Bu yontem, genellikle siniflandirma problemlerinde dengesiz
dagilimli siniflar1 dengelemek amaciyla yaygin olarak kullanilmaktadir. SMOTE yo6ntemi,
azinlik sinifinda yeni sentetik 6rnekler olusturmak i¢in mevcut érneklerin k-en yakin komsulari
arasinda dogrusal enterpolasyon teknigini kullanarak asir1 Ornekleme yapar. Simiflarin
dengelenmesinde kullanilacak k komsu sayisi, asir1 6rnekleme miktarina bagli olarak rastgele
secilerek belirlenir. Azinlik smifindan (Xi ve Xj) iki 6rnegin dogrusal enterpolasyonuyla

Denklem 2.9 'a gdre yeni bir sentetik 6rnek olusturulur.
Xyeni = Xi + (X] — XL) * (29)

Burada Xyeni dogrusal enterpolasyon yoluyla olusturulmus yeni bir sentetik ornektir. Yeni bir
sentetik Ornek olusturmak i¢in Oncelikle azinlik simifindan bir veya birden fazla komsu
arasindan rastgele bir komsu (Xj) secilir. Bu 6rnek, yeni sentetik 6rnekler olusturmak i¢in temel
almacak ornegi belirler. Daha sonra, secilen komsular (Xj ve Xi) arasindaki fark Oklid
uzakligina bagli olarak hesaplanir. Bu, orijinal 6rnegin komsularina olan uzakligini temsil eder.
Bu fark, rastgele bir carpan a degeri ile carpilir. o degeri, O ile 1 arasinda rastgele kayan bir
sayidir ve sentetik 6rneklerin orijinal 6rnege ne kadar yakin veya uzak olacagin belirler. Son
olarak, bu carpilmis fark degeri orijinal drnege eklenerek yeni bir sentetik 6rnek olusturulur.
Bu islem, dogrusal interpolasyon yoluyla orijinal 6rnegin komsular arasinda bir nokta secerek
gerceklesir. SMOTE yontemi geleneksel asir1 6rnekleme teknikleriyle karsilagtirildiginda tistiin
performans sergilemesine ragmen Ortiisen, sinir ve giiriiltii 6rneklerinin olusturulmasi gibi bazi
sorunlart da beraberinde getirebilir. Bu yontem bir¢cok calismada basartyla kullanilmis ve
literatlirde bir¢ok ¢alismada SMOTE yonteminin gelistirilmesiyle elde edilen farkli uzantilar

Onerilmistir.

ADASYN yontemi, He ve dig. [61] tarafindan 2008 yilinda 6nerilen bir sentetik asir1 6rnekleme
yontemidir. Bu yontem, dengesiz dagilimli siniflar1 dengelemek icin sentetik Grneklerin
olusturulmasinda adaptif bir yaklasim benimser. Bu yaklagimda, ADASYN yontemi azinlik
smift 6rneklerinin yogunluk farklarina goére sentetik drnekler tiretir. Buna gore, daha az temsil
edilen azinlik sinifi 6rnekleri i¢in daha fazla sentetik ornekler iiretilmesi saglanir. Bdylece,
azilik sinifinin daha iyi temsil edilmesi ve modelin genel performansinin artmasi saglanir.
ADASYN, ozellikle biiyiik ve yiiksek boyutlu veri kiimelerinde etkili bir sekilde ¢alisir ve sinif

dengesizligi sorununu azaltmada basarili sonuglar saglar.
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2.5.4. Hibrit Yeniden Ornekleme Yontemleri

Hibrit yeniden 6rnekleme yontemleri, sinif dengesizligini ele almak i¢in hem asir1 6rnekleme
hem de eksik 6rnekleme gibi farkli yaklagimlar: stratejik olarak birlestiren bir veri 6rnekleme
yontemidir. Bu yontem, azinlik siniflarinin 6rnek sayisini artirirken, cogunluk siiflarinin 6rnek
sayisint azaltir. Bu yaklagim, farkli 6rnekleme yontemlerinin gii¢lii yonlerini kullanarak daha
dengeli bir veri kiimesi elde etmeyi hedefler. Ornegin, bir hibrit yéntem, azinlik smifindaki
orneklerin sayisin1 artirmak i¢cin SMOTE gibi asir1 6rnekleme yontemlerini kullanirken,
cogunluk sinifindaki 6rneklerin sayisini azaltmak i¢cin ENN veya Tomek gibi eksik 6rnekleme
yontemlerini kullanabilir. SMOTEENN yontemi, rastgele segilen homojen komsu ornekler
tizerinde dogrusal enterpolasyon yoluyla sentetik ornekleri olusturmak icin SMOTE asir1
ornekleme yontemini kullanir. Sentetik 6rnekler icerisindeki aykiri ve giiriiltiilii 6rnekler ENN
eksik yeniden 6rnekleme yontemi ile veri kiimesinden kaldirilir [62]. Boylece, SMOTEENN
yontemi, azinlik smifinin temsilini artirirken aym1 zamanda veri kiimesindeki giiriiltiyii
azaltarak makine 6grenmesi modelinin asirt uyumunu 6nler. SMOTETomek yontemi, azinlik
sinifinda sentetik 6rnekler olusturmak icin SMOTE yontemini kullanirken, sinif sinirlar1 Tomek
baglantilar1 kullanilarak netlestirilir [63]. Bdylece, azinlik sinifinin temsili artirtlirken sinif
sinirlart tyilestirilerek siif dengesi i¢in etkili bir strateji saglanir. Hibrit yeniden 6rnekleme
yontemlerinin avantajlar1 arasinda, veri kiimesinde dengeli siniflarin elde edilmesi, azinlik
simifinin daha etkili bir sekilde temsil edilmesi ve makine 6grenmesi model performansinin
iyilestirilmesi yer almaktadir. Ancak, hibrit yeniden 6rnekleme yontemlerinin karmasikligi

sebebiyle uygulanmasi karmagiktir.

2.6. AYKIRI DEGER TESPIiT YONTEMLERI

Aykir degerler, istatistiksel analiz ve veri madenciligi alanlarinda genis bir sekilde ele alinan
onemli bir konudur. Bu degerler genellikle bir veri kiimesinde beklenen dagilimdan 6nemli
Olclide farkli olan nadir gézlemlerdir veya diger verilere gore uygun olmayan degerlerdir.
Aykir degerlerin tespiti, veri analizinde ve makine dgrenmesi modellerinin gelistirilmesinde
onemlidir ve bu degerler analiz sonuglarini ve model performansini yaniltabilir. Bu baglamda,
Denklem 2.10'da verilen Ceyrekler Arasi Aralik (IQR) gibi istatistiksel yontemler, veri
kiimesindeki aykir1 degerleri tanimlamak i¢in yaygin olarak kullanilmaktadir. IQR y&ntemi,
verinin dortte birliklerini hesaplayarak alt ve iist sinirlart belirler ve bu sinirlarin disindaki
degerleri aykir1 degerler olarak isaretler. Ust ve alt sinir araliklar1 Denklem 2.11 ve Denklem

2.12’e gore hesaplanir.
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IQR = (Q3 — Q1) (2.10)
Ust stmir = (Q1 — 1,5) * IQR (2.11)
Alt stmir = (Q3 + 1,5) *IQR (2.12)

Aykir1 degerlerin tespiti, veri kiimesinin dogrulugunu artirabilir ve modelin genelleme
yetenegini iyilestirebilir. Ancak, aykir1 degerlerin nasil ele alindigi, belirli bir veri kiimesinin

karakteristiklerine ve analizin amaglarina bagh olarak degisebilir.

2.7. SEZGISEL YONTEMLER

Sezgisel yontemler, genellikle dogal sistemlerden esinlenerek tasarlanan karmasik problemlerin
¢oziimiinde kullanilan optimizasyon algoritmalaridir. Bu algoritmalar, popiilasyona dayali
olarak ¢6ziim alanini arastirir ve genellikle problem alaninda optimize edilmek istenen bir hedef
fonksiyonu ile optimal ¢éziimii bulmaya ¢alisirlar. PSO ve GA gibi sezgisel yontemler, bu

yontemlere 6rnek olarak verilebilir.

2.7.1. Parcacik Siirii Optimizasyonu (PSO)

PSO, kuslar, baliklar ve bocekler gibi siirii halinde hareket eden bazi hayvanlarin davranislarini
modelleyerek optimize edilmesi gereken bir problemde ¢6ziim alanini arastiran Kennedy ve
Eberhart [64] tarafindan gelistirilen popiilasyona dayali bir optimizasyon algoritmasidir. Bu
yontem, siirii zekas1 kavramina dayanir ve aday ¢ozlimlerin bir parcacik siiriisii olarak temsil
edildigi bir ¢dzlim uzayinda hareket etmelerini saglar. Parcaciklar, kendi performanslarina ve
komsularinin en iyi performanslarina gore yonlendirilen izler olusturur. PSO, diger dogadan
esinlenen algoritmalardan farkli olarak, is birligi ve rekabetin nesiller boyunca bireyler arasinda
gerceklestigi bir evrim siirecine dayanir. Bu bilgi akisi, lokal veya global olabilir ve
algoritmanin temel bir 6zelligidir [65]. PSO, siiriiniin bireysel iiyeleri olan pargaciklardan
olusur. Baslangicta, her bir parcacik rastgele bir sekilde baslatilir. Daha sonra, PSO ge¢cmis
deneyimlerden 6grenerek her bir parcacigin siirii i¢indeki en iyi konumunu bulmak i¢in bir
optimizasyon siireci gergeklestirir. Bu siireg, belirlenen bir durdurma kriteri saglanana veya
iterasyonun sonuna kadar devam eder [66]. Bir pargacigin hareketi, sirasiyla Denklem 2.13 ve

Denklem 2.14'te verilen konum ve hiz formiilleri kullanilarak a¢iklanabilir.

Xl'(t + 1) = xi(t) + Ui(t + 1) (213)
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Bu denklemde x;(t), i numarali pargacigin t zamanindaki konumunu temsil eder. vi(t+1) ise
ayni parcacigin t+1 zamanindaki hizini ifade eder. Bu denklem, her pargacigin konumunu ve

hizin bir sonraki zaman adimina giincellemek icin kullanilir.

vi(t + 1) = woi(t) + o111 [Ppesc — Xi ()] + 212 [Gpest — ()] (2.14)

Bu denklemde w agirlik faktoriinii, 1 ve C2 biligsel ve sosyal ivmelenme katsayilarini, ri ve r2
rastgele sayilari, prest kisisel en iyi konumu, Qeest iSe genel en iyi konumu temsil eder. Bu
denklem, her bir pargacigin hizin1 giincellemek icin kullanilir ve pargaciklarin kendi en iyi
konumlarina ve hizlarinin nasil giincellendigini aciklar. Bu giincellemeler, siiriiniin en iyi

¢ozlimiine dogru yakinsamay1 saglar.

2.7.2. Genetik Algoritma (GA)

GA yontemi, Holland [67] tarafindan biyolojik evrim siireglerinden ilham alinarak gelistirilmis
poplilasyon tabanli bir optimizasyon algoritmasidir. GA, dogal secilim, c¢aprazlama ve
mutasyon gibi biyolojiden esinlenilmis ana operatorlere dayanmaktadir. Optimizasyon ve
arama problemlerinin ¢6ziimlenmesinde bir popiilasyon igindeki bireyleri iteratif olarak
degistirir ve adaptasyonlarina dayanarak ¢oziim alaninda iyilesme saglar. GA yonteminin sézde

kodu Sekil 2.1'de sunulan Algoritma 1’de verilmistir.

Algorithm 1 Genetik Algoritma

I: Baslangi¢ popiilasyonunu olustur

2: Uygunluk fonksiyonunu tanimla

3: while Durdurma kosulu saglanana kadar do
4: Ebeveynleri seg

5: Caprazlama ve mutasyon uygula

f: Yeni popiilasyonu olugtur

T: Uygunluk tabanl secim yap

8: end while

9: En iyi ¢oziimii raporla

Sekil 2.1: Genetik Algoritmasinin s6zde kodu.

Algoritma 1, GA'nin genel isleyisini ac¢iklamaktadir. Baslangigta, bir baslangi¢ popiilasyonu
olusturulur ve bu popiilasyonun her bir bireyi bir ¢oziim adaymi temsil eder. Daha sonra,
probleme 6zgii bir uygunluk fonksiyonu tanimlanir, bu fonksiyon her bir ¢6ziimiin ne kadar iyi
oldugunu degerlendirir. Algoritma, belirli bir durdurma kosulu saglanana kadar bir dongi
icinde ¢alisir. Bu durdurma kosulu, genellikle belirli bir uygunluk seviyesine ulasilmasi veya

belirli bir iterasyon sayisinin tamamlanmasi gibi kriterlere dayanabilir. Her dongiide, mevcut
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popiilasyondan ebeveynler secilir. Se¢im genellikle uygunluk fonksiyonuna dayali olarak
yapilir; daha iyi uygunluk degerine sahip bireyler daha yiiksek bir olasilikla se¢ilir. Segilen
ebeveynler arasinda caprazlama (crossover) ve mutasyon islemleri uygulanir. Caprazlama
islemi, ebeveynlerin genetik materyalinin birlestirilmesini saglar ve yeni c¢oziimlerin
olusturulmasina katkida bulunur. Mutasyon islemi, rastgele secilen bireylerin genetik
materyalindeki degisiklikleri saglar ve genetik c¢esitliligi artirir. Yeni ¢dzlimlerden olusan bir
popiilasyon olusturulduktan sonra, bu popiilasyonun daha iyi uygunluk degerlerine sahip
bireylerinin se¢ilmesi i¢in uygunluk tabanli bir se¢im yapilir. Bu adim, genellikle daha 1yi
¢cozlimlerin bir sonraki nesillere aktarilmasini saglar. Son olarak, GA en iyi ¢dziimii raporlar.
Bu, genellikle en yiiksek uygunluk degerine sahip olan veya belirli bir kriteri karsilayan ¢oziimii

igerir.

2.8. LITERATUR INCELEMESI

Makine 6grenmesi yontemleri, saglik sektoriinde hastalik teshisi, tedavi planlamasi, hasta
izleme ve saglik hizmetlerinin iyilestirilmesi gibi pek ¢ok alanda énemli bir rol oynamaktadir.
Ancak, saglik veri kiimeleri nadir hastaliklarin teshis edilmesi gibi durumlarda siklikla dengesiz
smif dagilimi ve temel verilerin eksikligi gibi zorluklarla karsilasmaktadir. Dengesiz sinif
dagilimi, makine Ogrenmesi siniflandirma modellerinin  performansint  olumsuz
etkileyebilirken, eksik degerler ise modellerin dogrulugunu ve giivenilirligini azaltabilir. Bu
baglamda, saglik veri analizi alaninda dengesiz sinif dagilimi1 ve eksik veri sorunlarina etkili bir
sekilde miidahale etmek, makine 6grenmesi modellerinin performansini artirmak ve modellerin
karar verme siireclerinin kalitesini iyilestirmek i¢in kritik dneme sahiptir. Bu tez kapsaminda,
saglik veri kiimelerindeki dengesizlik ve eksiklik problemlerini ele almak igin literatiirdeki

caligmalar incelenmistir.

Sailasya ve dig. [3], ¢esitli fizyolojik 6zelliklere dayali inme olusumunu tahmin etme amaciyla
birden fazla makine 6grenmesi algoritmasinin karsilastirmali bir analizini gergeklestirmistir.
Veri kiimesindeki eksik degerler, ilgili siitunun ortalama degeri kullanilarak doldurulmustur,
dengesiz sinif dagilimi ise rastgele azaltma yontemiyle dengelemistir. Bu deneysel ¢aligmada,
hastalar1 ve saglikli bireyleri siniflandirmak i¢in LR, DT, RF, KNN, SVM ve NB algoritmalari
kullanilmistir. Deneysel bulgulara dayanarak, yaklasik %82 dogruluk oraniyla NB algoritmasi
en iyl performansi gostermistir. Ayrica, elde edilen hassasiyet, duyarlilik ve F1-skorlarina gore,

NB siniflandiricisinin {istiin performans sergiledigi gozlemlenmistir.
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Al-Zubaid ve dig. [4], dengesiz inme veri kiimesini yeniden dengelemek i¢in SMOTE teknigini
kullanirken, veri kiimesindeki eksik degerlerin doldurulmasi i¢in ortalama basit yontemi
kullanmistir. Onerilen modeli test etmek icin LR, RF, SVM, DT ve oy verme siniflandiricilar:
kullanilmistir. Deneysel sonuglara gore, RF algoritmasi diger makine 6grenmesi modellerine
gore %94,7 dogruluk oram ile iistiin bir performans sergilemistir. Ayrica, RF algoritmasi,

hassasiyet, duyarlilik ve F1-skoru agisindan iistiin performans gdostermistir.

Liu, Fan ve Wu [5], eksik ve dengesiz bir tibbi veri kiimesinde inme olusumunu tahmin etmeyi
amaglayan hibrit bir makine 6grenmesi yaklagimi dnermistir. Bu yontemde, dengesiz bir veri
kiimesi sorununu ele almak i¢in otomatik hiper-parametre optimizasyonunu (AutoHPO)
kullanilmistir. Onerilen yaklasim, iki temel asamadan olusmaktadir: eksik degerleri doldurma
ve smiflandirma. Veri kiimesindeki eksik degerler, RF algoritmasi ile doldurulurken, Serebral
Inme Tahmini (SIT) veri kiimesinde inme tahmini icin Derin Sinir Ag1 (DNN) teknigini
kullanan AutoHPO o6nerilmistir. Deneysel sonuglara gore, model inme tahmininde dikkate

deger dogruluk gostermis ve yanlis negatif oranini azaltmistir.

Wang ve Cheng [6], dengesiz tibbi veri kiimelerini ele almak i¢in birden fazla yontemi entegre
eden hibrit bir yontem Onermistir. Calismalarinda, asir1 ornekleme i¢in SMOTE, eksik
ornekleme igin Rastgele Eksik Ornekleme (RUS), o6zellik seg¢imi icin PSO ve dogru
siniflandirma amaciyla MetaCost algoritmasin1 6nerilmislerdir. Deneysel ¢alismada, 6nerilen
yaklasimm dokuz tibbi veri kiimesi {izerinde uygulanarak etkinligi degerlendirilmistir.
Deneysel bulgulara gore, onerilen yaklasimin smif dengesizlik performansini énemli 6l¢iide

artirma potansiyeline sahip oldugu belirlenmistir.

Asniar, Maulidevi ve Surendro [7], dengesiz veri sorununu ele almak i¢in SMOTE ve Yerel
Aykir1 Deger Faktorii (LOF) yontemlerini entegre eden yeni bir yaklasim olan SMOTE-LOF
yontemini dnermistir. Bu yontemde, SMOTE yontemi ile cogunluk siniflarinda iiretilen sentetik
ornekler igerisinde giiriiltiilii olanlarin tespit edilmesinde ve ortadan kaldirilmasinda LOF
yontemi kullanilmistir. Dengesiz veri kiimeleri iizerindeki deneysel sonuglara gére, SMOTE-
LOF yontemi, 6zellikle daha fazla sayida 6rnek ve daha kiigiik dengesizlik oranina sahip veri

kiimelerinde dogruluk, F-skor ve AUC agisindan SMOTE'dan daha iyi performans gostermistir.

Pranto, Mehnaz, Momen ve Huq [8], diyabetin dngoriilmesinde karsilasilan sinif dengesizligi
sorununu ele almak i¢in maliyet duyarli 6grenme ve SMOTE yoOntemini birlestiren bir yontem

Oonermistir. Gelistirilen modeller PIMA Indians Diyabet (PID) veri kiimesinde ve Banglades'in
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Dhaka sehrinde bulunan Kurmitola Genel Hastanesi'nden elde edilen veri kiimesinde test
edilmistir. Elde edilen bulgulara gore, onerilen yaklasim diyabet tahmininin giivenilirligini

artirmigtir.

Chittora ve dig. [9], Kronik Bobrek Hastaligi (KBH) veri kiimesinde bdbrek hastaliginin
tahmini i¢in SMOTE ile desteklenmis maliyet duyarli 6grenme ve onemli 6zellik se¢imi
yontemlerini igeren bir yaklagim 6nermistir. Yapilan deneylerde, SMOTE ile tam 6zelliklerin
kullanilmastyla lineer SVM en yiiksek dogruluk oranini (%98,86) elde etmistir. Ayrica, LASSO
regresyonu ile se¢ilen 6zelliklerin SMOTE ile birlestirilmesi, diger siniflandiricilarla da 1yi

sonuclar vermistir. Derin sinir ag1 modeli, en yliksek dogruluk oranini (%99,6) elde etmistir.

Mienye ve Sun [10], tibbi veri kiimelerindeki smif dengesizligi sorununu ele almak icin
maliyet-duyarli 6grenme yontemlerini kullanarak saglam siniflandiricilar gelistirmeyi 6nerdi.
Dengesiz smif dagilimiyla basa ¢ikmak icin, literatiirde yaygin olarak kullanilan makine
O6grenme yontemlerinin amag fonksiyonlarini1 degistirerek orijinal yaklagimlar gelistirildi. Bu
yontemin etkinligini degerlendirmek i¢in, PID, Haberman Meme Kanseri, Serviks Kanseri Risk
Faktorleri ve KBH gibi tibbi veri kiimelerinde deneyler yapildi. Deneysel sonuglar, maliyet-

duyarl yontemlerin standart algoritmalardan daha iyi performans gosterdigini gostermektedir.

Gan ve dig. [11], dengesiz tibbi teshis verileri i¢in siniflandirma performansini artirmak
amactyla maliyet-duyarli bir siniflandirma algoritmasi1 6nermektedir. Deneysel ¢aligmalarinda,
modelin performansini degerlendirmek i¢in Cleveland kalp, Hint karaciger hastasi, Dermatoloji
ve Serviks kanseri risk faktorleri gibi veri kiimeleri kullanilmistir. Elde edilen deneysel
bulgular, 6nerilen modelin diger yontemlere kiyasla daha yiiksek etkinlige sahip oldugunu ve

klinik uzmanlarin daha etkili kararlar almasina yardimci olabilecegini gostermektedir.

Bhattacharya ve dig. [12], inme veri kiimesindeki bilgi kalitesiyle ilgili zorluklarin {istesinden
gelmeyi amaglayan bir 6n isleme stratejisi onermektedir. On isleme prosediirii, islenmemis
verilerin degistirilmesi ve standartlastiriimasi, gereksiz 6zelliklerin kaldirilmasi, herhangi eksik
verilerin ele alinmasi ve dengesiz smif dagilimlarinin diizeltilmesi gibi bir¢ok adimi
icermektedir. Ayrica, DNN i¢in optimal hiper-parametreleri etkili bir sekilde belirlemek icin
Antlion Optimization (ALO) algoritmasinin kullanilmasi 6nerilmistir. Onerilen modelin
performansi diger yaygin olarak kullanilan siniflandirma modelleri ile karsilastirilmistir ve
deneylerden elde edilen bulgulara gore, onerilen modelin egitim siiresi agisindan daha etkili

oldugu ve performans agisindan diger yontemleri geride biraktig1 goriilmiistir.
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Xu, Shen, Nie ve Kou [13], tibbi veri kiimelerindeki simif dengesizligi problemine ¢déziim
getirmek icin SMOTE yonteminin Ornek olusturma ile ilgili kisitlamalarmi ele almay1
amaglayan yeni bir yaklagim olan yanlis siniflandirma sentetik azinlik asir1 6rnekleme teknigini
onermislerdir. Bu yontem, dengesiz verileri 6rnekleme i¢in RF algoritmasiin avantajlarini
SMOTE ve ENN algoritmalariyla birlestirir. Deneysel c¢aligmalarda, Onerilen yoOntemin
performansi ve geleneksel algoritmalar, model performans kriterlerine gore 10 farkli veri tibbi
veri kiimesi lizerinde karsilagtirilmistir. Elde edilen deneysel sonuclara gore, Onerilen
metodoloji tibbi teshis alaninda geleneksel algoritmalar ve diger yeniden Ornekleme

yontemlerine gore listiin performans gostermistir.

Devarriya ve dig. [14], dengesiz meme kanseri veri kiimesi siniflandirma sorununu ele almak
icin iki yeni uygun maliyetli uygunluk fonksiyonu (F2-skoru ve Mesafe skoru) 6nermistir.
Performans sonuglari, D-skoru ve F2-skorunu literatiirdeki diger yontemlerle karsilastirarak
elde edilmistir. Deneysel calismalarda, onerilen Olglitlerin Wisconsin Meme Kanseri veri
kiimesi lizerindeki performansi diger mevcut model performans metrikleriyle karsilastirilmistir.
Deneysel bulgulara gore, onerilen olgiitler, dengesiz veri kiimeleriyle ilgili siniflandirma

sorununa yonelik tiim alternatif yontemlere gore iistiin performans sergilemektedir.

Khan ve Hoque [15], eksik veri doldurma i¢in hem tekli hem de ¢oklu doldurma stratejilerini
iceren bir hibrit strateji dnermistir. Bu strateji, yaygin MICE algoritmasinin bir uzantisini
kullanmaktadir. Onerilen algoritmalarin performansi, UCI makine 6grenme deposundan alinan
tic kamu veri kiimesi ve Banglades'teki ¢esitli hastanelerden ve tani enstitlilerinden toplanan
65.000 gercek saglik kaydinin orijinal veri kiimesi kullanilarak degerlendirilmistir. Deneysel
sonuglar, onerilen yontemin literatiirdeki benzer yaklagimlar1 geride biraktigimi gostermekte
olup, ikili veri doldurma i¢in %20 daha yiiksek bir F-skor ve sayisal veri doldurma i¢in %11

daha diisiik bir hata elde edilmistir.

Raja ve Thangavel [16], eksik degerlerle basa ¢ikmak i¢in kaba K-ortalama merkezi tabanl bir
doldurma teknigi Onermistir. Bu strateji, K-ortalama merkezi tabanli, bulanik C-ortalama
merkezi tabanli, K-ortalama parametre tabanli, bulanik C-ortalama parametre tabanli ve kaba
K-ortalama parametre tabanli yontemler de dahil olmak iizere ¢esitli doldurma yaklasimlariyla
karsilastirilmistir. Cesitli tekniklerin performansi, Kok Ortalama Kare Hata (RMSE) ve
Ortalama Mutlak Hata (MAE) olgiitleri kullanilarak incelenmistir. Deneysel c¢alismada,
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Dermatoloji, PID, Wisconsin ve Yeast veri kiimeleri kullanilmigtir. Onerilen yontemin

kullanisglilig, birden fazla veri kiimesinde gosterilmis ve umut verici sonuglar elde edilmistir.

Madhu, Bharadwaj, Nagachandrika ve Vardhan [17], tibbi veri kiimelerinde eksik verilerin
doldurulmasi i¢in XGBoost kullanarak yeni bir yaklasim onermistir. Bu onerilen yontem,
stirekli ve kesikli veri 6zelliklerini uygun sekilde ele alabilmek i¢in gelistirilmistir. Saglik veri
kiimelerindeki eksik degerlerle yapilan deneylerde, %1,98 ila %50,65 arasinda degisen eksik
degerlere sahip veri kiimeleri kullamilmustir. Onerilen yontem, tekrarli doldurma, KNN
doldurma ve missForest doldurma yontemleriyle karsilastirilmistir. Sonuglara gore, onerilen
missXGBoost teknigi, dzellikle siirekli tiirlerde eksik veri 6zniteliklerini basarili bir sekilde

yonetmis ve alternatif doldurma yontemlerinden daha iyi performans gostermistir.

Rani, Kumar ve Jain [18], tibbi veri kiimelerindeki eksik degerleri tahmin etmek icin
siniflandiriciyr optimize eden hibrit bir doldurma yontemi olan HIOC'u Onermistir. Bu
yaklasim, eksik verileri doldurmak i¢in MICE, KNN, ortalama ve mod doldurma yontemlerini
bir siniflandiriciyla entegre etmektedir. HIOC'un performansi, MICE, KNN, ortalama ve mod
doldurma tekniklerini kullanarak SVM, NB, RF ve DT simiflandiricilariyla karsilastirilmistir.
Deneysel bulgular, HIOC yaklasiminin RMSE metrigini onemli 0lglide azalttigini
gostermektedir. Kalp hastaligi veri kiimesi i¢in %17,32'lik bir RMSE azalmasi ve meme kanseri
veri kiimesi i¢in %34,73'lik daha dikkate deger bir azalma goriilmiistiir. Ayrica, Onerilen
teknik, O6nemli miktarda eksik veriyle karsi karsiya kaldiginda bile iyi performans
gostermektedir. Kalp hastalig1 veri kiimesinde siniflandirma dogrulugu %18,61 artarken, meme

kanseri veri kiimesinde %6,20 artmistir.

Wang ve dig. [19], dengesiz veri ve eksik degerleri ele almak icin DMP MI yontemini
Onermistir. Bu yontemde, eksik degerleri doldurmak i¢in NB siniflandiricist kullanilmas,
dengeli siiflar i¢in ADASYN yontemi uygulanmis ve son olarak bir bireyin diyabetik veya
saglikli olma durumu RF siniflandiricist kullanilarak tahmin edilmistir. Deneysel bulgular,
onerilen DMP_MI algoritmasinin PID veri kiimesinde diger siniflandirma yontemlerine gore

daha iyi performans elde ettigini gostermektedir.

Yadav, Maravi, Agrawal ve Mishra [20], diyabet hastaligini tespit etmek i¢in makine grenme
yonteminin etkinligini degerlendirmistir. Bu c¢alismada, saglik veri kiimelerinde siklikla
karsilasilan eksik veri, aykir1 degerler ve dengesiz simif dagilimi gibi zorluklar ele alinmistir.

Bu zorluklar1 asmak icin ADASYN yontemi ile sinif dengesizligi azaltilmis ve eksik degerler
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Ozniteliklerin ortalama degeri ile doldurulmustur. Ayrica, 6znitelik se¢imi teknikleri ve Cok
Katmanli Algilayici (MLP) smiflandiricilart kullanilarak genelleme ve tahmin dogrulugu
artirllmistir. Deneysel sonuclar, noral ag modeli ile %84'liik bir dogruluk orani elde edildigini

gostermektedir.

Alruily ve dig. [21], SIT veri kiimesinde inme tahmini icin RF, XGBoost ve Hafif Gradyan
Arttirma Makinesi (LightGBM) makine 6grenme algoritmalarini entegre eden bir ensemble
RXLM o6nermislerdir. Veri hazirligi sirasinda, veri kiimesindeki eksik degerler KNN teknigi
kullanilarak doldurulmus, aykiri1 degerler silinmis, 6znitelikler tek yonlii kodlama yaklagimiyla
kodlanmis ve ¢esitli deger araliklarina sahip Oznitelikler standart hale getirilmistir. Veri
dengesizligini gidermek icin SMOTE yontemi kullanilmistir. Hiper-parametreler rastgele
arama yaklagimiyla ayarlanmistir. Ensemble RXLM'nin performanst dogruluk, AUC,
duyarlilik, kesinlik, Fl-skoru, Kappa ve MCC metrikleri kullanilarak degerlendirilmistir.
Sonuglar sirasiyla %96,34, %99,38, %96,12, %96,55, %96,33, %92,68 ve %92,69 olarak

belirlenmistir.

Jing [22], dengesiz SIT veri kiimesindeki azinlik smifi siniflandirmasi iizerine bir calisma
yapmis ve serebral inme ile iliskili risk faktdrlerine odaklanmistir. On isleme asamasinda, veri
kiimesindeki eksik degerler ortalama ve mod doldurma yontemleriyle doldurulurken, dengesiz
siif dagilimi SMOTE yontemiyle dengelenmistir. Deneysel sonuclar, SMOTE ile birlikte
Focal Loss ve k-ortalama (k-means) ile Temel Bilesen Analizi (PCA)'nin dengesiz veri
kiimeleriyle basa ¢ikmada iistiin performans sergiledigini gostermektedir. Ayrica, LR,
Stokastik Gradyan Inis (SGD) ve DT algoritmalarinin SMOTE ile birlestirildiginde umut verici
sonuglar verdigi belirlenmistir. DNN Focal Loss, diger modellere gére PCA-k-means ile benzer
performans sergilemesine ragmen, SMOTE ile LR ile benzer sonuglar elde etmistir. PCA-k-

means Focal Loss ile DNN yaklasim1 %92 dogruluk, %77 F1-skoru ve %90 AUC elde etmistir.

Rana, Chitre, Poyekar ve Bide [23], karmasik makine 6grenmesi ve derin 6grenme tekniklerini
kullanarak inme riskini tahmin etmek icin bir sistem gelistirmislerdir. SIT veri kiimesindeki
eksik degerler KNN doldurma yontemleriyle doldurulurken, dengesiz sinif dagilimi SMOTE
ve Tomek-link yéntemiyle dengelemistir. Onerilen model, %84 ROC skoru ile en iyi
performansi sergilemistir. Ayrica, popiilasyon tabanli, aga¢ tabanli ve Naive Bayes tabanl
makine O6grenmesi algoritmalar1 da degerlendirilmis ve Onerilen Yapay Sinir Ag1 (ANN)

modelinin diger algoritmalarin 6niinde oldugu goriilmiistiir.
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Maisha, Biswangri, Hossain ve Andersson [24], KBH veri kiimesinde giiriiltiilii ve tutarsiz
degerlerle basa cikabilen bir yaklasim &nermislerdir. On isleme asamasinda, sayisal
Ozniteliklerdeki eksik degerleri ele almak i¢in ortalama doldurma uygulanmis, kategorik eksik
degerler icin ise AWS laboratuvari tarafindan gelistirilen "datawig" adli gelismis bir DNN
modeli uygulanmistir. Ayrica, dengesiz simif dagilimi SMOTE yontemiyle dengelenmistir.
Deneysel bulgular, RF smiflandiricisinin %98,5 dogruluk elde ettigini ve SVM, KNN, DT, NB

ve LR smiflandiricilarina gore daha iyi performans elde ettigini gostermektedir.

Wibowo ve Palupi [25], eksik degerlerle ve dengesiz veri kiimeleriyle basa ¢ikmak i¢in ¢esitli
on isleme tekniklerini ve tahmin modellerini entegre eden bir yaklagim onermislerdir. Bu
calismada, KBH veri kiimesindeki eksik degerler dogrusal interpolasyonla doldurulurken,
dengesiz smif dagilimi SMOTE yo6ntemiyle dengelenmistir. Ayrica, 6znitelik se¢imi icin PCA
ve Pearson Korelasyon Katsayisi1 (PCC) yaklasimlar1 uygulanmais, saglikli veya hasta bireyleri
tahmin etmek i¢cin SVM ve LR siniflandiricilart kullanilmistir. Deneysel sonuglar, SMOTE
yontemi ve PCA'e dayali 6znitelik se¢iminin en umut verici sonuglari verdigini gostermektedir.
LR algoritmasi, SVM siniflandiricist ile karsilastirildiginda %98.8 dogruluk, %100 kesinlik ve

%98,77 F1-skoru ile en yiiksek performansi elde etmistir.

Imran, Amin ve Johora [26], KBH veri kiimesindeki bireyleri hasta ve saglikli olarak
siniflandirmak i¢in LR, Ileri Beslemeli Sinir Ag1 (FNN) ve Genis+Derin modeli gibi {ic makine
O0grenme yontemi uygulamiglardir. Veri 6n isleme, eksik degerlerin doldurulmasi, 6znitelik
6l¢eklendirme, dengesiz sekilde dagilmis siniflarin dengelenmesi ve veri kiimesinin boliinmesi
gibi asamalar icin deneysel caligmalar yapilmistir. Makine Ogrenmesi siniflandirma
yontemlerinin performansi, dengesiz ve dengeli veri kiimelerinde F1-skoru, kesinlik, duyarlilik
ve AUC skoru iizerinden degerlendirilmistir. FNN modeli hem dengesiz hem de dengeli
verilerde en iyi sonuclar1 vermistir, %99 F1-skoru, %97 kesinlik, %99 duyarlilik ve %99 AUC
skoru elde etmistir. Ayrica, GenistDerin modelin ¢ogu durumda FNN modeli ile benzer

sonuglar verdigi, LR'nin ise tiim modeller arasinda en diisiik skorlar iirettigi gozlemlenmistir.

Saglik veri kiimelerindeki dengesiz siif dagilimi ve eksik veri sorunlari, makine 6grenmesi
modellerinin performansin1 ciddi sekilde etkileyerek teshis ve tedavi siireglerini
zorlagtirmaktadir. Literatiirde, bu problemlere yonelik bir¢ok yontem ve ¢oziim Onerilmistir.
Ornegin, dengesiz sinif dagilimini dengelemek i¢in SMOTE, RUS ve maliyet-duyarli 6grenme

teknikleri, eksik verileri doldurmak igin ise ortalama doldurma, KNN, MICE ve gelismis
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modeller kullanilmistir. Ancak, bu yaklasimlar hala bazi eksiklikler ve iyilestirme potansiyeli
tasimaktadir. Saglik verilerinin karmasiklig1 ve hassasiyeti goz onilinde bulunduruldugunda, bu
alanda yapilan ¢alismalarin 6nemi biiyliktiir ve daha fazla arastirmaya ihtiya¢ duyulmaktadir.
Bu tez calismasinda, bu problemlere yenilik¢i bir ¢6ziim sunmak amaciyla, eksik verilerin
doldurulmas1 ve smif dengesizliginin giderilmesi igin sezgisel yontemler ile literatiirde
basariyla kullanilan teknikleri bir araya getiren bir 6n isleme modeli 6nerilmistir. Bu modelin,
saglik verilerindeki makine 6grenmesi modellerinin dogrulugunu ve giivenilirligini artirarak,
daha etkili teshis ve tedavi planlar1 olusturulmasina katkida bulunmasi hedeflenmektedir. Bu
nedenle, saglik veri analizi alanindaki bu konu, hala ¢alismaya deger ve gelistirilmesi gereken

Onemli bir aragtirma alanidir.
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3. YONTEM

Saglik veri kiimeleri genellikle eksik degerler ve dengesiz simif dagilimlari gibi 6nemli
problemlerle karsilasmaktadir. Bu tiir veri kiimelerinin analizi, eksik veya dengesiz verilerin
dogru bir sekilde islenmesini ve makine 6grenmesi siiflandirma algoritmalariyla etkili bir
sekilde kullanilmasin1 gerektirir. Bu nedenle, literatiirde bu tiir ¢aligmalara olan ihtiyag oldukca
belirgindir. Tez kapsaminda, saglik veri kiimelerinde sik¢a goriilen eksik degerler ve dengesiz
siif dagilimlari gibi zorluklarin tistesinden gelmek icin bir veri 6n isleme modeli Onerilmistir.
Bu model, eksik degerlerin doldurulmasi, dengesiz sinif dagilimlarinin dengelenmesi ve
makine 6grenmesi siniflandirma algoritmalari kullanilarak bireylerin hasta veya saglikli olarak
siiflandirilmas1 agamalarindan olusmaktadir. Veri kiimesindeki eksik degerler sorununu
¢ozmek icin literatiirde basariyla kullanilan MICE yontemi GA sezgisel yontemiyle
birlestirilerek GA-MICE yaklasimi gelistirilmistir. Bu yaklasim, eksik degerlerin veri
kiimesindeki sorununu ¢6zmek i¢in daha etkili bir strateji sunar. Dengesiz veri kiimesi sorununu
¢ozmek icin GASMOTEPSO ENN adli sezgisel tabanli hibrit bir 6rnekleme yaklagimi
gelistirilmistir. Bu yontem, SMOTE asir1 6rnekleme ve ENN eksik 6rnekleme yaklagimlarini
etkili bir sekilde PSO ve GA sezgisel yontemleriyle entegre ederek gelistirilmistir. Onerilen

veri 0n igleme modelinin akis diyagrami Sekil 3.1'de verilmistir.

Ounerilen veri dn izleme modeli

e
: |
: |
. . Ekzik degerlerin Veri kiimesinin | . e .
Dengesiz ve ekaik Veri hazirlama L deldurulmamn = dengelenmesi i Dengeli ve elikaiz veri |
! |
! |
|
~

vert itmesi (GAMICE) (GASMOTEPSO ENN) kfimesi

—_—_— e e —

-
Smiflandirma modelinin Smiflandirma modelinin Veri kifmesinin

Simflandirma ttf—| (—] le—  bilimlendirilmez: (4

degerlendirilmesi knralma=n (Esitim ve Test)

Sekil 3.1: Onerilen veri 6n isleme modelinin akis diyagramu.

Bu akis diyagraminda, énerilen model PID, SIT ve KBH gibi saglik veri kiimelerindeki eksik
degerleri doldurmak ve dengesiz siniflar1 dengelemek i¢in uygulanmistir. Daha sonra, dnerilen

yontemin performansi LR, RF, SVM, DT, NB ve XGBoost olmak {izere alti makine 6grenmesi
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smiflandirma algoritmasi kullanilarak dogruluk, kesinlik, duyarlilik, F1-skor, MCC ve AUC
gibi model degerlendirme metrikleriyle degerlendirildi. Bu 6nerilen 6n isleme modeli, saglik
veri kiimelerindeki eksik degerlerin doldurulmasi ve dengesiz siniflarin dengelenmesi gibi
onemli problemleri ele alirken, bireylerin dogru bir sekilde siniflandirilmasini saglamak i¢in
cesitli makine 6grenmesi smiflandirma algoritmalariyla birlikte kullanilabilir. Bu yaklagim,
saglik alaninda veri analizi ve karar destek sistemlerinin gelistirilmesinde 6nemli bir adim

olabilir.

Tez calismas1 kapsaminda kullanilan PID, SIT ve KBH veri kiimeleri Boliim 3.1'de ayrintili
olarak tanitilmaktadir. Bu bdliimde, her bir veri kiimesinin igerigi, 6zellikleri ve kullanilan
degiskenler hakkinda bilgi verilmistir. Veri hazirlama siireci Béliim 3.2'de ele alinmigtir. Bu
boliimde, veri kiimelerinin temizlenmesi, 6zelliklerin standartlagtirilmasi gibi islemler ayrintili
bir sekilde aciklanmistir. Eksik veri ve dengesiz dagilimli sinif problemleri ile basa ¢ikmak i¢in
gelistirilen veri 6n isleme modeli Bolim 3.3’te detayli olarak incelenmistir. Bu boliimde,
onerilen modelin temel prensipleri, s6zde kodu, kullanilan yontemler ve algoritmalar ayrintili
bir sekilde agiklanmistir. Onerilen modelin hasta ve saglikli bireylerin siniflandirilmasinda
kullanilan ¢esitli makine 6grenmesi siniflandirma algoritmalarinin parametre uzayr Boliim

3.4'te verilmistir.

3.1. VERI KUMELERI

Tez calismas1 kapsaminda, veri analizi siirecinde karsilasilan kritik iki 6nemli problem olan
eksik degerler ve smif dengesizligi, Kaggle [68] platformundan elde edilen PID, SIT ve KBH
veri kiimeleri kullanilarak incelenmistir. Her bir veri kiimesinin detaylarina alt basliklarda

detayli olarak yer verilmistir.

3.1.1. PIMA Indians Diyabet (PID) Veri Kiimesi

PID veri kiimesi, Arizona'daki PIMA Kizilderili kabilesinden gelen 21 yasindan biiyiik
kadinlarin diyabet durumunu belirlemek i¢in kullanilan bir diyabet tahmini veri kiimesidir [69].
Veri kiimesi, toplamda 768 gozlem igcermekte olup bunlarin 268'i diyabet hastast ve 500"
saglikli bireylerden olusmaktadir. PID veri kiimesi, hasta ve saglikli bireyleri belirlemeyi
miimkiin kilan belirgin teshis parametreleri ve dlgtimler igermektedir. Diyabeti tahmin etmeye

onemli katki saglayan 8 etkili 6zellik arasinda hamilelik sayisi, Viicut Kitle Indeksi (BMI),
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insulin seviyesi, yas, kan basinci, deri kalinligi, glikoz ve diyabet aile gegmisi fonksiyonu

bulunmaktadir. PID veri kiimesine ait ilk bes 6rnek Tablo 3.1'de sunulmustur.

Tablo 3.1: PID veri kiimesine genel bakis.

. Diabetes
Pregnancies Glucose Blood E.skm Insulin BMI Pedigree Age Outcome
Pressure Thickness
Function
6 148 72 35 0 33.6 0.627 50 1
1 85 66 29 0 26.6 0.351 31 0
8 183 64 0 0 233 0.672 32 1
1 89 66 23 94 28.1 0.167 21 0
0 137 40 35 168 43.1 2.288 33 1

Veri kiimesi, hasta ve saglikli bireyler arasindaki dengesiz dagilimi ifade eden sinif dengesizligi
ile baz1 biyolojik Ozelliklere ait dlgiimlerde eksik veri degerleri olmak lizere veri analizi
acisindan dikkate deger iki probleme sahiptir. Veri kiimesindeki eksik degerler ve smif
dengesizligi problemleri, veri analizi ve makine 6grenmesi modellerinin genelleme siirecini
etkileyebilir, bu da modelin dogru sonuglar elde etme yetenegini engelleyebilir. Tez ¢aligmasi
kapsaminda, eksik degerlerin yani sira, makine 6grenmesi algoritmalar1 {izerinde olumsuz

etkilere neden olabilecek yanlis 6l¢iimler "nan" eksik deger olarak degistirilmistir.

3.1.2. Serebral Inme Tahmini (SiT) Veri Kiimesi

SIT veri kiimesi, cesitli giris parametrelerine dayanarak bir hastanin inme gegirme olasiligin1
tahmin etmek icin kullanilan bir veri kiimesidir [70]. Veri kiimesi, 249 hasta ve 4.861 saglikli
bireylerden olusan toplam 5.110 goézlem icermektedir. Bu veri kiimesi, ¢esitli demografik
ozellikler, tibbi gecmis ve yasam tarzi aligkanliklar1 gibi ¢esitli 6zniteliklerin yani sira hastalarin
inme gegirme durumlarini icerir. Ozellikle, cinsiyet, yas, hipertansiyon, kalp hastalig1 Sykiisii,
evlilik durumu, is tiirii, ikamet tiirii, sigara igme aliskanlig1, ortalama glukoz seviyesi, BMI gibi
faktorler bu veri kiimesinde yer alir. SIT veri kiimesine ait ilk bes 6rnek Tablo 3.2'de

sunulmustur.

Tablo 3.2: SIT veri kiimesine genel bakis.

avg

. . heart ever Residence . smoking
id gender age hypertension | . work type glucose bmi stroke
disease married type status
level
9046  Male 67 0 1 Yes Private Urban 228.69 36.6 formerly smoked 1
51676 Female 61 0 0 Yes Self-employed Rural 202.21 N/A  never smoked 1
31112 Male 80 0 1 Yes Private Rural 10592 325  never smoked 1
60182 Female 49 0 0 Yes Private Urban 171.23 344 smokes 1
1665 Female 79 1 0 Yes Self-employed Rural 174,12 24 never smoked 1
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Veri kiimesi, dengesiz sinif dagilimi ve eksik degerler gibi iki 6nemli problemi icermektedir.
Tez kapsaminda, modelin dogrulugunu ve giivenilirligini artirmak i¢in eksik degerler ve

dengesiz siniflarla basa ¢ikma stratejileri gelistirilmistir.

3.1.3. Kronik Bobrek Hastalig1 (KBH) Veri Kiimesi

KBH veri kiimesi, kronik bobrek hastaligini tahmin etmek i¢in kullanilan veri kiimesidir [71].
Bu veri kiimesi, 150 saglikli ve 250 hasta bireylerden olusan toplamda 400 go6zlem
icermektedir. Veri kiimesi i¢erisinde bireylerin kan testleri ve diger 6lgiimlerini kapsayan klinik
ozellikleri ile demografik bilgilerini iceren toplam 25 6zellik bulunmaktadir. Bu 6zellikler
arasinda yas, kan basinci, 6zgiil agirlik, albiimin, kan sekeri, kirmizi kan hiicreleri, irin hiicresi,
irin hiicresi pihtilari, bakteriler, rastgele kan glukozu, kan iire, serum kreatinin, sodyum,
potasyum, hemoglobin, paketlenmis hiicre hacmi, beyaz kan hiicresi say1si, kirmizi kan hiicresi
sayisi, hipertansiyon, diyabet, koroner arter hastaligi, istah, pedal odemi, anemi ve

smiflandirma etiketi bulunmaktadir. KBH veri kiimesine ait ilk bes Ornek Tablo 3.3'te

sunulmustur.
Tablo 3.3: KBH veri kiimesine genel bakis.
id age bp sg al su rbe pe pee ba bgr bu sc¢ sod pot hemo pev we rc htn dm cad appet pe ane classification
0 48 80 102 1 O normal  notpresent notpresent 121 36 1.2 154 44 7800 52 yes yes no good no no ckd
17 50 1.02 4 0 normal  notpresent notpresent 18 0.8 11.3 38 6000 no no no good no no ckd
2 62 80 101 2 3 normal normal notpresent notpresent 423 53 1.8 9.6 31 7500 no yes no poor no yes ckd
3 48 70 1005 4 O normal abnormal  present notpresent 117 56 3.8 111 25 11.2 32 6700 39 yes no no poor yes yes ckd
4 51 80 101 2 0 normal normal notpresent notpresent 106 26 1.4 1.6 35 7300 46 no no no good no no ckd

KBH veri kiimesi, sinif dengesizligi ve eksik degerler gibi iki 6nemli problemi i¢cermektedir.

Tez ¢alismasi kapsaminda, bu iki problem detayli bir sekilde ele alinmistir.

3.2. VERI HAZIRLAMA

Veri analizinde veri hazirlama, analiz siirecinin 6nemli bir asamasidir ve genellikle "veri 6n
isleme" olarak bilinmektedir. Bu asama, veri analizi igin kullanilacak veri kiimesinin
temizlenmesi, doniistiiriilmesi, dlizenlenmesi ve hazirlanmasi siire¢lerini kapsamaktadir. Veri
hazirlama iglemi, veri kiimesinin eksik veya hatali degerlerin ele alinmasi, dengesiz dagiliml
siniflarin  dengelenmesi, gereksiz veya tekrarlayan Ozelliklerin ¢ikarilmasi, ozelliklerin

standartlastirilmasi veya dlgeklendirilmesi gibi islemleri igerir.

Tez calismasi kapsaminda, PID, SIT ve KBH saglik veri kiimelerinin makine 6grenmesi

siniflandirma algoritmalarmma uygun hale getirilmesi i¢in bir dizi 6n isleme adim
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gergeklestirilmistir. 1k olarak, veri kiimesindeki hasta kimligini temsil eden "id" gibi gereksiz
ozellikler tespit edilerek veri kiimesinden ¢ikarilmistir. Ardindan, eksik degerlerin ve sinif
dengesizlik oranlarinin analizi yapilmistir. Veri kiimesindeki kategorik 6zellikler scikit-learn
kiitiiphanesinde bulunan kodlama teknikleri kullanilarak niimerik degerlere doniistiiriilmiistiir.
Tiim 6zellikler, veri kiimesindeki degerlerin dagilimin1 koruyacak sekilde standart dlgcekleme
yontemiyle ol¢eklendirilmistir. Veri kiimesindeki dengesiz dagilimli siniflar ve eksik degerler
tez kapsaminda gelistirilen veri 6n isleme modeli kullanilarak dengelenmis ve tamamlanmastir.
Son olarak, veri kiimesindeki gereksiz ozellikler IQR yontemiyle belirlenmis ve bu 6zellikler,
tezde Onerilen eksik deger doldurma yontemiyle yeniden doldurulmustur. Bu asama, veri
kiimesinin egitim ve test veri kiimelerine boliinmesiyle tamamlanmistir. Veri kiimesi, egitim
icin %67 ve test i¢in %33 oraninda boliinmiistiir. Bu boliinme islemi, modelin egitiminde
kullanilacak verilerin ayrilmasi ve geri kalan verilerin ise modelin performansinin
degerlendirilmesi i¢in kullanilmast amaciyla gerceklestirilmisgtir. Veri hazirli§inda
gerceklestirilen tiim on isleme adimlari, veri kiimelerinin makine 6grenmesi modelleri i¢in
analiz edilmeye hazir hale getirilmesini saglayarak bu modellerin daha giivenilir sonuglar elde

etmeyi amaglamaktadir.

3.3. GELISTIRILEN VERI ON ISLEME MODELI

Bu boliimde, cesitli saglik veri kiimelerinde eksik degerlerden ve dengesiz dagitilmis
simiflardan kaynaklanan smiflandirma zorluklarmi ele almak amaciyla bir hibrit 6n igleme
modeli gelistirilmistir. Bu model, eksik degerlerin atamasi icin literatiirde basarili olarak
kullanilan MICE yo6nteminin GA ile iyilestirilmesiyle olusturulan GA-MICE yontemini
icermektedir. Ayrica, dengesiz dagilima sahip smiflarin ele alinmasi icin SMOTE asir
ornekleme ve ENN eksik ornekleme yontemlerinin GA ve PSO sezgiselleri ile entegre
edilmesiyle olusturulan GASMOTEPSO ENN yéntemi gelistirilmistir. Onerilen 6n isleme
modeli asagida detayl1 bir sekilde agiklanmaktadir.

3.3.1. GA-MICE Eksik Deger Atama Yontemi

Tez kapsaminda, saglik veri kiimelerinde siklikla karsilagilan eksik veri problemini ele almak
i¢in yeni bir metodoloji sunulmaktadir. Onerilen yontem, eksik degerleri tahmin etmek icin GA
ile MICE yontemini entegre ederek eksik verilerin etkin bir sekilde tahmin edilmesini
amaglamaktadir. Gelistirilen GA-MICE yontemi, eksik veri atama siirecindeki dogrulugu ve

verimliligi artirmay1 hedeflemektedir. Bu tez ¢aligmasi, eksik veri analitigi alaninda yeni bir
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bakis agisi sunmakta ve pratik uygulamalarda degerli bir katki saglamayr amaglamaktadir.
Onerilen GA-MICE eksik deger atama yonteminin sozde kodu Sekil 3.2°de sunulan Algoritma

2'de verilmistir.

Algoritma 2, klasik MICE eksik deger atama yonteminden iki agidan farklilik gosterir. Tlk
olarak, Algoritma 1 veri kiimesindeki eksik degerlerin oranlarini belirleyerek baslar ve ardindan
degiskenleri eksik deger oranlarina gore en kiigiikten en biiyiige dogru siralar. Bu siralama
islemi, eksik degerlerin doldurulmas: siirecinde degiskenlerin Oncelik sirasini belirlemeye
yardimei1 olur ve atanan degerlerin veri kiimesinin geneline daha tutarh bir sekilde yayilmasini
saglar. Ikinci olarak, eksik degerlerin baslangic parametreleri GA kullanilarak belirlenir. Bu
adim, eksik verilerin doldurulmasi siirecinde temel bir noktayr olusturur ve GA'nin
optimizasyon giiclinden yararlanarak eksik degerler icin uygun baslangic degerlerinin
bulunmasini saglar. Bu adimda, GA, eksik verileri doldurmak i¢in rastgele olusturulan
bireylerin bir popiilasyonunu olusturarak baslar. Ardigik nesiller boyunca, her bireyin
performansi, her iterasyonda bir uygunluk fonksiyonu kullanilarak degerlendirilir. Uygunluk
fonksiyonu, her birey tarafindan olusturulan veri kiimesi ile, eksik veriler i¢in doldurulan
degerleri dikkate alarak orijinal veri kiimesi arasindaki benzerligi olcer. Caprazlama ve
mutasyon operatdrlerinin uygulanmasi, en bagarili bireylerin sonraki nesillere yayilmasini
saglar. Bu tekrarlayan siireg, belirli bir iterasyon sayist tamamlanana kadar devam eder. Son
olarak, GA, uygunluk fonksiyonuna dayanarak en uygun bireyi belirler ve bu bireyin genetik
materyali, eksik verileri doldurmak i¢in MICE algoritmasinin optimal baglangi¢ degerlerini
belirlemek i¢in kullanilir. Daha sonra, eksik degerlerin doldurulma siireci MICE algoritmasi
uygulanarak devam eder. Algoritmanin temel tekrarlayici yapisi, her degisken icin eksik
degerlerin doldurulmasini saglamak iizere tasarlanmistir. Her iterasyonda, birincil degisken (V)
secilir ve bu degiskenin eksik degerleri, dnceki iterasyondan elde edilen doldurulmus degerlerle
diger degiskenlerdeki doldurulmus degerlerle degistirilir. Daha sonra, her biri bagimsiz olarak
secilen diger degiskenler (U) lizerinde dogrusal regresyon modelleri olusturulur. Bu regresyon
modelleri, degisken U'nun eksik degerlerini tahmin etmek ic¢in kullanilir ve tahmin edilen
degerler eksik degerlerle degistirilir. Bu asama, degisken iliskilerinin anlagilmasini gelistirir ve
eksik degerlerin doldurulmasini kolaylastirir. Yakinsama kontrolii, her iterasyonda GA-MICE
tarafindan doldurulan veriler ile bir dnceki iterasyondan elde edilen doldurulmus veriler
arasindaki farkin degerlendirilmesiyle gerceklestirilir. Bu fark, belirli bir 6nceden belirlenmis

esik degerinden kiigiikse, yakinsama saglanir ve iterasyonlar sona erer. Bu, algoritmanin kararl
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bir ¢éziime ulastigini ve artik degisikliklere ihtiya¢ duymadigini gosterir. Algoritma 2'de

kullanilan parametre uzay1 Tablo 3.4'te verilmistir.

Algorithm 2 GA-MICE Eksik Deger Atama Algoritmasi

1: function GA_MICE(veri, max_iterasyon=100, yakinsama_esigi=1e-4)

2 Eksik deger oranlarim belirle ve degiskenleri kiiciikten biiyiige sirala.
3 Belirli baglangic degerlerini kullanarak eksik degerleri GA ile doldur.
4 iterasyon = ()

5: while iterasyon < max_iterasyon do

6 for her degisken V' icin veri do

7 for her degisken U icin ver: (V disinda) do

8 Bagimh degisken olarak Vyi sec.

9: U icindeki eksik degerleri 6nceki iterasyondan

10: doldurulan degerlerle degistir.

11: U ve V'nin eksik olmayan degerleri iizerinde bir
12: regresyon modeli olustur.

13: U icindeki eksik degerleri tahmin et.

14: end for

15: end for

16: Eksik degerleri V' icinde tahmin edilen degerlerle giincelle.
17: if iterasyon > () then

18: fark = |GA ile doldurulan_veri — onceki_doldurulan|
19: if Farkin maksimum degeri < yakinsama_esigi then
20: yazdir(“Yakinsama sagland, iterasyon: iterasyon + 17)
21: break
22: end if
23: end if
24: Giincel iterasyondan elde edilen doldurulan veriyi sakla.
25: Onceki doldurulan veri = GA ile doldurulan verinin kopyasi
26: Iterasyon sayacini artir.
27: iterasyon+ = 1
28: end while
29: return Eksik verileri tamamlanmis veri

30: end function

Sekil 3.2: GA-MICE eksik deger atama algoritmasinin sézde kodu.

Tablo 3.4: GA-MICE yonteminin parametre degerleri.

Parametre Deger

Popiilasyon Boyutu | 100

Caprazlama Olasihig: | 0.8

Mutasyon Olasiigi | 0.2
Nesil Sayisi 100

GA-MICE algoritmasi, GA ve regresyon modellerinin etkin bir sekilde entegrasyonuyla eksik

deger atama i¢in gii¢lii bir ¢6ziim saglar.
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3.3.2. GASMOTEPSO_ENN Yeniden Ornekleme Yéntemi

Tez kapsaminda, saglik veri kiimelerinde sik¢a karsilagilan dengesiz sinif dagilimlarini ele
almak i¢in sezgisel tabanli GASMOTEPSO_ENN isimli bir hibrit 6rnekleme yontemi
gelistirilmistir. Bu yontem, SMOTE asir1 6rnekleme ve ENN eksik ornekleme yaklagimlarini
etkin bir sekilde GA ve PSO sezgisel yontemleri ile entegre eder [72]. Bu yontemde, ilk olarak
GASMOTEPSO yontemiyle veri kiimesinde sentetik ornekler tiretilir. Ardindan, ENN eksik
ornekleme yontemi ile giiriiltiilii veriler veri kiimesinden ¢ikarilir. Son olarak, IQR yontemi ile
veri kiimesindeki aykir1 degerler tespit edilerek bu degerler Algoritma 2 ile yeniden atanir.
Boylece, dengeli giiriiltiiden armdirilmis bir veri kiimesi elde edilir. Onerilen

GASMOTEPSO_ENN yonteminin sozde kodu Sekil 3.3’te sunulan Algoritma 3’te verilmistir.

Algoritma 3’te dengesiz veriler GASMOTE ve SMOTE-PSO asir1 6rnekleme yontemlerinin
birlestirilmesiyle iki asamada dengelenir. ilk asamada, Jiang ve dig. [73] tarafindan &nerilen
GASMOTE ile veri asir1 6rnekleme yapilir. Bu yontemde, GA sezgiseli ve SMOTE asiri
ornekleme birlestirilerek dengeli bir veri olusturulur. Bu islem sirasinda, optimal 6rnekleme
oranini bulmak i¢in GA algoritmasindan yararlanilirken, SMOTE yontemi optimize edilmis
ornekleme hizina dayali olarak asir1 6rnekleme yoluyla yeni bir veri kiimesi olusturur. Bu
yaklagim, GA algoritmasini kullanarak P boyutunda bir popiilasyon tiretir. Popiilasyondaki her
birey, tiim Ornekler i¢in N; ile gdsterilen 6rnekleme oranlarinin bir kombinasyonunu yansitir.
Kromozomal uzunluk M azmlik sinifi orneklerinin sayisina karsilik gelirken, P popiilasyon
biiytikliigiinii temsil eder. Kromozomun her diiglimiine, tanimlanmis parametreler dahilinde
rastgele bir tamsay1 degeri atanarak baslatilir. Daha sonra her bireyin uygunluk fonksiyonu
degerleri hesaplanir ve popiilasyon azalan diizende siralanir. En {ist siradaki bireyler yeni
popiilasyonu olusturmak i¢in kopyalanirken, en diisiik siradaki bireyler bir se¢im olasilig1 Pr
kullanilarak silinir. Daha sonra popiilasyondan rastgele segilen bireylerin kromozomlari

rastgele belirlenen bir diiglimde ¢aprazlanir ve popiilasyona Pm olasiligiyla mutasyon uygulanir.
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Algorithm 3 GASMOTEPSO_ENN Algoritmasi

Basla

Girig: Egitim kiimesi Egitim

Veriyi normalize edin ve dn isleme yapin.

Veriyi dengeli hale getirmek icin GASMOTE algoritmasini uygulayin.
GASMOTE igin F bireylik Popiilasyon Pop'u baslatin.
EnlyiSmoted Egitim’i bos bir kilme olarak ayarlayin.

while Sonlandirma kosulu saglanana kadar do
X ye dayanarak Smoted Egitim; iiretin.

Gecerlilik kullanarak uygunluk degerini degerlendirin.
Eger uygunluk gelistirildiyse, EnlyiSmoted Egitim’i glincelleyin.
Secim, ¢caprazlama ve mutasyon gerceklestirin.

12: end while

13: EnlyiSmoted Egitim’i ¢ikis olarak alin.

14: Daha fazla dengeleme icin SMOTE-PSO algoritmasim uygulayn.

e A A - e

.__
=

15: k-katlamal: capraz dogrulama kullanarak ayinn: EnlyiSmoted Egitim,
Test.

16: EnlyiSmoted Egitim iizerinde SVM egitin, SV's elde edin.

17 PSO’yu 5V s ile baslatin, popiilasyon olusturun.

18: PSO ile SVM parametrelerini optimize edin.

19: Son SVM performansini degerlendirin.

20: Giiriiltityli kaldirmak icin ENN algoritmasini uygulayin.

21: Giris: Egitim kiimesi EnlyiSmoted Egitim.

22: for her 6rnek EnlyiSmoted Egitim icinde do
23: k en yakin komsuyu bulun.

24: if Cogunluk sinif etiketi ayni ise then
25 Ornegi kaldirn.
26 end if

27: end for

28 Cikis olarak Emlyi DengelenmisEgitim’i alin.
29: Aykri ornekleri kaldirmak icin IQR kullanin.
30 Her ozellik igin IQR hesaplayin.

31: for Her bir 6zellik do

32 IQR sinirlarinda disanida kalan érnekleri tanimlayin.
33 Aykan drnekleri EnlyiDengelenmisEgitim’den GA-MICE ile yveniden
tanmlayin.

34 end for

35: Son olarak, dengelenmis ve giiriiltii filtrelenmis egitim kiimesini ¢ikis olarak
alin: EnlyiDengelenmisEqgitim.

36: Bitir

Sekil 3.3: GASMOTEPSO_ENN yonteminin sézde kodu.

Bir mutasyon meydana gelirse, bireyin kromozomundaki rastgele bir diigiim se¢ilir ve degeri
buna gore degistirilir. Son olarak sonlandirma kriterleri acisindan incelenir. Mevcut nesil
maksimum nesilden fazlaysa, algoritma optimal bireyi ¢ikarir; aksi takdirde uygunluk
fonksiyonu adimina geri doner. Sonlandirmanin ardindan, SMOTE agir1 6rnekleme kullanilarak
yeni bir veri kiimesi olusturmak icin uygun &rnekleme oranlar1 kullanilir. ikinci asamada,
GASMOTE ile dengeli bir veri kiimesi elde edilirken siniflandirict dogrulugunu ve verimliligini

artirmak i¢cin SMOTE asir1 6rnekleme yontemini PSO sezgiseliyle birlestirilen Cervantes ve
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dig. [74] tarafindan tanmitilan SMOTE-PSO algoritmas: ile veri asirt drnekleme yapilir.
Oncelikle, GASMOTE yéntemiyle elde edilen veri kiimesi azinlik ve ¢ogunluk smiflarma
ayrilir. Daha sonra, egitim veri kiimesiyle egitilmis bir SVM kullanilarak bir hiper diizlem
olusturulur ve destek vektorler belirlenir. SMOTE algoritmasi ile yeni sentetik Ornekler
tiretilirken, bu o6rnekler PSO algoritmast kullanilarak optimize edilmis bir hiper diizlemle
iliskilendirilir. Boylece, SMOTE-PSO ydntemi, SVM'in kenar bolgesinde sentetik ornekler
tireterek dengeli bir veri kiimesi elde edili. GASMOTEPSO ydntemiyle veri kiimesinde
sentetik orneklerin olusturulmasinin ardindan veri kiimesindeki giiriiltiilii 6rnekler ENN eksik
ornekleme yontemi ile veri kiimesinden ¢ikarilir. ENN yontemi, veri kiimesindeki her bir 6rnegi
inceleyerek komsular: tarafindan yanlis siniflandirilmig 6rnekleri belirler ve veri kiimesinden
kaldirir. Bu adim, makine 6grenmesi yontemlerinin 6grenme siirecine giiriiltii veya Onyargi
ekleyebilecek giiriiltiilii 6rnekleri silme yoluyla veri kiimesinin genel kalitesini artirmaya
yardimci olur. Son olarak, veri kiimesindeki aykir1 degerler IQR ydntemiyle tespit edilir ve
Algoritma 2 ile yeniden belirlenerek dengeli ve kaliteli bir veri kiimesi elde edilir. Algoritma

3’te kullanilan parametre uzay1 Tablo 3.5’te verilmistir.

Tablo 3.5: GASMOTEPSO_ENN yonteminin parametre degerleri.

GASMOTE SMOTEPSO ENN
k_neighbors = 3 k=3 sampling_strategy = 'auto’
population_size = 50 eps = 0.01 n_neighbors = 10
generations = 20 n_pop =10 kind_sel = "all’
crossover_rate = 0.8 w=1.0 n_jobs = None
mutation_rate = 0.1, cl=20
maxn = 2 c2=20
random_state = 42 num_iteration = 15

n_jobs =1

random_state = 42

GASMOTEPSO_ENN yontemi, asir1 6rnekleme ve eksik ornekleme tekniklerini bir araya
getirerek azinlik smifinin daha iyi temsil edilmesini saglar ve ayn1 zamanda asir1 6rnekleme
bolgelerindeki gereksiz verileri azaltir. Bu, siniflandirma modelinin dengesizlikle basa ¢ikma
yetenegini artirir ve daha dengeli ve giivenilir sonuclar elde etmeyi miimkiin kilar. Bu nedenle,
ozellikle saglik veri kiimeleri gibi dengesiz smif dagilimlarina sahip veri kiimelerinde

kullanildiginda, GASMOTEPSO_ENN yontemi 6nemli bir rol oynar.
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3.4. SINIFLANDIRMA MODELI

Tez kapsaminda, saglik veri kiimelerindeki bireylerin hasta veya saglikli olarak
siiflandirilmasi amaciyla LR, RF, SVM, DT, NB ve XGBoost makine 6grenmesi siniflandirma
algoritmalar1 kullanilmistir. Bu algoritmalar, saglik veri kiimelerindeki bireylerin hastalik
teshisi veya saglikli olma durumunu siniflandirmak icin genis bir uygulama yelpazesine sahip
giiclii ve yaygin olarak kullanilan makine 6grenmesi siniflandirma algoritmalaridir. Genellikle,
LR algoritmasi, basitlik ve yorumlanabilirlik agisindan avantaj saglarken, RF, SVM, DT, NB
ve XGBoost gibi algoritmalar karmasik iligkileri yakalamak ve yliksek performans elde etmek
icin tercih edilir. Bu algoritmalar, farkli veri yapilarina uyum saglayabilme ve saglik veri
kiimelerindeki O6zellikleri etkin bir sekilde modelleyebilme yetenekleri nedeniyle bu tez
calismasinda se¢ilmistir. Bu algoritmalarin bir arada kullanilmasi, saglik veri analizinde ¢esitli
perspektiflerin ve yaklasimlarin birlestirilmesini saglar, bdylece daha kapsamli sonuglar elde
edilir. Sekil 3.4, tez ¢calismasinda kullanilan denetimli 6grenme siirecini gosteren siniflandirma

modelini igermektedir.

Veri kiimesi

|

Jv Gozetmen —‘
v

Egitim kiimesi Istenilen Cikh Test kiimesi

L e ]

l Lojistik | \ — Model Testi ve

Regresyon > Degerlendirme
Rastgele Model Testi ve
Orman }‘4’{ i Dederlendirme
| [Destek Vektbr\__.{ Model Model Testi ve

Makinesi Degerlendirme En iyi modeli

: belirleme

. Model Testi ve
— Karar Agacl —>{ Model Degerlendirme
— MNaive Bayes ——» Model MopelTes_tl ok
Degerlendirme
Model Testi ve
‘[ XGBoost ]——-[ Model i

Sekil 3.4: Siniflandirma modelinin akis diyagrama.

Siniflandirma algoritmalarinin performansini optimize etmek ig¢in, her bir algoritmanin
parametrelerinin dogru sekilde ayarlanmasi kritik bir 6neme sahiptir. Bu baglamda, her bir

siniflandirma algoritmasinin en uygun parametrelere degerlerinin belirlenmesinde kapsamli bir
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parametre ayarlama stlireci gergeklestirilmistir. Siniflandirma algoritmalar1 i¢in en uygun
parametrelerin se¢imi igin Scikit-learn kiitiiphanesinde bulunan GridSearchCV yaklagimi
kullanilmustir. Tablo 3.6 'da her bir algoritmada kullanilan parametrelerin ve bu parametrelere
atanmis degerlere iliskin bilgiler sunulmustur. Bu parametreler, modelin performansini
etkileyen faktorler arasinda yer alir ve uygun sekilde ayarlanmalari, en iyi sonuglarin elde

edilmesine yardimeci olur.

Tablo 3.6: Siniflandirma algoritmalarinda kullanilan parametreler ve degerleri.

Algoritma Parametre Degerler
. StandardScaler(), MinMaxScaler(),
Normalizer(), MaxAbsScaler()
penalty 117, ’12’; ’elasticnet’; 'none’
- 5 _ 0.001, 0.01, 0.1, 1.0, 10, 100
class_weight "dict’; ’balanced’; "None’
random_state 42, 50, 100
— :newto)n-cg’, ’Ibfgs’, ’liblinear’, ’sag’,
saga2
max_iter 10, 50, 100
el StandardScaler(), MinMaxScaler(),
Normalizer(), MaxAbsScaler()
n_estimators 10, 30, 50, 100
criterion ‘gini’, ’entropy’
RF max_features ‘auto’, sqrt’, ’log2’
random_state 42, 50, 100
’ 'balanced’, ’balanced_subsample’,
class_weight 'dict?, "None’
bootstrap 0,3
max_depth 2,3
il StandardScaler(), MinMaxScaler(),
Normalizer(), MaxAbsScaler()
C 0.1, 1, 10, 100, 1000
gamma ’scale’, ’auto’, 1, 0.1, 0.01, 0.001, 0.0001
SVM random_state 42, 50, 100
kernel linear’, 'rbf’
class_weight 'dict’, ’balanced’, "None’
decision_function_shape ’ovo’, ’ovr’
degree 2,18: 5
scsili StandardScaler(), MinMaxScaler(),
Normalizer(), MaxAbsScaler()
criterion ‘gini’, ’entropy’
splitter 'best’, 'random’
DT max_features ‘auto’, ’sqrt’, 'log2’, "None’
random_state 42, 50, 100
class_weight 'dict’, ’balanced’; "None’
ccp-alpha 0.0, 0.005, 0.010, 0.015, 0.030, 0.035
max_depth 1,2, 3,4,5, 6,7, 'None’
NB scaler StandardScaler()
— StandardScaler(), MinMaxScaler(),
Normalizer(), MaxAbsScaler()
max_depth 2,13,
n_estimators 10, 50, 100
Sikoose learning_rate a1 0.,01, 0.05
colsample_bytree 05,1, 2
reg_alpha 0,05, 15 5
reg_lambda 0,05,1,5
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Her bir algoritmanin parametrelerinin ayarlanmasinin ardindan, siniflandirma performansi
belirli model degerlendirme metrikleri kullanilarak titizlikle degerlendirilmistir. Dogruluk,
kesinlik, duyarlilik, Fl-skoru, MCC ve AUC gibi Olgiimler bu degerlendirme metrikleri
arasinda yer almaktadir. Her bir algoritmanin performansi bu metrikler 151¢inda detayli bir
sekilde analiz edilmis ve birbirleriyle karsilastirilmistir. Yapilan karsilastirmalar sonucunda,
veri kiimesindeki bireyleri en etkili sekilde siniflandiran algoritma en iyi model olarak

belirlenmistir.
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4. BULGULAR

Bu tez ¢alismasinda, saglik veri kiimelerinde yaygin olarak karsilasilan eksik veri ve dengesiz
simif dagilimi sorunlarini etkin bir sekilde ¢6zmek icin bir 6n isleme yontemi gelistirilmesi
hedeflenmistir.  GA-MICE  yontemi ile eksik  degerlerin  atamasi  yapilirken,
GASMOTEPSO ENN yontemi ile dengesiz siniflarin yeniden dengelenmesi saglanmustir.
Onerilen yéntemin etkinligi, literatiirde sik¢a kullanilan LR, RF, SVM, DT, NB ve XGBoost
gibi makine dgrenmesi siniflandirma algoritmalari kullanilarak PID, SIT ve KBH saglk veri
kiimeleri tizerinde degerlendirilmistir. Bu veri kiimeleri, g¢esitli biiytlikliiklerde, eksik deger

miktarlarina ve siif dengesizlik oranlarina sahiptir.

Bu tez kapsaminda Onerilen yontemin performansini degerlendirmek i¢in kapsamli deneyler
gerceklestirilmistir. Deneyler, AMD Ryzen 7 5700U islemcili, 1.80 GHz hizinda calisan (8
cekirdekli), 8 GB RAM ve 64 bit Windows 11 Pro isletim sistemine sahip bir diziistii bilgisayar
tizerinde gergeklestirilmistir. Hesaplamalar, Jupyter Notebook ortaminda Python programlama
dili ve scikit-learn makine 6grenmesi kiitiiphanesi kullanilarak yapilmistir. Bu boliimde, farkli
saglik veri kiimelerindeki bireylerin hasta veya saglikli olarak smiflandirilmasina iligkin
deneysel ¢alismalarin sonuglar1 detayli bir sekilde sunulmaktadir. 11k olarak, farkli zelliklere
sahip veri kiimelerinden elde edilen bulgular, model degerlendirme metriklerini iceren bir tablo
ve ROC egrisini igeren grafiklerle sunulmustur. Ayrica, literatiirde benzer calismalarin

sonuglari, tez kapsaminda gelistirilen yontemle karsilastirilmistir.

Saglik veri kiimelerinde eksik deger ve dengesiz sinif dagilimi sorunlarin1 ¢6zmek amaciyla
onerilen yaklasimlarin makine 6grenmesi yontemleri kullanilarak bireylerin hasta veya saglikli
olarak smiflandirilmasi igin ii¢ farkli calisma gergeklestirilmistir. Tk ¢alismada, saglikli ve
hasta bireylerin siniflandirilmasinda eksik degerler ve dengesiz sinif dagilimi ele alinmamastir.
Ikinci ¢alismada, saghikli ve hasta bireylerin smiflandirilmasinda eksik degerlerin
tamamlanmasi i¢cin MICE yontemi, siniflarin dengelenmesi i¢in tez kapsaminda onerilen
GASMOTEPSO _ENN yontemi kullanilarak elde edilen sonuglar, literatiirdeki benzer
calismalarla karsilastirilmustir. Ugiincii ¢alismada ise hem eksik degerlerin tamamlanmasi hem
de dengesiz sinif dagiliminin ele alinmasi i¢in gelistirilen 6n isleme yaklagimi kullanilarak elde

edilen sonuclar, literatiirdeki benzer c¢alismalarla karsilastirilmistir. Onerilen yéntemin
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etkinligini degerlendirmek i¢in dogruluk, kesinlik, duyarlilik, F1-skoru, MCC ve AUC gibi

performans metrikleri kullanilmistir.

4.1. VERI ON ISLEME YONTEMLERI KULLANILMADAN FARKLI
SINIFLANDIRICILARIN HASTALIK TESPiTi UZERINDE
PERFORMANSLARININ KARSILASTIRILMASI

Saglik veri kiimelerinde dengesiz dagilimli siniflar ve eksik degerler siklikla karsilasilan
zorluklardir. Bu deneyde, bu zorluklarin iistesinden gelmek i¢in herhangi bir 6n isleme yontemi
kullanilmadan alt1 farkli makine Ogrenmesi siiflandirma yonteminin performansi analiz
edilmistir. Bu deney, dengesiz dagilimli siniflarin ve eksik verilerin oldugu veri kiimelerinde,
saglikli ve hasta bireylerin dogru bir sekilde siniflandirilmasinda 6n isleme yontemlerinin
etkisini arastirmay1 hedeflemektedir. Siniflandirma algoritmalarin hasta ve saglikli bireyleri
ayirt edebilme yetenekleri model degerlendirme metriklerine gore Olciilmiis ve sonuglar

degerlendirilmistir.

PID, SIT ve KBH veri kiimelerine ait her sinif i¢in veri dagilimi sirasiyla Sekil 4.1, Sekil 4.4
ve Sekil 4.7'de gosterilmistir. Eksik deger miktarlarina ait 6zellik kiimeleri ise Sekil 4.2, Sekil
4.5 ve Sekil 4.8'de sunulmustur. Bu sekiller, her bir veri kiimesinin o6zelliklerini ve veri
biitiinliiglinii agikca gosterirken, siniflar arasindaki dengesizligi ve eksik veri durumunu da
vurgulamaktadir. Veri kiimelerinin hazirlig1 siirecinde, kullanilan veri kiimelerindeki kategorik
degiskenlerin sayisal degerlere doniistiiriilmesi i¢in scikit-learn kiitiiphanesinde bulunan bir-
etiket kodlama teknigi kullanilmigtir. Siirekli degiskenler ise standart ol¢cekleme teknigiyle
Olceklendirilmistir. Ancak, dengesiz siniflar1 diizeltmek, eksik ve aykir1 degerleri belirlemek ve
kaldirmak i¢in herhangi bir 6n isleme yontemi uygulanmamistir. Ardindan, tiim veri kiimeleri
%33 test oraniyla egitim ve test alt kiimelerine boliinmiis ve bu alt kiimeler makine 6grenmesi
smiflandirma modellerine giris olarak saglanmistir. Dogruluk, kesinlik, duyarlilik, F1-skor ve
MCC model degerlendirme metriklerine gore elde edilen test sonuglar1 Tablo 4.1, Tablo 4.2 ve
Tablo 4.3'te sunulmustur. MCC metrigine gore en iyi sonuglar her bir veri kiimesi i¢in kalin
yaz1 tipiyle vurgulanmistir. Bu tablolara ek olarak, siniflandiricilarm PID, SIT ve KBH veri
kiimeleri tlizerindeki performansinin ROC egrisi altinda kalan alan (AUC) degerlerine ait

grafikler sirasiyla Sekil 4.3, Sekil 4.6 ve Sekil 4.9 'da verilmistir.
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Sekil 4.2: PID veri kiimesindeki eksik 6zelliklerin miktari.

Tablo 4.1: Siniflandiricilarin PID veri kiimesi tizerindeki performansinin degerlendirilmesi.

Smiflandirict  Dogruluk  Kesinlik Duyarhhk Fl-skor MCC

LR 0.72 0.57 0.70 0.62 0.41
RF 0.74 0.59 0.77 0.67 0.47
SVM 0.72 0.57 0.67 0.62 0.40
DT 0.71 0.35 0.78 0.64 0.43
NB 0.74 0.61 0.63 0.62 0.42

XGBoost 0.76 0.66 0.62 0.64 0.46
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Tablo 4.1'de analiz edilen verilere dayanarak, PID veri kiimesi lizerinde farkli siniflandiricilarin
performansi degerlendirilmistir. Siiflandiricilarin dogruluk, kesinlik, duyarlilik, F1-skor ve
MCC gibi metrikler lizerinden performanslari 6l¢tilmiistiir. RF siniflandiricisi, diger yontemlere
kiyasla daha yiiksek bir dogruluk (0,74) ve MCC (0,47) degerleri sergilemistir. Bu bulgular,
RFnin PID veri kiimesi iizerinde daha {istlin bir genel performans sergiledigine isaret
etmektedir. Ayrica, RF'nin yiiksek bir duyarlilik degeri (0,77) ile hasta bireyleri daha etkin bir
sekilde tanima egiliminde oldugu belirlenmistir. XGBoost siniflandiricis1 da dikkate deger
yiiksek bir dogruluk (0,76) ve kesinlik (0,66) degerleri ile RF'ye yakin bir performans
sergilemektedir. Ancak, diger metriklerde (duyarlilik, F1-skor ve MCC) RF'nin biraz gerisinde
kalmistir. Ayrica, siniflandiricilarin PID veri kiimesi iizerindeki performansinin AUC

degerlerine ait sonuglar1 Sekil 4.3’te verilmistir.
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—— SVM classifier (AUC = 0.71)
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= NB classifier (AUC = 0.71)
0.0 —— XGBoost classifier (AUC = 0.73)
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Sekil 4.3: PID veri kiimesiyle egitilmis ¢esitli siniflandiricilarin ROC egrileri.

Sonuglar incelendiginde, RF smiflandiricist en yiiksek AUC degerine sahiptir (0,75), bu da
modelin PID veri kiimesi iizerindeki performansinin diger modellere kiyasla daha iyi oldugunu
gostermektedir. Diger siniflandiricilar arasinda ise XGBoost ve DT, RF'ye yakin AUC degerleri
elde etmistir. Smif dengesizligi géz Oniine alindiginda, siniflandiricilarin performanslari
yaniltict olabilmekte ve ¢ogunluk smifina agirlik verilmesi ile azinlik sinifin performansi

olumsuz etkilenebilmektedir. Bu nedenle, simif dengesizligi ile basa ¢ikabilen metriklerin
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(6rnegin, MCC) kullanilmasi1 daha saglikli sonuglar elde etmeye yardimci olabilir. Eksik
verilerin varhig1 da model performansini etkileyebilir. Ozellikle, "skinthickness" ve "insulin"
gibi onemli 6zelliklerdeki yiliksek eksik deger miktari, modelin bu 6zellikleri dikkate alirken

zorluklarla karsilagabilecegini isaret etmektedir.

SIT veri kiimesine ait siif dagilimi Sekil 4.4’te ve eksik deger miktarlar1 Sekil 4.5te

verilmigtir.
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Sekil 4.4: SIT veri kiimesindeki bireylerin dagilimu.
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Sekil 4.5: SIT veri kiimesindeki eksik 6zelliklerin miktari.
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Tablo 4.2: Siniflandiricilarm SIT veri kiimesi {izerindeki performansinin degerlendirilmesi.

Smiflandiricr Dogruluk  Kesinlik Duyarhihk Fl-skor MCC

LR 0.94 0.00 0.00 0.00 0.00
RF 0.74 0.14 0.67 0.23 0.21
SVM 0.94 0.00 0.00 0.00 0.00
DT 0.91 0.18 0.17 0.17 0.13
NB 0.87 0.13 0.24 0.17 0.11
XGBoost 0.94 1.00 0.02 0.04 0.14
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Sekil 4.6: SIT veri kiimesiyle egitilmis ¢esitli siniflandiricilarin ROC egrileri.

Tablo 4.2'de analiz edilen verilere gore, SIT veri kiimesi iizerinde farkli smiflandiricilarin
performansi degerlendirilmistir. Dogruluk, kesinlik, duyarlilik, F1-skor ve MCC gibi metrikler
kullanilarak yapilan degerlendirme, siniflandiricilarin saglik durumunu tanima performanslari
Ol¢iilmiistlir. RF siniflandiricisi, diger yontemlere kiyasla daha iyi bir performans sergilemistir.
Ozellikle, RF'nin dogruluk (0,74), duyarhlik (0,67) ve MCC (0,21) degerleri, diger
siniflandiricilardan daha yiiksek olmustur. Bu sonuglar, RF'nin SIT veri kiimesi iizerinde daha
etkili bir sekilde hasta ve saglikli bireyleri ayirt edebilme yetenegine sahip oldugunu
gostermektedir. Diger siniflandiricilar arasinda, XGBoost siniflandiricisinin kesinlik agisindan

(1.00) yiiksek bir performans sergiledigi goriilmektedir. Ancak, bu yiiksek kesinlik degeri,
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diisiik duyarlilik (0,02) ve diisiik F1-skor (0,04) ile sonug¢lanmistir, bu da XGBoost'un saglik
durumunu dogru bir sekilde tanima yeteneginin sinirli oldugunu gostermektedir. Ayrica,
siniflandiricilarm SIT veri kiimesi iizerindeki performanslarmim AUC degerlerine ait sonuglari
incelendiginde, RF smiflandiricisinin, 0,71 AUC en yiiksek degeriyle, orijinal veri kiimesi
tizerindeki performansinin diger modellere kiyasla daha iyi oldugu gozlemlenmistir. Diger
smiflandiricilar arasinda ise DT ve NB, RF'ye yakin AUC degerlerine sahiptir. RF'nin en
yiiksek AUC degerine sahip olmasi, bu siniflandiricinin orijinal veri kiimesi iizerinde hasta ve
saglikli bireyleri dogru bir sekilde ayirt etme yeteneginin daha yiiksek oldugunu
gostermektedir. Sinif dengesizligi goz Oniine alindiginda, RF'nin performansinin diger
smiflandiricilardan belirgin sekilde daha iyi olmasi dikkat ¢ekicidir. Ancak, sinif dengesizligi
nedeniyle modelin yaniltici olabilecegi g6z oniine alindiginda RF'nin diisiik bir kesinlik degeri
(0,14) elde ettigi gozlemlenmistir. Eksik degerlerin varligt da model performansini
etkileyebilir, 6zellikle "smoking_status" 6zelligindeki yiiksek eksik deger miktar1 modelin bu

ozelligi dikkate alirken zorluklarla karsilasabilecegini gosterebilmektedir.

KBH veri kiimesine ait simif dagilimi Sekil 4.7°de ve eksik deger miktarlar1 Sekil 4.8’de

verilmistir.
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Sekil 4.7: KBH veri kiimesindeki bireylerin dagilimi.
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Sekil 4.8: KBH veri kiimesindeki eksik 6zelliklerin miktari.

Tablo 4.3: Sinmiflandiricilarin KBH veri kiimesi tizerindeki performansinin degerlendirilmesi.

Smiflandirict Dogruluk  Kesinlik Duyarlibk Fl-skor MCC

LR 0.99 1.00 0.99 0.99 0.98
RF 0.99 L.00 0.99 0.99 0.98
SVM 0.98 1.00 0.98 0.99 0.97
DT 0.98 1.00 0.98 0.99 0.97
NB 0.97 1.00 0.95 0.98 0.94
XGBoost 0.99 L.00 0.99 0.99 0.98

Tablo 4.3 'te verilen bulgulara gére, KBH veri kiimesi iizerinde farkli siiflandiricilarin
performansi degerlendirilmistir. Dogruluk, kesinlik, duyarlilik, F1-skor ve MCC gibi metrikler
kullanilarak ~ yapilan  degerlendirme, smiflandiricilarin bdbrek  hastaliini  tanima
performanslarini 6lgmektedir. LR, RF ve XGBoost siiflandiricilari, yiiksek dogruluk (0,99) ve
kesinlik (1.00) degerlerine sahiptir. Bu siniflandiricilar, KBH veri kiimesi iizerindeki hasta ve
saglikli bireyleri dogru bir sekilde siniflandirmada yiiksek bir basar1 elde etmistir. Ayrica, bu
modellerin duyarlilik, Fl-skor ve MCC degerleri de oldukg¢a yiiksektir, bu da modelin
performansinin dengeli oldugunu gostermektedir. Diger siniflandiricilar, LR, RF ve XGBoost'a

kiyasla biraz daha diisiik performans sergilemektedir. Ancak, tiim siniflandiricilar yiiksek
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kesinlik ve F1-skor degerlerine sahiptir. Ayrica, siniflandiricilarin KBH veri kiimesi tizerindeki

performanslarinin AUC degerlerine ait sonuglar1 Sekil 4.9’da verilmistir.
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Sekil 4.9: KBH veri kiimesiyle egitilmis ¢esitli stniflandiricilarin ROC egrileri.

Sonugclar incelendiginde, 6zellikle, LR, RF, SVM, DT ve XGBoost siniflandiricilart igin AUC
degerleri 0,98 ve tizerindedir, bu da bu modellerin oldukga giivenilir oldugunu géstermektedir.
NB smiflandiricist igin AUC degeri biraz daha dusiiktiir, ancak hala kabul edilebilir bir
seviyededir. Bu sonuglar, siniflandiricilarin orijinal veri kiimesi iizerinde yliksek performans
sergiledigini ve hastalikli ve saglikli bireyleri basaril1 bir sekilde ayirt etme yeteneklerine sahip
oldugunu gostermektedir. Siif dengesizligi géz Oniine alindiginda, KBH veri kiimesi diisiik
oranda dengesizdir. Ayrica, bircok Ozellikte eksik degerler bulunmaktadir. Bu eksiklikler,
ozellikle "red blood cells", "white blood cell count" ve "red blood cell count" gibi énemli
Ozelliklerde yogun bir sekilde bulunmaktadir. KBH veri kiimesindeki yiiksek basarmin
arkasinda birden c¢ok faktor bulunmaktadir. ilk olarak, veri kalitesi bu basarmin temelini
olusturur. Sinif dengesizligi ve eksik degerlere ragmen, veri kiimesindeki 6rneklerin dogru ve
temsilci olmasi, siniflandiricilarin dogru sonuglar elde etmesini saglamistir. Ozelliklerin ayrim
giicii, bir bagka 6nemli etkendir. KBH veri kiimesinde kullanilan 6zellikler, hasta ve saglikli
bireyleri ayirt etme konusunda yiiksek ayrim giiciine sahip olabilir. Bu ozellikler, hasta ve

saglikli bireyleri agikca ayirt edebilen belirgin 6zellikler olabilir. Model uyumu da basarida
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onemli bir rol oynar. Kullanilan siniflandiricilar, KBH veri kiimesine uygun olarak se¢ilmis ve
egitilmis olmalhdir. Ozellikle, modelin karmasikligini iyi dengeleyen ve veriye uyum

saglayabilen modeller tercih edilmelidir.

Genel olarak, PID, SIT ve KBH veri kiimeleri iizerinde gerceklestirilen deneysel analiz,
simiflandiricilarin performansini degerlendirirken dengesiz siniflarin ve eksik verilerin dikkate
alimmasinin  6nemini vurgulamaktadir. Ug¢ veri kiimesi iizerinde yapilan analizler,
siniflandiricilarin performansini degerlendirirken karsilasilan ¢esitli zorluklar1 ve basarilari
acikca ortaya koymaktadir. 1k olarak, PID veri kiimesinde, sinif dengesizligi ve eksik verilerin
bulunmasi, siniflandiricilarin -~ performansini  olumsuz  etkileyebilir.  Ancak, RF
smiflandiricisinin goreceli olarak daha yiiksek basari elde etmesi, bu zorluklarin {istesinden
gelme potansiyelini gostermektedir. SIT veri kiimesindeki ciddi diizeydeki smif dengesizligi
orani ve biiyiikk miktarda eksik verinin bulunmasi, smiflandiricilarin dogrulugunu ve
giivenilirligini zorlayabilir. Ancak, RF'nin diger siniflandiricilara kiyasla daha yiiksek bir
performans gostermesi, dogru model se¢cimi ve uygun 6n isleme adimlarinin 6nemini vurgular.
KBH veri kiimesinde, dengesiz siniflarin yani sira eksik verilerin de bulunmasi,
simiflandiricilarin - performansint  etkileyebilir.  Ancak, LR, RF ve XGBoost gibi
siiflandiricilarin yiiksek dogruluk ve diger performans metriklerinde basarili olmasi, modelin
veri kiimesine uygun bir sekilde uyarlanmasinin 6nemini gosterir. Siniflandiricilarin
performansi tizerinde smif dengesizligi ve eksik veriler gibi zorluklarin etkisi géz Oniine
alindiginda, uygun 6n isleme yontemlerinin ve model se¢iminin kritik 6neme sahip oldugu

aciktir.

4.2. GASMOTEPSO_ENN ORNEKLEME YONTEMININ FARKLI
SINIFLANDIRICILAR UZERINDE PERFORMANS KARSILASTIRMASI

Bu deneyde, dengesiz dagilimhi ¢ farkli saglik veri kiimesinde, Onerilen
GASMOTEPSO_ENN vyeniden Ornekleme ydnteminin uygulanmasiyla dengelenmis veri
kiimelerinde hastaliklarin siniflandirilmast performansi incelenmistir. Literatiirde sikca
kullanilan altt farkli makine Ogrenmesi smiflandirma algoritmalarinin  siniflandirma
performanst GASMOTEPSO_ENN yontemiyle dengelenmis veri kiimeleri iizerinde test
edilmistir. Bu deneyin amaci, dengesiz siniflara sahip saglik veri kiimelerindeki hastalik

simiflandirma performansinin, 6nerilen yontem ile nasil etkilendigini belirlemektir. Ayrica, bu
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deneyde onerilen GASMOTEPSO_ENN yontemi literatiirde dengesizlik problemlerini ¢6zen

ilgili calismalarin sonuglariyla karsilagtirilmastir.

Veri kiimelerinin hazirhig1 siirecinde, eksik verilerin ele alinmasi i¢in literatiirde basariyla
kullanilan MICE y6ntemiyle eksik degerler tamamlanmistir. Kategorik degiskenler, scikit-learn
kiitiphanesinde bulunan bir-etiket kodlama teknigi kullanilarak sayisal degerlere
dontistiiriilmiis; sitirekli degiskenler ise standart 6l¢ekleme teknigiyle 6lgeklendirilmistir. Veri
kiimelerindeki dengesiz siniflar diizeltmek icin GASMOTEPSO_ENN yontemi uygulanmis ve
dengelenen veri kiimelerinde aykir1 degerleri belirlemek ve kaldirmak i¢in IQR yoéntemi
kullanilmigtir. Sonrasinda, tiim veri kiimeleri %33 test oraniyla egitim ve test alt kiimelerine
boliinmiis ve bu alt kiimeler makine 6grenmesi siniflandirma modellerine girig olarak
saglanmistir. Dogruluk, kesinlik, duyarlilik, Fl-skor ve MCC model degerlendirme
metriklerine gore elde edilen test sonuglar1 Tablo 4.4, Tablo 4.5 ve Tablo 4.6'da sunulmustur.

MCC metrigine gore en iyi sonuglar her bir veri kiimesi i¢in kalin yazi tipiyle vurgulanmaistir.

Tablo 4.4: PID veri kiimesinde siniflandiricilarin GASMOTEPSO_ENN yontemi sonrasi
performansinin analizi.

Smiflandirier Dogruluk  Kesinlik Duyarhhk Fl-skor MCC

LR 0.73 0.76 0.69 0.72 0.47
RF 0.81 0.76 0.90 0.83 0.63
SVM 0.94 .95 0.92 0.93 0.87
DT 0.82 0.78 0.89 0.83 0.64
NB 0.76 0.76 0.75 0.76 0.51
XGBoost 0.90 0.87 0.94 091 0.81

Tablo 4.5: SIT veri kiimesinde siniflandiricilarn GASMOTEPSO_ENN yéntemi sonrast
performansinin analizi.

Smiflandirier Dogruluk  Kesinlik  Duyarhihk  Fl-skor MCC

LR 0.96 0.99 0.95 0.97 0.92
RF 0.97 1.00 0.95 0.97 0.93
SVM 0.96 0.97 0.97 0.97 0.92
DT 0.97 1.00 0.95 0.97 0.93
NB 0.97 1.00 0.95 0.97 0.93

XGBoost 0.97 0.99 0.96 0.98 0.94
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Tablo 4.6: KBH veri kiimesinde siniflandiricilarin GASMOTEPSO_ENN ydntemi sonrasi
performansinin analizi.

Smiflandirier Dogruluk  Kesinlik Duyarhhk Fl-skor MCC

LR L.00 L.00 100 1.00 L.00

RF 0.99 1.00 0.99 0.99 0.99
SVM 0.99 1.00 0.99 0.99 0.99
DT 0.98 1.00 0.95 0.98 0.96
NB 0.98 0.95 1.00 0.98 0.96
XGBoost 0.99 1.00 0.99 0.99 0.99

Elde edilen sonuglar, dnerilen GASMOTEPSO ENN yonteminin dengesiz veriler ile basa
ctkmada ve tahmin performansini artirmada etkili oldugunu gostermektedir. Model
degerlendirme metriklerine dayanarak, GASMOTEPSO_ ENN yo6nteminin kabul edilmesinin,
tim analiz edilen veri kiimelerinde {istiin sonuglar elde ederek model degerlendirme
metriklerinde belirgin bir iyilesme sagladigi aciktir. GASMOTEPSO_ENN yontemi kullanilan
siniflandirma modelleri, orijinal veri kiimelerinde ¢ogu model degerlendirme metrigi igin
%90 tlizerinde performans elde etmistir. Bu bulgular, GASMOTEPSO ENN yo6nteminin
yiiksek kaliteli sentetik oOrnekler iliretmede basarili oldugunu gostermektedir, boylelikle
siniflandirma modellerinin yeteneklerini artirmaktadir. Ayrica, PID, SiT ve KBH veri kiimeleri
icin siiflandiricilarin ROC egrilerini ve ilgili AUC degerlerini gosteren grafikler Sekil 4.10
Sekil 4.11 ve Sekil 4.12'de verilmistir.
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Sekil 4.10: GASMOTEPSO_ENN yontemi sonrasi PID veri kiimesiyle egitilmis cesitli
smiflandiricilarin ROC egrileri.
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Sekil 4.11: GASMOTEPSO_ENN yontemi sonrasi SIT veri kiimesiyle egitilmis cesitli
smiflandiricilarin ROC egrileri.
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Sekil 4.12: GASMOTEPSO_ENN yontemi sonrast KBH veri kiimesiyle egitilmis ¢esitli
smiflandiricilarin ROC egrileri.

PID, SIT ve KBH veri kiimeleri i¢in siniflandiricilarin ROC egrilerini ve ilgili AUC degerlerini
gosteren grafikler, hastaliklarin tahmininde model degerlendirme metrikleriyle elde edilen 1yi
performans1 gorsel olarak da desteklemektedir. Bu grafikler, siniflandiricilarin hastalik
teshisindeki duyarlilk ve Ozgilligiini belirlemeye yardimc1 olan ROC  egrilerini
gostermektedir. AUC degerleri, siniflandiricinin hastalik teshisindeki genel performansini 6lger

ve yiikksek AUC degerleri, modelin hastalik ve saglik durumunu dogru bir sekilde ayirt etme
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yetenegini yansitir. Farkli ozelliklere sahip saglik veri kiimelerine ait ROC egrileri
incelendiginde, hafif dengesizlikler gosteren veri kiimelerindeki siniflandiricilarin ortalama
AUC performansmin %901 astigim gostermektedir. Ote yandan, 6nemli dengesizlikler
sergileyen veri kiimelerinde ortalama AUC performansinin %97 oldugu belirlenmigstir. Veri
kiimesinin dengelenmesi i¢in Onerilen GASMOTEPSO ENN yontemi kullanildiginda,
hastalarin ve saglikli bireylerin tahmininde dikkate deger bir iyilesme gézlemlenmis ve dnceki
deneysel c¢alismanin sonucglarim1  asmistir. Bu nedenle, tez kapsaminda Onerilen
GASMOTEPSO_ENN yonteminin daha yiiksek bir gecerlilik ve dogruluga sahip oldugu
sonucuna varilmistir. Ozellikle, SIT gibi énemli dengesizliklere sahip veri kiimeleri ile
ugrasilirken, GASMOTEPSO ENN yonteminin daha biliyiikk bir stabilite ve saglamlik
sergiledigi gozlemlenmistir. GASMOTEPSO ENN yontemi, 6n islenmis veri kiimesindeki
smif dengesizligini ele alarak, dengesizlik sorunlarinda etkili olmayan makine &grenmesi

algoritmalarinin eksikliklerini gidermistir.

GASMOTEPSO_ENN yontemi ile literatiirdeki benzer ¢alismalar arasinda karsilastirmali bir
analiz PID, SIT ve KBH veri kiimeleri icin Tablo 4.7 Tablo 4.8 ve Tablo 4.9'da sunulmaktadir.
Tez kapsaminda, onerilen GASMOTEPSO_ENN yontemi ile literatiirdeki benzer ¢aligmalarin
karsilastirildig: tablolarda, MCC model degerlendirme Olgiitii sonuglarina goére her bir veri
kiimesinde en iyi performans gdsteren makine 6grenmesi modelinin sonuglari1 yer almaktadir.
Boylece, her bir veri kiimesinin degerlendirilmesinde en etkili modelin vurgulanmasi

saglanarak sonuglarin daha acik ve anlagilir olmasini amaglamaktadir.

Tablo 4.7: Onerilen GASMOTEPSO_ENN yénteminin literatiirdeki PID tahmin modelleriyle

karsilastirilmasi.
Yintem Dogruluk Kesinlik Duyarlihk Fl-skor AUC
SMOTE+LOF [7] 0.75 0.71 0.82 0.76 0.79
SMOTE+RF [8] 0.79 0.68 0.68 0.68 0.76
CS+XGBoost [10] 0.79 0.77 0.84 0.80 0.83

GASMOTEPSO_ENN+SVM 0.94 0.95 0.92 0.93 0.94
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Tablo 4.8: Onerilen GASMOTEPSO_ENN yénteminin literatiirdeki SIT tahmin modelleriyle

karsilagtirilmasi.
Yintem Dogruluk Kesinlik Duyarhihk Fl-skor AUC
Undersampling+NB [3] 0.82 0.79 0.86 0.82 0.82
SMOTE+TOMEK+DNN [23] 0.86 0.99 0.87 0.92 0.84
Hybrid ML+RF [4] 0.94 0.94 0.94 0.95 0.95
GASMOTEPSO_ENN+XGBoost 0.97 0.99 0.96 0.98 0.97

Tablo 4.9: Onerilen GASMOTEPSO_ENN yénteminin literatiirdeki KBH tahmin modelleriyle

karsilastirilmasi.
Yontem Dogruluk Kesinlik Duyarhilik Fl-skor AUC
SMOTE+ANN [9] 0.96 0.98 0.91 0.94 0.99
CS+RF [10] 0.98 0.99 1.00 0.99 1.00
SMOTE+PSO+MetaCost [6] - 1.00 0.99 0.99 1.00
GASMOTEPSO_ENN+LR 1.00 1.00 1.00 1.00 1.00

Elde edilen bulgular incelendiginde, onerilen GASMOTEPSO ENN yoOnteminin, mevcut
literatiirdeki yeniden 6rnekleme yontemlerine kiyasla benzer veya iistiin performans sergiledigi
gozlemlenmistir. Ayrica, GASMOTEPSO ENN yontemi ile elde edilen performans
seviyelerinin, SIT ve KBH veri kiimeleri igin alternatif yeniden &rnekleme yéntemleriyle
karsilastirilabilir oldugunu vurgulamaktadir. Ote yandan, PID veri kiimesini kullanan diger
ilgili calismalara kiyasla olaganiistii performans sergilemistir. Bu, GASMOTEPSO_ENN
yonteminin genel etkinligini ve farkli veri kiimelerindeki basar1 potansiyelini daha belirgin bir

sekilde ortaya koymaktadir.

Genel olarak, GASMOTEPSO_ENN yontemi ile elde edilen sonuglar, hastalik teshisinde artan
performansin pratik uygulamalari i¢in énemli sonuglar1 vurgulamaktadir. Ozellikle, énemli
dengesizliklere sahip veri kiimelerindeki artan dogruluk orani, yanlig teshisleri azaltma ve
tedavi planlamasini optimize etme potansiyeline isaret etmektedir. Bu durum, daha etkin
kaynak tahsisi, iyilestirilmis hasta sonuglar1 ve saglik hizmetleri kalitesinde artis anlamina
gelmektedir. Yontemin saglamligi, saglik veri kiimelerinde sik¢a karsilagilan sinif dengesizligi
gibi yaygin zorluklar1 ele almak i¢in degerli bir ara¢ olusturmakta ve bu da aragtirmacilar ve

klinisyenler i¢in hastalik teshisi ve tedavisinde pratik faydalar sunar.
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4.3. ONERILEN VERI ON iSLEME YONTEMININ FARKLI SINIFLANDIRICILAR
UZERINDE PERFORMANS KARSILASTIRMASI

Bu deneyde, saglik veri kiimelerindeki ikili siniflandirma gorevlerinde, dengesiz dagilimli
smiflarin ve eksik degerli verilerin belirgin oldugu durumlar i¢in tez kapsaminda onerilen 6n
isleme yonteminin etkisi sistemli bir sekilde analiz edilmistir. Bu tez ¢calismasinda, onerilen 6n
isleme yonteminin performansi, literatiirde basariyla kullanilan alt1 farkli makine 6grenmesi
simiflandirma algoritmasi ile test edilmistir. Bu testler, dnerilen 6n isleme yontemi ile dengesiz
dagilimli siniflarin dengelendigi ve eksik degerlerin tamamlandig1 veri kiimesindeki bireylerin
dogru ve etkili bir sekilde hasta veya saglikli olarak ayirt edilme yetenegini degerlendirmeyi
amaclamistir. ' Yontemin basarisi, bu algoritmalarin kullanimiyla elde edilen sonuglarla
Olciilmiis ve analiz edilmistir. Ayrica, Onerilen 6n isleme yonteminin ikili siniflandirma
problemlerindeki performansi, eksik degerlerin tamamlanmasi ve dengesiz dagilimli siniflarin
dengelenmesi tizerine literatiirde yapilan ilgili ¢alismalarin sonuglariyla karsilastirilmistir. Bu
karsilagtirma, Onerilen yontemin etkinligini daha genis bir baglamda degerlendirme imkani

sunmaktadir.

Veri kiimelerinin hazirlig1 siirecinde, eksik verilerin ele alinmasi i¢in onerilen GA-MICE
yontemiyle eksik degerler tamamlanmistir. Kategorik degiskenler, scikit-learn kiitiiphanesinde
bulunan bir-etiket kodlama teknigi kullanilarak sayisal degerlere doniistiiriilmiis; stirekli
degiskenler ise standart dl¢cekleme teknigiyle dlgeklendirilmistir. Veri kiimelerindeki dengesiz
siniflart diizeltmek i¢in onerilen GASMOTEPSO ENN yontemi uygulanmis ve dengelenen
veri kiimelerinde aykir1 degerleri belirlemek ve kaldirmak i¢in IQR yontemi kullanilmuastir.
Sonrasinda, tiim veri kiimeleri %33 test oraniyla egitim ve test alt kiimelerine boliinmiis ve bu
alt kiimeler makine 6grenmesi siniflandirma modellerine giris olarak saglanmistir. Dogruluk,
kesinlik, duyarlilik, F1-skor ve MCC model degerlendirme metriklerine gore elde edilen test
sonuglar1 Tablo 4.10, Tablo 4.11 ve Tablo 4.12°de sunulmustur. MCC metrigine gore en iyi

sonuglar her bir veri kiimesi i¢in kalin yazi tipiyle vurgulanmstir.
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Tablo 4.10: PID veri kiimesinde siniflandiricilarin 6nerilen veri 6n isleme yontemi sonrasi
performansinin analizi.

Smiflandirict  Dogruluk Kesinlik Duyarlihk Fl-skor MCC

LR 0.78 0.74 0.86 0.79 0.57
RF 0.84 0.77 0.96 0.85 0.70
SVM 0.93 0.92 0.94 0.93 0.86
DT 0.85 0.82 0.88 0.85 0.70
NB 0.73 0.73 0.73 0.73 0.47
XGBoost 0.92 0.92 0.89 0.96 0.84

Tablo 4.11: SIT veri kiimesinde smiflandiricilarin dnerilen veri &n isleme yontemi sonrasi
performansinin analizi.

Smiflandirica Dogruluk Kesinlik Duyarhlik Fl-skor MCC

LR 0.92 0.92 0.90 0.91 0.84
RF 0.92 0.91 0.93 0.92 0.85
SVM 0.96 0.95 0.96 0.96 0.92
DT 0.94 0.93 0.95 0.94 0.88
NB 0.92 0.91 0.92 0.92 0.84
XGBoost 0.97 0.97 0.98 0.97 0.95

Tablo 4.12: KBH veri kiimesinde siniflandiricilarin 6nerilen veri 6n isleme yontemi sonrasi
performansinin analizi.

Smiflandirict  Dogruluk Kesinlik Duyarhilik Fl-skor MCC

LR 0.99 1.00 0.99 0.99 0.99
RF 1.00 1.00 1.00 1.00 1.00
SVM 1.00 1.00 1.00 1.00 1.00
DT 0.98 0.95 1.00 0.98 0.95
NB 0.98 0.98 0.99 0.98 0.96
XGBoost 1.00 1.00 1.00 1.00 1.00

Deneysel sonuglar incelendiginde, tez kapsaminda gelistirilen 6n isleme yonteminin, makine
o0grenmesi smiflandiricilarinin  performansimi 6nemli dlgiide artirdigint  gdzlemlenmistir.
Oncelikle, PID veri kiimesi iizerinde yapilan degerlendirmede, SVM ve XGBoost gibi 6nde
gelen algoritmalarin, GASMOTEPSO_ENN ve GA-MICE yo6ntemleri uygulandiktan sonra

elde edilen tam ve dengeli veri kiimelerinde yiiksek dogruluk, kesinlik, duyarlilik, F1-skoru ve
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MCC model degerlendirme metriklerinde dikkate deger bir basartya ulastigi gézlenmistir. Bu
sonuclar, veri yeniden Ornekleme ve eksik deger atama siireclerinin, siniflandiricilarin
dogrulugunu ve giivenilirligini artirmada etkili oldugunu gostermektedir. SIT veri kiimesi
tizerinde yapilan degerlendirmede, SVM ve XGBoost gibi algoritmalarin, dogruluk, kesinlik,
duyarlilik, F1-skoru ve MCC model degerlendirme metriklerinde oldukga yiiksek sonuglar elde
ettigi gdzlemlenmistir. Bu bulgular, 6nerilen 6n isleme yonteminin, veri kiimesinin oldukga
yuksek oranda siif dengesizligi géstermesine ragmen, makine 6grenmesi siniflandiricilarinin
performansim1 artirdigim1  acgikga ortaya koymaktadir. KBH veri kiimesinde yapilan
degerlendirme ise, tiim siniflandiricilarin yiiksek performans sergiledigini gdzlemlenmektedir.
Bu bulgular, eksik degerlerin atanmasi ve sinif dengesizliginin diizeltilmesi gibi 6nemli veri 6n
isleme adimlarinin, siniflandiricilarin istikrarli ve giivenilir bir sekilde yiiksek performans
sergilemesine katki sagladigini vurgulamaktadir. Bu baglamda, deney sonuglar1 6nerilen 6n
isleme yonteminin etkinligini gii¢lii bir sekilde desteklemekte ve gercek diinya verileri iizerinde
siniflandirma performansini artirmada 6nemli bir adim olarak 6ne ¢ikmaktadir. Ayrica, 6nerilen
On isleme yonteminin performansi, ikili siiflandirma modelinin farkl esiklerdeki pozitif ve
negatif smiflar1 ayirt etme yetenegini 6lgen AUC metrigi iizerinden de analiz edilmistir.
Siniflandiricilarin sirastyla PID, SIT ve KBH veri kiimelerinde analiz edilen ROC egrileri ve

ilgili AUC degerleri Sekil 4.13, Sekil 4.14 ve Sekil 4.15 'te sunulmaktadir.
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Sekil 4.13: Onerilen veri 6n isleme yontemi sonras1 PID veri kiimesiyle egitilmis gesitli
smiflandiricilarin ROC egrileri.
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Sekil 4.14: Onerilen veri 6n isleme yontemi sonrasi SIT veri kiimesiyle egitilmis gesitli
smiflandiricilarin ROC egrileri.
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Sekil 4.15: Onerilen veri 6n isleme yontemi sonrast KBH veri kiimesiyle egitilmis ¢esitli
siniflandiricilarin ROC egrileri.

PID wveri kiimesi i¢in Sekil 4.13'te elde edilen bulgulara gére, SVM ve XGBoost
siniflandiricilarinin pozitif ve negatif siiflar arasinda diger siniflandiricilara gore daha iyi bir
ayrim yetenegi sergiledigi, NB'nin ise nispeten daha zayif bir ayrim yetenegi sergiledigi agikca

gbzlemlenmektedir. SIT veri kiimesi icin, Sekil 4.14 'te elde edilen bulgulara gére, LR, RF,
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SVM, DT, NB ve XGBoost siniflandiricilart AUC degerlerine dayali olarak dikkate deger bir
performans sergilemistir. XGBoost siniflandiricis1 0,97 en yiiksek AUC degeri ile one
cikmaktadir. Bu bulgular SIT veri kiimesindeki pozitif ve negatif siniflar1 ayirt etme konusunda
tiim siniflandiricilarin yiiksek yeteneklere sahip oldugunu gostermektedir. KBH veri kiimesine
iliskin olarak elde edilen sonuclara gore, Sekil 4.15 'teki bulgular, tiim siniflandiricilarin yiiksek
AUC degerleri elde ettigini agikca gostermektedir. Tiim smiflandiricilarda 0,98'in {lizerinde
AUC degerleri gozlemlenmistir. RF, SVM ve XGBoost smiflandiricilar, %100 AUC
degerleriyle miikemmel ayirt etme yetenegi sergilemistir. Bu bulgular KBH veri kiimesindeki
pozitif ve negatif siniflar1 ayirt etmede tiim siniflandiricilarin son derece yiiksek performans

gosterdigi elde edilen sonuglar arasindadir

Tez kapsaminda Onerilen On isleme yOnteminin basarisi, veri dengesini saglamak icin
GASMOTEPSO _ENN ve eksik degerleri ele almak icin GA-MICE yontemlerinin
yeteneklerinden kaynaklandigini agik¢a gostermektedir. GASMOTEPSO _ENN yontemi, veri
kiimesindeki dengesizligi gidermek icin SMOTE o6rnekleme teknigini GA ve PSO sezgisel
yontemleriyle birlestirir. Ardindan, ENN yontemi, 6rnekler arasindaki mesafeleri ve sinif
etiketlerini kullanarak asir1 6rnekleme sonrasi veri kiimesini diizenler, bu da asir1 6rnekleme
sonrasi olusturulan sentetik 6rneklerin kalitesini artirir. GASMOTEPSO_ENN ydntemi, azinlik
siifinda yeni ornekler olusturarak makine d6grenmesi siniflandiricilart i¢in egitim verilerinin
daha dengeli bir sekilde dagitilmasin1 saglar. Ote yandan, GA-MICE yéntemi eksik degerlerin
giivenilir bir sekilde tespit edilmesini ve atanmasini saglayarak siniflandirma algoritmalarinin
onyargili olmasini engeller. GA-MICE yo6ntemi, eksik degerleri doldurmak i¢in MICE atama
yaklagimini GA ile birlestirir ve eksik degerleri etkili bir sekilde tamamlar. Bu yontem, eksik
verilerin tespit edilmesini ve dogru sekilde doldurulmasim1 saglayarak smiflandirma
algoritmalarinin 6nyargili olmasini 6nler. Bu deneysel ¢alisma, GASMOTEPSO_ENN ve GA-
MICE vyaklagimlarinin ger¢ek diinya verileriyle c¢alisan simiflandirma modellerinin
performansini artirmada etkili oldugunu gostermektedir. Ayrica, 6nerilen 6n isleme yonteminin
performansi, eksik deger atama ve smif dengesizligi konularini ele alan literatiirdeki benzer
caligmalarin bulgulariyla karsilagtirilmistir. Her siniflandiricinin  goreceli  performansini
degerlendirmek i¢in Bolim 2.2.9'da sunulan model degerlendirme metriklerine dayali olarak
karsilastirmali bir analizi gergeklestirilmistir. Deneysel bulgular, Tablo 4.13, Tablo 4.14 ve
Tablo 4.15'te sunulmaktadir. Her veri kiimesi i¢in F1-skoru agisindan en iyi sonuglar kalin yazi

tipi kullanilarak vurgulanmaigtir.
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Tablo 4.13: Onerilen 6n isleme ydnteminin literatiirdeki PID tahmin modelleriyle karsilastiriimas.

Yintem Dogruluk Kesinlik Duyarlhihk Fl-skor AUC
DMP_MI [19] 0.87 0.80 0.85 0.83 0.92
ADASYN+MLP [20] 0.84 0.91 0.85 0.88 0.83
CS+XGBoost [10] 0.79 0.77 0.84 0.80 0.83
MissForest+XGBoost [17] 0.77 - - - -

Onerilen yiéntem 0.93 0.92 0.94 0.93 0.93

Tablo 4.14: Onerilen 6n isleme yonteminin literatiirdeki SIT tahmin modelleriyle karsilastiriimasi.

Yintem Dogruluk Kesinlik Duyarhhk Fl-skor AUC
Ensemble RXLM [21] 0.96 0.96 0.96 0.96 0.99
PCA+DNN+Focal Loss [22] 0.92 - - 0.77 0.90
SMOTE+TOMEK+DNN [23] 0.86 0.99 0.87 0.92 0.84
Undersampling+NB [3] 0.82 0.79 0.86 0.82 0.82
Onerilen yontem 0.97 0.97 0.98 0.97 0.97

Tablo 4.15: Onerilen 6n isleme yonteminin literatiirdeki KBH tahmin modelleriyle karsilastirilmas.

Yontem Dogruluk Kesinlik Duyarhhk Fl-skor AUC
CS+RF [10] 0.99 0.99 1.00 0.99 1.00
Datawig+RF [24] 0.98 - - - -
LR+SMOTE [25] 0.98 1.00 - 0.98 -
SMOTE+FNN [26] - 0.97 0.99 0.99 0.99
Onerilen yontem 1.00 1.00 1.00 1.00 1.00

Saglik veri kiimelerinde eksik deger ve dengesiz dagilimli sinif problemlerine yonelik literatiir
caligmalari incelendiginde, tez kapsaminda 6nerilen 6n isleme yonteminin alternatif yontemlere
kiyasla iistiin performans sergiledigi acik¢a goriilmektedir. PID veri kiimesi iizerinde yapilan
caligmalarda, Wang ve dig. [19] tarafindan kullanilan DMP_MI yontemi kabul edilebilir bir
dogruluk oranina sahip olsa da Onerilen yontemimiz ile karsilastirildiginda daha diisiik
performans gostermektedir. Benzer sekilde Yadav ve dig. [20] ile Mienye ve Sun [10]
tarafindan Onerilen yOntemler, Onerilen yoOntemimizle karsilastirildiginda daha diistik
performans metriklerine sahiptir. Ozellikle, 6nerilen yontemimiz %93 oraninda 6nemli bir
dogruluk orami elde etmistir, bu da Madhu ve dig. [17] tarafindan Onerilen modelin

performansmni agmaktadir. Onerilen ydntemimiz, PID veri kiimesinde yiiksek dogruluk,
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kesinlik, duyarlilik, F1-skoru ve AUC model degerlendirme sonuglar1 elde etmistir. Onerilen
yontemimizin kesinlik, duyarlilik ve Fl-skoru sirasiyla %92, %94 ve %93 olarak
hesaplanmigtir. Ayrica, bu yontemin AUC degeri 0,93 olarak Olclilmiistiir. Bu bulgular,
Onerilen yontemin PID veri kiimesinde daha etkili calistigim1 ve daha giivenilir sonuglar
tiretebilecegini gostermektedir. Dolayisiyla, Onerilen yontemin diyabet teshisi i¢in daha
giivenilir bir ara¢ oldugu elde edilen sonuglar arasindadir. SIT veri kiimesi iizerinde yapilan
literatlir ¢aligmalar1 incelendiginde, Onerilen yontemimizin diger yontemlere kiyasla iistiin
performans sergiledigi acik¢a goriilmektedir. Alruily ve dig. [21] tarafindan 6nerilen yontem
%96 dogruluk elde ederken, onerilen yontemimiz %97 dogruluk orani elde ederek daha iyi bir
performans gostermistir. Jing [22]'in yontemi %92 dogruluk oranina sahipken, Onerilen
yontemimiz hem daha yiiksek dogruluk hem de daha yiiksek bir F1-skoru performansi elde
etmistir. Rana ve dig. [23]'in yontemi %86 dogruluk, %99 kesinlik ve %87 duyarlilik sonucu
elde etmistir. Onerilen yontemimiz ise daha yiiksek dogruluk, kesinlik ve duyarlilik degerleriyle
daha etkili bir performans sergilemistir. Benzer sekilde, Sailasya ve Kumari [3]'nin yontemi
%82 dogruluk, %79 kesinlik ve %86 duyarlilik sonucu gdsterirken, dnerilen yontemimiz daha
yiliksek dogruluk, kesinlik ve duyarlilik metrik sonuclar1 saglamistir. Genel olarak, sonuglar
onerilen sistemimizin SIiT veri kiimesinde daha etkili ve giivenilir bir siniflandirma performansi
sundugunu gdstermektedir. SIT veri kiimesi {izerinde yapilan literatiir calismalarmin
incelenmesi, Onerilen sistemin diger yOntemlere kiyasla iistiin performans sergiledigini
gostermektedir. KBH veri kiimesi iizerinde yapilan literatiir ¢aligmalar1 incelendiginde, Mienye
ve Sun [10] tarafindan &nerilen yontem %99 dogruluk orani elde ederken, 6nerilen yontemimiz
%100 oraninda dogruluk etmistir. Maisha ve dig. [24] ile Wibowo ve Pulupi [25]'nin modelleri
%98 dogruluk oranina sahipken, Onerilen yontemimiz %100 dogruluk sonucu elde ederek
olaganiistii bir smiflandirma yetenegi gostermistir. Ayrica, Onerilen yontemimiz, kesinlik,
duyarlilik, F1-skoru ve AUC agisindan mitkemmel sonuglar elde etmistir, bu da yontemimizin
giiclii ve gilivenilir oldugunu gostermektedir. Imran ve dig. [26]'nin yontemi %97 kesinlik ve
%99 duyarlilik gibi etkileyici sonuglar elde etmis olsa da dogruluk metriklerini sunmamastir.
Genel olarak, sonuglar, 6nerilen sistemimizin KBH veri kiimesindeki bireyleri hasta ve saglikli
olarak dogru bir sekilde siniflandirmada olaganiistii etkinlik ve iistiinliiglinii vurgulamaktadir.
Tiim veri kiimelerinde elde edilen sonuglar, onerilen yontemimizin ¢esitli dengesiz ve eksik
degerli saglik veri kiimelerinde etkili bir sekilde kullanilabilecegini ve literatiirde 6nerilen diger

yontemlere kiyasla daha iyi performans sergiledigini gostermektedir.
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5. TARTISMA

Diinya genelinde, kronik hastaliklardan kaynaklanan 6liimlerin oranlar1 WHO™un yayinladigi
rapora gore belirtilmistir. Bu hastaliklar igerisinde kalp hastaligi, felg, kanser, diyabet ve kronik
solunum yolu hastaliklar1 dahil birgok kronik rahatsizlik bulunmaktadir. Kronik hastaliklarin
olugmasi riski yiiksek olan bireylerin erken tanisi, hastaligin ilerlemesinin yavaslatilmasinda ve
tedavisinde Onemli bir klinik degere sahiptir [2]. Son zamanlarda klinik c¢aligmalarda
hastaliklarin erken teshisi ve tahmini i¢in makine 6grenmesi siniflandirma modellerinde dikkate
deger bir artis yasanmaktadir. Bu modeller ile saglik sektoriindeki bakim maliyetleri
azaltilmakta ve hekimlerin is giiclinii azaltarak her hastaya ayrilan siirenin daha etkili kullanimi
saglanmaktadir. Artan kiiresel niifusla birlikte hekimlerin, ¢esitli hastaliklarin erken tespitini ve
takibini saglayacak, makine 6grenmesi ve yapay zeka teknikleri ile gelistirilmis yardimci

araclara ihtiya¢ duydugu aciktir.

Makine ogrenmesi yontemleri genellikle dengeli simif dagilimli, eksiksiz ve tutarli veri
kiimeleriyle uyumlu olarak tasarlanmistir. Ancak, dogas1 geregi saglik veri kiimeleri genellikle
dengesiz sinif dagilimlarina ve eksik degerlere sahiptir. Bu durumda, veri kiimesindeki eksik
veya hatali veriler makine 6grenmesi modellerinin 6grenme siirecini olumsuz yonde
etkileyebilir. Siniflar arasindaki dengesizlik, nadir smiflarin taninmasini zorlastirabilir ve
modelin ¢ogunluk sinifina yanlis sekilde egilimli olmasina neden olabilir. Literatiirde, her iki
problemin ¢oziimiine yonelik yeterli sayida modelin bulunmadig1 gézlemlenmistir. Bu durum,
saglik alaninda eksik deger ve dengesiz sinif problemlerini ele alan yeni aragtirmalara olan

ihtiyac1 vurgulamaktadir.

Tez calismasi kapsaminda, saglik verilerinin analizi ve hastaliklarin tahmini {izerine yapilan
arastirmalarda sikc¢a karsilagilan eksik veri ve dengesiz sinif dagilimi problemlerini ele alan
0zgilin bir hibrit 6n isleme modeli gelistirilmistir. Bu model, eksik degerlerin atamasi igin
literatlirdeki calismalarda basarilt bir sekilde kullanilan MICE yonteminin GA sezgisel
yontemini birlestirerek gelistirilen GA-MICE yontemini icermektedir. Dengesiz dagilima sahip
siniflarin ele alinmasi igin SMOTE asir1 6rnekleme ve ENN eksik 6rnekleme yontemlerinin GA
ve PSO sezgisel yontemlerinin birlestirilmesiyle olusturulan GASMOTEPSO ENN y6ntemini

kapsamaktadir. Bu sekilde, veri kiimesindeki eksik degerlerin ve sinif dengesizliginin
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giderilmesiyle birlikte, makine 6grenmesi siniflandirma modelinin performansi artirilarak daha
giivenilir sonuglar elde edilmesi amaglanmistir. Onerilen yontemin etkinliginin
degerlendirilmesinde, WHO verilerine dayanarak belirlenen 6liim oranlarinin basinda gelen
diyabet, inme ve bobrek hastaliklarinin tespit edilmesine odaklanan ii¢ farkli halka agik veri
kiimesi kullanilmistir. Bu veri kiimeleri segilirken, farkli sinif dengesizlik oranlari, eksik deger
miktarlari, veri kiimesi biiylikliigii ve hastaliklarin yayginligi gibi gesitli kriterler dikkate
alinmistir. Bu ¢ok yonlii veri kiimesi se¢imi, onerilen yontemin genel gegerliligini ve gercek
diinya kosullarinda performansini daha etkili bir sekilde degerlendirmeye olanak tanimustir.
Veri kiimesi hazirli1 asamasinda, eksik degerler ve sinif dengesizligi oranlari tespit edilmis ve
tez kapsaminda Onerilen hibrit 6n isleme yontemi kullanilarak eksik degerler doldurulmus ve
siniflar dengelenmistir. Ardindan, dengelenmis ve tamamlanmis veri kiimesi egitim ve test alt
kiimelerine boliinerek makine 6grenmesi siniflandirma modellerine uygun hale getirilmistir.
Veri kiimelerindeki bireylerin hasta ve saglikli olarak siniflandirilmasinda, literatiirde sikca
kullanilan LR, RF, SVM, DT, NB ve XGBoost makine 6grenmesi siniflandirma algoritmalari
kullanilmistir. Siiflandirma modelinin performansi, dogruluk, kesinlik, duyarlilik, F1-skoru,
MCC ve AUC model degerlendirme metrikleri kullanilarak 6l¢iilmiis ve Onerilen hibrit 6n

isleme yonteminin siniflandirma performansina olan etkisi degerlendirilmistir.

Bu ¢alismada, ii¢ farkli deney tasarlanmstir. Ilk deneyde, saglik veri kiimelerinde sik¢a goriilen
eksik degerler ve simif dengesizligi gibi onemli veri problemleri géz ardi edilerek makine
ogrenmesi siniflandiricilarinin dogrudan hasta ve saglikli bireyleri ayirt etme performansi
degerlendirilmistir. Elde edilen analiz sonuclaria gore, PID veri kiimesinde sinif dengesizligi
ve eksik verilerin bulunmasi, smiflandiricilarin  performansini olumsuz etkileyebildigi
gozlemlenmistir. Ancak, RF siniflandiricisinin goreceli olarak daha yiiksek basari elde etmesi,
bu zorluklarin {istesinden gelme potansiyelini gostermektedir. SIT veri kiimesindeki ciddi
diizeydeki simif dengesizligi orant ve biiyilk miktarda eksik verinin bulunmasi,
simiflandiricilarin - dogrulugunu ve giivenilirligini  zorlayabilir. Ancak, RF'nin diger
siniflandiricilara kiyasla daha yiiksek bir performans gostermesi, dogru model se¢imi ve uygun
On isleme adimlarinin 6nemini vurgulamaktadir. KBH veri kiimesinde, dengesiz siniflarin yani
sira  eksik verilerin de bulunmasi, smiflandiricilarin  performansini  etkileyebildigi
gozlemlenmistir. Ancak, LR, RF ve XGBoost gibi siniflandiricilarin yiiksek dogruluk ve diger
performans metriklerinde basarili olmasi, modelin veri kiimesine uygun bir sekilde

uyarlanmasinin 6nemini gostermektedir. Siniflandiricilarin - performansi iizerinde smif



67

dengesizligi ve eksik veriler gibi zorluklarin etkisi gdz oniline alindiginda, uygun 6n isleme

yontemlerinin ve model se¢iminin kritik dneme sahip oldugu agik¢a goriilmiistiir.

Ikinci deneyde, smif dengesizligi igin bir ¢dziim olarak tez kapsaminda &nerilen
GASMOTEPSO_ENN yontemi kullanilmis ve eksik degerler literatiirde basariyla kullanilan
MICE yontemiyle doldurulmustur. Bu sayede, daha dengeli ve eksiksiz bir veri kiimesi elde
edilerek simiflandiricilarin - performans: literatiirdeki diger yoOntemlerle karsilastirilarak
degerlendirilmistir. Elde edilen analiz sonuglar1 incelendiginde, Onerilen
GASMOTEPSO_ENN yoénteminin saglik veri kiimelerindeki sinif dengesizligi ve eksik veriler
gibi 6nemli veri problemlerini ele almak igin etkili oldugunu gostermektedir. Bu yontem
sayesinde, makine Ogrenmesi simniflandiricilarinin  performansinda belirgin bir iyilesme
saglanmistir. Ozellikle, GASMOTEPSO ENN yontemi sonrast kullanilan siniflandirma
modelleri, orijinal veri kiimelerinde yiiksek performans elde etmis ve model degerlendirme
metriklerinde belirgin bir iyilesme gostermistir. Ayrica, literatiirdeki diger benzer ¢aligsmalarla
karsilastirildiginda, Onerilen yoOntemin benzer veya {stiin performans sergiledigi
gozlemlenmistir. Ozellikle, PID, SIT ve KBH gibi farkl1 saglik veri kiimelerinde elde edilen
sonuglar, GASMOTEPSO_ENN ydnteminin genel etkinligini ve farkli veri kiimelerindeki
basar1 potansiyelini acik¢a ortaya koymaktadir. Bu bulgular 1s18inda, GASMOTEPSO_ENN
yontemi, saglik veri kiimelerinde siif dengesizligi gibi yaygin zorluklari ele almak i¢in degerli
bir arag¢ olarak kullanilabilir. Bu yontem, hastalik teshisinde artan dogruluk oramiyla yanlis
teshisleri azaltma ve tedavi planlamasini optimize etme potansiyeline sahiptir. Boylece, bu
yontemle daha etkin kaynak tahsisi, iyilestirilmis hasta sonuglari ve saglik hizmetleri

kalitesinde artis saglanabilir.

Ucgiincii deneyde hem eksik degerlerin hem de sinif dengesizliginin giderilmesine yonelik tez
kapsaminda Onerilen hibrit 6n isleme yonteminin etkinligi incelenmistir. Bu yeni yOntem,
literatiirdeki diger yontemlerle karsilastirilarak degerlendirilmistir. Bu deney, daha kapsamli
bir veri 6n isleme stratejisinin siniflandiricilarin performansini nasil etkiledigini anlamak i¢in
onemli bir adim olmustur. Elde edilen bulgulara dayanarak, onerilen hibrit 6n isleme
yonteminin saglik veri kiimelerindeki sinif dengesizligi ve eksik veriler gibi onemli veri
problemlerini ele almak igin etkili oldugu goriilmektedir. Ozellikle, PID, SIT ve KBH veri
kiimelerinde yapilan degerlendirmelerde, ©nde gelen smiflandirma algoritmalarinin
GASMOTEPSO_ENN ve GA-MICE yontemleri uygulandiktan sonra belirgin bir sekilde

yiiksek performans sergiledigi gozlemlenmistir. PID veri kiimesi lizerinde yapilan ¢calismalarda,
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SVM ve XGBoost gibi 6nde gelen algoritmalarin, 6nerilen 6n isleme yontemleri uygulandiktan
sonra yiiksek dogruluk, kesinlik, duyarlilik, F1-skoru ve MCC gibi model degerlendirme
metriklerinde dnemli bir basar1 elde ettigi belirlenmistir. Benzer sekilde, SIT ve KBH veri
kiimelerinde de tiim siniflandiricilarin yiiksek performans sergiledigi gozlemlenmistir. Bu
bulgular, Onerilen 6n isleme yonteminin siniflandiricilarin performansini artirmada etkili
oldugunu ve gercek diinya verileri iizerinde 6nemli bir adim oldugunu vurgulamaktadir.
Deneysel sonuclar, GASMOTEPSO ENN ve GA-MICE yontemlerinin, veri dengesini
saglamak ve eksik degerleri ele almak i¢in etkili oldugunu agikca gostermektedir.
GASMOTEPSO _ENN yontemi, veri kiimesindeki dengesizligi gidermek i¢in SMOTE
ornekleme teknigini GA ve PSO sezgisel yontemleriyle birlestirirken, GA-MICE yontemi eksik
degerlerin giivenilir bir sekilde tespit edilmesini ve atanmasini saglayarak siniflandirma
algoritmalarinin 6nyargili olmasini engeller. Ayrica, literatiirdeki benzer caligmalarla
karsilagtirildiginda, 6nerilen 6n isleme yonteminin iistiin performans sergiledigi goriilmektedir.
PID, SIT ve KBH veri kiimelerinde elde edilen sonuglar, dnerilen yontemin diger yontemlere
kiyasla daha etkili ve giivenilir oldugunu gostermektedir. Ozellikle, 6nerilen yontemin %93 ile
%100 arasinda degisen dogruluk, kesinlik, duyarhilik, F1-skoru ve AUC degerleri elde ettigi

gbzlemlenmistir.

Bu calismanin bulgulari, eksik degerlerin ve smif dengesizliginin smiflandiricilarin
performansini  6nemli Olgiide etkileyebilecegini gostermektedir. Ayrica, bu tiir veri
problemlerini ele almak i¢in etkili 6n isleme yontemlerinin kullanilmasinin énemli oldugunu
vurgulamaktadir. Sonug olarak, bu ¢aligma, saglik veri analizinde karsilasilan yaygin veri
problemlerini ele almak icin ¢esitli 6n isleme yontemlerinin etkinligini arastirmistir. Bulgular,
daha saglikli ve giivenilir sonuglar elde etmek i¢in uygun On isleme stratejilerinin
benimsenmesinin gerekliligini ortaya koymaktadir. Tez kapsaminda Onerilen hibrit 6n isleme
yontemi, gergek diinya verileri lizerinde basarili bir sekilde uygulanabilir ve saglik sektoriinde

karar alma siireclerini iyilestirmeye yonelik 6nemli bir katki saglayabilir.
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6. SONUC VE ONERILER

Hizla artan veriler saglik verilerinin makine 6grenmesi yontemlerine ihtiyacini da beraberinde
getirmistir. Bu tez calismasi, saglik veri analizinde sik¢a karsilasilan eksik degerler ve sinif
dengesizligi gibi 6nemli veri problemlerini ele alan 6zglin bir hibrit 6n isleme modelinin
gelistirilmesini ve degerlendirilmesini amaglamistir. Calismanin bulgulari, saglik sektoriindeki
veri analizi ve hastaliklarin tahmini gibi alanlarda sik¢a karsilasilan bu tiir zorluklarin

tistesinden gelmek i¢in etkili bir yaklagim sunmaktadir.

Saglik alaninda, eksik degerlerle ve dengesiz veri kiimeleriyle sikc¢a karsilagilmasina ragmen,
bu tiir verilerle yapilan c¢alismalarin sonuc¢larinin dogrulugu ve pratik uygulanabilirligi
genellikle sinirlidir. Aragtirmacilar ve hekimler, dengesiz ve eksik degerlerle basa ¢ikmak igin
analiz yontemleri ve araglarinin gelistirilmesine ihtiyag duymaktadirlar. Bu tez ¢alismasinda ilk
olarak, saglik verilerinin analizinde bu iki sorunun tistesinden gelmek i¢in birgok problemin
optimize edilmesinde basariyla kullanilan sezgisel yontemler ile makine &grenmesi
algoritmalarin1 birlestiren literatiirdeki c¢esitli calismalar incelenmis ve bu ¢aligmalarin
sonuglar1 bir kitap boliimiinde yaymlanmustir [2]. Incelenen calismalarin 1s131nda, sezgisel
yontemlerin saglik veri analizi alaninda da yapilan arastirmalara 6nemli katkilar sagladigi

gbzlemlenmistir.

Saglik veri analizindeki eksik veri ve dengesiz simif dagilimi gibi temel zorluklarin etkili bir
sekilde ele alinmasi, makine Ogrenmesi siniflandiricilarinin performansini 6nemli Olgiide
etkileyebilir. Bu tez ¢alismasinda ikinci olarak, saglik veri kiimelerinde sikc¢a karsilasilan bu
eksik veri ve dengesiz sinif dagilimi problemlerinin makine dgrenmesi smiflandiricilarinin
performansini nasil etkiledigini detayli bir sekilde incelenmistir. Bu baglamda, literatiirde
basartyla kullanilan 6rnekleme yontemleri ile dengesiz dagilimli siiflarin dengelemesine
odaklanilmis ve eksik degerlerin tamamlanmasinda etkili olan stratejilerin kapsamli bir analizi
gergeklestirilmistir. Bu analiz, saglik veri kiimelerinde eksik verilerin ve dengesiz siniflarin
yaygmhigmi ve etkilerini detayli bir sekilde arastirmistir. Ozellikle, saglik veri analizi gibi
hassas alanlarda, eksik verilerin siniflandiricilarin dogrulugu ve giivenilirligi tizerinde 6nemli
bir etkiye sahip oldugu gozlemlenmistir. Ayrica, dengesiz sinif dagiliminin nadir siniflarin

taninmasini zorlastirdig1 ve modelin ¢ogunluk sinifina yanhs sekilde egilimli olmasina neden
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oldugu belirlenmigtir. Bu analizin bulgulari, makale formatinda yaymlanmig [28] ve ayni

zamanda poster bildirisi olarak 9. Tip Diinyas1 Kongre'sinde sunulmustur [75].

Saglik veri analizinde smif dengesizligi, 6zellikle azinlik ve cogunluk smiflarin dogru
siniflandirilmasi agisindan 6nemli bir zorluk teskil etmektedir. Bu tez ¢alismasinda ti¢lincii
olarak, dengesiz dagilimli1 siniflarin diizeltilmesine yonelik bir 6n isleme yontemi olarak GA ve
PSO sezgisel yontemleri ile SMOTE ve ENN yontemlerini birlestiren GASMOTEPSO_ENN
yontemini gelistirilmistir. Bu analiz, GASMOTEPSO _ENN yontemi ile dengelenen veri
kiimesindeki bireylerin hasta veya saglikli olarak teshisinde artan performansin pratik
uygulamalari igin dnemli bir potansiyeli vurgulamaktadir. Ozellikle, dengesizliklere sahip veri
kiimelerindeki artan dogruluk orani, yanlis teshisleri azaltma ve tedavi planlamasini optimize
etme firsatin1 isaret etmektedir. Bu yontem, saglik veri kiimelerinde sik¢a karsilasilan siif
dengesizligi gibi yaygin zorluklar1 ele almak icin degerli bir ara¢ olusturmakla birlikte
arastirmacilar ile hekimler i¢in hastalik teshisi ve tedavisinde pratik faydalar sunmaktadir. Bu

analizin bulgulari, makale formatinda yayinlanmistir [72].

Saglik veri kiimelerinde 6zellikle nadir hastaliklarda sik¢a karsilasilan asir1 dengesiz veri
kiimeleri, makine 0grenmesi yOntemlerinin etkinligini 6nemli Ol¢lide etkileyebilir. Bu tez
caligmasinda ayrica, yiiksek oranda sinif dengesizliginin XGBoost algoritmasinin basarisina
etkisi ve literatlirde en sik kullanilan eksik deger doldurma ve siif dengeleme yontemlerinin
arastirtlmasi yapilmistir. Bu galisma, yiiksek oranda sinif dengesizligi igeren inme tahmini veri
kiimesinde eksik degerler ve dengesiz veri kiimeleri gibi zorluklar1 agmak igin literatiirde
basariyla kullanilan yontemlerin etkinligini XGBoost makine 6grenmesi yontemiyle kapsamli
bir kargilastirmali analizini sunmaktadir. Elde edilen bulgular, SMOTEENN ydnteminin sinif
dengesizliginin etkisini azaltma ve eksik veri sorunlarimi yonetme konusundaki etkinligini
vurgulamsstir. Bu analiz, uygun 6rnekleme ve eksik veri doldurma yontemlerinin XGBoost
algoritmasinin performansini artirmak i¢in dnemli oldugunu gostermistir. Bu ¢alisma, eksik
veri ve dengesiz veri kiimeleri gibi temel zorluklara odaklanan detayli bir analiz sunmasi ve
inme tahmini modellerinin dogrulugunu ve gilivenilirligini artirmak i¢in uygun yontemlerin
Oonemini vurgulamaktadir. Bu ¢alismanin bulgulari, bildiri formatinda hazirlanarak uluslararasi

konferansta sunulmustur [76].

Tez ¢alismamizin temel odak noktasi, saglik verilerinin analizinde yaygin olarak goriilen hem

eksik deger hem de siif dengesizligi problemlerine yonelik bir hibrit 6n isleme yonteminin
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gelistirilmesidir. Bu yontem, GASMOTEPSO_ENN ve GA-MICE ydntemlerini birlestirerek
smif dengesizligini diizeltmeyi ve eksik degerleri doldurmay1 hedeflemektedir. Gelistirilen
hibrit 6n isleme yonteminde, literatiirde farkli problemlerin optimize edilmesinde basariyla
kullanilan GA ve PSO sezgisel yontemlerinden yararlanilmistir. Yapilan deneyler, onerilen
hibrit 6n isleme yonteminin simiflandiricilarin performansint 6nemli 6l¢iide artirdigini
gostermektedir. Ozellikle, bu yontemin kullamlmasiyla, siniflandiricilarin dogrulugunda ve
diger performans metriklerinde belirgin bir iyilesme saglanmistir. Bu baglamda, onerilen
yontemin, saglik verilerindeki eksik degerler ve siif dengesizligi gibi yaygin zorluklar ele
almak i¢in etkili bir ara¢ oldugu ve literatiirdeki benzer calismalara gore {istiin performans
sergiledigi belirlenmistir. Bu analizin bulgulari, makale formatinda diizenlenerek dergiye

gonderilmistir ve su an degerlendirme asamasindadir.

Bu tez ¢aligmasi, saglik veri analizi alaninda caligsan arastirmacilarin ve uygulayicilarin, veri
problemlerini dikkatlice ele alarak daha saglikli ve giivenilir sonuglar elde etmelerine yardime1
olmast agisindan onemlidir. Ayrica, onerilen hibrit 6n isleme yonteminin, saglik sektoriinde
karar alma siireglerini 1yilestirmeye yonelik 6nemli bir katki saglayabilecegi diisiiniilmektedir.
Bu ¢aligmanin bulgulari, saglik verilerinin daha etkin bir sekilde analiz edilmesi ve hastaliklarin
daha dogru bir sekilde tahmin edilmesi i¢in 6nemli bir adim olarak degerlendirilebilir ve
arastirmacilara rehberlik edebilir. Gelecekteki caligmalar, saglik veri analizi ve siniflandirma
yontemlerinin daha kapsamli bir bigimde incelenmesine odaklanabilir. Ozellikle, ikili
siiflandirma senaryolarindan ¢ok smifli ve dengesiz veri kiimelerine genisletme c¢abalar
biiylik 6nem tasimaktadir. Bu genisleme, tibbi durumlarin ve siniflandirma karmagikliklarinin
daha 1iyi yansitilmasina ve bu alandaki karar alma siireclerinin iyilestirilmesine katki
saglayabilir. Gelecekteki aragtirmalarin, 6zellik se¢imi, yeniden 6rnekleme, eksik deger atama
ve makine Ogrenmesi yontemlerinin entegrasyonunu daha fazla vurgulayabilecegi
disiiniilebilir. Bu, klinik uygulamalarda daha etkili karar almayi tesvik ederek tahmin
dogrulugunu ve model genellemesini artirabilir. Ayrica, yontemlerin pratikligi ve gercek tibbi
senaryolardaki etkinligi daha fazla degerlendirilebilir ve klinik uzmanlardan geri bildirim
alinabilir. Bu Oneriler, gelecek arastirmacilarin dengesiz veri ve eksik deger sorunlarini ele

almak ve klinik uygulamalarda daha gelismis ¢oziimler gelistirmek i¢in rehberlik saglayabilir.
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