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OZET

DUYGU ANALIZi MODELLERININ TURKCE METINLER UZERINDEKI
PERFORMANSI VE CHATBOT UYGULAMASI

Sosyal medya kullanimi son donemde olduk¢a yayginlagsmistir. Kullanicilarin sosyal
medya platformlarinda biraktiklar izler (begeni, yorum, emoji vs.) bilylik verilerin
toplanmasini saglamistir. Bu c¢alismada, beyazperde.com veri seti kullanilarak Tiirkce
metinler tizerinden duygu analizi yapmak i¢in ¢esitli makine 6grenimi modellerinin
performansin1 degerlendirmek ve ayn1 zamanda chatbot araciligiyla gercek zamanl

duygu analizi yapmak amaglanmuistir.

Bu kapsamda, veri setine makine O0grenimi modellerinden SVM (Support Vector
Machine), LSTM (Long Short-Term Memory), Naive Bayes (NB) ve Logistic Regresyon
yontemlerine duygu analizi yapabilen chatbot uygulamasi gerceklestirilmistir. Chatbot
uygulamasinin ger¢ek zamanl kullanimi i¢in egitilen modellerin performans degerlerine
bakilarak en uygun model bulunmaya calisilmistir. Bu calismada en uygun yontemi
belirlemek icin egitimi gergeklestirilen makine 6grenmesi modellerinin performans
degerlendirmelerini karsilastirmada dogruluk oranlari, egitim ve tahmin siireleri, chatbot

gozlemci formu kullanilmistir.

Bu sonuglar, Tiirk¢e metinler iizerinden elde edilen duygu analizi modellerinin chatbot
ile gergek zamanli kullaniminin basariyla uygulanabilecegini gostermistir. Bu yaklasim,
kullanicilarin deneyimlerini degerlendirmek i¢in duygu analizi modellerinin pratik
uygulamalarint gosterir. Chatbotlar aracilifiyla yapilan duygu analizi, hizmetlerin

tyilestirilmesi ve kullanici deneyiminin artirilmasina katki saglayabilir.

Anahtar Kelimeler: Yapay Zeka, Duygu Analizi, Makine Ogrenimi, Chatbot, Tiirkce

Metinler



ABSTRACT

PERFORMANCE OF SENTIMENT ANALYSIS MODELS ON TURKISH
TEXTS AND CHATBOT APPLICATION

The use of social media has become quite widespread recently. The traces left by users
on social media platforms (likes, comments, emojis, etc.) have enabled the collection of
large data. In this study, it was aimed to evaluate the performance of various machine
learning models for sentiment analysis on Turkish texts using the Beyazperde.com dataset

and to also perform real-time sentiment analysis via chatbot.

In this context, a chatbot application that can perform sentiment analysis on machine
learning models SVM (Support Vector Machine), LSTM (Long Short-Term Memory),
Naive Bayes (NB) and Logistic Regression methods was implemented on the data set.
The most suitable model was tried to be found by looking at the performance values of
the models trained for real-time use of the chatbot application. In this study, accuracy
rates, training and prediction times, and the chatbot observer form were used to compare
the performance evaluations of the trained machine learning models in order to determine

the most appropriate method.

These results have shown that real-time use of sentiment analysis models obtained from
Turkish texts can be successfully implemented with a chatbot. This approach
demonstrates practical applications of sentiment analysis models to evaluate users'
experiences. Sentiment analysis through chatbots can contribute to improving services

and increasing user experience.

Keywords: Artificial Intelligence, Sentiment Analysis, Machine Learning, Chatbot,
Turkish Texts



TESEKKUR

Tez calismamda calismalarima yon veren, bana giivenen danismanim Dr. Ogr.
Uyesi Gokalp TULUM ve yiiksek lisans egitimim siiresince desteklerini esirgemeyen Dr.

Nuri BINGOL hocalarima sonsuz tesekkiirlerimi sunarim.

Hayat arkadasim Ercan MISIR ve sevgili oglum ilber Kaan MISIR” a tiim yiiksek
lisans egitimim boyunca gosterdikleri destek ve anlayis i¢in sonsuz tesekkiirlerimi

sunarim.



BEYAN FORMU

Bu calismadaki biitiin bilgi ve belgeleri akademik kurallar c¢ercevesinde elde
ettigimi, gorsel, isitsel ve yazili tiim bilgi ve sonuglari bilimsel ahlak kurallarina uygun
olarak sundugumu, kullandigim verilerde herhangi bir tahrifat yapmadigima,
yararlandigim kaynaklara bilimsel normlara uygun olarak atifta bulundugumu, tezimin
kaynak gosterilen durumlar disinda 6zgiin oldugunu, tarafimdan iiretildigini ve Uskiidar
Universitesi Fen Bilimleri Enstitiisii Tez Yazim Kilavuzuna gére yazildigini beyan

ederim.

19.01.2024
Tugba ATAR MISIR



ICINDEKILER

OZET ..o i
ABSTRACT ...ttt ettt b et b bt e et e re s i
TESEKKUR ..ottt ettt s et et ettt s e e eeeseeans iii
BEYAN FORMU ....oooiiiiiiiieiie ettt sttt sene it s iv
ICINDEKILER ........ooooioiiieeeeee ettt ettt ettt senenas v
TABLOLAR DIZANI ..ot vii
SEKILLER DIZINT .........cooiviiiiiieeeee e viii
SIMGELER VE KISALTMALAR DIZINI ........ccococooiinininiicene, ix
Lo GIRIS .ottt ettt 1
| N 41 T TP PPPPPPPPPPPN 2
1.2, KAPSAM .ttt b et b et nne s 2
130 T@ZIN Y APIST..eeviiiieniieiie it ettt etttk b et b bbb nn e 3
2. GENEL BILGILER.........cocooiiiiiiiiie et 4
2.1, YAPAY ZEKA ....cueeiieeieite ettt ettt naeereenes 4
2.2. MaKing OFIENmMESi......c.cvriveviririiiieiiisceeiseseses sttt 6
2.2.1. Klasik makine OZreNMESI......ccuurviiiiiiiiiiiieiieii s 9
2.2.1.1. NAIVE DAYES ..ot 11
2.2.1.2. LOQISLIC FEOIESSION ....vivieiveeeeecteeete ettt ettt te e be e sae e s reesre e reeee e 13
2.2.1.3. Destek vektor makineSi-SVIM .........cciiuieiiiiieiiiee e siee e s e eiee s 14
2.2.1.4. Yapay SINIT AZIATT.....ciiieiiiiiiieiie e 16
2.2.2. DETIN OZIENINE ....cuveeieianreesireareesireeseessre e e e sseeesreesss e e ne e ssneesneeanneeaneeanneenreeanneennneas 18
2.2.2.1. Tekrarlayan sinir aglari (recurrent neural network- rnn) ...........ccocevverviveiennnenn 19
2.2.2.2. Uzun kisa siireli bellek (long short-term memory- IStm)..........cccocvvvviiinnenn 21
2.3. Dogal Dil Isleme (NLP).......cccoviuiuireriiicecieieieeeeete e 24
2.3.1. Duygu analizi (Sentiment analySiS) ........cccoereririnininieieese e 27



A S O T 11 0T | TR 29

3. GEREC VE YONTEM........cc.coooiiiieiireeseeiesieee e es s tes st senes s s ssn e 32
3.2 YaZIIIM .ttt b et e e e 35
3.2.1. GOOQIE COMAD ...t s 35
3.2.2. Python programlama dill ... 36
3.3. Dogal Dil Isleme (NLP) ISIEMICT ...c.cvcveveveveeeieieieieee e 37
3.4. Model EZitimi Ve TeSt STUIECT ...uvviiiviiiiiiiiiiie it ssiee et 38
3.4.1. Naive bayes modeli €ZItiM SUTECT ...uvviuveiiiiieiiiieiiieesiiieesniiee e e sireesieeesieessieees 38
3.4.2. Logistic regression modeli €Zitim SUIECT . ..vuververveririiieieieierie e 39
3.4.3. Svm Modeli EZItim SUIECT ...ocviiiiiiiiiiiiiiiiii i 39
3.4.4. LStM modeli @ZItIM STIECT ..veiveeriririieiiieiee e siee et ennee s 39
3.5. Duygu Analizi (Sentiment Analysis) Islemleri.........cccoovoverrirverieersieceieeeeeeen, 41
3.6. Chatbot ISIEMIETL. ......ceveveerececeeieceeeeeeee ettt en sttt et esen s sseeens 41
A, BULGULAR ..ottt ettt st b et e be et e e ae e e beenbee s 44
6. SONUC VE ONERILER...........c.coooviiiiiiieieeeeteee e en s enen e, 54
KAYNAKLAR Lttt st b ettt sbe e st e e be e et e e nneeenes 56
e S I PSP RRPR 65

Vi



Tablo 1:
Tablo 2:
Tablo 3:
Tablo 4:
Tablo 5:
Tablo 6:
Tablo 7:
Tablo 8:
Tablo 9:

TABLOLAR DiZINi

Sayfa
Veri setine ait token say1lart toplami........cccoocviiiiiiiiieniiiee e 32
Kullanici yorumlarinin ilk bes satirinin incelemesi..........ccccoovveniiiiiiciicnnne, 33
Veri seti iStatiStIKIEri-1 ........ccooiiiiie 34
Veri seti iStatiStIKIEri-2 ... 34
Confusion matrixX deZerleri.......cccvviiiiiiiiiiiiiie i 46
Model egitim MEtriKIETi-1 ........ooviiiiiiiiiiiiiie e 47
Model eZitim MEtriKIETi=2 .........ccoeiiiiiiieiii e 48
Chatbot g0zZIemC fOIMU ......ccviiiiiiiie e 49
Calismanin performans karsilagtirmast .........ccccovvveiiiiiiiiieniiiee e 52

Vii



SEKILLER DiZiNI

Sayfa
SEKil 12 TUMNG TESTE ..cvvievieiiicie ettt e s be e sreesreeneeenes 4
Sekil 2: Yapay zekanin gelisiminin Gi¢ Katmani .........ccocceeivviiiiien e 5
SeKil 3: MaKine OFIENIMEST ....ocuviiviiriiiiiiieiiieie et 6
Sekil 4: Makine 6grenimi ¢alisma Prensibi ........eciveeiiiiiieiiiiiieree e 7
Sekil 5: Makine 08renimi teKNiKICTT.......cuvvivviiiiiiiiiiiiiiie e 9
Sekil 6: Denetimli 6grenme siiflandirma teknikleri ........occovvvivviiiiiiiiiiniee s 10
Sekil 7: Logistic fONKSIYONUN €FTISI. . ..veiviiririieiiiiisieesieere e 13
Sekil 8: Destek vektor maKinelers . .......eoiveiiiiiiiiiie e 15
Sekil 9: Birden fazla hiper diizlemin verileri iki sinifa boImesi .........ccccovveriiiiieennne, 15
Sekil 10: Biyolojik Sinir hiicresi ve yapay Sinir a8l ........coovvivereerienerienesienesesesesseenens 16
Sekil 11: Yapay zeka alanindaki sinir ag1 modellerinin iSleyisi ........c.ccccovviiieiiirninnnne 18
SekKil 12: RNN ACTK ZOSTETIMI ..uveeuvviiiiieiiiiiiiiesiie et siee sttt e et sre e e et neee e 20
SeKil 13: RN’ 10 TILETT weveviiiiiiiie ittt 20
SeKil 14: LStM MIMALT YAPIST ..ovverviruiriiiiiiiieieieiiesiesiesie st essessesseeseeseessessessessessessesseesens 22
SeKil 15: GIU MIMATISE ..vvoiviiiiiiciiiiie ettt e s be e ba e s be e sbeesnbeesbeeenree e 23
Sekil 16: Dogal dil 1SIEME .......cooveiiiiiiiiiiiei e 25
Sekil 17: Duygu analizinin genel 1SIEYISI .....coooveiiiiieiiii e 28
Sekil 18: Model egitim ve uygulama 1§ aKI$1 .......ccvvieiiiiiiiiiii e 40
Sekil 19: NUnii ¢aligma prensibi.......cceiiiieiiiiiieiie e 42
SeKil 20: CONTUSION IMALIIX ...eivieiieieeiieseee et nee e ree e e 44

viii



IBSA
GRU
RNN
YSA
ESA
RTFSA
RNN
NB
LSTM
TSA
GPU
TPU
SPSS
DML
DDL
IQR
TF-IDF
KNN
svC
SVM

NLTK

SIMGELER VE KISALTMALAR DiZiNi

: {leri Beslemeli Sinir Ag1

: Gated Recurrent Units

: Reccurrent Neural Network

: Yapay Sinir Aglari

: Evrigsimli Sinir Ag1

: Radyal Tabanl1 Fonksiyon Sinir Ag1

: Recurrent Neural Network

: Naive Bayes

: Long Short Term Memory

: Tekrarlayan Sinir Ag1

: Graphics Processing Unit

: Tensor Processing Unit

. Statistical Package for the Social Sciences
: Data Manipulation Language

: Data Definition Language

. Interquartile Range

. Term Frequency-Inverse Document Frequency
: K-Nearest Neighbor

: Support Vector Classification

: Support Vector Machine

: Natural Language Toolkit



NLP

NLU

LSA

AIML

Al

: Dogal Dil Isleme

: Dogal Dil Anlama

: Gizli Anlamsal Analiz

. Artificial Intelligence Markup Language

: Yapay Zeka



1. GIRIS

Son zamanlarda bilgi ve iletisim teknolojilerinde yasanan ilerlemeler, verinin
tiretildigi anda kalmasina imkan saglamistir. Teknolojideki ilerlemelerin sonucu olarak,
hizla akan veriye en hizli sekilde tepki verme, isleme ve analiz yetenegi, kurumlara
onemli avantajlar sunmaktadir. Bu teknolojik ilerlemeler, kurumlara dogru kararlar
almak, miisteri sayisini arttirmak ve mevcut miisterileri elde tutmak gibi firsatlar
sunmaktadir. Kurumlar analiz ettigi veriler sayesinde is stratejilerini gii¢lendirebilir ve
rekabet edebilir bir konuma gelebilirler (Dogan ve Arslantekin, 2016). Kurumlarin sosyal
medya araclariyla miisterilere ulasmasi kolay ve ekonomik olabilmektedir. Buda sosyal
medya platformlarinin cgesitliliginde ve kullaniminda artisa neden olmaktadir. Sosyal
medya platformlarinin kullanimindaki artig, bliyiik miktarda islenmemis metin verilerine
erisimi artirmistir. Bu biiylik 6lgekteki veri yiginlarindan anlamli bilgilerin ¢ikarilmasi,
karmagik ve maliyetli bir siire¢ gerektirir. Literatiirde, bu sorunu ¢6zmek igin bir¢cok
siiflandirma algoritmasi gelistirilmistir. Bu algoritmalarin ana hedefi, metin verilerini
benzer yapilar ve anlamlar dogrultusunda farkli kategorilere ayirmaktir. Yapilan bu
kategorizasyonlar, yapilandirilmamis metin dosyalarini siiflandirmayr miimkiin hale

getirir (Alpkogak vd.,2019).

Yapay zeka alanindaki ilerlemeler, dogal dil isleme tabanli uygulamalarin
artmasina neden olmaktadir. Dogal dil isleme, bilgisayarlarin anlayabilecegi anlamlari
eldeki verilerden ¢ikarmay1 saglayan bir aragtir. Bu uygulamalar, insan giicii ve eliyle zor
gerceklestirilen analizleri hizli ve dogru bir sekilde yapmak i¢in bilgisayarlar1 kullanarak
fayda saglar. Dogal dil isleme ile gerceklestirilen uygulamalardan biri de duygu analizidir
(Celik vd.,2021). Duygu analizi, bir metni duygusal olarak siniflandirmay1 amaglayan bir
metin isleme aracidir. Oncelikle, duygusal kutupsallik olarak bilinen bir ydntem
kullanilarak metni olumlu, olumsuz veya nétr olarak siniflandirmay1 hedefler. Bu
yontem, kelimelerin olumlu veya olumsuz olarak ayrilmasi ve yorumlardaki kelimelerin
sayisina gore yorumlari siniflandirmak gibi basit bir yaklagim sunar. Ancak, bu yontem
alayci yorumlar gibi durumlarda basarili olmayabilir ve nispeten diisiik bir dogruluk
oranina sahip olabilir. Bu nedenle, daha akilli yontemler gelistirilmistir; bu yontemler,
kendi kendini yenileyen ve kelimelerin anlamlarim1 otomatik olarak tespit eden

algoritmalari igerir (Seker, 2016).



Kullanilan metinlerde yapay zeka ve dogal dil isleme alanlarindaki hizli gelismeler,
ChatGPT gibi dil tabanli yapay zeka sistemlerinin ortaya ¢ikmasina yol agti. Bu tiir
sistemler, metin tabanli gorevlerde ¢esitli uygulamalarda kullanilabiliyor. Ancak, bu
sistemlerin olusturulmasi ve gelistirilmesi karisik asamalar1 gerektirir. Onceden egitilmis
bir dil modelinin belirli bir vazife veya kullanim i¢in daha 6zgiin hale getirilmesi
anlamina gelir. Model, Onceleri egitim verilerinden edindigi genel dil yeteneklerini
kullanarak, kendisini 6zel bir veri kiimesine veya géreve uygun duruma getirecek sekilde

Ozellestirilir. Bu islem, modelin daha 6zgilin ve faydali hale gelmesini saglar (Altinbas,
2023).

Bu calismada, beyazperde.com verileri lizerinde Naive Bayes (NB), Logistic
Regression, Destek Vektor Makinesi (SVM) ve Uzun Kisa Siireli Bellek (LSTM)
modelleri kullanilarak duygu analizi gergeklestirilmistir. Tlirkge metinler lizerinde duygu
analizi modellerinin performansini karsilastirmayr ve chatbot uygulamasi icin bu
modellerin uygunlugunun incelenmesi amaclanmistir. Burada duygu analizi yapabilen
chatbotlarin kullanict ile etkilesimi sonrasi kurumlarin ve hizmetlerinin iyilestirilmesi

hedeflenmektedir.
1.1. Amacg

2013 yil1 Tiirkiye duyarlilik analizi verilerine dayanarak beyazperde.com kullanici
yorumlar1 kullanilarak farkli makine 6grenimi modellerinin duygu analizi lizerindeki
basaris1 aragtirilarak, hangi modellerin daha basarili sonuclar verdigini belirlemek
hedeflenmektedir. Ayrica, elde edilen sonuglara dayanarak chatbot uygulamasinin gergek
zamanli duygu analizi i¢in ne kadar basarili oldugu degerlendirilecektir. Bu calisma,
Tiirk¢e metinlerde duygu analizi alaninda daha iyi performans elde etmek ve chatbotlarin

duygu analizi uygulamalarindaki roliinii belirlemek amag¢lanmaktadir.
1.2. Kapsam

Duygu analizi, dogal dil isleme alanindaki en yaygin uygulama alanlarindandir.
Ancak, Tiirkge gibi siirli kaynak iceren diller i¢cin uygun veri kiimeleri bulmak bazen
zor olabilir. Bu ¢alismada, analiz modellerini egitmek i¢in 2013 yil1 Tiirkiye duyarlilik
analizi verilerine dayanarak beyazperde.com kullanici yorumlar1 veri kaynagi olarak

secilmistir.



Etkili simiflandirma performansi, genelleme yetenegi ve aykiri1 degerlere karsi
direnclilik gosterdigi i¢in SVM modelini, girdi 6zelliklerini kullanarak verilerin hangi
smifa ait olma olasiligimi tahminlenebilme yetenegi nedeniyle Logistic Regression
modelini, basit ve hizli ¢alismasi ile bilinen Naive Bayes modelinin genellikle metin
simiflandirma gibi dogal dil isleme gorevlerinde iyi performans gdstermesi nedeniyle,
LSTM modelini ise derin 6grenmedeki uzun vadeli bagimliliklar1 yakalama 6zelligi ile
duygu analizi gibi siral1 verilerin analizinde etkili olmas1 sebebiyle se¢ilmislerdir. Duygu
analizi yapan chatbot uygulamasinin ise Logistic Regression, SVM ve LSTM modellerine

uygulanmasi tercih edilmistir.

Bu c¢alismanin odak noktasi, Tiirkge metinler iizerinde farkli duygu analizi
modellerinin performansini degerlendirmek ve bu modellerin chatbot uygulamalarinda
kullanilabilirligini arastirmaktir. Naive Bayes, Logistic Regression, SVM ve LSTM gibi
cesitli makine Ogrenimi modelleri kullanilarak yapilan duygu analizi sonuclar
incelenerek Tiirkce metinlerde duygusal iceriklerin ne kadar dogru bir sekilde
siiflandirildigini belirlemektir. Elde edilen bulgular sayesinde bu modellerin chatbot
uygulamalarinda duygusal icerikli yorumlarin islenmesindeki etkinligi ve basarisini

ortaya koymak amaclanmaktadir.
1.3. Tezin Yapisi

Bu tez, bes ana boliimden olusmaktadir. Girig boliimiinde, verinin 6nemi, dogal dil
islemede duygu analizinin yeri, sohbet robotlarinin gelisimi, ¢alismanin amaci ve

kapsami detayl bir sekilde agiklanmugtir.

Ikinci boliim, dogal dil islemeye dénemsel bir bakis sunmaktadir. Ardindan,
Tiirk¢e metinler ve duygu analizi hakkinda ayrintili bilgiler paylasilmistir. Ayrica yapay
zeka ile makine Ogrenmesine odaklanilmistir. Chatbot uygulamasi hakkinda bilgi

verilmistir.

Ugiincii boliim, Tiirkiye duyarlilik analizi verileri ile ilgili bilgiler sunmaktadur.

Projede kullanilan araglar ve yontemler ayrintili sekilde tanimlanmustir.

Dordiincii boliim, chatbot uygulamasiin gerceklestirilme yontemi ve modellerin

performans sonuglartyla gorsellestirme teknikleri ile ¢alismadaki bulgular1 igermektedir.

Son boliimde, bu ¢alismayla elde edilen sonuglara ve onerilere yer verilmistir.



2. GENEL BILGILER

2.1. Yapay Zeka

Yapay zeka, teknolojik sistemlerin insanlara 6zgii niteliklerle donatilarak, ¢6ziim
yollar1 bulma, anlama, mana ¢ikartma, genelleme ve ge¢mis deneyimlerden 6grenme gibi
karmasik mantiksal siirecleri yerine getirebilme yetenegi olarak tanimlanmistir. Farkli
uzmanlara gore yapay zeka, sezgisel programlama temelli bir yaklagim, insanlarin
yaptiklarini bilgisayarlara aktarabilme calismasi veya akilli programlarin gelistirilmesi
olarak da ifade edilmistir (Oztiirk ve Sahin, 2018). Yapay zeka, 1956' da matematik,
elektronik ve psikoloji alanlarindan arastirmacilarin bir araya geldigi bir konferansta
resmi olarak ilk kez bir terim olarak Dartmouth College' da yer almasina karsin, aslinda
kavram olarak 1950 de Alan Turing'in (1912-1954) bir ¢alismasinda goriiniir hale
gelmistir (Triantafyllou, 2024). Alan Mathison Turing, makine zekasi hakkindaki
tartismanin fitilini, "Makineler diistinebilir mi?" sorusunu giindeme getirerek ateslemistir
(Wikipedia, 2024). Daha sonra bu soruya cevaben Alan Turing, Turing testi olarak bilinen

bir taklit oyununu 6nerdi. Bu oyun Sekil 1’ de agiklanmistir (Triantafyllou, 2024).

Machine Human

B

Testee A "_

N /

o

(' Tester

Sekil 1: Turing testi (Triantafyllou, 2024)



Turing Testi, bir grup insanin ve bir yapay zeka programinin belirli bir zaman
sadece yazili iletisim yoluyla birbirleriyle sohbet ettigi bir testtir. Bu sohbet bitiminde,
deneklere hangi kisinin insan, hangisinin yapay zeka oldugunu belirlemeleri i¢in sorular
sorulur. Sasirtict bir sekilde, yapilan bazi testlerde, makine zekasi insan olarak

algilanirken gercek insanlar makine olarak algilanmistir (Wikipedia, 2024).

Yapay zeka, insan zekasina has gorevleri yerine getirebilen bilgisayar sistemlerinin
calismasint ve gelistirilmesini kapsar (Triantafyllou, 2024). McCulloch ve Pitts
tarafindan yapilan ilk yapay zeka caligmalari, sinir hiicrelerini kullanan hesaplama
modellerini ve mantiksal islemlerin gergeklestirilmesini kapsiyordu. Bu ¢alismalar,
Oonermeler mantigi, fizyoloji ve Turing'in hesaplama kuramimna dayanmaktadir.
McCulloch ve Pitts, sinir hiicrelerinden olusan aglarla hesaplanabilir fonksiyonlarin
gerceklestirilebilecegini ve uygun sekilde tanimlandiginda bu ag yapilarinin 6grenme
becerisi kazanabilecegi fikrindeydiler. Hebb'in sinir hiicreleri arasindaki baglantilar
degistirmek i¢in Onerdigi basit kural, 6grenebilen yapay sinir aglarinin ilerlemesine

saglamistir (Wikipedia, 2024).

Yapay zeka alanindaki arastirmalar, modern diinyanin teknolojik degisimine
ragmen, daha akilli makineler yaratma hedefi etrafinda hala arastirma zorluklariyla
karsilagilmaktadir. Yapay zeka altinda ki temel arastirmalarin katmanlar1 Sekil 2° de

gosterildigi gibidir (Triantafyllou, 2024).

DEEP
LEARNING

Sekil 2: Yapay zekanin gelisiminin ii¢c katmam (Triantafyllou, 2024)



2.2. Makine Ogrenmesi

Makine 6grenimi, veri analizi ve bilgi ¢ikarmak i¢in kullanilan genis bir teori,
yontem, algoritma ve mimari yelpazesini kapsayan bir yapay zeka alt disiplinidir. Makine
O0grenimi, dordiincii endiistri devriminin anahtar1 olarak kabul edilir ve amac1 bu veriden
gizlenmis bilgi ve ilgili bilgiyi ¢ikarmak, ardindan harekete gegcmek ve uygulamaya
koymaktir (Chellappa, 2021). Ozetle, makine 6grenmesi, verilerin kullan1ldig: sistemlere,
onceden programlanmamis deneyimlerden Ogrenme yetenegi saglayarak kendini
gelistiren bir yapay zeka dalidir (miesofficial.com, 2024). Bu alandaki arastirmalar, 1986
yilinda makine 6greniminin bir varlik olarak taninmasindan sonra hizla gelismistir

(Chellappa, 2021).

(O—@)
% @
O—@

O, QoY)

Sekil 3: Makine 6@renmesi (Miesofficial.com, 2024)

Makine 6grenimi, makinelerin verileri daha etkili bir sekilde islemesini saglamak
i¢cin kullanilmaktadir. Verileri analiz ettigimizde bazen elde edilen bilgileri yorumlamak
gii¢ olabilir. Bu durumda, makine 6grenimi teknikleri kullanilir. Zamanla artan miktarda
veri, makine 6grenimi tekniklerine olan talebi de artirmaktadir. Bir¢ok endiistri, onemli
bilgileri elde etmek i¢in makine 6grenimini kullanmaktadir. Makine 6greniminde amag,
verilerden 0grenen makinelerin apagik programlanmadan kendi kendine 6grenmesini

saglamaktir. Bu nedenle, matematikciler ve programcilar, biiylik veri kiimeleriyle basa
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¢ikmak icin gesitli yontemler gelistirmektedirler. Zamanla verilerin miktarindaki hizli

artig distiniildiigiinde, bu biiylik veri kiimesini karsilayabilecek bir sistem zorunluluk

haline

gelmistir (medium.com, 2024). Makine 6grenimi, farkli problemleri ¢6zmek i¢in

bir¢ok algoritma kullanir. Veri bilimcileri, herhangi bir problemi ¢6zmek i¢in en uygun

algoritmanin tek olmadigini belirtirler ve kullanilacak algoritmanin se¢imi, ¢oziilmek

istenen problem ve mevcut veri seti gibi nedenlere bagli olarak degisir (Mahesh, 2020).

Makine 6greniminin ¢aligsma prensibi Sekil 4’te gosterildigi gibidir.

- 1,
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4)
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7)

Sekil 4: Makine 6grenimi calisma prensibi (Medium.com, 2024)

Makine ogrenmesi islemleri igin asagidaki adimlar sirasiyla gergeklestirilir
I.com, 2024):

Problem Tanmimi: Oncelikle hangi konuda tahmin yapilacag: belirlenir ve hangi
tiir gézlem verilerinin kullanilacagina karar verilir.

Veri Toplama: Problemle alakali yapilandirilmis veya yapilandirilmamis veriler
toplanarak bir veri seti hazirlanir.

Veri Hazirlama: Veriler makine 6grenimi i¢in uygun hale getirilirken hatal1 veya
eksik veriler diizeltilir boylece tiim veriler ayni standart formata doniistiiriilmiis
olur.

Model Se¢imi: Probleme en uygun model segilir ve uygulanir.

Veri Setinin Boliinmesi: Veri seti egitim, dogrulama ve test verileri olarak
boliiniir.

Model Egitimi: Modelin 6grenmeye basladigi andir. Egitim ve dogrulama
verileriyle egitilen model, test verileriyle dogrulanir.

Degerlendirme: Modelin performansi egitim sonucunda degerlendirilir ve
gerekli goriiliirse 1yilestirmeler yapilir.
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8)

9)

Parametre Ayarlama: Modelin performansimnin yiikseltilmesine kanaat
getirilmigse parametreler ayarlanir.
Tahmin: Model, egitimde kullanilmayan farkli veri 6rnekleri tizerinde test edilir

ve tahminler gergeklestirilir.

Alanm uzmanlari, makine 6grenimindeki son gelismeler nedeniyle yeni 6grenme

algoritmalarin kesfine, teorilerin gelistirilmesine ve ¢evrimigi verilerin kullanim artisi

sebebiyle de diisiik maliyetli hesaplamaya yonelmistir (Jordan vd., 2015). Problem ve

veri tiri dikkate alindiginda kullanilan makine o6grenimi teknikleri degiskenlik

gosterebilir. Yaygin kullanilan makine 6grenimi tekniklerini su basliklar altinda

incelemek miimkiindiir (Wasnik ve Mankar, 2019):

1)

2)

3)

4)

5)

6)

7)

Denetimli veya Yonlendirilmis Ogrenme: Bu teknik, bilinen giris verileri ile
iligkilendirilmis ¢iktilar1 kullanarak bir modelin egitildigi makine 6grenme
teknigidir. Bu teknik, siniflandirma veya regresyon gibi belirli ¢iktilar1 tahmin
etmek i¢in kullanilir.

Denetimsiz veya Yonlendirilmemis Ogrenme: Bu teknikte, egitim verilerinde
hedef ¢iktilar bulunmaz. Burada amag, veriler arasindaki benzerlikleri bulmaktir.
Bu tiir 6grenme, Oriintii tanima veya kiimeleme gibi gorevlerde kullanilir.

Yar1 Denetimli Ogrenme: Bu teknik hem denetimli hem de denetimsiz 6grenme
yontemlerini birlestirir. Etiketlenmemis veri varsa ve etiketli veri elde etmek
onemsizse kullanilir.

Takviyeli Ogrenme: Bu teknik, bir ajanin deneme-yanilma yoluyla dgrenme
yetenegine sahiptir. Ogrenme sistemi, geri bildirim seklinde ddiiller veya cezalar
alarak performansini gelistirir.

Coklu Goérev Ogrenme: Bu teknik, bir gorevde elde edilen tecriibeyi diger
benzer gorevlerin ¢oziimiinde kullanir.

Topluluk Ogrenme: Bu teknik, genellikle artan dogruluk ve giivenilirlikle
sonuclanan birden fazla model veya algoritmanin birlestirilmesiyle tahminler
yapar. Bu yaklagimla farkli hipotezlerin ¢iktilar birlestirerek daha saglam kararlar
alinmas1 miimkiindiir.

Sinir Ag1: Biyolojik sinir hiicrelerinden esinlenen bu teknik, gergek, ayrik veya

vektor hedef fonksiyonlarint modellemek i¢in kullanilir.



8) Ornek Temelli Ogrenme: Bu teknik, en yakin komsu ve yerel agirlikli regresyon
gibi yontemler icin kullanilir. Ogrenme algoritmasi, oriintiileri tanimlar ve test

verisiyle birlikte ¢alistirir.

Machine Learning
[

Supervised Unsupervised Semi-Supervised Reinforcement Multi-task Ensemble Instance Based

Neural Network i
Learning Learning Learning Learning Learning Leaming Leaming
Principal = \ I '
Decision Tree Component Generative Boosting Supervised k- Nearest
& : Models Neural Network Neighbor
Analysis

Unsupervised

Nai s K-Means || If Train
aive Baye e self Training Bagging Neural Network
Support Vector S“m:'ih\fe\‘:vt:r Reinforced
Machine upp 4 Neural Network
Machine

Sekil 5: Makine 6grenimi teknikleri (Mahesh, 2020)

2.2.1. Klasik makine 6grenmesi

Makine 6grenimi yontemleri, cesitli alanlardaki verilerden 6nemli bilgileri elde
etmek i¢in uygun bir yaklasimdir (Maleki vd., 2020). Klasik makine 6grenimi, makine
ogreniminin bir alt kiimesidir. Klasik makine 6grenimi algoritmalariysa istatistiksel
teknikler kullanarak verilerdeki desenleri ve iliskileri kesfeder. Bu algoritmalar belirli bir
kapsam ve belirli bir 6zellik seti olan durumlarda iyi performans gostermek {iizere
tasarlanmistir. Klasik makine 6grenimi, belirli bir kurala gore inceledigi veri girdilerini
alarak tahminler veya se¢imler yapmak icin kullanilabilecegi desenleri ve iliskileri
olusturur (geeksforgeeks.org, 2024). Ayrica genellestirilebilir ve yiiksek performansli
uygulamalarin gelistirilmesi de temel kavramlari anlamakla ilgilidir. Klasik makine
ogrenimi, denetimli ve denetimsiz O6grenme yontemlerini icerir (Maleki vd., 2020).
Denetimsiz makine 68renimi, etiketsiz bilinmeyen giris verilerinden sonuclar ¢ikarmak
icin kullanilir. Bu durumda, istenen ¢ikt1 verilmez. Denetimli makine 6greniminde amag
etiketli yani tanimlanmis giris verileriyle bir hedef 6zellik arasindaki iligkiyi bulmaktir

(Soofi ve Awan, 2017).
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Sekil 6: Denetimli 6grenme simiflandirma teknikleri (Soofi ve Awan, 2017)

Klasik makine 6grenimin bazi uygulamalarda kullanilan teknikleri su sekildedir

(Atalay ve Celik, 2017):

1)

2)

3)

4)

5)

Goriintii ve Video Tamima: Karar agaglari, rastgele ormanlar ve destek vektor
makineleri gibi klasik makine Ogrenme teknikleri, goriinti ve video
uygulamalarinda yiiz tespiti, nesne tanima gibi gorevler i¢in kullanilmistir.
Dogal Dil isleme: Duygu analizi, metin simiflandirma ve spam filtreleme gibi
dogal dil isleme uygulamalarinda Naive Bayes, Logistic Regression ve Karar
Agaglar gibi klasik makine 6grenmesi yontemleri kullanilmisgtir.

Veri Madenciligi: Klasik makine 6grenmesi algoritmalarinin birliktelik kurallari
ve kiimeleme gibi uygulamalari, biiyiik veri kiimelerinde desenleri ve baglantilar
bulmak i¢in kullanilmistir.

Sahtekarhk Tespiti: Logistic Regression ve Karar Agaclar gibi klasik makine
ogrenme teknikleri, sahtekarlik tespiti uygulamalarinda sahtekarlik faaliyetlerinin
desenlerini tespit etmek ve kullanicilar1 sahtekarlik igeren iglemler konusunda
uyarmak i¢in kullanilmistir.

Tibbi Teshis: Karar Agaclar1 ve SVM gibi klasik makine 6grenme teknikleri,
tibbi teshis uygulamalarinda birtakim hastaliklarin olasi durumunu belirlemek

icin semptom desenlerini tanimlamada kullanilmistir.
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2.2.1.1. Naive bayes

Naive Bayes smiflandiricisi, denetimli makine Ogrenimi algoritmasidir ve
genellikle metin siniflandirmasi gibi goérevlerde kullanilir. Bu algoritma ayni zamanda
iiretken Ogrenme algoritmalart grubundan olup belirli bir simif veya kategorideki
girdilerin dagilimint modellemek iizerinedir (ibm.com, 2024). Bayes teoremine dayali
Naive Bayes siniflandiricist olasilik siniflayici olarak bilinir. Bu yaklagimlar, bilinmeyen
gozlemlerin sinifin1 tahmin etmek icin her ¢ift 6zellige karsilik gelen smif etiketinden
kosullu olarak bagimsiz oldugunu varsayar. Yani, Naive Bayes siniflandiricisi, bir sinifta
taniml1 6zelliklerin her birinin diger 6zelliklerle iligkili olmadigin1 kabul eder (Maleki
vd., 2020). Naive Bayes, Bayes teoremine dayali siniflandirma tekniginde tahmin ediciler
arasinda bagimsizlik varsayimini kullanir. Bu smiflandirici, bir siniftaki belirli bir
ozelligin varliginin, diger herhangi bir 6zelligin varligiyla iliskili olmadigin1 varsayar.
Naive Bayes cogunlukla metin siniflandirma endiistrisinde kullanilir ve sarth olasiliga

dayali olarak kiimeleme ve siniflandirma amaglari i¢in kullanishidir (Mahesh, 2020).

Naive Bayes teoremi matematiksel olarak verilmistir (Bayes, 1968):

P(x|C)P(C 1
P(Clx) = (XIL&)( ) 1)
P(Clx) = P(x1|C) X P(xz|C) X-+-X P(x,|C) X P(C) (2)
Naive Bayes Kod Ornegi:
Giris:

Egitim veri seti T,
F = (f1, £2, f3..., fn) // test veri setindeki tahmin edici degiskenin degeri.
Cikt1: Test veri setinin sinifi.

Adimlar;

1) Egitim veri setini T olarak oku;

2) Her smuftaki tahmin edici degigkenlerin ortalamasini ve standart sapmasini
hesapla;

3) Her siniftaki gauss yogunluk denklemini kullanarak fi'nin olasiligini hesapla;
Tiim tahmin edici degiskenlerin (f1, {2, f3..., fn) olasilig1 hesaplanincaya kadar bu islemi

tekrar et;
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4) Her smif i¢in olasilig1 hesapla;

5) En biiyiik olasilig1 al.

Naive Bayes siniflandirict yontemleri 3 farkli adimda gruplanmustir. (Scikit-learn.org,
2024):

1) Gaussian Naive Bayes: Devamli degiskenlerle kullanilan ve Gauss dagilimlarini
varsayan bir Naive Bayes smiflandirici tiirtidiir. Model, her sinifin ortalama ve
standart sapmasini hesaplayarak egitilir.

2) Multinomial Naive Bayes: Ozelliklerin ¢ok terimli dagilimlara sahip oldugunu
varsayan bir Naive Bayes siniflandirict tiiriidiir. Frekans sayilari gibi ayrik
verilerle kullanilan bu siniflandirici, genellikle dogal dil islemede spam
siniflandirmasinda tercih edilir.

3) Bernoulli Naive Bayes: Boole degiskenleriyle (dogru ve yanlis veya 1 ve 0 gibi
iki degere sahip degiskenlerle) kullanilan bir Naive Bayes siniflandirici tiirtidiir.
Bu siniflandirici, 6zellikle metin siiflandirmasi gibi belirli 6zelliklerin varligini

veya yoklugunu temsil etmek i¢in tercih edilir.

Naive Bayes' in ikili ve ¢ok smifli siniflandirmalar i¢cin kullanilabilir olmast,
ozellikle metin siniflandirma problemlerinde (spam e-posta siniflandirmasi gibi) yaygin
olarak basariyla kullanilmasi hem kii¢iik hem de biiyiik veri kiimeleri {izerinde kolay ve
hizl1 egitilebilir olmasi avantajlaridir. Ancak, Naive Bayes' in 6nemli dezavantaji,
ozelliklerin tiimiinii birbirinden bagimsiz olarak farz etmesi, bu durumda o6zellikler
aralarindaki iligkiyi 6grenemez (medium.com, 2024). Naive Bayes smiflandiricisinin
cesitli uygulamalari, spam filtreleme, belge siiflandirmasi, duygu analizi ve zihinsel
durum tahminleri gibi alanlarda mevcuttur. Bu uygulamalar, biiylik hacimli verileri
isleyerek kullanigl bilgilere doniistiiren veri madenciligi algoritmalarinin bir pargasidir.
Ozellikle spam filtreleme ve belge siiflandirmasi gibi alanlarda etkili olan Naive Bayes,
metin siniflandirmasi ve duygu analizi gibi iglemlerde yaygin kullanilmaktadir. Ayrica,
fMRI verileri gibi beyin aktivitesi verileriyle yapilan zihinsel durum tahminleri gibi
arastirmalarda da bu algoritma etkili bir sekilde kullanildig1 goriilmiistiir (Mitchell vd.,
2002).
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2.2.1.2. Logistic regression

Analiz icin en yaygin kullanilan dogrusal smiflandiricilardan Logistic
Regressionun kullanimi basit ve agiktir. Verilerin islenmesi amaciyla ikili siniflandirma
ve tahminlemede kullanim1 yaygindir. Logistic Regression, dogrusal regressiona benzer
olarak ¢oklu degiskenlerin arasindaki iliski modellemek i¢in kullanilir (Kanjanasurat vd.,
2023). Bu istatistiksel model genellikle siniflandirma ve tahmine dayali analizler i¢in
kullanilir. Logistic Regression, bagimsiz degiskenlerin belirli bir veri kiimesine dayali

olarak belirli bir olayin ger¢eklesme olasiligini tahmin eder. (Nick ve Campbell, 2007).

Logistic fonksiyonun taniminin matematiksel ifadesi (Kanjanasurat vd., 2023):

1
rWY) = ©)
1
PWY) = =zersm (4)
eb0+b1x
P(Y) = oo ()

p(y), ilgili bir durumun olasiligini, f(x) tahmin fonksiyonunu, x bagimsiz bir
degiskeni ifade ediyor. Trafik akis verilerinde 4 giris bulunmaktadir. Bu bilgilerin, lojistik

denklemin belirli bir durumun olasiligini tahmin etmek i¢in kullanima:

ebo+b1X1+b2X2+b3X3+b4X4

p(y) = 1+ ebo+b1X1+b2X2+b3X3+b4X4, (6)

Logistic fonksiyonunun egri grafigi sekil 7° de verilmistir:

logistic function
10 4 o —
rd
Fi
081 f

06 4

a2

o 4

-100 -7.5% 50 -25 00 25 50 15 0.0

Sekil 7: Logistic fonksiyonun egrisi (Kanjanasurat vd., 2023).
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Sonug olarak Logistic Regression, kategorik bir bagimli degiskenin ¢iktisini tahmin
etmek i¢in kullanildigindan sonug¢ kategorik veya ayrik bir degeri olmalidir, yani evet
veya hayir, 0 veya 1, dogru veya yanlis gibi. Logistic Regression, tam degeri O ile 1
arasinda kalan olasilik degeri tahminler. Bu yontemde, regresyon ¢izgisi yerine "S"
seklinde bir lojistik fonksiyon ifade edilir. Bu, iki maksimum degeri (0 veya 1) tahmin

eden bir egri olusturur (geeksforgeeks.org, 2024).

Kategorik olarak, Logistic Regressionun gesitleri ise su sekildedir (Nick ve Campbell,
2007):

1) Ikili Logistic Regression: Bu yontem, iki olasiliktan (6rnegin, 0 veya 1) olusan
yanit ve bagimli degiskene dayanir. Logistic Regression, bu tiirde en ¢ok kullanilan
yaklagimdir ve ikili siniflandirma igin temel bir yontemdir.

2) Coklu Logistic Regression: Bu tiir bir modelde, bagimli degiskenin belirli bir
siraya sahip olmayan ii¢ veya daha fazla olasilik tahmini vardir.

3) Sirall Logistic Regression: Bu model, yanit degiskeninin tanimlanan siraya

sahip li¢ veya daha fazla olasilik tahmini vardir.

2.2.1.3. Destek vektor makinesi-svm

Makine 6grenimi, yapay zekanin bir alt disiplinidir ve bilgisayarin grenmesini
saglayan tekniklerin gelistirilmesi iizerinedir. Destek Vektor Makinesi, 1992' de Boser,
Guyon ve Vapnik tarafindan agiklandi. Destek Vektor Makinesi, simiflandirma ve
regresyon i¢in kullanilan bir grup iliskili 6grenme teknigidir (Boser vd., 1992). Destek
Vektor Makinesi, tahminlemede dogrulugu maksimum seviyeye ulastirmak ve verilere
asir1 uyumu Onlemek i¢in makine dgreniminden yararlanir. Bu teknik, yiiksek boyutlu
ozellik uzayinda dogrusal fonksiyonlarla iligkilendirilen sistemlerdir. Destek Vektor
Makinesinin temelleri Vapnik tarafindan atilmis ve kullanim alanlar1 nedeniyle tinliidiir.
Destek Vektor Makinesi, baslangicta siniflandirma problemlerini hedef alsa da daha
yakin zamanlarda regresyon problemleri i¢in de uyumlanmustir. Destek Vektor Makinesi
istatistiksel 6grenmede genelleme yetenegiyle diger yontemlerden ayrilir (Jakkula, 2006).
Destek Vektor Makinesi, karar sinirina en yakininda konumlanmis veri noktalaridir.
Destek Vektor Makinesi, genis boyutlu bir uzaydaki hiper diizlemdeki veri vektorlerinin
simiflandirilmas: iglemini yapar. Yiiksek marj smiflandiricisi, ikili simiflandirmada

dogrular seklinde ayrilabilen egitim verilerinin smiflandirma problemini belirlemede
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kullanilan Destek Vektor Makinesinin en basit seklidir. Destek Vektor Makinesinin
onemli avantajlarindan biri, boyutu yiiksek ve dogrular seklinde ayrilamayan problemleri
cOziimlemedeki basarisidir. Destek Vektor Makinesinin baglica dezavantajiysa, kusursuz
siniflandirma sonuglarini bulmak i¢in bir dizi 6nemli parametreye uygun ayarlamalar

yapmak gereksinimidir (Soofi ve Awan, 2017).

Introduction to SVM @+
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Sekil 8: Destek vektor makineleri (Mahesh, 2020).

Destek Vektor Makinesinin isleyisi, en iyi hiper diizlem olarak en biiyiik ayrimi
veya marj1 temsil eden se¢imi yapmaktir. Birden fazla hiper diizlemin, verileri iki sinifa
bolmesi sekil 9° da gosterilmistir (Boser vd., 1992).

X2

© :
o 2
w =

X1
Sekil 9: Birden fazla hiper diizlemin verileri iki simfa bélmesi (Geeksforgeeks.org, 2024).

Destek Vektor Makineleri, veri siiflandirma kullanilan bir yontem olup noral
aglara gore bazen daha basarili sonuglar verebilir. Bir siniflandirmada, genellikle egitim

ve test verileri bulunur. Egitim setindeki her 6rnek i¢in, bir hedef deger ve birden fazla
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Oznitelikte mevcuttur. Destek Vektor Makinelerinin amaci, Oznitelikleri verilen test
setindeki veri rneklerindeki etiketi tahminleyen modeli olusturmaktir. Ozellik secimi ve
Destek Vektor Makinesi siniflandirmasi, etiketlenmemis 6rneklerin siniflarin1 bulmada

ve onemli 6zelliklerini belirlemekte uygulanabilir (Jakkula, 2006).

2.2.1.4. Yapay sinir aglari

Bilgisayar yazilimi olan yapay sinir aglari, insan beyninin 6grenme asamalarini
kopyalayarak 6grenme, hatirlama, genelleme gibi ana fonksiyonlar1 yerine getirirler. ilk
kez 1943 yilinda Warren McCulloch ve Walter Pitts’1n birlikte tasarladig1 bu yapay aglar,
biyolojik sinir aglarini taklit eden sentetik yapilar olarak kabul edilirler. Ayrica, bu aglar
paralel dagitilmis aglar, baglantili aglar ve néromorfik aglar gibi farkli isimlerle de
amlirlar (Oztiirk ve Sahin, 2018). Yapay sinir aglarinda dgrenme asamalar1 ara

katmanlarda yer alir (smartmind.com.tr, 2024).

Dentrit
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Sinaps Sihapslar

Cikig

Giris

Sekil 10: Biyolojik sinir hiicresi ve yapay sinir ag1 (Maltarollo, 2013).VV

Belli bash fonksiyonlarinin dogrusalliktan uzak olma, paralel ¢alisma, 6grenme,
genelleme, hata toleransi ve esneklik, eksik verilerle calisabilme, ¢cok sayida degisken ve
parametre kullanabilme, uyarlanabilirlik o6zellikleridir. Yapay sinir aglari, tahmin,
siniflandirma, veri iliskilendirme, veri yorumlama ve veri filtreleme gibi bircok alanda
kullanilmaktadir, 6rnegin, altin ons fiyatinin tahmini, veri filtreleme, siniflandirma ve veri
yorumlama gibi islemlerde biiyiik dneme sahiptir (Oztiirk ve Sahin, 2018). Yapay sinir
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aglari, goriintii tanima, dogal dil isleme ve karar verme gibi amagclar i¢in kullanilmaktadir
(hosting.com.tr, 2024). Yapay sinir aglariin egitimi, sinir hiicrelerini birbirine baglayan
sinapsislerin  agirliklarinin  belirlendigi  bir siirectir. Agirliklar egitim sirasinda
degistirilerek agin performansi yiikseltilir. Egitim genellikle gozetimli, gozetimsiz veya
yarl gozetimli yontemlerle gergeklestirilir. Gozetimli egitimde, insan miidahalesiyle
agirliklar belirlenirken, gozetimsiz egitimde agirliklar otomatik olarak belirlenir. Her iki
durumda da sinir agimin dogrulugu siirekli olarak test edilir ve basariya ulasana kadar
egitim devam eder. Ancak bazi durumlarda, hatali tasarlanmis bir yapay sinir ag1 egitimi
basartya ulagmayabilir ve tasarimin yeniden gdzden gecirilmesi gerekebilir. Egitim siireci
boyunca sinir aginin dogrulugunun siirekli olarak smanmasi O6nemlidir ve basariya
ulagildiginda egitim tamamlanir (bilgisayarkavramlari.com, 2024). Yapay sinir aglari,
O0grenme ve veri tabanli tahmin yetenekleriyle, 6zellikle goriintii tanima, Oriintii tanima
ve siniflandirma gibi gorevler i¢in elveriglidir. Bu aglarin temel avantajlarindan bazilari,
verilere dayali1 6grenme yetenekleri ve tahminlerde bulunma yetenekleridir. Diger yapay
zeka tiirleriyle karsilastirildiginda, yapay sinir aglari, ge¢mis verilerden 6grenme
yetenekleri nedeniyle daha kullanishidir. Dezavantajlar1 ise giiriiltiilii verilere duyarh
olmalar1 ve 6zellikle biiyilik veri kiimeleriyle ugrasirken egitimlerinin yavas olmasidir.
Yine de yapay sinir aglari, bircok gercek hayattaki problemleri ¢6zmek i¢in etkili bir arag
olarak kabul gérmektedir (clickworker.com, 2024).

Yapay sinir aglari, temelde bes ana kategoride incelenebilir (geeksforgeeks.org,

2024):

1) 1ileri Beslemeli Sinir Ag1 (IBSA): Verilerin tek bir yonde hareket ettigi yapay
sinir ag1 tlirtidiir. Giris katmanindan alinan veriler, gizli katmanlar araciligiyla
islenir ve ¢ikis katmanindan sonu¢ elde edilir. Geri yayilim mekanizmasi
bulunmaz.

2) Evrisimli Sinir Ag1 (ESA): Goriintii ve ses tanima gibi gorevler i¢in kullanilan
yapay sinir agi tiriidiir. Evrisim islemi kullanarak girdi verisinden 6zellikleri
cikarir ve ardindan bu 6zellikleri isleyerek ¢ikti1 elde eder.

3) Modiiler Sinir Agi: Bagimsiz calisan farkli sinir aglarinin bir araya gelerek
karmasik hesaplamalari kii¢iik bilesenlere ayirdig bir yapay sinir ag tiirtidiir.

4) Radyal Tabanh Fonksiyon Sinir Ag1 (RTFSA): Bir noktanin merkezden olan
mesafesine iligkin fonksiyonlar1 kullanir. Genellikle verilerdeki temel egilimleri

modellemek i¢in kullanilir.
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5) Tekrarlayan Sinir Ag1 (TSA): Bir katmanin ¢iktisini hatirlayarak bir sonraki
adimda uygulayan zaman serilerine benzer sekilde siirekli verileri islemek i¢in

kullanilir.

2.2.2. Derin 6grenme

2006 yilinda makine O6grenimi alaninda desen tanima gibi bircok arastirma
konusuyla ilgili yeni bir kavram olan Derin 6grenme uygulamasi kendinden soz
ettirmistir (Vargas vd., 2017). Derin 6grenme, insan beyninin korteksine benzerlikte
islevi olan modern bir sinir ag1 tabanli tekniktir. Yapay zekanin bir tiirii olan derin
O0grenmenin amaci, bilgisayar programlarinin veri analizi ve O6grenme siireclerini
gelistirmektir. Bu yontem, c¢ok katmanli sinir aglarmi kullanarak verilerin icerdigi
karmasiklig1 ¢oziimlemek ve temsil ettigi anlami 6grenmek {lizerine programlanmistir

(Sunitha, 2021).

Yapay zeka alanindaki sinir ag1 modellerinin isleyisi Sekil 11° de verilmistir.

1980S-ERA NEURAL NETWORK DEEP LEARNING NEURAL NETWORK
Hidden Multiple hidden layers
layer process hierarchical features
Input
Output utput
layer layer
Output:
N
AT, AT 2 e
5 QA D L QDY 5
w‘ / \ dentify
Node 4 4 combinations
light/dark - 4B or features
pixel value Identify Identify Identify
Links carry signals \ edges combinations features /
from one node ~—— of edges

to another, boosting

or damping them ‘-*‘ .-' —.. H-y HH.

according to each

k' weight. r.= BIHE NEd RER EEH

Sekil 11: Yapay zeka alanindaki sinir ag1 modellerinin isleyisi (Ncbi.nlm.nih.gov, 2024)

Sinir ag1 modelleri, sinyalleri néronlara benzer diigiimler aracilifiyla ileterek
calisir. Bu sinyaller, sinaptik baglantilarin analoglari olan baglantilar boyunca diigiimden
diigiime gecer. Ogrenme, her baglantinin tasidig: sinyalleri yiikselten veya séniimleyen

agirliklar ayarlayarak sonucu iyilestirir. Diiglimler genellikle korteksteki farkli islem
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merkezlerine benzeyen bir dizi katman seklinde siralanir. Bugiiniin bilgisayarlari, cok
fazla katmana sahip Derin Ogrenme aglarmi isleyebilecek kadar gii¢liidiir. Gorselin

sanatcis1 Lucy Reading-Ikkanda' dir (ncbi.nlm.nih.gov, 2024).

Derin 6grenme calismalar1 genellikle li¢ kategoride incelenebilir (Deng ve Yu,
2014):

1) Denetimsiz veya iiretilen 6grenme icin derin aglar: Bu tiir derin aglarda, hedef
siif etiketleri hakkinda bilgi olmadan gbézlemlenen veya goriilebilen verinin
yiiksek dereceli iligkilerini bulmaya odaklanilir. Desen analizi veya sentez
amaciyla goriilebilir veri hakkindaki yiiksek seviyedeki iliskileri bulmada
kullanilir.

2) Denetimli 6grenme i¢in derin aglar: Bu tiir derin aglar, desen siiflandirmasi
icin dogrudan ayirt edicidir. Hedef etiket verileri vardir ve bu verilere dayanarak
ogrenmeyi gergeklestirir.

3) Hibrit derin aglar: Bu yaklasim, genellikle daha etkili sonuglar elde etmek i¢in,
iiretken veya denetimsiz derin aglarin sonuglariyla 6nemli 6lgiide desteklenen
ayirt ediciligi hedeflemektedir. Bunun i¢in denetimli 6§renme i¢in tasarlanmis

derin aglarin en iyi optimizasyonunu veya diizenlenmesini gerceklestirir.

Gilinlimiizde derin 6grenme uygulamalari, lirlin ve hizmetlerin i¢ine dyle bir entegre
edilmistir ki, kullanicilar genellikle bu karmasik veri isleme asamalarini bilmemektedir.
Ornegin, kolluk kuvvetleri derin 6grenme algoritmalarim kullanarak dolandiricilik veya
suc¢ faaliyetlerini belirleyebilir. Finans kurumlari, hisse senetleri i¢in algoritmik ticaret,
kredi risklerini degerlendirme, dolandiricilifi tespit etme ve miisteri portfGylerini
yonetme gibi bircok faaliyette derin 6grenme teknolojisinden faydalanirken, miisteri
hizmetleri chatbotlar araciligiyla miisteri etkilesimlerini 6zellestirerek yonetebilir. Saglik
sektoriinde tibbi goriintiileme uzmanlarini desteklemek ve hastaliklar1 daha ¢abuk teshis

etmekte derin 6grenme uygulamalarini kullanmaktadir (ibm.com, 2024).

2.2.2.1. Tekrarlayan sinir aglari (recurrent neural network- rnn)

1990’ dan giintimiize RNN' ler, geleneksel sinir aglarinin kisith bellek problemini
¢ozmek i¢in tasarlanmistir (scholarpedia.org, 2024). RNN’ ler geri bildirimli bir dongii

iceren tipik bir ileri beslemeli sinir ag1 sinir ag1 olarak tanimlanabilir (Vennered vd.,

19


https://docs.google.com/document/d/1CnllatVqmsEFau_lVVx-Y1odMQb6wAPp/edit?pli=1#heading=h.xvir7l

2021). Bu dongiisel yap1 sayesinde, 6zellikle zaman serileri gibi dinamik veri tiirlerinde
daha verimli sonuglar elde edebilirler (scholarpedia.org). RNN' ni farkli yapan, 6zel bir
zaman diliminde belirli veri degerinin belirli bir siire 6nceki degerine baglantili olmasidir.
Bu nedenle, RNN' ler eski ve yeni arasindaki baglantiy1 kurarak gelecek 6ngoriisiinde
kullanilabilirler. Geri beslemeli sinir aglari (RNN 'ler), noronlarin gizli degiskenler
aracilifiyla eski verilerin kay1t altina almasini saglayan mimarisi ile 6n plana ¢ikar. RNN'
ler, eski veriyle iliskili envanteri koruyarak ve bu envanteri gelecek baglanti noktalarinda
isleyerek zaman serilerinden elde edilen bilgileri 6ngoriide bulunmak ic¢in ortami
olustururlar. Boylece zaman serileri gibi sabit olmayan degiskenli veri gesitlerinde daha

verimli bir sekilde ¢aligabilirler (Vennered vd., 2021).

RNN, siral1 veriler i¢in uygun olanidir ve esneklikleri sayesinde farkli girdi/¢ikti
uzunluklarin1 uygulayabilir. Ana bellegi sayesinde ge¢mis verilerle giincel veriler bir
arada ge¢mis durumu kullanarak mevcut durumun islemini gerceklestirebilir. Bu
ozellikler RNN' lere, 6zellikle metin cevirisi gibi islemlerde diger algoritmalara karsi

tistiinliik saglayabilir (medium.com, 2024). RNN’ nin acik hali asagidaki gibidir;

o L_L_l..ﬂ!.._.
6 o 6 6 o

Sekil 12: Rnn acik gosterimi (Vennered vd., 2021)

RNN’ in gesitleri One to One RNN, One to Many RNN, Many to One RNN ve
Many to Many RNN Sekil 13’ te gosterilmistir.

p= o<1 >\ 5<2> A<T,'> o
t t ) 1
I i | P P X N gy
t AL ‘\‘ bR ) t
x<1> x x<1> y<2> <Ty>
One to one One to many Many to one
)-;<l> )';<Z> (1’ %<1> %<T)‘>
t t 1‘
e, B
Tt !
x<1> y<2> <?T> xS C 2
Many to many Many to many

Sekil 13: Rnn’ in tiirleri (Medium.com, 2024)
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RNN' lerde, kaybolan veya asir1 biiyiiyen gradyanlar 6nemli bir problem teskil
eder, matris ¢arpimi esnasinda kiigiik degerlerin gradyanin kiigiilerek kaybolmasina yol
acabilir. Bu engeli asmak amaciyla LSTM birimleri gelistirilmis ve geleneksel RNN' leri
gecmek icin kullanilmistir. LSTM' ler, kaybolan gradyan sorununu ele almak iizere
tasarlanmis ve genellikle daha iyi performans sergilemektedir. Bu yapilar 6zellikle uzun
vadede bagimliliklar1 korudugu gerekcesiyle dncelik goriilmiis ve RNN' lerin biitiinsel
verimliligini pozitif etkilemistir. Kaybolan veya asir1 biiyiiyen gradyanlar, LSTM' lerin
ilgi ¢cekerek derin 6grenme modellerinde istikrarli egitime olanak saglamistir (Schmidt,

2019).

2.2.2.2. Uzun kisa siireli bellek (long short-term memory- Istm)

Uzun Kisa Siireli Bellek (LSTM), RNN' lerdeki kaybolan gradyan problemini
cozmeyi hedefleyen bir tekrarlayan sinir agidir. Diger sira 6grenme modelleriyle
kiyaslandiginda, aralik uzunluguna etkisizligi avantajidir. Konusma tanima, el yazisi
tanima, makine cevirisi, robot kontrolii, video oyunlart ve saglik hizmetleri gibi bir¢cok
uygulamada yiiksek hassasiyetle zaman serilerine dayali verilerin siniflandirilmast,

islenmesi ve tahmini i¢in yontem sunar (en.wikipedia.org, 2024).

RNN' e paralel olan LSTM mimarisi, yinelenen hiicreler LSTM hiicreleriyle
degistirilir ve uzun siireli bilgiyi korumak i¢in yapilandirilmistir. Her LSTM hiicresi, bir
onceki ¢iktiyr tekrarlamanin yani sira uzun vadeli bellegi temsil eden bir hiicre durumu
(ct) da korur. Bu nedenle, LSTM' ler kisa vadeli (gizli durum ht) ve uzun vadeli bellege
(hiicre durumu ct) erisim saglarlar, boylece onemli bilgi ve gradyanlarin ilerleyisini

stirdiiriirler (Vennered vd., 2021).

LSTM, ardisik yapilarin birlesimi olan ve {i¢ temel kisimdan olusan bu yapilar:
unutma, giris ve c¢ikis tabakalaridir. Unutma tabakasi, gelen bilginin hatirlanip
hatirlanmayacagini, giris tabakasi bellekte hangi bilgilerin saklanip saklanmayacagini
tespit ederken ¢ikis tabakasi ise hangi bilgilerin ¢ikt1 olarak kullanilacaginin tespitini
yapar. Bu etkileyici birimler, sigmoid fonksiyonu ve bir nokta carpim islemiyle bilginin

ilerleyisini belirler (Kara, 2019).
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Sekil 14: Lstm mimari yapisi (Xiao ve Yin., 2019)

Sekil 14’ de verilen Uzun Kisa Siireli Bellek (LSTM) mimarisi temelde unutma,
giris ve c¢ikis olmak {izere 3 tabakasinda meydana gelen siire¢ asagidaki gibi

tanimlanmistir (Y1lmaz ve Orman, 2021).

LSTM algoritmasinin ilk asama giris olarak Xt ve ht—1 degerlerini alir ve hangi
bilgilerin silinecegini secer. Bu islemler unutma tabakasinda (ft) Esitlik (7) ile

gerceklestirilir. Burada aktivasyon fonksiyonu, sigmoid fonksiyonudur.

ft=(WF, « Xt + WF, h  ht—1 + bf) 7

Ikinci asamada giincel bilgilerin secildigi giris tabakasi devrededir. Once (it) Esitlik (8)
ile sigmoid fonksiyonu aracilifiyla bilgiler yenilenir. Sonrasinda Egsitlik (9) ile giincel

bilgiyi olusturacak aday bilgiler tanh fonksiyonu araciligiyla secilir.

it= (Wi, x Xt + Wi, h x ht—1 + bi) (8)
Ct=tanh(Wc,x * Xt + Wc,h * ht—1 + bc) (9)
Esitlik (10) ile giincel bilgiler hazirlanir.

Ct=Ct-1xft+it=Ct (10)
Sonug olarak ¢ikis tabakasinda Esitlik (11) ve (12) ile ¢ikt1 degerleri hesaplanir.
ot=(Wo, x Xt + Wo, h x ht—1 + bo) (11)
ht = ot * tanh (Ct) (12)
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Yukarida agiklanan bu siire¢ devam ederek tekrarlanirken, agirlik parametreleri (W) ve
bias parametreleri (b) gergek egitim verileri ile LSTM ¢iktilar1 arasindaki farki en aza

indirmek i¢in 6grenir (Y1lmaz ve Orman, 2021).

LSTM' lerin zamansal verilere hakim olma becerisi, LSTM mimarisinin ¢esitli
varyasyonlarinin farkli alanlarda ve cesitli uygulamalarda kullanilmasinin dogal bir

sonucudur (Vennered vd., 2021).

2.2.2.3. Gegitli tekrarlayan birimler (gated recurrent units- gru)

LSTM?’ nin bir varyant1 olarakta bilinen GRU (Gated Recurrent Unit), 2014’ te Cho
ve digerleri tarafindan sunulan bir tekrarlayan sinir ag1 (RNN) tiirtidiir. GRU, standart bir
rekiirrent sinir aginin karsilagtigi kaybolan gradyan sorununu ¢ézmek igin gelistirilmistir
(Cho vd., 2014). Bir GRU birimi, giincelleme kapisi, sifirlama kapisi ve giris kapis1 olmak
lizere Ui ana bilesenden olusur. Bu kapilar, ge¢misten gelen bilgiyi segerek
giincellenmesine ve islenmesine izin vererek, GRU' nun uzun vadeli bagimliliklar
yakalayabilmesini saglar. Sekil 15’ de bir GRU mimarisinin yapisi gosterilmistir. (Shiri
vd., 2023).

hl-l 0 zy = o (Wexy + Vi + bF)

Q n=0c(Wx+Vh_+b")
t
o]

-

¢ = tanh (Wx + VE (r: . )

Xp.q h=01=2).hy+2.h

Sekil 15: Gru mimarisi (Shiri vd., 2023)

Bu kapilar, egitim verilerinde hangi bilgilerin saklanmasi veya atilmasi
gerektigini 6grenerek, ilgili bilgileri uzun zaman araliklarinda kullanarak tahminlerde
bulunabilirler. Giiniimiizde, RNN tabanli bir¢ok ileri teknoloji sonug, genellikle LSTM
'ler ve GRU' lar ile elde edilmektedir. Ayrica, LSTM' ler ve GRU' lar konusma tanima,
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metin olusturma gibi ¢esitli uygulamalarda ve hatta videolar i¢in altyazi olusturmakta bile

kullanilabilmektedir (Demirci ve Karaatli, 2023).

2.3. Dogal Dil Isleme (NLP)

Dogal dil isleme (NLP), makine sistemlerinin insan dillerini analiz ettigi, anlamaya
calistig1 veya iirettigi bir disiplindir. NLP, ingilizce, Japonca, Italyanca veya Rusga gibi
birgok insan dilini igleme amacindadir. Girdi metni, konugma veya klavye girisi ile
gerceklestirilirken NLP’ nin gorevleri arasinda, metni bagka bir dile ¢evirme, metin
icerigini anlama, veri tabani olusturma veya ozetleme, hatta kullaniciyla etkilesim
kurarak diyalog gerceklestirme olabilir. NLP' nin asil zorlugu, problem seviyelerinin her
birinde yaygin olan belirsizliktir. Basit kelimelerdeki anlam belirsizligi, yapisal veya
sentaktik belirsizlik, anlamsal belirsizlik, sdylem belirsizligi ve referans belirsizligi gibi
farkl tiirlerde belirsizlikler mevcuttur. Tiim bu belirsizlik tiirleri etkilesime girebilir ve
son derece karmagik bir yorumlama siireci tiretebilir (Chopra vd., 2013). Dogal dil isleme,
genellikle sesli anlatimlarin yazili metinlere doniistiiriilmesiyle baglar ve daha sonra bu
metinler islenir. Bu ¢alismalar, kelime bilimi, sozdizimsel analiz, anlamsal analiz ve
sOylem analizi olmak iizere dort temel seviyede incelenir. Kelime bilimi, kelimelerin
manalarin1 arastirarak baslangic yapar; sozdizimsel analiz, ciimlelerdeki kelime
diizenlerini dikkate alir; anlamsal analiz, kullanilan ciimlelerin manalarini degerlendirir

ve sOylem analizi, bir konugsma esnasinda kullanilan kelimeler ve manalariyla ilgilenir

(Seker, 2015).

Dogal Dil isleme (NLP), insanlar ve makineler arasindaki haberlesmeyi gelistirerek
1§ performansini iyilestirir ve bilginin etkilesimini kolaylastirir. Bu alanda yapilan giincel
ilerlemeler bu acgidan olduk¢a onemlidir. NLP' nin kullanildig1 cesitli alanlar arasinda
kisisel asistanlar gibi uygulamalar yer alir. Bu uygulamalar, teknolojinin giinliik
yasamimizdaki etkisini artirirken, iletisimi ve bilgi akisini daha verimli hale getirir. Sonug
olarak, dogal dil isleme (NLP), makinelerin insan dillerini anlamasina ve iiretmesine
yardimc1 olan bir disiplindir. Bu, insanlarla makineler arasindaki diyalogu yiikseltirken

is verimliligini ve bilgi alisverisini kolaylastirir (geeksforgeeks.org, 2024).
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NLP’ nin bir metni veya konusmay1 anlamak ve cevaplamak icin bilgisayar

sistemleri kullanarak nasil isledigini gosteren diyagram Sekil 16° da gosterilmistir

(Chopra vd., 2013).

Understanding Generation
NL NL
Input ——» Computer _, Outpu

t

Sekil 16: Dogal dil isleme (Chopra vd., 2013)

Yukarida NLP’ nin temsili diyagram seklinin Dogal Dil Anlama (Understanding), girisin

dogal dil oldugu ve kavrandig bolgeyi, NLP’ nin bir alt disiplini olan Dogal Dil Uretimi

(Generation) yazili igerik olusturmada kullanilan kismi gostermektedir (Chopra vd.,

2013).

NLP’ nin bes adimi sirastyla sdyledir (Totade vd., 2023):

1)

2)

3)

4)

Leksikal veya Morfolojik Analiz: NLP’ nin baslangicidir. Kelimelerin yapisinin
incelendigi ve bir dildeki kelimelerin koleksiyonun analiz edildigi kisimdir.
Analiz, kelimeleri paragraflara, ifadelere, kelimelere veya karakterlere ayirarak
leksikona ayrilmasidir.

Sozdizimsel Analizz NLP’ nin bu ikinci kisminda, dilbilgisi denetlenir,
sOzciiklerin diizeni ve baglantilar1 belirlenir. Climlede yer alan sozciikler ve
anlatim bigimleri incelenir ve birbirleri arasindaki iliski degerlendirilir.
Anlamsal Analiz: Anlam1 ¢6zmek igin yapilan NLP’ nin bu ti¢iincii asamasinda
kelimelerin ve climlelerin tanimlar1 arastirilir. Kelimelerin organizasyonu ve
climlenin anlamli olup olmadig: belirlenir.

Soylem Entegrasyonu: Ciimlenin metinsel biitiinliigliniin gz Oniine alindig
NLP’ nin bu dordiincii asamasinda, ciimlenin daha genis bir baglama

yerlestirilmesi ve uygunlugunun saglanmasi énemlidir.
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5) Pragmatik Analiz: NLP’ nin bu son agamasinda, diger dort asamalardan gelen
bilgilerin entegrasyonunu gerceklestirilir ve dilin nasil uygulandigint anlamak

i¢in terclimesi yapilir.

Dogal Dil isleme (NLP), bugiin bir¢ok alanda genis kullanimi olan tekniktir. NLP’ nin

ornek kullanim alanlar1 arasinda asagida sunulanlar1 icermektedir (Seker, 2015):

e Soru Cevaplama: Yazi analizi, metinleri derinlemesine inceleyerek anlamli
sorularin ve cevaplarin ¢ikarilmasini saglayan 6nemli bir yontemdir.

e Otomatik Terciime: Diller arasi iletisimi kolaylastiran teknolojik bir yontemdir.

e Bilgi Getirme: Bilgi getirme, belirli bir konu hakkinda istenen bilginin yazili
kaynaklardan arastirilarak bulunmasi ve edinilmesi siirecidir.

e Sozcik Isleme: Yazili metinlerdeki yazim hatalarmin  kontrol edilmesi,
diizeltilmesi ve belirli s6zciiklerin bulunmasi gibi 6nemli faaliyetleri kapsayan bir
stirectir.

e Dogal Dil Isleme-Veri Taban Arayiizii: Geleneksel sorgulama yontemlerinden
farkli olarak, kullanicilarin dogal dilde sorular sormasina olanak taniyan bir
teknolojidir.

e Internet Arama Motorlari: Kullanicilarin internet iizerinde dogal dilde arama
yapmalarini saglayan ve istenilen bilgilere hizli erisimi gerceklestiren 6nemli bir
teknolojidir.

e Yapay Zeka Botlar1: Kullanicilarla sohbet ederken dogal dilde sorular1 cevaplayan
ve bunun i¢in arama yapabilen yapay zeka destekli sistemlerdir.

e Metin Isleme: Metinlerin kategorize edilmesi, boliinmesi ve kiimeleme
islemlerinin gerceklestirilmesi.

e Finansal Raporlama, Sohbet Odalar1 ve Telefon Cevaplama: Modern diinyada
bliylik miktarda metin verisinin analiz edilmesi ve anlamli i¢goriiler elde edilmesi
icin kullanilan teknolojidir.

e Internet Bilgi Deposu: Milyarlarca web sitesi, belge, veri tabani ve diger
kaynaklar1 iceren genis bir bilgi agidir.

e Metin Ozetleme: Biiyiik bilgi y1gmi i¢inde aradigimiz bilgilere ulasmak ve bunlart

etkili bir sekilde anlamak kullanilan bir tekniktir.

Bu alanlarda dogal dil isleme teknolojilerinin kullanimi, bilgiye erisimi ve isleme

stireglerini kolaylastirmak i¢in dnemli bir rol oynamaktadir (Totade vd., 2023).
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2.3.1. Duygu analizi (sentiment analysis)

Duygu analizi, kullanicilarin duygularini veya goriislerini tespit etmek, agiklamak
veya smiflandirmak i¢in kullanilmaktadir. Bu, filmler, iiriin hatalari, aktiviteler veya
rastgele Ozelliklerden birinin olumlu, olumsuz veya notr oldugunu belirlemeyi
icermektedir. Bu tiir analiz i¢in kaynaklar, incelemeler, forum tartigsmalari, bloglar, mikro
bloglar, X gibi sosyal iletisim kanallarinda bulunan web sitelerini kapsamaktadir.
Popiilerlesen bu alan arastirmacilarin kullanicilarin giinlilk yasamlarinda faydali
olabilecek hizmetler hakkinda incelemelerde bulunmasina sebep olmustur (Mehta ve
Pandya, 2020). Duygu analizi giinlimiizde aragtirmacilarin yani sira firmalar, devletler ve
vakiflar tarafindan yaygin kullanima uygun goriilmistiir (Sanchez-Rada ve Iglesias
2019). Yayginlasan internet ile web, kiiresel veri deposu olarak ©ne ¢ikmistir.
Kullanicilar, diisiincelerini ve gortslerini ifade etmek igin farkli ¢evrimigi bilgileri
kullanmaktadir. Halkin fikirlerini diizenli olarak takip etmek ve karar verme siireclerine
katkida bulunmak i¢in kullanici iiretimli verileri sistematik olarak degerlendirmek
onemlidir. Bu nedenle, duygu analizi son yillarda arastirma camiasinda iin kazanmastir.
Duygu analizi ayrica Goriis analizi veya Goriis madenciligi olarak da kabul edilir. Son
zamanlarda bu alandaki ilerleme kayda degerdir. Duygu analizi konusundaki cesitli
arastirmalarda bu ilerlemeyi desteklemekte ve bu alandaki calismalarin Gnemini

vurgulamaktadir (Ligthart vd., 2021).

Sosyal ag sitelerinin genislemesi, bu platformlar1 ve igeriklerini incelemek ve
gerekli bilgileri ¢ikarmak i¢in tiirlii alanlara yol agmistir. Duygu analizi, bir metnin
iceriginden aktarilan duygular tespit siireciyle ilgilidir. Duygu analizi, dogal dil isleme
(NLP) alaninin bir alt dalidir ve uzun ve taninmis bir halka agik goriis kararlar ele
alindiginda, bu konuda yapilmis bir¢ok temel calisma vardir. Ancak, duygu analizi, yeni

milenyuma kadar gelisimini devam ettirmektedir (Wankhade vd., 2022).

Goriis madenciliginin temeli olan duygu analizi, metinleri 6znel ya da nesnel
siiflandirir. Giincel ¢aligmalar, amaca uygun yontemleri bulmak i¢in hem denetimli hem
de denetimsiz &grenme tekniklerini kullanmaktadir. ilk arastirmalar incelendiginde
denetimli 6grenme yontemlerinden destek vektor makinesi, maksimum entropi, naive
bayesin tek basina ya da bir arada kombine edilerek kullanildigi, denetimsiz 6grenme
yontemlerinden ise duygu sozliiklerinden yararlanma, gramatik analiz, sézdizimsel

kaliplarin  kullanildig1 goriilmektedir. Sonu¢ olarak, Duygu Analizi, metinlerdeki
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duygular siniflandirarak 6znellik ya da nesnellik gibi farkli gorevleri sebebiyle duygu
egilimini belirlerken climlelerin nétr, negatif veya pozitif ayrimini da yapmaktadir

(Mehta ve Pandya, 2020).
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Data Selection H Data Scraping Data Analysis Approach iTask

Sekil 17: Duygu analizinin genel isleyisi (Wankhade vd., 2022)

Duygu analizi baglaminda TF-IDF, terimlerin Onemini anlamak ig¢in

kullanilabilecek ve duygusal igerigin belirlenmesine katki saglayabilecek bir tekniktir.

TF-IDF, metin verilerindeki her kelimenin énemini belirlemek i¢in kullanilan bir
yontemdir ve kelimenin bir belgedeki frekans: ile tiim belgelerdeki frekansi arasindaki
orantisizligl olger. Bu sekilde, her kelimenin belirli bir belgedeki 6nemi vurgulanir ve

metin verileri sayisal vektorlere dondistiirtiliir (Liu vd., 2018).

Duygu analizinde kullanilan TF- IDF (Term Frequency- Inverse Document

Frequency) formiilii su sekildedir (Jones, 2004):
t: flgilenilen kelime veya terim
d: Belge icindeki kelime veya terimin siklig1

D: Tiim belgelerin toplami1
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TF (Term Frequency- Terim Siklig1), bir terimin belgede ne kadar sik gectigini 6lger ve

sOyle hesaplanir:

Belgedeki Terim tr nin Stkligt

TF(t,d) = (13)

Belgedeki toplam Terim Sayist

IDF (Inverse Document Frequency- Belge Frekansinin Tersi), bir terimin belgede genel

olarak ne kadar nadir bulundugunu 6lcer ve hesaplamasi su sekildedir:

_ Toplam Belge Say:ist
IDF(t'D) - log(Belgede Terim t' nin Bulundugu Belge Sayisi+1 ) (14)
TF-IDF degeri, TF ve IDF' nin ¢arpimi olup su sekilde bulunur:
TF—IDF(t,d,D)=TF(t,d) XIDF(t,D) (15)

2.4. Chatbot

Gliniimiizde teknolojinin hizla ilerlemesiyle birlikte, iletisim ve kullanic1 deneyimi
alanlarinda 6nemli degisiklikler yasanmaktadir. Yapay zeka (Al), akilli ajanlar olarak
adlandirilan yazillm ve donanimlarin ingas1 ve analiziyle giinlik yasantimizi
etkilemektedir. Bu degisimlerden biri de chatbotlar olarak adlandirilan yapay zeka
destekli iletisim araclaridir (Bansal ve Khan, 2018). Chatbotlar, yapay zeka sistemlerinin
belirgin bir 6rnegi olup, kullanicilarin metin veya ses yoluyla etkilesime gegebildigi ve
Dogal Dil Isleme (NLP) teknikleriyle insan dillerini anlayabilen bilgisayar
programlaridir. Kisaca chatbotlar, insanlarla dogal dilde etkilesim kurabilen, sorulari
yanitlayabilen ve cesitli gorevleri yerine getirebilen yazilimlardir (Khanna vd., 2015).
Chatbotlar egitim, bilgi edinme, isletme ve e-ticaret gibi farkli alanlarda kullanilmakta

olup kullanicilara birgok avantaj sunmaktadirlar (Shawar ve Atwell, 2007).

1950' de Alan Turing, Makinelerin diislinebilir olup olamayacagi sorusuyla Turing
Testi' ni Onererek chatbot fikrinin popiiler hale gelmesine katki sagladi (Turing, 2009).
Ik bilinen chatbot olan Eliza, 1966' da gelistirildi ve kullanici ifadelerini sorularla
yanitlayarak bir psikoterapist gibi davraniyordu. Eliza, basit desen eslestirme ve sablon
tabanli yanitlar kullanarak konugma yetenegi bakimindan simirlt olsa da chatbot
gelistirmeye tesvik etti (Weizenbaum, 1966). 1972' de gelistirilen PARRY, kisilik sahibi
bir chatbot olarak Eliza' nin bir ilerlemesiydi. Ardindan, 1995 yilinda ALICE isimli
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chatbot, yillik Turing Testi olan Loebner Odiilii' nii kazanarak "en insan bilgisayar1"
unvanmni aldi. ALICE, Yapay zeka Isaretleme Dili' ne (AIML) dayali temel zeka ve
Oriintli eslestirme algoritmalari kullanarak basarili oldu (Epstein vd., 2009). 2001'de
SmarterChild gibi chatbotlar gelistirilerek mesajlasma uygulamalar1 aracilifiyla
popiilerlik kazandi. Bu donemde, Apple Siri, Microsoft Cortana, Amazon Alexa, Google
Asistan ve IBM Watson gibi sanal kisisel asistanlar da ortaya c¢ikti. Son yillarda
chatbotlara olan ilgi hizla artmistir, 6zellikle 2016' dan sonra endiistriyel ¢oziimler ve
cesitli arastirma ve uygulamalara yonelik chatbotlar gelistirilmistir (Adamopoulou ve

Moussiades, 2020).

Chatbotlarin temel ¢aligma prensibi dogal dil isleme (NLP) ve makine 6grenimi
tekniklerine dayanmaktadir. Kullanicidan gelen metin tabanli sorular1 anlamak i¢cin NLP
algoritmalar1 kullanilir ve ardindan uygun yanitlar liretmek i¢in dnceden egitilmis
modeller devreye girer. Bu modeller, genellikle biiylik veri setleri lizerinde egitilir ve

stirekli olarak giincellenerek daha 1yi performans saglarlar.

Chatbot teknolojisiyle ilgili temel kavramlar sunlari icerir (Adamopoulou ve

Moussiades, 2020):

Desen Esleme: Bu metot, sembolik uyarici-yanit modellerine dayanir.
Kullanicidan gelen ifadeler belirli desenlere gore islenir ve buna gore bir cevap tretilir
(Marietto vd., 2018). Ge¢miste Eliza ve ALICE gibi eski chatbotlar bu yodntemi

kullantyordu. Dezavantaj1, yanitlarin dngoriilebilir ve tekrarlayict olma egilimidir.

AIML (Artificial Intelligence Markup Language): AIML, eslesme ve tanima
tekniklerine dayanir ve chatbotlarla insanlar arasindaki iletisimi modeller. XML tabanl

bir formata sahiptir ve konusma kategorilerini belirleyen sablonlar icerir (Marietto vd.,

2018).

Gizli Anlamsal Analiz (LSA): AIML ile kullanilan LSA, kelime vektorleri
arasmdaki iliskileri kesfeder. Oriintii tabanli sorularin yam sira belirsiz veya

cevaplanmamis sorulara da cevap iiretebilir (Ahmad vd., 2018).

Chatscript: AIML' nin gelismis versiyonu olan Chatscript, agik kaynakli bir betik

dili ve uzman bir sistemdir. Kullanici girislerini en uygun kurallara gore isler.
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RiveScript: Metin tabanli bir betik dili olan RiveScript, chatbotlar ve diger
konusma araglart i¢in kullanilir. Farkli programlama dillerine uyumlu olarak

gelistirilmistir (Ramesh vd., 2017).

Dogal Dil isleme (NLP): Bilgisayarlarmn insan dilini anlamasiyla ilgilenen NLP,
chatbot gelistirme siireglerinde kritik bir rol oynar (Jung, 2019). Genellikle makine
ogrenimi teknikleriyle birlikte kullanilir.

Dogal Dil Anlama (NLU): NLU, kullanict girdilerinden anlam ve baglam
cikararak chatbotlarin etkilesimini yonetir. Kullanici niyetlerini ve 06znitelikleri

belirlemede kullanilir (Jung, 2019).

Varhk Tanimlama: Kullanict girdilerinden bilgi ¢ikarma siirecini ifade eder.

Ornegin, tarih, yer gibi belirli bilgileri belirleme yetenegi saglar.

Baglam Yonetimi: Kullanicinin 6nceki iletilerine dayali olarak degisen anlamlari
islemek icin kullanilir. Onceden tanimlanmis baglamlari kullanarak daha anlamli
cevaplar iretir. Bu temel kavramlar, chatbot teknolojisinin evrimi ve dogal dil isleme
alanindaki ilerlemelerin anlasilmasinda énemli bir rol oynamaktadir (Kucherbaev vd.,

2018).
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3. GEREC VE YONTEM

3.1. Veri Seti

Bu calisma i¢in Kaggle platformunda paylasilan 2013 yili Tiirkiye duyarlilik
analizi verilerine dayanarak olusturulan beyazperde.com kullanic1 yorumlar1 adli veri seti
kullanilmigtir. Veri seti, kullanicilarin filmlerle ilgili yorumlarini igermekte olup her bir

yorum olumlu veya olumsuz duygu etiketi ile etiketlenmistir.

Tiirk film incelemeleri veri seti ilk olarak 2013 yilinda Demirtas ve Pechenizkiy
tarafindan tanitilmistir ve toplamda 10662 yoruma sahiptir. Yorumlarin siniflandirilmasi
1 ile 5 arasinda degisen yildiz derecelendirmeleri iizerinden yapilmistir (Demirtas ve
Pechenizkiy, 2013). Bu ¢alismada, yildiz derecelendirmeleri 2 sinifa ayrilmistir: 4 veya
5 yildizl1 yorumlar olumlu olarak kabul edilirken, 1 veya 2 yildizli yorumlar olumsuz
olarak kabul edilmistir. 3 yildizli yorumlar analiz dis1 birakilmigtir. Veri seti mitkemmel
bir sekilde dengelenmistir. Egitim verilerinde 3998 adet olumlu ve 3998 adet olumsuz
etiketli yorum bulunmaktadir. Test verilerinde ise her smif i¢in 1333 yorum
bulunmaktadir. Veri setinin yapist oldukga basittir; her bir yorum metni ile bu yoruma ait
olumlu (1) veya olumsuz (0) etiketlerden olusmaktadir (kaggle.com, 2023). Kaggle
platformundan elde edilen bu veri seti Tlizerinde belirli 6n isleme adimlar
gerceklestirmeden Once veri seti incelenmistir. Bu ¢alisma kapsaminda kullanilan veri
setine ait token sayilar1 toplami1 Tablo 1’ de, kullanici yorumlarinin ilk bes satirinin

incelemesi Tablo 2’ de asagidaki gibidir.

Tablo 1: Veri setine ait token sayilar: toplami

Train Veri Setindeki Toplam Token Sayis1 130368
Test Veri Setindeki Toplam Token Sayisi 43210
Toplam Token Sayis1 173578
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Tablo 2: Kullanict yorumlarimn ilk bes satirinin incelemesi

Unnamed: 0

Comment

Label

biri bana bu filmde benim anlamadigim bisey oldugunu
sOylesin liitfen.. uzun zamandir bilim kurgu vb tiir filmleri
izliyorum basit olanlari,mantiksiz olanlari,hatali olanlari
gbérdiim ama boylesine rastlamadim sagma filmler
kategorisinde kesin bi 6diil alir film.kisaca:bu ne ya?
diyorsunuz.. . \n

ya ¢ocuklar ilk filmin sonunda biiyiidiiler ya bu filmde
biiylik mii kalcaklar dolaba girince gene biiyiicekler mi
anlamadim ben o olayi oyuncular ayni ya. \n

film biraz daha uzun siirse harbi kiyameti gorecektik.. \n

pek orjinal bi cinayet yok ama orjinal oyuncular var iki dev
isim, ama artik oyunculuk yerine biri senarist biri yonetmen
olsa daha iyi olcak gibi bi izlenim var, ya da godfatherda Ki
gibi olacak her filmleri, sonug olarak izlenebilir bi film ama
izlerken unutabilirsiniz. \n

film tek kelimeyle muhtesemdi heleki sonundaki sasirticiligi

filmin ne kadar zekice ortaya kondugunu gosteriyodu

oyunculuklar ztn ayri bir harikaydi izledigim en ii filmlerden

biriydi . \n
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Kaggle platformunda paylagilan Tiirkiye Duygu Analizi Verileri-beyazperde.com adli
veri setinin istatistikleri Tablo 3 ve Tablo 4’ de asagidaki gibidir.

Tablo 3: Veri seti istatistikleri-1

Unnamed: 0 Label

count 7996 7996

mean 3997.5 0.5

std 2308.39 0.500031

min 0 0

%25 1998.75 0

%50 3997.5 0.5

%75 5996.25 1

max 7995 1

Tablo 4: Veri seti istatistikleri-2
Siitun Ad1 Veri Non-Null | A¢iklama
Tiri Sayist

0 Unnamed :0 [ int64 7996 Indeks veya tanimlayici olarak kullanilabilir.
1 | Comment object 7996 Yorumlari igerir.
2 Label int64 7996 Etiketleri (0 veya 1) igerir.

Bu ¢alisma kapsaminda "Unnamed :0" siitunu, veri setinde tanimlayici olan ancak
analiz veya model egitimi i¢in anlamli bir bilgi igermeyen siitun olmasi nedeniyle
modelin egitimini etkilemeyecegi icin kaldirilmistir. Train veri setinden "Unnamed: 0"
stitunu, drop fonksiyonu kullanilarak ¢ikartilmis ve bu degisiklik orijinal train veri setine
(inplace=True kullanilarak) uygulanmigtir. Bu islem sonucunda veri setindeki gereksiz

bir siitun temizlenmis ve model i¢in gerekli olan veri hazirlik asamasi1 tamamlanmistir.
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3.2. Yazilim

Bu ¢alisma kapsaminda veri 6n isleme adimlari, modellerin egitimi ve chatbot

uygulamalar1 Google Colab ortaminda Python programlama dili kullanilarak

gerceklestirilmistir.

3.2.1. Google colab

Google Colab (Google Colaboratory), yapay zeka ve derin 6grenme projeleri igin

gelistirilmis, bulut tabanli bir Jupyter Notebook ortamidir. Google Colab' in belli bash

ozellikleri (colab.research.google.com, 2024):

1)

2)

3)

4)

5)

6)

Ucretsiz ve Bulut Tabanlh: Google' un bulut altyapist iizerinde calisan Google
Colab ficretsizdir ve kullanicilarin kendi bilgisayarlarina herhangi bir sey

kurmadan tarayici iizerinden ¢alismalarina olanak saglar.

Jupyter Notebook ile Uyumlu: Google Colab, Jupyter Notebook formatini
destekler. Kod, metin ve gorselleri ayn1 belgede birlestirmeye imkan saglar. Bu

durum kod yazimini ve analizleri diizenlemeyi kolaylastirir.

GPU ve TPU Destegi: Google Colab, kullanicilarin {icretsiz olarak GPU
(Graphics Processing Unit) ve TPU (Tensor Processing Unit) gibi yliksek
performansli donanimlar1 kullanmasinin yolunu agar. Bu 6zellik derin 6grenme

gibi maliyetli projeler i¢in ¢ok dnemlidir.

Paylasim ve Is Birligi: Colab projeleri Google Drive ile entegredir ve kolayca
paylasilabilir. Birden ¢ok kullanici ayn1 anda Colab not defteri iizerinde ¢alisma

ve degisiklikleri anlik olarak gorebilme imkanina sahiptir.

Kiitiiphane ve Paketlerin Kolay Kurulumu: Colab’ da yaygin olarak kullanilan

kiitiiphaneler ve paketler 6nceden yiiklenmistir.

Egitim ve Dersler I¢in Ideal: Kodlama becerilerini gelistirmek, projeleri

paylagmak ve sunmak i¢in kullanigl bir ortami1 vardir.
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Google Colab, yapay zeka ve veri bilimi alanlarinda c¢alisanlar icin idealdir.

Kullanicilarina esneklik, yiiksek hesaplama giicli ve kolay paylasim imkani1 sunar.

3.2.2. Python programlama dili

Python, 1991 yilinda Guido van Rossum tarafindan gelistirilen genel amagli,
yiiksek seviyeli ve acgik kaynakli bir programlama dilidir. Python' un dikkat ¢eken
Ozelliklerinden biri, okunmasi ve anlasilmasi kolay s6z yapisidir. Bu dil, ¢esitli isletim
sistemlerinde kullanilabilir ve genis bir kullanici tabanina sahiptir. Nesne tabanli
programlamay1 destekleyen Python, yorumlanabilen bir dil olma 06zelligi nedeniyle
kullanicilarin kaynak kodlarin1 dogrudan calistirmalarina olanak sagladi. Ayrica, genis
bir standart kiitliphaneye sahip olmasi ve siirekli gelisen bir topluluk tarafindan
desteklenmesi, Python' u g¢esitli uygulama alanlarinda tercih edilen bir dil haline

getirmistir (Mingzhe, 2022).

Python' un bilimsel hesaplamalar i¢in gereken veri yapisini olusturmak amaciyla,
Python toplulugu 1995 yilinda matrix-sig adl1 6zel bir ilgi grubunu olusturdu. Bu siirecte,
Jim Hugunin tarafindan gelistirilen Numeric, bu ihtiyaci karsilamak i¢in 6nemli bir adim
oldu. Ancak, Numeric' in gelistirme hizindaki yavaslama ve genisletme sorunlari, Perry
Greenfield, Todd Miller ve Rick White tarafindan gelistirilen numarray ile asilmaya
calisildi. Numeric ve numarray arasindaki ayrilik, Travis Oliphant' in NumPy' yi piyasaya
cikarmasiyla son buldu. Bu siiregte, bilimsel Python toplulugu i¢in olduk¢a 6nemli olan
SciPy, IPython ve matplotlib gibi paketler gelistirdi. Bu gelismeler, Python'un bilimsel
hesaplama alaninda kullanilabilirligi ve etkinligi acisindan 6nemli bir adimdi (Millman

ve Aivazis, 2011).

Bu gelismeler Python’ 1 bilimsel hesaplamalar, veri analizi, yapay zeka, makine
Ogrenimi ve daha bir¢ok alanda tercih edilen bir dil haline getirdi. Yapist geregi esnek ve
genis kiitliphanelerle desteklenen Python, arastirma ve endiistriyel projelerde yaygin bir
sekilde kullanilmaktadir. Python' un bu genis alanlarda kullanilabilmesi, 6zellikle veri
bilimi ve yapay zeka gibi yliksek hesaplama giicii gerektiren alanlarda biiyiik bir avantaj

saglamaktadir (python.org, 2024).
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3.3. Dogal Dil isleme (NLP) islemleri

Dogal Dil isleme (NLP) teknikleri, metin verilerinin analiz edilmesi ve islenmesi
icin kullanilan 6nemli araglardir. Bu ¢alismada, NLP tekniklerinden biri olan NLTK
(Natural Language Toolkit) Kkiitiiphanesinden yararlanilmistir. NLTK, Python
programlama dili {izerine kurulu bir platformdur ve dogal dil isleme (NLP) alaninda
Ogrenim, arastirma ve uygulama yapmak isteyenler icin temel bir kaynak olmustur.
NLTK' nin sundugu avantajlar arasinda cesitli NLP veri tiirlerini, isleme gorevlerini,
korpus orneklerini ve okuyucularini igermesidir. NLTK, kullanicilarina animasyonlu
algoritmalar, Ggreticiler ve problem setleri gibi zengin kaynaklar sunarak 6grenme
deneyimini etkinlestirir. Bu 0Ozellikleriyle NLTK, Ogrenciler, arastirmacilar ve
ogretmenler i¢in ¢ok degerli bir kaynaktir (Bird, 2006). NLTK' nin agik kaynak yapisi ve
Python ile uyumlulugu, genis bir kullanici kitlesine hitap etmesini saglar. Bu 6zellikleri
sayesinde NLTK, NLP alaninda ¢alisanlarin verimliligini artirir ve karmasik islemleri
basit ¢oziimler sunar. NLTK etkin kullanimiyla, NLP konularinda derinlemesine ¢aligsma
ve pratik deneyim kazanma imkami saglar. Ogrenciler igin interaktif arayiizlerle
desteklenen bu platform, teorik bilgilerin yan1 sira pratik becerilerin de gelistirilmesine
imkan saglar. Sonug olarak, NLTK, hesaplamali dilbilimi ve dogal dil isleme alanlarinda
calisanlar i¢in vazgecilmez bir ara¢ haline gelmistir (Loper ve Bird, 2002). Bu ¢alisma
kapsaminda Tiirk¢e metin verilerinin NLP islemlerine tabi tutulmasi i¢in izlenen adimlar

sunlardir:

1) Tokenizasyon (Tokenization): Bu adim, metin verilerini anlaml pargalara
ayirarak daha detayli analizlerin yapilmasimi saglar (Toraman vd., 2023). Bu
calismada metin verilerindeki ciimleleri ve kelimeleri anlamlandirmak i¢in NLTK
kiitiiphanesindeki word tokenize fonksiyonu kullanilmistir. Ornegin, "Bu film

nommn
) .

harika!" ctimlesi "Bu", "film", "harika gibi ayr1 pargalara ayrilir.

2) Lemmatizasyon: Bu islem, kelime vektorlerinin temsil edilirken kok kelimelerin
kullanilmasini saglayarak veri boyutunu azaltir ve analiz dogrulugunu artirir (Ak
ve Tosun, 2020). Bu ¢calismada metin verilerindeki kelimelerin koklerini (lemma)
bulmak i¢in NLTK kiitiiphanesindeki WordNetLemmatizer kullanilmistir.
Ornegin, "oynuyor", "oynar", "oynuyordu" gibi farkli sekillerde kullanilan

kelimeler "oyna" kokiine indirgenir.
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3) TF-IDF Vektorlestirme: Bu yontemle kelimelerin belirleyiciligi hesaplanarak
vektorler olusturulur. Bu vektorler, metin verilerinin makine 6grenimi modelleri
tarafindan islenebilir hale getirilmesini saglar (Liu vd., 2018). Bu ¢calismada metin
verilerini sayisal vektor temsillerine dontistirmek i¢in TF-IDF (Term Frequency-
Inverse Document Frequency) vektdrlestirme yontemi kullanilmustir. Ornegin,
"film" kelimesinin siklig1 belirlenirken belirli bir dokiimanda ne kadar sik gectigi

ve genel koleksiyonda ne kadar sik gectigi dikkate alinir.

4) Word Embedding (Kelime Gomme): Kelimelerin temsili, embedding boyutu ve
belirlenen maksimum kelime uzunlugu dikkate alinarak olusturulur. Kelime
gomme, kelime vektorlerini olustururken kelimeler arasindaki iliskileri de dikkate
alir (Li ve Yang, 2018). Bu caligmada kelimelerin sayisal vektor temsillerine
doniistiiriilmesi i¢in embedding katmani kullanilmistir. Ornegin, "king-man +
woman = queen" gibi iligkileri cikarabilir ve kelimeler arasindaki anlamsal

iligkileri modelleyebilir.

Calisma kapsaminda yapilan bu NLP islemleri, kullanilan LSTM, Naive Bayes (NB),
Destek Vektor Makineleri (SVM) ve Logistic Regression modellerin egitim ve test
siireglerinde kullanilmistir. Bu sayede Tiirkge metin verilerinin dogru bir sekilde

islenmesi ve duygusal analiz i¢in uygun 6zelliklerin ¢ikarilmasi saglanmaistir.

3.4. Model Egitimi ve Test Siireci

3.4.1. Naive bayes modeli egitim siireci

Veri Hazirhgi: Tokenize edilmis, lemmatize edilmis ve TF-IDF vektorleri

olusturulmus metin verileri kullanilmistir.

Model Secimi: Bernoulli Naive Bayes modeli, duygusal analiz i¢in uygun oldugu

diisiiniilerek secilmistir.
Egitim: TF-IDF vektorleriyle egitim verisi lizerinde model egitilmistir.

Test: Egitilen model, ayrilmis test verisi iizerinde degerlendirilmis ve duygusal

analiz performansi ol¢iilmistiir.
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3.4.2. Logistic regression modeli egitim siireci

Veri Hazirhgi: Tokenize edilmis, lemmatize edilmis ve TF-IDF vektorleri

olusturulmus metin verileri kullanilmstir.

Model Se¢imi: Duygu analizi i¢in uygun oldugu diisliniilen Logistic Regression

modeli se¢ilmistir.
Egitim: TF-IDF vektorleriyle egitim verisi iizerinde model egitilmistir.

Test: Egitilen model, ayrilmis test verisi lizerinde degerlendirilmis ve duygusal

analiz performansi 6l¢iilmiistiir.

3.4.3. Sym Modeli Egitim Siireci

Veri Hazirhgi: Tokenize edilmis, lemmatize edilmis ve TF-IDF vektorleri

olusturulmus metin verileri kullanilmistir.

Model Secimi: Linear SVC (Destek Vektor Makineleri) algoritmasi, duygusal

analiz i¢in uygun bir siniflandiric1 oldugu diisiiniilerek secilmistir.
Egitim: TF-IDF vektorleriyle egitim verisi lizerinde model egitilmistir.

Test: Egitilen model, ayrilmis test verisi iizerinde degerlendirilmis ve duygusal

analiz performansi 6l¢iilmiistiir.

3.4.4. Lstm modeli egitim siireci

Veri Hazirhgi: Tokenize edilmis, lemmatize edilmis ve embedding isleminden

gecirilmis metin verileri kullanilmagtir.

Model Se¢cimi: Embedding katmani, iki LSTM katmani, bir ¢ikis katmani ve ii¢
Dropout katmani igeren 7 katmanli bir sinir ag1 modeli, duygusal analiz i¢in uygun bir
siiflandirict oldugu diisiiniilerek secilmistir. Katmanlar arasinda Dropout kullanilarak

overfitting riski azaltilmaya ¢alisilmistir.

Egitim: Model, tokenizasyon ve On isleme yapilmis metin verileri lizerinde
“Adam” optimizasyonu ile derlenirken, egitim sirasinda da early stopping callback
kullanilarak belirtilen metrigin gelisiminin izlenmesi ve gerektiginde egitimin
durdurulmasi saglanmistir. Ayrica model egitimi sirasinda kullanilan parametreler su

sekildedir: verbose (goriintiileme seviyesi) degeri 1 olarak belirlenmis, epochs (iterasyon
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sayis1) degeri 100 olarak ayarlanmig ve batch size (toplu is birimi boyutu) degeri 32

olarak secilmistir. Aktivasyon fonksiyonu olarak 'sigmoid' tercih edilmistir.

Test: Egitilen model, ayrilmis test verisi lizerinde degerlendirilmis ve duygusal

analiz performansi ol¢iilmiistiir.

Bu c¢aligmaya ait kullanilan tiim modellerin genel egitim ve uygulama is akis

semas1 Sekil 18° de verilmistir.

Veri Setini 80% Train

Basla & 20% T_e;st Olarak Tran Ss—»  Model Secimi
Bélme

Kaggel Platformundan ‘ 2

beyazperde.com Model
verilerinin ahnmas: Dodrulugunun ve
Egitimn/Tahmin
Siresinin
Olgtimesi

Veri Yuklerne

(Google Drive)

Duygu Analizi igin
v Model Egitimini
Baglat

Veri Setinin Incelenmesi

Chatbot (Duygu
Analizi)

Veri On Isleme —

Y

Olumlu/Olumsuz

-

\-{ Devam

/

Cikis

+

tusuna
bas

Bitir

Sekil 18: Model egitim ve uygulama is akisi
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3.5. Duygu Analizi (Sentiment Analysis) Islemleri

Bu calismada, duygu analizi i¢in farkli makine 6grenimi modelleri ve yontemleri
detayli bir sekilde incelenmistir. beyazperde.com kullanic1 yorumlar: adli veri setinde
kelimelerin Oonemini olglimlemek ve aykirt degerleri ¢ikarmak i¢in TF-IDF (Term
Frequency-Inverse Document Frequency) istatistiksel dl¢iim teknigi kullanilmigtir. Veri
hazirlig1 asamasinda metin verileri dncelikle tokenize edilerek kelimelerine ayrilmis ve
ardindan TF-IDF (Term Frequency-Inverse Document Frequency) vektorleri

olusturulmustur.

TF-IDF formiilii, bir kelimenin belgedeki sikliginin (TF) tiim belgeler i¢inde ne
kadar nadir oldugu (IDF) ile carpilmasiyla kelimenin dnemini belirler. Bu sayede sik
gecen ancak genel koleksiyonda nadir olan kelimeler daha yiiksek bir agirliga sahip

olurken, genel olarak sik gecen ve her belgede bulunan kelimelerin 6nemi azalir (Jones,

2004).

Bu kapsamda her bir makine 6grenimi modeli i¢in uygun 6zellikler belirlenirken,
TF-IDF vektorleri kullanilarak elde edilen sayisal temsiller modele girdi olarak
verilmigtir. Naive Bayes, Logistic Regression ve SVM modellerinde TF-IDF vektorleri
kelime frekanslarina dayali 6zelliklerdeki orantisizligi belirlemek i¢in kullanilmistir.
LSTM modelinde ise TF-IDF vektorleri yerine metin verileri iizerinde daha derin bir
islem olan tokenize, lemmatize ve embedding islemleri uygulanmigtir. Model sec¢imi
asamasinda, embedding, LSTM katmanlar1 ve ¢ikis katmani iceren 7 katmanl bir sinir
ag1 modeli, duygusal analiz i¢in uygun bir siniflandirict olarak tercih edilmistir. Egitim
ve test agsamalarinda model, belirlenen epoch sayisi kadar egitilerek ayrilmis test verisi

tizerinde degerlendirilmistir.

3.6. Chatbot Islemleri

Bu calisma kapsaminda duygu analizi yapabilen chatbot uygulamasi i¢in Tiirkge
metinler izerinde egitimi gergeklestirilen makine 6grenmesi modellerinden Logistic
Regression, SVM ve LSTM kullanilmigtir. Kullanici tarafindan girilen Tiirk¢e metinlerin,
duygu analizi modeli tarafindan islenerek metnin olumlu veya olumsuz oldugu sonucu
cikarilmistir. Chatbot etkilesimleri, basit bir dongii i¢cinde kullanicidan giris alarak ve

model ciktilarin1 degerlendirerek gerceklestirilmistir. Bu yontemlerin kullanilmasiyla
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chatbot, kullanicilarin Tiirkge metin girislerini anlayarak duygusal igeriklerine gore

yanitlar liretebilmektedir.

Chatbotun ismi Tiirkge' de ki “niisha” kelimesinden esinlenilerek NUNU
konmustur. Genellikle bu ifade, bir seyin tipkisinin bagka bir tipkisiyla ayni oldugunu
ifade etmek i¢in kullanilir. Aralarindaki benzerlik vurgulanirken "niisha" kelimesi
kullanilirken, "niisha" kelimesi tekrar edilerek vurgu yapilir. Calisma kapsaminda
Logistic Regression, SVM ve LSTM modellerine chatbot uygulamasi uygun goriilmiistiir.
Sekil 19 da NUNU’ ye ait duygu analizi modellerinde kullanilan tahmin yapma

fonksiyonlar1 ve NUNU’ niin ¢alisma prensibi verilmistir.

Logistic Regression SVM LSTM

l l l

logreg.predict model.predict model.predict
NUNU:

(Kullanicinin yorumlarina duygu analizi yapar.)

-Bu yorum olumlu bir duygu igeriyor.
-Bu yorum olumsuz bir duygu iceriyor.

l

€ 9

q
(Kullanici tarafindan sohbet sonlandirilir.)

NUNU:
(Rica ederim. Iyi giinler!)

Sekil 19: Niinii ¢alisma prensibi
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Bu ¢aligmada uygulamasi yapilan chatbotun kullaniciyla etkilesime gegme siireci ve

modelin tahminlerini kullaniciya geri bildirimi su sekildedir:

V.

Kullanic1 Metin Girisi: Kullanici, chatbotla etkilesime gegmek icin bir Tiirkge

metin girisi yapar.

Merhaba; ben NUNU. Sana bir yorumun olumlu mu yoksa olumsuz mu oldugunu sdyleyebilirim.
Litfen bir yorum girin: | ]

Chatbot Islemi: Chatbot aldig1 Tiirkce metni dncelikle 6n isleme adimlarindan
gecirir. Bu adimlar, metnin kii¢iik harflere doniistiiriilmesi, gereksiz
karakterlerin temizlenmesi, kelimelerin koklerinin bulunmasi seklindedir. Daha

sonra bu islenmis metin, model tarafindan yorumlanabilir hale gelir.

Model Tahmini: Islenmis Tiirke metin, model tarafindan duygusal bir
etiketleme siirecinden gegirilir. Model, genellikle bu metnin olumlu mu yoksa

olumsuz mu oldugunu tahmin eder.

Geri Bildirim: Modelin tahminine gore chatbot, kullaniciya Tiirk¢e metnin
olumlu mu yoksa olumsuz mu oldugunu bildiren bir yanit verir. Ornegin, "Bu
yorum olumlu bir duygu igeriyor." veya "Bu yorum olumsuz bir duygu

igeriyor." seklindedir.

Merhaba, ben NUNU. Sana bir yorumun olumlu mu yoksa olumsuz mu oldugunu sdyleyebilirim.
Litfen bir yorum girin: film harikaydi

Bu yorum olumlu bir duygu igeriyor.

Litfen bir yorum girin: [ ]

Cikis Kontrolii: Kullanici, chatbotla etkilesimini sonlandirmak istediginde 'q'
tusuna basarak cikar. Bu durumda chatbot, "Rica ederim. Iyi giinler!" seklinde

bir veda mesajiyla etkilesimi sonlandirir.

Litten bir yorum girin: q
Rica ederim. Iyi giinler!
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4. BULGULAR

Makine Ogrenimi calismalarinda modelin performansini degerlendirmek igin
kullanilan 6nemli araglardan biri confusion matrix (karisiklik matris)' dir. Confusion
matrix, modelin gercek ve tahmini siiflandirmalarini gosteren bir tablodur. Sekil 20” de

confusion matrix gosterilmistir.
Predicted condition

Total population

Positive (PP Negative (PN
b (PP) gative (PN)

Positive (P) True positive (TP) | False negative (FN)

Negative (N) | False positive (FP) True negative (TN)

Actual condition

Sekil 20: Confusion Matrix (en.wikipedia.org, 2024)
True Positive (TP): Gergekte pozitif olan 6rneklerin dogru bir sekilde pozitif

olarak tahmin edilen degerlerin sayisidir.

True Negative (TN): Gergekte negatif olan 6rneklerin dogru bir sekilde negatif

olarak tahmin edilen degerlerin sayisidir.

False Positive (FP): Gergekte negatif olan 6rneklerin yanlislikla pozitif olarak

tahmin edilen degerlerin sayisidir.

False Negative (FN): Gergekte pozitif olan 6rneklerin yanliglikla negatif olarak

tahmin edilen degerlerin sayisidir.

Confusion matrix modelin dogruluk (accuracy), hassasiyet (sensitivity), 6zgiillitk

(specificity), keskinlik (precision) gibi performans metriklerini degerlendirmede

kullanilir.
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Accuracy degeri, dogruluk degerini ifade eder ve asagidaki formiil ile hesaplanir.

TP+TN
TP+FP+TN+FN

Accuracy = (16)

Precision degeri, pozitif olarak tahmin edilen 6rneklemlerin gercekten pozitif olma

olasiligidir.

TP
TP+FP

Precision = a7

Sensitivity degeri, gercek pozitif orneklemlerin tim pozitif 6rnekler igindeki
oranidir.

TP
TP+FN

Sensitivity (Recall) = (18)

Specificity degeri, Ger¢ek negatif drneklemlerin tiim negatif drnekler i¢indeki
oranidir.

TN
TN+FP

Specificity = (19

Bu ¢alisma kapsaminda olusturulan dort modele ait Confusion Matrix bilgileri

Tablo 5’ de gosterilmistir.
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Tablo 5: Confusion matrix degerleri

SVM

Logistic Regression

Naive Bayes
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Modellerin karigiklik matrisleri incelendiginde, her bir modelin siniflar1 ne kadar

LSTM

Gergek (0)| Tahmin (1)
Gercek (0) | TN FN

(1146) (187)
Gercek (1) | FP TP

(163) (1170)

dogru tahmin ettigini ve hangi siniflarda yaniltici sonuglar verdigi goriilmektedir.

Bu calisma kapsaminda, Tirk¢e metin verileri ilizerinde duygusal analiz
gerceklestirmek i¢in Naive Bayes (NB), Logistic Regression, Support Vector Machine
(SVM) ve Long Short-Term Memory (LSTM) gibi farkli makine 6grenimi ve derin

o6grenme modeli incelenmistir. Egitim silireci boyunca her bir modele ait egitim ¢iktilar

Tablo 6 ve Tablo 7° de sunulmustur.

Tablo 6: Model egitim metrikleri-1

MODEL accuracy Label precision recall fl-score support
Naive Bayes 0.88 0 0.90 0.87 0.88 817

1 0.87 0.90 0.88 783
Logistic 0.89 0 0.88 0.91 0.89 817
Regression

1 0.90 0.87 0.88 783
SVM 0.87 0 0.87 0.88 0.87 817

1 0.87 0.86 0.86 783
LSTM 0.87 0 0.88 0.86 0.87 1333

1 0.86 0.88 0.87 1333
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Tablo 7: Model egitim metrikleri-2

MODEL Egitim Siiresi (saniye) Tahmin Siiresi (saniye)
Naive Bayes 0.5299 0.03534

Logistic Regression 0.330724 0.0597

SVM 1.60701 0.25425

LSTM 72.81 243

Bu baglamda, modellerin siiflandirma yetenekleri dogruluk oranlar tizerinden
degerlendirilirse en yiiksek dogruluk oranindan en diisiigiine dogru siralandiginda,
Logistic Regression modeli %89 dogruluk oraniyla en iyi performansi sergilemistir. Bu
model egitim siiresi agisindan da oldukg¢a hizlidir, yalnizca 0.330724 saniye siirerken,
tahmin siiresi ise 0.0597 saniyedir. Ardindan Naive Bayes modeli gelir, %88 dogruluk
orantyla basarili sonuglar verirken, egitim siiresi 0.5299 saniye ve tahmin siiresi 0.03534
saniyedir. SVM modeli %87 dogruluk oraniyla tatmin edici sonuglar gosterir ancak
egitim ve tahmin siireleri biraz daha uzundur; egitim stiresi 1.60701 saniye, tahmin siiresi
ise 0.25425 saniyedir. Son olarak, derin 6grenme modeli olan LSTM %87 dogruluk
orantyla diger modellere yakin bir basar1 elde eder, ancak egitim ve tahmin stireleri diger
modellere gore olduk¢a uzundur; egitim siiresi 72,81 saniye ve tahmin siiresi ise 2,43

saniyedir.

Bu degerlendirme, modellerin hem dogruluk oranlar1 hem de egitim ve tahmin
siireleri acisindan karsilastirilmasint igermektedir. Daha yiiksek dogruluk oranlar
genellikle tercih edilirken, hizli egitim ve tahmin stireleri de ger¢ek zamanli veya hizl
cevap gerektiren uygulamalarda 6nemli bir faktordiir. Dolayisiyla, belirli bir uygulama
i¢in en uygun modeli secerken bu faktorlerin dikkate alinmasi 6nemlidir. Bu bilgiler ile
modellerin performansim1 daha detayli bir sekilde degerlendirdigimizde Logistic

Regression modelinin en iyi performansi sergiledigini gostermektedir.

Bu ¢aligma kapsaminda Logistic Regression, SVM ve LSTM makine 6grenimi
modellerine ve derin 6grenme modeline uygulanan chatbotlarin Tiirk¢e duygu analizi
performanslarini degerlendirmek i¢in chatbot gézlemci formu olusturulmustur. Bu form
chatbotun dogrulugunu, yanit kalitesini ve kullanici deneyimini degerlendirmek ig¢in

belirli dlgiitlere dayanmaktadir. Gézlemci dogruluk formu, kullanici tarafindan chatbotla
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gerceklestirilen etkilesimlerde kullanmaya yonelik olup chatbotun duygu analizi
degerlendirmesi i¢in Onceden belirlenmis oOlgiitler icermektedir. Bu degerlendirmede
duygu etiketleri sayisal formata doniistiiriilerek olumlu ve olumsuz gibi duygu
etiketlerine sayisal degerler verilmistir. Olumlu igin 1, olumsuz igin -1 degerleri
kullanilmistir. Egitim siireci sonunda her bir modelin chatbotunda kullaniciya ait Tiirkge
yapilmis on metin i¢in chatbot gézlemci formu performans basaris1 degerleri yiizdesi

Tablo 8’ de sunulmustur.

Tablo 8: Chatbot gozlemci formu

Kullanict Metinleri Beklenen Logistic SVM | LSTM
Duygu Analizi | Regression
Yorumu
film harikaydi 1 1 1 1
film ¢ok kétiiydii, berbat -1 -1 -1 -1
film ¢ok giizeldi, tavsiye ederim 1 1 1 -1
film ¢6p, hig tavsiye etmem, berbat -1 -1 -1 -1
film nefes kesiciydi, harikaydi 1 1 1 -1
filmi 6neririm, ¢ok giizel oyunculuk, 1 1 1 1
harika bir kurgu var
cok ¢ok kotii, gitmeyin, tavsiye -1 -1 -1 -1
etmem
oyuncularin performansi goz aliciydi 1 -1 1 -1
hikaye harika islenmis, oyuncular ¢ok 1 1 1 -1
iyi
oyunculuk harikaydi 1 1 1 1
Performans Basar1 Degeri (%) 100 90 100 60

Gozlemci Formunda kullanicinin filmle ilgili Tiirkce yorumlar: sonucunda
duygusal tepki verilerinin farklt makine 6grenimi modelleri {izerinde gergeklestirilen
duygusal analiz sonuglarina gore, SVM modeli %100 basar1 oraniyla olumlu ve olumsuz
yorumlarin tiimiinii dogru tahmin etmistir. Benzer sekilde, Logistic Regression modeli de

%90 basar1 orantyla tatmin edici sonuglar vermistir. LSTM modelinin %60 basar1 oranina

49



baktigimizda olumsuz yorumlarda diger modellere kiyasla daha diisiik basar1 gosterdigi
goriilmiistiir. Bu sonuclar, Tiirk¢e yapilan kullanici yorumlarmin duygusal analiz
degerlerini belirleyen chatbot uygulamasinda Logistic Regression ve SVM modellerinin

daha basarili oldugunu gostermektedir.
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5. TARTISMA

Tirkiye’de ve diinyada yapilan akademik calismalar incelendiginde, Tiirkge
metinler iizerinde egitilmis duygu analizi yapabilen chatbot uygulamasi bulunamamis
olup, benzer akademik c¢alisma olarak 2022 yilinda yayinlanan National Formosa
Universitesinin, I-Ching Hsu ve An-Hung Liao’ nun yaptig1 “Sentiment-based Chatbot
using Machine Learning for Recommendation System” adli calismayla kiyaslama

gergeklestirilmistir.

Hsu ve Liao (2022), calismalarinda duygu tahmini modelleri i¢in farklh
algoritmalarin verimliligini degerlendirmek amaciyla alti1 algoritma kullanmistir. Dort
tanesi makine Ogrenmesi algoritmasi olup bunlar Karar Agaci, Logistic Regression,
Destek Vektor Makinesi (SVM) ve Gradyan Artirilmis Karar Agact' dir. Diger ikisi ise
derin 6grenme algoritmalar1 olup Basit-RNN ve LSTM'dir. Egitim verisi, 6.000 is, 6.000
duygu ve 6.000 COVID-19 olmak iizere toplam 18.000 makaleden olusmaktadir. Her
kategoriden rastgele segilen 1.200 makale ise daha kiigiik bir egitim veri seti olarak
kullanilmistir. Deney ortami Spark on Yarn' dir. Yapilan ¢alismanin makine 6grenmesi
algoritmalarinin performanst 6.000 makale ile Karar Agaci egitimi en kisa slirede
tamamlayan algoritmadir. SVM ve Logistic Regression sirastyla Karar Agacini takip
etmektedir. Gradyan Artirilmis Karar Agaci ise en diisiik verimlilige sahip olup egitimi
tamamlamasi en uzun siiren algoritmadir. Derin 6grenme algoritmalarinin performans
degerlendirme sonuglar1 karsilastirildiginda Basit-RNN' nin egitim performansinin
LSTM 'den daha iyi oldugu goriilmiistiir. F1 skorlart 6000 duygu makalesi datasi i¢in
degerlendirildiginde ise Karar Agaci %99.31, Logistic Regression %58.624, SVM
%73.625, Gradyan Artirilmis Karar Agaci %99.624, Basit-RNN %80.125 ve LSTM
%80.523 ¢ikmustir. Bu ¢alismaya ait sonuglar Tablo 9° da gosterilmistir.
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Tablo 9: Cahismanin performans karsilastirmasi

Cahsmayi Yontem Veri Tiirii ve | F1 Egitim | Chatbot
Gerceklestire Sayisi Skor |ve Gozlemci
nler o Tahmin | Formu
(%) | Siiresi | Performan
(saniye) [ s Basarisi
(%)
Hsu ve Liao, | Karar Agact | Duygu 99.31 |[2.35641 |-
(2022) Makalesi-6000
Logistic 58.624 | 4.05918 |-
Regression
VM
S 73.625 [ 2.85329 |-
Gradyan
Arttirilmig 99.624 | 8.25821 | -
Karar Agaci
Basit-RNN 80.125 | 13.67182
LSTM 80.523 | 19.92142
Calismada Naive Bayes | Tiirkiye 88 0.5299 -
elde edilen Duygu Analizi
sonuglar Verileri-
Logistic beyazperde.co | 89 0.330724 | 90
Regression m kullanici
yorumlari-
10662
SVM 87 1.60701 | 100
LSTM
S 87 72.81 60
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Calismada, toplamda 10662 yorum olup egitim verilerinde 3998 adet olumlu ve
3998 adet olumsuz etiketli yorum bulunmaktadir. Test verilerinde ise her siif i¢in 1333
yorum bulunmaktadir. Veri setinin siif dagilimi, Tiirk¢e chatbot uygulamasina uygun
olan modelin performansini degerlendirmede dogruluk (Accuracy) metrigi tek basina
yeterli olmadig1 i¢in F1 skoru gibi hassasiyet ve duyarliligin birlesimini saglayan
metriklere, Chatbot G6zlemci Formu performans basarisi, egitim ve tahmin siirelerine
odaklanilmistir. Naive Bayes modeli %88, Logistic Regression modeli %89, SVM modeli
%87 ve LSTM modeli %87 F1 skorunda siniflandirma islemi gergeklestirilmistir. Naive
Bayes modeli egitim i¢in 0.5299 saniye, tahmin i¢in ise 0.03534 saniye; Logistic
Regression modeli egitim i¢in 0.330724 saniye, tahmin i¢in ise 0.0597 saniye, SVM
modeli egitim siiresi 1.60701 saniye, tahmin i¢in ise 0.25425 saniye; LSTM modeli
egitim siiresi 72.81 saniye, tahmin i¢in ise 2.43 saniyedir. Uygun goriilen modellere
uygulanan chatbotlarin Gozlemci Formu performans basar1 degeri SVM modeli %100,
Logistic Regression modeli %90, LSTM modeli %60 basar1 oranlariyla tahminleme
gerceklestirmistir. Benzer calismada chatbotlarin Goézlemei Formu gibi performans

basarisini belirleyen degerlendirmeleri olmadigi icin kiyaslama yapilamamustir.
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6. SONUC VE ONERILER

Tiirkge dili, milyonlarca insanin ana dili ya da gilinliik yasaminda kullandig1 bir dil
oldugu icin Tiirk¢e chatbotlar genis bir kullanici topluluguna hitap eder. Ana diliyle
iletisim kurulan chatbotlar, atasdzleri, deyimleri ve duygusal ifadeleri daha iyi analiz

eder. Boylece chatbotlar ile kullanicilar arasinda daha anlamli bir etkilesim kurulabilir.

Dogal dil islemede Tiirkge metinler iizerinde egitilerek olusturulan bir chatbot,
kullanicilarin Tiirk¢ge yorumlarindan daha basarili duygu analizi degerlendirmesi yapar.
Bu da kullanicilarin iiriin veya hizmetlerle ilgili memnuniyetini artirir. Tiirkge chatbotlar,
Tiirk¢e konusan kullanicilara yonelik iiriin veya hizmetlerin pazarlama ve iletigiminde
onemli bir rol oynar. Kullanicilar kendilerini daha iyi anlasilmig ve degerli hissederler,
bu durum miisteri memnuniyetini artirir ve kullanicilarin markaya olan bagliligini da
pekistirir. Ayrica Tiirk¢e dilinde olusturulan chatbot kullanicilarin sorularini hizli ve
kolay bir sekilde yanitlarken, isletmeye miisterilerin aldig1 hizmetle ilgili olumlu/olumsuz
memnuniyet bilgisinin doniitiinii daha basarili verir. Boylece isletmelerin daha fazla
miisteri kazanmasina ve miisterisini elinde tutmasina yardimci olur. Bu nedenlerle,
Tiirkce dilinde chatbot olusturmak hem kullanict deneyimini iyilestirmek hem de
isletmeler i¢in daha etkili iletisim ve pazarlama stratejileri gelistirmek i¢in dnemlidir.
Dogru dilde dogru iletisim, chatbot uygulamalarinin basarisim1 belirleyen 6nemli bir

faktordiir. Bu sebepler ¢aligmanin amacini ve kapsamini belirlemistir.

Bu ¢alismada duygu analizi modellerinin Tiirk¢e metinler tizerindeki performansi
ve uygulanan chatbotlarin basar1 kiyaslamasi i¢in modellerin dogruluk oranlarina,
performans siirelerine ve gézlemci formu verilerine bakildi. Yapilan egitim sonucunda en
yiiksek dogruluk oranina sahip olan Logistic Regression modeli, ayn1 zamanda ¢ok kisa
egitim ve tahmin stirelerine sahip oldugu i¢in pratik uygulamalar i¢in en uygun se¢enek
olarak one ¢ikt1. Naive Bayes modeli de basarili sonuglar verirken, makul seviyede egitim
ve tahmin siireleriyle dikkat ¢ekti. SVM modeli tatmin edici sonuglar gdstermesine
ragmen egitim ve tahmin siirelerinin biraz daha uzun olmasi, maliyet unsuruna
bakilmalidir. LSTM modeli ise diger modellere yakin dogruluk oranina sahip ancak daha
uzun siiren egitim ve tahmin siireleriyle daha yiiksek maliyetli bir secenek olarak

belirlendi.
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Chatbot uygulamasi, klasik makine 6grenmesi modellerinden SVM ve Logistic
Regression’ a, derin 6grenme modeli olan LSTM’ ye entegrasyonu gergeklestirildi.
Chatbot gozlemci formu verileri dikkate alindiginda SVM ve Logistic Regression
modellerinin duygusal analiz yeteneklerinin diger makine 6grenme modellerine gore
daha iistiin oldugu goriildii. SVM ve Logistic Regression modellerin 6zellikle olumlu ve
olumsuz yorumlart dogru tahmin etmedeki basarilar1 yliksek ve dogruluk oranlarina
paraleldi. Ancak LSTM modelinin 6zellikle olumsuz yorumlarda basarisinin diger

modellere gore diistiik oldugu ve dogruluk oraniyla uyusmadigi gozlemlendi.

Bu c¢alismanin sonucunda chatbotun Tiirk¢e metinlerdeki duygusal analiz
yeteneklerini degerlendirme ve kullanma siirecinde Logistic Regression ve SVM
modellerinin tercih edilmesi 6nerilir. Bu modellerin basarili duygu analizi yapabilmeleri,
hizli egitim ve tahmin siireleri, ger¢gek zamanli chatbot uygulamalarina daha uygun
goriildii. Cilinkii model se¢imi yapilirken performans oOlgiitlerinin yani sira maliyet
unsurlarinin da gbz onilinde bulundurulmasi chatbot uygulamasinin verimli bir sekilde
kullanilabilmesi acisindan 6nemlidir. Gelecekte, dogal dil isleme tekniklerinin ve makine
ogrenme tekniklerinin daha kapsamli kullanimiyla duygusal analiz performansinin
artirtlmas1  amaglanmalidir. Bu sekilde, dil cevirisindeki hatalar ve yanlis
degerlendirmeler olmadan kullanicilarin ana dilinde deneyimini gelistiren ve duygusal

tepkileri dogru sekilde analiz edebilen, maliyeti diisiik chatbotlar tasarlanabilir.
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