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OZET

BAGIMSIZ DENETIM GORUSLERININ TAHMIN EDILMESINDE VERI
MADENCILIGI YONTEMLERININ KARSILASTIRILMASI: BORSA
ISTANBUL’DA BiR UYGULAMA

Zafer KARDES

AFYON KOCATEPE UNIiVERSITESI
SOSYAL BIiLiMLER ENSTIiTUSU
ISLETME ANABILIM DALI

Nisan, 2024
Damisman: Prof. Dr. Tugrul KANDEMIR

Bu calisma, sirketlerin finansal tablolarina iligkin denetim goriislerinin tahmin
edilmesinde on iki farkli veri madenciligi yoOnteminin performanslarini
karsilastirmaktadir. Arastirma veri seti, Borsa Istanbul’da islem goren 161 sirketin 2010-
2022 yillarina ait 2.093 sirket-y1l gozleminden olugmaktadir. Finansal ve finansal
olmayan 28 bagimsiz degisken seti kullanilarak bagimsiz denetim goriis tiirii
siniflandirmasi yapilmistir. Bu ¢alismada, tahmin modelleri igin Bayes Inang Ag1, Naive
Bayes, Lojistik Regresyon, Yapay Sinir Aglari, Radyal Tabanli Fonksiyon, Destek
Vektor Makineleri, K-En Yakin Komsu, AdaBoost.M1 Algoritmasi, Karar Agaclar
(J48), Rastgele Ormanlar, Karar Kiitiigli ile Siniflandirma ve Regresyon Agaci
kullanilmistir. Analiz sonuglarmma gore, denetim goriisiinii tahmin etmede tahmin
dogruluk performansi agisindan %96.68 oraniyla en iyi performansi Rastgele Ormanlar
modeli gostermistir. Modellerin istatistiksel sonuglar1 tahmin dogrulugu, siniflandirma
matrisi, detaylt dogruluk sonuclari, Tip I hata orani, Tip II hata oran1 ve performans
sonuglart Slgiitler1 dikkate alinarak karsilastirilmistir. Bu calisma, finansal ve finansal
olmayan degiskenlere dayali 2.093 sirket-yi1l gozlemini kullanarak, dogru denetim
gorlisiinii tahmin edebilecek modeller gelistiren dncii bir ¢alismadir. Bu ¢alismanin veri
madenciligi siniflandirma yontemleri ile denetim goriis tiiriinii tahmin ederek denetim
literatiiriine katkida bulunmas1 beklenmektedir. Arastirmada kullanilan ¢ergeve tasarimi
hem i¢ hem de bagimsiz denetciler, muhasebeciler, hissedarlar, sirket yoneticileri, vergi
otoriteleri ve diger kamu kurumlari, bireysel ve kurumsal yatirimcilar, borsalar, hukuk
sirketleri, finansal analistler, kredi derecelendirme kuruluslar1 ve bankacilik sistemi i¢in
alacaklar1 kararlarda bir karar destek araci olarak hizmet edebilir.

Anahtar Kelimeler: Denetim, Denetim goriisii tahmini, Veri madenciligi, Siniflandirma,
Makine Ogrenimi



ABSTRACT

COMPARISON OF DATA MINING METHODS FOR AUDIT OPINIONS
PREDICTION: AN APPLICATION IN BORSA ISTANBUL

Zafer KARDES

AFYON KOCATEPE UNIVERSITY
INSTITUTE OF SOCIAL SCIENCES
DEPARTMAN OF BUSINESS ADMINISTRATION

April, 2024
Advisor: Prof. Dr. Tugrul KANDEMIR

This study compares the performance of twelve distinct data mining methods for
estimating audit opinions on companies' financial statements. The dataset comprises
2,093 company-year observations from 161 companies listed on Borsa Istanbul between
2010 and 2022. Independent audit opinion classification is conducted utilizing a set of 28
financial and non-financial independent variables. The methods employed in the study
include Bayesian Belief Network, Naive Bayes, Logistic Regression, Artificial Neural
Networks, Radial Basis Function, Support Vector Machines, K-Nearest Neighbor,
AdaBoost.M1 Algorithm, Decision Trees (J48), Random Forests, Decision Stump, and
Classification and Regression Tree for constructing prediction models. Based on the
findings, the Random Forests model demonstrated the highest prediction accuracy
performance in forecasting audit opinions, achieving a rate of 96.68%. The statistical
comparison of the models encompassed prediction accuracy, classification matrix,
detailed accuracy results, Type | error rate, Type Il error rate, and performance criteria.
To this end, pioneers the development of models for predicting accurate audit opinions
based on 2,093 company-year observations utilizing both financial and non-financial
variables. It is anticipated to contribute to the audit literature by employing data mining
classification methods for predicting audit opinion types. Furthermore, the framework
design utilized in this study offers a decision support tool for internal and independent
auditors, accountants, shareholders, company managers, tax authorities, public
institutions, individual and institutional investors, stock exchanges, law firms, financial
analysts, credit rating agencies, and the banking system.

Keywords: Auditing, Audit opinion prediction, Data mining, Classification, Machine
learning.



ON SOZ

Bagimsiz denetim goriis tiirlerini tahmin etmek i¢in veri madenciligi siniflandirma
yontemleri gesitli arastirmalarda incelenmistir. Bu tez ¢alismasinda on iki farkl veri
madenciligi smiflandirma yontemi ile bagimsiz denetim goriis tiirii tahmin modelleri
gelistirilmis ve karsilastirilmistir. Ortaya konulan bulgularin bagimsiz denetim raporu ile
ilgili paydaglara fayda saglayacag diisiiniilmektedir.

Bu tez ¢alisma siirecinde destegini hi¢bir zaman esirgemeyen, her zaman yanimda
olup bilgi ve tecriibesiyle katkilarin1 sunan, bana ilham veren ¢ok degerli akademik
damismanim Prof. Dr. Tugrul KANDEMIR e ictenlikle siikranlarimi sunuyorum. Tez
Izleme Komitesinde ve tez savunmasinda yer alan degerli Prof. Dr. Veysel KULAya,
degerli Prof. Dr. Yunus CERAN’a, degerli Prof. Dr. Mustafa AY’a, degerli Dog. Dr.
Ender BAYKUT a ve degerli Dog Dr. Letife OZDEMIR ’e, tezin uygulama kismindaki
katkilart nedeniyle degerli Dog¢. Dr. Miinevvere YILDIZ’a sonsuz tesekkiirlerimi
sunarim. Tezin hazirlanmas: siirecinde gosterdikleri sonsuz sabir ve destekleri i¢in sevgili
esim Halime KARDES e ve aileme candan tesekkiir ederim. Calismanin bilim diinyasina
ve ilgililere faydali olmasi dilegiyle...

Zafer KARDES
2024, Afyonkarahisar
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GIRIS

Sirketlerin biiylimesi, mevzuatin yogunlugu, uzmanlik ihtiyaci, muhasebe
standart ve uygulamalarinin siirekli degismesi, sirketler ile paydaslar arasindaki ¢ikar
catigmalar1 gibi nedenlerle sirketlerin hazirladigr finansal tablolarin giivenilirligi
konusunda siipheler ortaya cikabilmektedir. Son yillarda ¢esitli {ilkelerde yasanan ve
skandal olarak anilan olumsuz 6rnekler bu siipheleri pekistirmistir. Ozellikle finansal
tablolar1 hazirlayan taraf ile bu finansal tablolar1 kullanan taraflar arasinda “giiven
sorunu” ortaya c¢ikmistir. Denetim fonksiyonu finansal tablolarin gilivenilirligini ve
dogrulugunu artiracak bir mekanizma olarak son derece dnemlidir. Bagimsiz denetimin
amaci, sirketlerin hazirladig1 finansal tablolarin dogrulugu ve giivenilirligi hakkinda
goriis bildirmektir. Finansal tablolarin giivenilirligi, finansal tablolar1 hazirlayan
kurulusla organik baglantis1 olmayan uzman denetciler tarafindan uluslararasi

standartlara uygun olarak denetlenerek artirilmaktadir (Coskun vd., 2013: 11).

Uluslararas1 denetim standartlarina gore denetgilerin, denetim prosediirlerini
tasarlama ve uygulama konusunda, miisterilerinin finansal raporlarinda 6nemli yanlis
beyan riski ile ilgili bir dizi faktorii g6z 6niinde bulundurmalar1 gerekmektedir. Yani,
“isletmenin finansal tablolarinin 6nemli yanlishiklara duyarliligini tartigsmalart” ve
“Oonemli yanlislik risklerini (a) finansal tablo diizeyinde ve (b) islem siniflari, hesap
bakiyeleri ve agiklamalar diizeyinde tanimlamalar1 ve degerlendirmeleri gerekmektedir
(BDS, 315). Bunun 1s18inda, finansal tablolardan elde edilen veriler, denetlenen ve
mevcut diger sirket bilgileri g6z ontine alindiginda, denet¢i goriis tiirtinii tahmin eden ve
boylece tespit edilebilir onemli yanhislik riskine iliskin zamaninda ve gilivenilir
degerlendirmeler saglayan modellerin gelistirilmesi ve kullanilmas1 denetgiler i¢in biiyiik
onem tagimaktadir. Denet¢iler, bu tiir modelleri kullanarak miisteri portfoylerini
tarayabilir ve dikkatlerini olumlu disi denetim gorlisii alma olasiligr yliksek olan
miisterilere yonlendirebilirler. Boylece denetgiler, sadece zaman ve paradan tasarruf

etmekle kalmaz, ayn1 zamanda potansiyel riskleri de azaltabilirler.

Denetimin temel fikri, finansal tablolarda yer alan bilgileri dogrulamaktir, ¢iinkii
bu bilgiler hissedarlar, potansiyel yatirimcilar, aracilar, yoneticiler, finansal danismanlar,
finansal analistler, alacaklilar ve devlet gibi farkli gruplarin karar vermelerine temel
olusturmaktadir. Bu kullanicilarin bakis acisina gore denetim, denetciler finansal
tablolarda hata, eksiklik, hile ve manipiilasyon bulunmadigini dogruladiginda etkili

olmaktadir. Yeni teknolojilerin gelismesi ve farkli bilim dallarinda uygulanmasi,
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muhasebe ve denetim alanini da etkilemistir. Yapilan denetimin etkinligini artirmanin bir
yolu, denetim goriisli tahmin yontemlerini kullanarak denetim kosullarina ve ortamina

uygun bir model kullanmaktir (Valipour vd., 2013: 13).

Veri madenciligi, finansal tablolarin denetimindeki yetkinligi artirdigi igin
giderek daha fazla ilgi gbren yeni yOntemler arasinda yer almaktadir. Arastirmacilar
tarafindan veri madenciligi analitigi kullanilarak gelistirilen denetim goriisii modelleri,
denetgilerin denetim siirecinde biiylik veriyi kullanmalarin1 saglamaktadir. Geleneksel
veri analizi yontemleri, veri madenciligi kullanildiginda verilerin zaten yapilandirilmis
oldugunu ve veri analiz siirecinin gilivenilirliginin dogrulandigini varsaymaktadir. Bu
nedenle, bu yontemlerin farkli kaynaklardan gelen biiyiik veri kiimeleriyle basa ¢ikma
yetenegi yoktur, ancak veri madenciligi ile bu, verilerden otomatik olarak c¢ikarilan
kaliplar ve test edilen hipotezlerle denetim siirecinde miimkiindiir (Nawaiseh & Abbod,

2020: 1306).

Glinlimiizde veri tabanlari terabayt boyutuna (1.000.000.000.000 bayttan fazla
veri) ulasabilir. Bu veri yiginlarinda stratejik 6neme sahip bilgiler gizlidir. Ama bu kadar
cok aga¢ varken, orman hakkinda nasil anlamli sonuglar ¢ikarabilirsiniz? En giincel
cevap, hem geliri artirmak hem de maliyetleri azaltmak i¢in kullanilan veri
madenciligidir. Getiri potansiyeli ¢ok biiyliktiir. Diinyanin dort bir yanindaki yenilik¢i
sirketler, daha yiiksek degerli miisterileri bulmak ve hedeflemek, satislar1 artirmak icin
iriin tekliflerini yeniden yapilandirmak ve hata veya dolandiriciliktan kaynaklanan
kayiplar1 en aza indirmek i¢in veri madenciligini hali hazirda kullanmaktadir (Two Crows

Corp., 2005: 1).

Veri madenciligi, muhasebe ve finans alanindaki cesitli is uygulamalarinda
popiiler bir uygulama haline gelmistir. Son zamanlarda Amani ve Fadlalla (2017),
muhasebede veri madenciligi uygulamalariin %82’sinin tahmin ¢aligmalar1 oldugunu
tespit etmistir. Ayrica muhasebede en sik kullanilan veri madenciligi tekniklerinin; yapay

sinir aglari, regresyon, karar agaci ve destek vektor makinesi oldugunu bildirmistir.

Yapay zeka yontemlerini denetime uygulayan kiigiik ama biiyiiyen bir literatiir
oldugu, mevcut literatiirden goriilmektedir. Ancak, denetim goriisii modellemesindeki
uygulamalar, iflas ve kredi riski degerlendirmesi gibi finans ve muhasebedeki benzer
problemlerle karsilastirildiginda ¢ok sinirhidir (Gaganis vd., 2007b: 25). Bununla birlikte,

Baldwin vd. (2006), “denetimin dogas1 geregi yapay zeka kullanimi i¢in motivasyon



sagladigin1” ve “yapay zeka uygulamalarinin miimkiin oldugunca genis capta

aragtirtlmasi gerektigini” vurgulamistir.

Bu caligmanin temel amaci, denetim goriislerini tahmin etmek i¢in on iki farkl
veri madenciligi siniflandirma yonteminin tahmin performanslariin karsilagtirarak veri
madenciligi yeteneklerini kesfetmektir. Bu dogrultuda, ¢alismanin arastirma problemi

diger bir ifadeyle cevabi aranan temel arastirma sorusu asagidaki gibidir:

e Tiirkiye’de bagimsiz denetim goriisiinii tahmin etmede kullanilabilecek veri

madenciligi yontemlerinden hangisi daha iyi performans gosterecektir?

Bu calismada bagimsiz denetim goris tiirii ile ilgili veriler iizerinden WEKA
yaziliminda on iki farkli veri madenciligi yontemleri analiz edilmis ve modeller
kurulmugtur. Modellerin performanslart tahmin dogruluguna, siniflandirma matrisine,
detayli dogruluk sonuglarma (TP Orani, FP Orani, Kesinlik, Duyarlilik, F-Olgiitii, ROC
Alam), Tip I hata, Tip II hata oranlarina ve performans sonuglarina (Kappa istatistigi,

MAE, RMSE, RAE, RRSE) gore karsilastirmali olarak sunulmustur.

Calisma orneklemi, 19 farkli sektérden toplam 161 sirketi kapsamaktadir. Veri
seti, 2010-2022 yillarina ait 2.093 sirket-y1l gozlemini igermektedir. Modellerde, 24
finansal degisken ve 4 finansal olmayan degisken kullanilmistir. Sonuglar, bagimsiz
degiskenlerin denetim goriis tiiriinii aciklamada yiiksek aciklayici giice sahip oldugunu

gostermektedir.

Cok sayida aragtirma ¢alismasi (Pourheydari vd., 2012; Saif vd., 2012; Fernandez-
Gamez vd., 2016) denetim goriis tiirii tahminini incelemistir. Bu c¢aligmalarin farkli
bulgular1 daha sonraki calismalari motive etmistir. Calismalarin ¢ogu gelismis
piyasalarda yapilmistir ve gelismekte olan piyasalar i¢in denetim goriis tiirii tahminini
analiz eden ¢ok az calisma vardir. Tiirkiye 6rnekleminde on iki farkli veri madenciligi
smiflandirma yontemini karsilastirarak veri madenciligi yeteneklerini kesfeden bu
calismanin ilgili literatiire katkida bulunmasi beklenmektedir. Calisma bulgularinin,
denet¢iler ve arastirmacilar i¢in faydali olabilecegi, denetim goriisii tahmininde bir karar

destek araci olarak hizmet edebilecegi diisiiniilmektedir.

Calisma su sekil de ilerlemektedir. Ilk olarak, denetimle ilgili kavramsal cerceve
ele alimmustir. Daha sonra veri madenciligi kavramsal c¢erceve ile birlikte WEKA
yazilimima deginilmistir. Son boliimde ise bagimsiz denetim goriis tahmini ve veri

madenciligi konularini ele alan benzer aragtirmalar incelenerek literatiir degerlendirmesi,
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arastirmanin metodolojisi, aragtirmanin bulgular1 ve analiz sonuglarinin karsilagtirilmasi

sunulmustur.



BIiRINCi BOLUM
DENETIMDE KAVRAMSAL CERCEVE

Calismanin bu bdliimiinde denetim kavrami, bagimsiz denetimin gelisimi,
denetim ve denet¢i tiirleri, denetim standartlari, bagimsiz denetim goriis tiirleri ve

bagimsiz denetim siireci konular1 ele alinmistir.
1. DENETIM KAVRAMI

Bu kisimda denetimin tanimi, Ozellikleri, bagimsiz denetimin amaci, 6nemi,

yararlar1 ve muhasebe - denetim arasindaki iliski konular1 ele alinacaktir.
1.1. DENETIMIN TANIMI VE OZELLIKLERI

Ekonomik hayatin gelismesi ve giderek karmasik hale gelmesi sonucunda
giivenilir bilgi edinme ihtiyaci daha da 6nemli bir hale gelmektedir. Giderek artis gosteren
veriler igerisinde dogru ve giivenilir bilgilere ulasmak giin gectikce zorlagmaktadir.
Isletmeyle ilgili bilgi kullanicilarmin, dogru ve giivenilir bilgiye ulasmasi i¢in birtakim
onlemler almas1 gerekmektedir. ilgili bilgilerin denetim yapilarak dogrulanmasi, bilgi

kullanicilar agisindan karar vermede kolaylik saglayacaktir.
Denetim kavramu ile ilgili yapilan bazi tanimlamalar asagida sunulmustur:

Amerikan Muhasebe Birliginin (AAA) Temel Denetim Kavramlart Komitesi’nin
raporunda denetim, ekonomik faaliyet ve olaylara iliskin raporlanan bilgilerin 6nceden
belirlenmis standartlara uygunlugunun tespit edilmesi, objektif olarak elde edilen
delillerin analiz edilip degerlendirilmesi ve sonuglarin ilgili taraflara iletilmesini saglayan

sistematik bir siire¢ olarak ifade edilmistir (AAA, 1972: 18).

Bir kurulusun faaliyet ve islemlerinin hedeflere, biitgelere, diizenlemelere ve
standartlara uygun olarak yiiriitiilmesini veya yiiriitilmesini saglamak amaciyla yapilan
calismalara denetim denir. Bu incelemenin amaci, diizenli araliklarla diizeltici faaliyet

gerektirecek sapmalari belirlemektir (Y driiker, 1999: 2).

Denetim, iktisadi faaliyet ve olaylarla ilgili iddialarin onceden belirlenmis
kriterlere ne derece uydugunu incelemek ve sonuglariyla ilgilenenleri bilgilendirmek i¢in
tarafsiz bir sekilde kanit toplayan ve degerlendiren sistematik bir siiregtir (Giiredin, 2000:
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Denetim, bir birimin verilerinin belirli bir zaman diliminde 6nceden belirlenen
kriterlere uygunluk derecesinin belirlenmesi ve raporlanmasi stirecidir (Kepekei, 2004:
1).

Denetim, kamu ve 6zel sektordeki faaliyetlerin mevzuata, kurum politikalarina,
hedeflerine uygunlugunu ve dogrulugunu degerlendirerek etkinligini analiz etmek
amactyla i¢ veya bagimsiz denetciler tarafindan yliriitiilen sorusturma ve inceleme

stirecidir (Duman, 2008: 21).

Denetim, iktisadi faaliyetlere iliskin iddialarin 6nceden belirlenmis kriterlere ne
derece uygun oldugunu oOlgmek i¢in dis kanitlarin tarafsiz bir sekilde toplanmasi,

degerlendirilmesi ve sonuglarin ilgili taraflara raporlanmasi siirecidir (Coskun vd., 2013:
13).

Yukarida ifade edilen tanimlardan yola cikarak, denetimin asagidaki sorulara

cevap bulmaya calistig1 goriillmektedir:
¢ Beyan edilen bilgiler dnceden saptanan kriterlere uygun mudur?

e Isletme faaliyetleri kanun ve diizenlemeler ile birlikte ana sdzlesme ve

politikalara uygun mudur?
¢ Denetim siireci sonunda sonuclar ilgili taraflara raporlandi m1?

Denetim tanimlarindan yola ¢ikarak denetimin unsurlar1 asagidaki gibi ifade
edilebilir.

Tablo 1. Denetimin Unsurlari

Denetim Unsuru Aciklama
1. Denetim bir Denetim siireci dinamiktir. Bu siiregteki adimlar, denetim faaliyeti
siirectir. icin ihtiya¢ duyulan veri ve kanitlarin toplanmasi, islenmesi, analiz

edilmesi, degerlendirme bulgular1 dogrultusunda denetim goriisiiniin
yayimlanmasi ve bu goriisiin denetim raporuyla birlikte ilgili
otoritelere sunulmasidir. Bu anlamda denetim siireci veri toplama ve
karar verme siireci olarak goriilmelidir.

2. Iktisadi faaliyet ve Uzman denetgi, denetim faaliyetine basladiginda kendisine,
olaylarla ilgili iddialar | denetledigi sirketin ekonomik faaliyetlerine iliskin finansal tablolar
ve raporlar sunulur. Bu raporlar, séz konusu igletme yonetiminin
belirli bir dénemdeki ekonomik faaliyetlerle ilgili yaptig
aciklamalarn ve iddialar1 yansitmaktadir. Uzman denetgi, yonetim
tarafindan kendisine sunulan bu raporlardaki iddialarin dogrulugunu
ve giivenilirligini gerekli sorgulamalar1 yaparak dogrular ve teyit
eder.




Tablo 1 (Devam). Denetimin Unsurlari

Denetim Unsuru

Aciklama

3. Onceden
belirlenmig kriterler

Denetci, isletmenin iddialarim1 temsil eden finansal tablolarin
dogrulugunu ve giivenilirligini, bunlar1 Onceden belirlenmis
kriterlerle karsilastirarak belirler. Bu kriterler kanunlar, anlagmalar,
yonetim tarafindan belirlenen hedefler ve genel kabul gormiis
muhasebe ilkeleri olabilir. Bu kriterler denetimin kalitesinin
belirlenmesinde de &nemlidir. Ornegin denetim vergi amaclh ise
vergi kanunlari, bankalarin veya halka agik sirketlerin denetimi ise
mubhasebe ilkeleri ve degerleme yontemleridir.

4, Tarafsiz bir sekilde
kanit toplama ve
degerlendirme

Denetgi, sirket agiklamalarinin dogrulugunu arastirmak amaciyla
sirketle iliskili kisi ve kuruluslardan bagimsiz olarak yeterli ve uygun
kanit toplar.

5. Sonuglari
ilgilenenlere bildirme

llgili taraflar, ilgili paydaslara ve genel kamuoyuna atifta bulunur.
Denet¢inin bulgularin1 ve yargisini kullanan herhangi bir kisi ilgili
taraf haline gelir. Bu grup, hissedarlari, isletme yoneticilerini,
alacaklilar1, devlet kurumlarini ve kamuoyunu igerir.

Sonuglarin  raporlanmas1 denetim siirecinin son agamasidir.
Sonuglarin raporlanmasi aslinda bir dogrulama siirecidir. Denetci,
yonetimin iddia ve beyanlarinin gecerliligini ve giivenilirligini
inceler ve bunlari onaylar veya reddeder. Denetimin sonuglari,
denetcinin goriis ve yargisi yazil bir raporda agiklanir.

Kaynak: Giiredin, 2001: 5; Kaval, 2003: 19.

Denetim taniminda ifade edilen akis siireci Sekil 1’de verilmistir.

Sekil 1. Denetim Tanimi Akig Siireci

DENETCI

Denetlenecek Bilgi ILE Olgiitler

Onceden Saptanmis

Arasindaki Uygunluk Derecesini Belirlemede

Kanit Toplar ve Degerlendirir

Sonuglari isletme Ilgililerine Aktarir

Kaynak: Bozkurt, 2018: 31.




Yukarida verilen tanimlardan denetimin asagidaki ozelliklere sahip bir siireg

oldugu anlasilmaktadir (Karanfiloglu, 1999: 29):
e Denetim bir karsilastirma siirecidir.

Denetimin amaci, dnceden belirlenmis kriterler ile rakamlarla gosterilen bilgiler
arasindaki uyum diizeyini belirlemektir. Sonug¢ olarak, denetim, rakamlarla ifade
edilebilir bilgilerin standartlarla karsilastirilmas: stirecidir. Denetim yapabilmek igin
onceden rakamlarla ifade edilebilecek bilgilerin elde edilmesi gerekmektedir. Bu bilgiler;
kayitlar, tablolar, tutarlar gibi cesitli tiirlerde olabilir. Genel kabul gérmiis muhasebe
ilkeleri, sozlesme sartlari, kanun ve yonetmelikler karsilagtirma kriteri olarak

kullanilabilir.
e Denetim belli bir ekonomik birim hakkindaki bilgileri kapsar.

Genellikle denetim belirli bir ekonomik birim veya bir donemle sinirlidir.
Ekonomik birimler genellikle devletler, ortakliklar ve sahis igletmeleri gibi tiizel
kisilerdir. Denetim siiresi genellikle bir yildir. Bununla birlikte, giiniimiizde denetimlerin
aylik, ii¢ aylik ve alt1 aylik olarak yapilmasi olagandir. Bir isletmenin bazi durumlarda

birkag yil1 hatta tim émrii denetime tabi olabilir.

¢ Denetim kamit toplama ve degerlendirme siirecidir.

Denetim kanitlari, denet¢inin gozlemleri, denetlenen isletmenin veya lglincii
taraflarin yazili ve sozlii bildirimleri vb. olabilir. Denet¢i, denetim hedeflerini karsilamak
icin yeterli miktar ve kalitede kanit toplamalidir. Denetimin en hayati ve Onemli

asamasidir.
e Denetim uzman ve bagimsiz bir Kisi tarafindan gerceklestirilir.

Denetimi yapan kisinin, rakamlarin igerdigi bilgileri ve bunlar1 karsilagtirma
kriterlerini iyi bilmesi gerekir. Denetim siirecinde yeterli miktarda ve kalitede kanit
toplamaya hazir olmalidir. Sonug olarak denet¢inin, kapsamli mesleki bilgi ve uzmanhga

sahip, konunun uzmani olmasi gerekir.

Denetim, Tiirk¢e bir kelimedir. Tiirk¢ceye dogu ve bat1 dillerinden ge¢cmis olan
murakabe, teftis, kontrol, revizyon gibi kelimeler de denetim yerine kullanilmaktadir. Bu

kelimelerin anlamlar1 Tablo 2’de verilmistir.



Tablo 2. Denetim Yerine Kullanilan Terimler

Murakabe Olmasi gerekenle fiili durum arasindaki karsilastirmay1 ifade eder.
. Ara ara yapilan bir gozden gecirme ile faaliyetlerin yasalara, emir ve
Teftis I, N T e e ien . o
yonergelere gore yiiriitiiliip yiiriitilmediginin belirlenmesidir.
Kontrol Uygulama sonuglari ile ulasilmak istenen amaglarin karsilastirilmasidir.
Revizyon Defterlerin ve kayitlarin gdzden gegirilmesidir.

Kaynak: Haftaci, 2014: 5.

Anglo-Sakson iilkelerinde “auditing” terimi, dilimize “muhasebe denetimi”
olarak g¢evrilebilir. “Audire”, Latince’de “isitmek veya dinlemek” anlamina gelmekte ve
“auditing” teriminin kokenidir. Bu durum, eski kiiltiirlerde secilmis uzmanlarin, is
basinda olan kisileri dinleyerek gercegi bulmaya g¢alistiklarin1 géstermektedir (Bozkurt,
2018: 23).

1.2. BAGIMSIZ DENETIMIN TANIMI
Bagimsiz denetim ile ilgili olarak yapilan baslica tanimlamalar asagidaki gibidir.

Bagimsiz denetim, Orgiitiin faaliyetleri ile ilgili 6nceden belirlenmis kriterlere
uygunluk derecesini arastirmak amaciyla orgiit disindan bagimsiz bir uzman tarafindan
yapilan kanit toplama, kanitlar1 degerleme ve denetleme sonucunu denetim gorevi

verenlere iletme stirecidir (Kepekei ve Siirmeli, 1988: 32).

Belirli bir ekonomik varlik veya donem ig¢in Olgiilebilir bilgilerin 6nceden
belirlenmis kriterlere uygunluk derecesinin belirlenmesi ve konuya iliskin bir rapor
sunulmasi amaciyla bagimsiz bir uzman tarafindan yiiriitilen kanitlarin toplanmasi,

degerlendirilmesi siireci olarak ifade edilebilir (Glirbiiz, 1990: 7).

Amerika Birlesik Devletleri’nde (ABD) 2002 yilinda yiiriirliige giren Sarbanes-
Oxley Kanunu, bagimsiz denetimi, halka agik sirketlerin finansal tablolarinin, diizenleme
ve denetleme yetkisine sahip denetim kurumlari tarafindan, finansal tablolarin mevzuata

uygunlugunun tespit edilmesi amaciyla incelenmesi olarak tanimlanmaktadir (Sarbanes-

Oxley Act, 2002: 747).

Bagimsiz denetim, Sermaye Piyasasi Kurulu (SPK) tebligi ve Kamu Gozetimi
Kurumu (KGK) bagimsiz denetim yonetmeliginde “isletmelerin finansal tablolar ile
diger finansal bilgilerinin gercege uygunlugu ve dogrulugu konusunda makul giivence
saglayacak yeterli ve uygun bagimsiz denetim kanit1 elde etmek i¢in bagimsiz denetim
standartlarinda belirtilen bagimsiz denetim yontemlerini kullanarak defter, kayit ve

belgelerin denetlenmesi ve degerlendirme yaparak rapor halinde sunulmasi” olarak

9



tanimlanmaktadir (SPK, 2006: 1; KGK, 2012: 1). Ozellikle, finansal tablolarin ve finansal
verilerin uygunlugu ve dogrulugu hakkinda, ilgili taraflara giivenilir bilgi saglamanin

amagc edinildigi gézlenmektedir.

Bagimsiz denetim, isletmelerin finansal raporlariin muhasebe ilkelerine ve
mevzuata uygunlugunun ol¢iilerek, denetim firmasinin ortagi veya denetgisi olarak gorev
yapan bagimsiz denet¢i unvanina sahip kisiler tarafindan, ilgili taraflara iletilmesi

amaciyla yapilan denetim ¢alismasidir (Duman, 2008: 21).

Bagimsiz denetim, bir ekonomik birime veya doneme iligskin bilgilerin 6nceden
belirlenmis kriterlere uyup uymadiginin degerlendirilmesi ve bu konuda rapor
hazirlanmast amaciyla bagimsiz bir uzman tarafindan kanitlarin toplanmasi,

degerlendirilmesi siirecidir (Bozkurt, 2018: 29).

Bagimsiz denetim tanimlarina bakildiginda, kurum disindan bagimsiz bir uzman
tarafindan denetimin yerine getirilmesi, 6zellikle halka acik sirketler lizerine yapilmasi,
finansal tablo ve finansal bilgilerin dogrulugu ve uygunlugu agisindan makul giivence
saglanmasi, finansal raporlarin muhasebe ilkelerine, mevzuata ve denetim standartlarina

uygunlugunun belirlenmesi konularina vurgu yapildigi gériilmektedir.
1.3. BAGIMSIZ DENETIMIN AMACLARI

Denetimin amaci, finansal tablo kullanicilarina, finansal tablolarin
muhasebe standartlarina uygun olarak hazirlanip hazirlanmadigr konusunda goriis
vermektir (Bozkurt, 2012: 11). Sarbanes-Oxley Kanunu kapsaminda bagimsiz denetimin
amaci, sirketlerin sermaye piyasast mevzuatina uygun olarak yaptigi agiklamalarin
dogrulugunu ve giivenirligini artirmak ve yatirimcilar1 korumak olarak ifade edilmistir

(Sarbanes-Oxley Act, 2002: 747).

Sanayi Devrimi sonrasinda hizla gelisen muhasebe denetimi, 1900’1l yillarin
baslarina kadar muhasebe hatalarini ve hilelerini tespit etmeye yonelikken, 20. yiizyilin
ilk yarisindan itibaren temel amag, finansal tablolardaki, 6zellikle de bilangolardaki
bilgilerin dogrulugunun tespit edilmesi olmustur. Denetim amacindaki bu degisiklik,

denetim yontemlerindeki degisiklikleri de tetiklemistir (Karanfiloglu, 1999: 36).

Bagimsiz denetim, finansal tablolarin ve faaliyetlerin belirlenen standartlara
uygunlugunu incelemek {izere bilgi/belgelerin toplanmasiyla denetim raporunun
hazirlanarak kullanicilara sunulmasi siirecidir. Bu siire¢ 19. ylizyilda hileleri tespit etmek

amaciyla yapilirken, zamanla finansal tablolara dayali kredi kriterleri gelistirmek,
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yonetime danigmanlik yapmak ve giivenilir bilgi elde etmek gibi amaglara odaklanmigtir

(Ertas ve Kandemir, 2020: 84).

Sermaye piyasasindaki gelismeler, kullanicilarin degisen veri kullanim ihtiyaglari,
yabanci yatirimcilarin artmast ve Enron, Worldcom gibi ulusal ekonomileri olumsuz
etkileyen uluslararas1 diizeydeki yolsuzluk vakalari, denetim olgusunun kapsamini
degistiren etkiler yaratmistir. Gilinlimiizde ekonomik ve ticari piyasalar baglaminda
isletmelerin dogru, gilivenilir ve en kaliteli bilgiyi sunmasi, dogru ve giivenilir bilginin
denetlenmis bir sekilde sunulmasi yoluyla kullanicilarin dogru ve tutarli kararlar almasina
yardimci olmaktadir. Bu kapsamda hem sermaye piyasalari hem de yerli ve yabanci
yatirimceilar, bagimsiz denetimin en énemli amaglarindan biri olan bir takim risklere ve

belirsizliklere kars1 korunacaktir (Selimoglu ve Goktepe, 2007: 20).

Finansal tablolarin amaci, raporlama yapan isletmeye ait varliklar, ylikiimliiliikler,
0z kaynak, gelir ve giderler iizerine finansal tablo kullanicisina raporlama yapan
isletmeye ait gelecekte muhtemel net nakit girigleri ve isletmeye ait ekonomik kaynaklari
yonetimce idare edilme mesuliyetini degerlendirmek icin yararhi olabilecek finansal
bilgileri temin etmektir (KGK, 2018: 17). Ilgili finansal tablo kullanicilar1, karar verirken

finansal tablolardan 6nemli 6l¢iide istifade etmektedirler.

Genel amacli finansal raporlar, finansal bilgi kullanicilarinin ihtiyag duydugu her
bilgiyi saglamaz ve saglamasi da olasi degildir. Tlgili kullanicilar, genel ekonomik sartlar
ve beklentiler, siyasal iklim, sektor ve isletme goriiniisleri gibi baska kaynaklardan elde
edilebilecek bilgileri de gbz 6niine almasi1 gerekmektedir. Genel amagl finansal raporlar,
raporlama yapan isletmelerin degerlerini belirtecek bi¢imde dizayn edilmemistir. Ancak
bu raporlar1 kullanan ilgili kullanicilara, raporlama yapan isletmelerin degerleri iizerine
yapacaklari tahminler i¢in yardimei olabilecek bilgileri saglamaktadir (KGK, 2018: 7).
Finansal raporlar, kesin tanimlamalardan ziyade biiyiik 6l¢lide dayanagi tahminler,
yargilar ve modellerdir (KGK, 2018: 8). Kavramsal ger¢evede de ifade edildigi gibi,
sadece finansal raporlara bakarak, ilgili taraflarin dogru ve uygun karar vermekte hata
yapmalari olasidir. Bununla birlikte, finansal raporlarin disinda, karar verilecek isletme
veya kurumu etkileyebilecek diger faktorlerin de goz Oniine alinarak karar verilmesi

hatali karar verme riskini azaltacaktir.

Bagimsiz denetimin genel amaglari, isletme yonetiminin iddialarini test etmek

olarak da degerlendirilir. Isletmelerin hazirladiklar1 finansal tablolar, dziinde cesitli
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iddialart icermektedir. YoOnetim iddialari, asagidaki Tablo 3’te belirtildigi gibi ii¢
kategoriye ayrilmistir.

Tablo 3. Yonetim Iddialarmm Siniflandirilmasi

Finansal islemler ve Olaylara | Hesap Bakiyelerine Iliskin Sunum ve Tam Agiklamaya
Iliskin Iddialar Iddialar Mliskin Iddialar
Gergeklesme, Haklar ve
Gergeklesme Var Olma Yiikimliliikler
Tam olma Tam Olma Tam Olma
- Haklar ve Yiikiimliilikler -
Dogruluk Degerleme ve Dagitim Dogruluk ve Degerleme
Donemsellik - -
Siniflandirma ve
Simflandirma ) Anlastlabilirlik

Kaynak: Kavut vd., 2009: 143.

Bagimsiz denetimin genel amaci, yukarida belirtilen yonetim iddialarini
siiflandirarak degerlendirmektir. Bagimsiz denet¢i bu genel amaglara ulagmak icin
yonetimin iddialarina gore belirleyecegi Bilangco ve Gelir tablosundaki ana hesaplar
izerine uygun denetim tekniklerini kullanarak denetim kanitlarmi toplar ve denetim
goriislinii bildirir. Denetim firmasi, genel bagimsiz denetim amaclarinin yani sira,
bagimsiz denetim isteyen miisterinin ihtiyaglarina goére hesap grubuna 6zel denetimler de

gerceklestirebilir (Coskun vd., 2013: 25).
Bagimsiz denetimin;
e Finansal tablolar hakkinda bir goriise ulasmak,
e Hata ve hileleri tespit etmek,
e Hatalar1 ve hileleri 6nlemek,

e Denetlenen isletmenin yonetimine tavsiyelerde bulunmak gibi amaglart vardir

(Haftaci, 2014: 9).
1.4. BAGIMSIZ DENETIMIN ONEMIi VE YARARLARI

Bagimsiz denetimin giderek daha onemli hale gelmesinin en temel nedeni
giivenilir bilgi saglama roliidiir. Finansal tablolarla ilgili tahmin, analiz, denetim ve
finansal tablolarin hazirlanmasi gibi konularda gelecege yonelik kararlarda yonetime yol
gostermesi de bagimsiz denetimi onemli kilan bir diger unsurdur. Ayrica bagimsiz

denetimin 6nemi, isletmelerin bliyiikligl, isletmelere devlet miidahalesi, sirketlerle
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iligkili ¢ikar gruplarinin giiclenmesi ve yayginlagmasi, is diinyasinda rekabetin artmasi ve

insan faktoriiniin 6nemi gibi gelismelerle baglantilidir (Celen, 2001: 1).

ABD’de 2001 yilinda yapilan bagimsiz denetimlerde ortaya cikan hileli iflas ve
sahte denetim raporlari, bagimsiz denetimin Onemini ve bagimsizlik cercevesini
belirlemistir. Danismanlik hizmeti veren bagimsiz denetim kuruluslariin varligi,
isletmelere denetim yapmalar1 nedeniyle sermaye piyasasinda diizensiz denetim
raporlarina ve yanlis uygulamalara neden olmustur. Bu baglamda denet¢inin bagimsizlig
sorgulanmistir (Stier, 2006: 13). Bundan dolayi, ABD basta olmak tizere, Avrupa Birligi
(AB) ve bazi diger iilkelerde bagimsiz denetimi diizenleyen kanun ve yonetmelikler
hazirlanmistir. Tiirkiye’de KGK tarafindan denetim bagimsizliginin saglanmasi amaciyla

etik kurallar diizenlenerek bagimsizligin kavramsal ¢ercevesi ele alinmistir.

Denetlenen finansal tablolar, kurumsal denetimler sirasinda isletmeye katki
saglayarak ek maliyet ve zaman kaybini 6nler. Diizenlenen denetim raporlart dogru kabul
edildiginden devlet kurumlari yeniden denetlememekte veya kapsamli denetim

yapmamaktadir (Gtiredin, 2000: 16).

Denetimin ilk olarak vergilerin tam olarak toplanabilmesi amaciyla ortaya ¢iktigi
goriilmektedir. Isletmelerin finansal tablo bilgi kullanicilari her gecen giin artis
gostermektedir. Dolayisiyla ilgili finansal tablolarin, bagimsiz denetimden ge¢mis olmasi
“glivenilir” bir kaynak olarak ele alinabilmesine fayda saglayacaktir (Bezirci ve

Karasioglu, 2011: 572).

Cagdas yonetim yaklagimina gore, isletme yoOnetimi ve yonetim kararlarinin
olusturulmasi, muhasebe tarafindan iiretilen ve denetlenen giivenilir yonetim bilgilerine
baglidir. Bu nedenle hemen hemen tiim isletmeler bagimsiz denet¢i tarafindan
denetlenmesi gerektiginin bilincindedir. Muhasebe bilgisi kurumsal ¢ikarlarin temsil
edildigi bir alan oldugu i¢in giivenilir olmasi gerekir. Gliven kazanmanin yolu ancak

denetimden gecer (Ozel, 1996: 46°dan akt. Celen, 2001: 1).

Finansal bilgilerin yararli olabilmesi i¢in sunmaya ¢alistigt konuyu amacina
uygun ve gercege uygun bir sekilde yansitmasi gerekir. Ihtiyaca uygunluk ve gercege
uygun sunum, faydali finansal bilgilerin temel niteliksel 6zellikleridir (KGK, 2018: 11).
Karsilastirilabilirlik, dogrulanabilirlik, zamaninda sunulabilirlik ve anlasilabilirlik,

faydali finansal bilgilerin destekleyici niteliksel Ozellikleri olarak tanimlanmaktadir
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(KGK, 2018: 13). Bu ozelliklerin saglanmasiyla birlikte finansal bilgilerin yarari

arttirllmis olacaktir.

Gliniimiiz rekabet ortaminda finansal tablolarin bagimsiz denetiminin gerekli
olmasinin birgok nedeni vardir. Ozellikle gelismis iilkelerde ok sayida paydas1 yakindan
ilgilendiren finansal tablolarin bagimsiz denetimini gerektiren bu nedenler ii¢ baslik
altinda toplanabilir (Haftaci, 2014: 167):

e Finansal raporlarda paydaglarin artmasi,
e Finansal tablolarin giivenilir olmama olasiligi,
e Giivenilir bilgi gerekliligidir.

Bagimsiz denetimin yararlari, denetlenen isletmeye, kamuya ve devlete olmak
tizere 3 kategoride siiflandirilabilir (Celen, 2001: 2-4):

1.4.1. Bagimsiz Denetimin Denetlenen isletmeye Yararlar
Denetlenen bir igletme i¢in bagimsiz denetimin yararlari su sekilde 6zetlenebilir:

e Isletme kayit ve belgelerine dayanilarak hazirlanan finansal tablolarin dogru

olup olmadigini belirler.

e Isletme faaliyetlerinin hukuka uygunlugunu inceler ve uygunsuzluklar varsa

diizeltir.

¢ Yoneticilerin ve sirket personelinin dolandiricilik egilimini azaltmaya yardimci

olur.

e Vergi beyannameleri denetlenmis finansal tablolara dayandigindan, bu

beyanlarin giivenilirligi devlet vergi denetimlerinin riskini azaltir (Giiredin, 2000: 16).

e Yoneticiler, denetlenen finansal tablolardan yararlanarak Kkararlar alir
(Dabbagoglu, 1998: 4).

e Finansal tablo ve raporlarin analizi yapilarak igletmenin ekonomik durumu ilgili
mercilere eksiksiz ve giivenilir bir sekilde iletilir. Bu da isletmenin kredibilitesini

artirmaktadir.

e Yonetim ve personel faaliyetlerini destekleyerek bu faaliyetlerin etkinligini

arttirir.

e I¢ kontrol sisteminin etkin olmasini saglar.
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1.4.2. Bagimsiz Denetimin Kamuya Yararlan
Bagimsiz denetimle kamuya saglanan yararlar su sekilde agiklanabilir:

e Sermaye piyasasi giiven iizerine kurulu oldugu i¢in, bu piyasada yer alan bilgiler
dogru ve giivenilir olmalidir. Sermaye piyasasinin etkin ve verimli isleyebilmesi igin,
kamuya sunulan raporlarda konuyla ilgili ve Onemli tiim bilgilerin yer almasi

gerekmektedir. Bagimsiz denetim, bunu basarmanin en etkili yoludur.

¢ Finansal kurumlar, bor¢ verme veya finansal katilim yoluyla temasa gectikleri
girisimcilerden, islerinin ve faaliyetlerinin ekonomik ve finansal durumuna iliskin temel
bilgileri ve ayrintili raporlar1 talep etmektedirler. Bu raporlarin, kredi verme veya
finansmana bir temel olabilmesi i¢in yetkili, tarafsiz ve bagimsiz inceleme kuruluslar

tarafindan hazirlanmali ve onaylanmalidir.

e Denetlenen finansal tablolar, ticret ve sosyal haklar miizakerelerinde objektif

bilgi saglayarak isverenlere ve sendikalara bilgi verir.

e Isletme birlesme ve satinalmalarda alicilara ve saticilara giivenilir, objektif

bilgiler saglar.

¢ Denetlenmis finansal tablolar, ilgili taraflara, 6zellikle de sirketle is iliskisi olan
miisterilere, denetlenen sirketin karliligi, faaliyetlerinin etkinligi ve finansal yapisinin

durumu hakkinda giivenilir bilgi saglar (Giiredin, 2000: 17).

e Isletmeye yatirrm yapmak isteyen yatirimcilar, denetlenmis finansal tablolarla

isletme faaliyetlerinden kaynaklanabilecek her tiirlii riskten kendilerini koruyacaklardir.
1.4.3. Bagimsiz Denetimin Devlete Yararlar:
Bagimsiz denetim sonucunda devlete agagidaki faydalar saglanabilir:

e Ulkeler, bagimsiz denetim sayesinde bilgi toplama ve planlama yapabilir. Diger
bir ifadeyle, dogru verilere dayali planlama, kamu gelir ve harcamalari, devlet tesvikleri,
kredi politikalar1 ve genel ekonomi politikalarinin daha gercekei, etkili ve verimli

olmasini saglayacaktir.

e Devletin vergi gelirlerini artirmasinda bagimsiz denetim katki saglar. Isletme

yoneticilerinin ve ortaklarinin vergi kacakc¢iligi yapma tegviklerini ortadan kaldirir.
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¢ Bagimsiz denetgiler tarafindan hazirlanan finansal tablolarin denetimi i¢in daha
az zaman harcayan vergi denetgileri, dikkatlerini diger vergi kayiplar1 ve kagaklari

izerinde yogunlastirabilirler.

e Kamu kurumlari, belediyeler, dernek, wvakiflar ve bunlarin ekonomik
faaliyetlerinin bagimsiz denetimi, yolsuzlugun onlenmesine ve bu kurumlarin etkin

islemesine yardimci olacaktir.
1.5. MUHASEBE VE DENETIM ARASINDAKI ILISKIi

Birgok finansal tablo kullanicist ve genel kamuoyu, denetimi muhasebe ile
karistirmaktadir. Bu karigiklik, denetimin muhasebe bilgileriyle ilgilenmesinden ve
bircok denet¢inin muhasebe konularinda O6nemli uzmanhiga sahip olmasindan
kaynaklanmaktadir. Denetim yapan bir¢ok kisinin “yeminli mali miisavir’ unvanina sahip

olmasi, kafa karigikligin1 daha da artirmaktadir (Arens vd., 2012: 6).

Muhasebe, bir sirketin varliklarinda ve kaynaklarinda degisiklik meydana getiren
ve parayla ifade edilen olay ve islemleri belirleyip dogrulugunu belirleyerek kaydeden,
smiflandiran, finansal raporlar halinde 6zetleyen, bu raporlar1 analiz eden ve yorumlayan

bir bilimsel disiplindir (Kula, 2018: 9). Muhasebenin fonksiyonlar1 Sekil 2’de verilmistir.

Sekil 2. Muhasebenin Fonksiyonlari

[ Muhasebenin Fonksiyonlari ]
|

A\ 4

Birincil Fonksiyonlar Ikincil Fonksiyonlar
(1) Kaydetmek (4) Analiz etmek
(2) Siniflandirmak (5) Yorumlamak
(3) Ozetlemek

Kaynak: Kula, 2018: 9.

Sekil 2’de muhasebenin fonksiyonlari birincil fonksiyonlar ve ikincil fonksiyonlar
olarak iki kategoriye ayrilmistir. Kaydetme, siniflandirma, 6zetleme birincil fonksiyonlar
olarak ifade edilirken, analiz etme ve yorumlama ikincil fonksiyonlar olarak ifade

edilmistir. Birincil fonksiyonlarin siireci asagidaki Sekil 3’te verilmistir.
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Sekil 3. Muhasebenin Birincil Fonksiyonlar

/ KAYDET \_'\( SINIFLANDIR \E:{ OZETLE \

(Yevmiye Defterine) [V (Defteri Kebirde) (Finansal Tablo Olarak)
/ X HESABI Y HESABI GELIR

X HESABI 100 TL 100 100 BILANCO TABLOSU
Y HESABI 100 TL Gelirler
/ (Giderler)

\C 2N /2 /

Kaynak: Kula, 2018: 60.

Sekil 3’te birincil fonksiyonlarin siireci sirasiyla kaydetme, smiflandirma ve
Ozetleme oldugu ifade edilmistir. Yevmiye defterine kaydedilen bilgiler, defteri kebirle
smiflandirilmakta ve sonrasinda finansal tablolar araciligiyla 6zetlenmektedir. Hazine ve
Maliye Bakanligi’'na (HMB) ve KGK’ye gore hazirlanmas: gereken finansal tablolar
asagidaki Sekil 4’te verilmistir.

Sekil 4. Finansal Tablolar

[ FINANSAL TABLOLAR ]
|

/HMB’ye gore: \ /KGK’ye gore: \
= Bilanco » Finansal Durum Tablosu
= Gelir Tablosu = Kar veya Zarar ve Diger Kapsamli
= Satiglarin Maliyeti Tablosu Gelir Tablosu
» Fon Akim Tablosu = Nakit Akis Tablosu
= Nakit Akis Tablosu » Oz kaynak Degisim Tablosu
= Kér Dagitim Tablosu = Dipnotlar ve Diger Agiklayici Notlar

K. Oz kaynak Degisim Tablosu / \ /

Kaynak: HMB, 2019; KGK, 2019.

HMB’ye gore 7 adet ve KGK’ye gore 5 adet diizenlenmesi gereken finansal

tablolar Sekil 4’te verilmistir.

Muhasebe kanitlari, denetimin temelini olusturur. Muhasebe bu acidan denetim
siirecinin 0nemli bir pargasidir. Denetim ise, donem sonlarinda hazirlanan muhasebe
prosediirlerinin ve finansal tablolarin genel kabul gormils muhasebe ilkelerine
uygunlugunun kontrol edilmesi islemidir. Buna gore “muhasebesiz denetim

dayanaksizdir ve denetimsiz muhasebe saglamasizdir” denilebilir. Iyi bir denetim
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yapmanin yolu, iyi bir muhasebe temelinden gegmektedir (Haftaci, 2014: 57). Muhasebe

ile denetim arasindaki iligkiler Sekil 5’te 6zetlenmistir.

Sekil 5. Muhasebe - Denetim liskileri

MUHASEBE DENETIM
Olaylarin ve islemlerin analizi Yo6netimin hazirladigi finansal tablolarin
elde edilmesi

|
Krymet hareketleri ile ilgili bilgilerin I
muhasebe kayitlarina aktariimasi ve Bu tablolardaki bildirimler ile ilgili kanit
dzetlenmesi toplama ve bu kanitlar1 degerlendirme

Genel Kabul Gérmiis Muhasebe lkeleri
acisindan bildirimlerin diiriistligiiniin

Finansal bildirimlerde bulunulmasi

I saptanmasi
Genel Kabul Gérmiis Muhasebe Ilkeleri |
Isiginda Finansal Tablolarin Hazirlanmasi Bulgularla ilgili bir denetim raporunun
hazirlanmasi

Denetim raporunun miisteriye sunulmasi

Finansal tablolar ve denetim raporunun
yillik faaliyet raporuyla ortaklara sunulmasi

Kaynak: Giiredin, 2000: 13.

Sekil 5 genel olarak degerlendirildiginde muhasebenin finansal tablolari
olusturdugu, denetimin ise olusturulan finansal tablolarin dogrulugu ve giivenilirligi

hakkinda goriis sundugu soylenebilir.

Denetimin amaci, kaydedilen bilgilerin hesap donemi boyunca meydana gelen
mali ve ticari islemleri dogru bir sekilde yansitip yansitmadigini belirlemektir. Muhasebe
verileri denetimin konusudur. Genel kabul gormiis muhasebe ilkeleri, muhasebe
bilgilerinin uygun sekilde kaydedilmesinin degerlendirilmesinde ol¢iit oldugundan,
denet¢inin bu ilkelere asina olmasi gerekir. Denet¢i, muhasebe bilgisine ek olarak,
denetim kanitlarin1 toplama ve degerleme konusunda da uzman olmalidir. Bu uzmanlik,
denet¢iyi muhasebeciden ayirir. Denetim prosediirlerinin, 6rneklem biiytikliigiiniin,
denetlenecek kalemlerin ve denetim zamanlamasi ile denetim sonuglarinin

degerlendirilmesi denetg¢inin birincil sorumluluklaridir (Kepekei, 1998: 8).
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2. BAGIMSIZ DENETIMIN GELiSiMi

Bu boliimde diinyada ve Tiirkiye’de bagimsiz denetimin gelisimi, iilkelerdeki
gelisim siireci, muhasebe skandallari, diizenleyici kurumlar ve kanunlar ¢ergevesinde ana

hatlartyla agiklanmustir.
2.1. DUNYADA BAGIMSIZ DENETIMIN GELISIMINE GENEL BAKIS

Tarihi arastirmalarda denetimin kdkeni, M.O. 3000 yillarinda Ninova sehrine dek
ulastigi belirlenmistir. Arkeolojik buluntulardan elde edilen bilgilere gore, antik
Mezopotamya’yr yoneten krallar, katiplerine, kraliyetin tahil ambarlarin1 saymak ve
oradaki yetkilileri denetlemekle gorevlendirdigi goriilmektedir. XVII. yiizyil
Ingiltere’sinde hesap verme sorumlulugu kavrami dile getirilmistir. 1690 yilinda ilk
olarak Ingiltere’de Kamu Hesaplar1 Komitesi ve Sayistay kurulmustur. Yine bu dénemde
ilk kez kamu maliyesinde yasama organinin stiinliigii ilkesi hayata gecirilerek
parlamentonun yiiriitmeyi denetlemesi esasi kabul edilmistir (Bezirci ve Karasioglu,

2011: 573-574).

Mezopotamya uygarligmin kayitlarinda mali islemleri gosteren rakamlarin
bulunmasi, dogrulama sisteminin kullanildigini ve bir kisinin yaptig1 kayitlarin diger bir
kisi tarafindan dogrulandigini gosteren igaret ve noktalarin bulunmasi, denetimin 5500
yil once gerceklestigini gostermektedir. 1289°da “auditing” terimi ve “auditor” mesleki
unvani ilk kez Ingiltere’de kullanilmis ve 1581°de Italya Venedikte profesyonel denetim

i¢in ilk orgiit kurulmustur (Selimoglu vd., 2014: 1).

Denetimin ge¢cmisi ¢ok eskilere dayansa da bugiinkii anlamda gelisimini Sanayi
Devrimi’nden sonra tamamlamistir. Denetim uygulamalarina iliskin yaklasimlarin

gelisimi asagidaki sekilde ortaya ¢ikmustir (Bozkurt, 2018: 23-24):

¢ 1900’li yillara kadar sanayi devrimi Oncesi ve sonrasi tiim belgelerin

incelenmesi icin “Belge Denetim Yaklagim1”,

e 1900-1930 yillar1 arasinda finansal tablolarin bir biitiin olarak denetlenmesi i¢in

“Finansal Tablo Denetimi Yaklasimi1”,

¢ 1930’lu yillarda ortaya cikan ve temelleri isletmelerin i¢ kontrol yapisinin

incelenmesine dayanan “Sistem Tabanli Denetim Yaklagimi1”,
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¢ Gliniimiizde bilgi teknolojileri ve denetim alaninda meydana gelen gelismeler
sonucunda faaliyet denetiminin daha popiiler hale gelmesi sonucunda “Y 6netim Denetimi

Yaklagimi1”,

e “Risk Esasli Denetim Yaklasimi”, 2000’li yillardan sonra meydana gelen

onemli finansal skandallar sonucunda ortaya ¢ikmaistir.

Bagimsiz denetim mesleginin 6nde gelen iilkelerdeki gelisimi Tablo 4’te

Ozetlenmistir.

Tablo 4. Bagimsiz Denetimin Onde Gelen Ulkelerdeki Gelisimi

Ulke Bagimsiz Denetim Gelisimi

ABD’de Bagimsiz denetim mesleginin yasal bir zemine dayanmasi1 1896 yilinda
gerceklesmistir. Devlet tarafindan yapilan diizenlemeler, Ingiliz yatirimcilarmn
haklarmi korumus ve CPA’larin (Certify Public Accountants) gelisimini tesvik
etmistir.

1934°te ABD’de yiiriirliige giren menkul krymetler borsasi yasasi, hisse senetleri
ve borsaya kote sirketler igin yillik denetimi zorunlu hale getirmistir. Bu yasa
hiikkiimlerine uyumu izlemek tiizere 6zel bir denetim kurumu olan Menkul
ABD Kiymetler ve Borsa Komisyonu (SEC - Securities and Exchange Commission)
kurulmustur (HUD, 2013: 13).

ABD’deki denetim standartlarina iliskin diizenlemeler Amerikan Sertifikali
Muhasebeciler Enstitiisi (AICPA - American Institute of Certified Public
Accountants) tarafindan gelistirilmistir. Bu enstitli Genel Kabul Gérmiis Denetim
Standartlarimi (GAAS) 1947 yilinda kabul etmistir. Detayli bir diizenleme
bulunmamakla birlikte bu standartlarin denetgilere yeterli rehberlik sagladigi ifade
edilebilir (Haftaci, 2014: 39).

Avrupa Birligi iiye iilkeleri arasinda tutarliligin saglanmasi amaciyla AB tarafindan
bir takim direktifler yayimmlanmistir. Bunlar, belirli tiirdeki sirketlerin yillik
muhasebe uygulamalari, degerleme esaslari ve denetimlerine iliskin 4’iincii
direktif, konsolide finansal tablolarin yayimlanmasi ve denetimine iliskin 7’nci
direktif, 1986 tarihli bankacilik denetim direktifi ve 1991 tarihli sigorta denetleme
direktifidir. Direktiflerde finansal tablo denetimlerinin birden fazla kisi tarafindan
yapilmasi gerektigi belirtilmis ancak denetimi kimin yapacagi belirtilmemistir.
1984 tarihli 8. direktif, denetime iliskin ilk diizenlemedir. Bu direktifte tescil ve
mesleki diiriistliikle ilgili baz1 kurallar belirtilse de, yliksek denetim kalitesini
saglamak icin denetgilerin nasil davranmasi gerektigi ve dis kalite giivencesinin ne
olmasi gerektigi belirtilmemistir (Haftaci, 2014: 40).

Avrupa
Birligi

Bagimsiz denetim ilk olarak Ingiltere’de ortaya ¢ikmustir. ingiltere ve Galler
Uzman Mubhasebeciler Enstitiisii, 1880 yilinda bes yerel muhasebe birliginin
birlegsmesiyle kurulmustur. 1990 yilinda yiirlirlige giren bir kanunla, smirl
Ingiltere | sorumlu sirketlere denetim zorunlu kilinmustir. Bdylece, yeminli mali miisavirlik
ve mali miisavirlik mesleklerinin ilk olarak ortaya ¢iktig1 iilke Ingiltere olmustur.
Ayrica denetim faaliyetlerinin yani sira vergi damigmanligi, finansman ve yonetim
danismanlig1 hizmetlerini de saglamislardir.

20



Tablo 4 (Devam). Bagimsiz Denetimin Onde Gelen Ulkelerdeki Gelisimi

Ulke Bagimsiz Denetim Gelisimi

1942 yilinda Fransa’da kurulan “Uzman Muhasebeciler ve Yetkili Muhasebeciler
Birligi”, bagimsiz denetim meslegini iilke ¢apinda bir kurum haline getirmistir.
Daha sonra 1945 yilinda yayimlanan bir i¢ tiiziikle uzman muhasebeci ve yetkili
Fransa muhasebeci ayrimi diizenlenmistir. Yetkili muhasebeci olarak ifade edilen meslek
grubu 1970’11 yillarda ortadan kaldirilmistir. 1976’da yayimlanan bir i¢ tiiziikte
uzman muhasebeci “bir isletmeyi denetlemek ve degerlendirmek i¢in bagimsiz
olarak yetkilendirilmis kisi” olarak tanimlanmustur.

1928 yilinda kurulan Yeminli Denet¢iler Odasi, Almanya’da yeminli denetgileri
(Wirtschaftpriifer) yonetmektedir. Yeminli denetgiler, denetim hizmetleri ile
birlikte vergi danigmanligi, hukuk miisavirligi ve misterileri vergi oranlar
karsisinda temsil etmek gibi hizmetler de sunmaktadirlar.

Almanya’da, anonim sirketler i¢in yillik denetim sartt 1931°de getirilmistir.
1965°te yiiriirlige giren Sermaye Sirketleri Yasasi, kamuya hesap verme
ylikiimliiliigiinii ve yillik denetim gerekliligini yeniden diizenlemistir (HUD, 2013:
13).

1948 yilinda Japonya’da “Bagimsiz ve Yeminli Kamu Muhasebeciligi Kanunu”
Japonya | cikarilmistir. Ulkenin yasal diizenlemeleri, “Amerikan Yeminli Muhasebe
Uzmanlar1 Enstitlisii” tarafindan énemli 6lgiide desteklenmistir.

Almanya

Kaynak: Carik¢ioglu, 1995: 1; HUD, 2013: 13; Haftaci, 2014: 39-40.
2.1.1. Diinyada Bagimsiz Denetime iliskin Diizenlemeler

Bagimsiz denetime iliskin diinyada yapilan diizenlemeler asagidaki basliklar

altinda kisaca sunulmustur.

2.1.1.1. Uluslararas1 Muhasebeciler Federasyonu (International Federation Of
Accountants - IFAC)

1977 yilinda 51 {ilkeden 63 kurucu tiyeyle kurulan IFAC, 2022 yilina kadar diinya
capinda 130 tiilkeden 180 {liye ve ortaga sahip olmustur. IFAC, 7 Ekim 1977°de
Almanya’nin Miinih kentinde diizenlenen 11. Diinya Muhasebeciler Kongresi’nde diinya

capinda daha iyi bir muhasebe meslegini tesvik etmek amaciyla asagidaki amaglarla

kurulmustur (IFAC, 2022):

e Kamu sektdrii muhasebesi, denetim ve gilivence, etik ve denet¢i egitiminde

yiiksek kaliteli uluslararasi standartlarin benimsenmesini ve uygulanmasini saglamak,
e Uye kuruluslar1 arasindaki isbirligini kolaylastirmak,
e Uluslararasi kuruluslarla isbirligi yapmak,

e Muhasebe mesleginin diinya ¢apindaki sesi olmak olarak ifade edilmistir.
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2.1.1.2. Amerikan Finansal Muhasebe Standartlar1 Kurulu (Financial Accounting
Standards Board - FASB)

FASB, 1973 yilinda kurulmustur. Norwalk, Connecticut’ta bulunan, bagimsiz,
0zel miilkiyetli ve kar amaci glitmeyen bir kurulustur. Bu kurulus, kamu, 6zel sirketler ve
kar amaci giitmeyen kuruluslar i¢in Genel Kabul Gérmiis Muhasebe Ilkelerini (GAAP)

takip eden finansal muhasebe ve raporlama standartlarini belirlemektedir.

FASB, halka acik sirketler icin 6nde gelen standart belirleme otoritesi olarak,
ABD Menkul Kiymetler ve Borsa Komisyonu tarafindan taninmaktadir. Eyalet muhasebe
kurullar1 ve Amerikan Yeminli Mali Miisavirler Enstitiisti dahil ¢ok sayida diger kurulus
da FASB standartlarini gegerli olarak kabul etmektedir. Yatirimcilara ve finansal tablolari
kullanan diger kisilere yararli bilgiler saglayan finansal raporlamay:1 tesvik etmek
amaciyla FASB, seffaf ve acik bir siiregle muhasebe standartlar1 gelistirerek
yayimlamaktadir (FASB, 2023).

2.1.1.3. Avrupa Muhasebeciler Federasyonu (Federation Des Experts Comptables

Europeens — FEE)

Avrupa Muhasebeciler Federasyonu, Avrupa capinda muhasebe ve denetim
sektorlinil temsil eden bir organizasyondur. Avrupa’daki muhasebe meslegini temsil eden
en ist diizey kurumdur. Olusumunda 32 iilkeden 43 meslek enstitiisii vardir. FEE iiyesi
enstitiiler, 27 Avrupa Birligi {ilkesini temsil etmekte ve 500.000°den fazla profesyoneli
bir araya getirmektedir (CNCC, 2023). TURMOB, 2013 yilindan buyana FEE tam
tiyeligine sahiptir.

2.1.2. Muhasebe Skandallar1 ve Yapilan Diizenlemeler

Biiytik sirketlerin gilivenilir yoneticileri veya ¢alisanlar tarafindan islenen ve
dogrudan kamuoyunu etkileyen suclarin ifsa edilmesi sonucu ortaya ¢ikan politik veya
ticari skandallar, muhasebe skandallar1 olarak nitelendirilebilir. Bu suglar genellikle
fonlarin kotiiye kullanilmast veya kotii yonetilmesi i¢in kullanilan karmagik yontemler,
geliri oldugundan fazla gostermek, giderleri oldugundan az gdstermek, sirketin varlik
degerini fazla tahmin etmek veya bor¢lart oldugundan az gostermek seklinde ortaya
¢ikmaktadir. Bazen de bagska bir isletmede veya bagl kurulustaki yetkili kisilerle igbirligi
yapilarak islenmektedir (Yardimcioglu ve Ada, 2016: 44).

Asagidaki Tablo 5’te ge¢misten giinlimiize 6nde gelen muhasebe skandallari

listelenmektedir.
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Tablo 5. Onde Gelen Muhasebe Skandallari

Sirket Yil Skandalin Ag¢iklamasi Olaya Karigan Kisiler
Gelir 1,7 milyar dolar fazla gosterilmistir. Slrkem.l CEO su (Ch,lef
Waste Maddi duran varliklarin amortisman siiresi Executive O.f f.l cer), list
1998 diizey yoneticiler ve
Management sahte olarak artirtlmstir. Yy
Arthur Andersen
denetgileri.
Biiyiik borglar bilancoda gosterilmedi. Binlerce
calisan emeklilik haklarini kaybetti ve .
Enron 2001 yatirimcilar 74 milyar dolar kaybetti. Birgok CEO ve eski CEO.
calisan igsiz kaldi.
Gelir, sahte muhasebe girisleriyle sisirildi.
Varliklar, belirli giderlerin aktiflestirilmesiyle
Worldcom 2002 | 11 milyar dolar kadar fazla ifade edildi. Bu, Sirketin CEO’su.
30.000 calisanin issiz kalmasina ve yatirimcilar
icin 180 milyar dolar zarara neden oldu.
Gelir, hileli bir sekilde 500 milyon dolar fazla CEO ve eski Finans
Tyco 2002 | gosterildi. CEO ve CFO 150 milyon dolar Direktorii (CFO- Chief
cald. Financial Officer)
Gelir, hissedarlarin beklentilerini kargilamak
icin 1,4 milyar dolar artirildi. Iddiaya gore, . . ,
HealthsOlgg R geng calisanlara 1996-2003 gelirlerini fazla Sirketin CEO’su
gostermeleri i¢in talimatlar verildi.

. Gelir kasitli olarak yanlis beyan edilmis ve 5 Sirketin Bagkani, CEO
Freddie Mac G203 milyar dolar eksik rapor edilmistir. ve eski CFO
American Kullanilan krediler, gelir olarak rapor edildi. N ,
Insurance Group 2008 3,9 milyar dolarlik muhasebe hilesi yapildi. Sirketin CEO’su

. . Ust diizey yoneticiler
Lehman Brothers | 2008 | >0 milvar dolardan fazla kredi, satis olarak ve sirketin denetgisi
gizlendi.
Ernst & Young
Yatirimeilar bir Ponzi semasinda 64,8 milyar
Bernie Madoff 2008 dolar kaybetti. Yatlr.1V1n01lara kar degil, kendi CEO ve Muhasebeci
paralarindan veya diger yatirimcilarin
paralarindan getiri saglandi.
Sirketin Kurucusu ve
Saytam 2009 | Gelir ve nakit 1,5 milyar dolar fazla gosterildi. | Yonetim Kurulu

Baskani

Kaynak: Cronje, 2014:16.

Yoneticilerin veya ¢aliganlarin kasten ve hukuka aykir1 olarak yaptigi muhasebe

hileleri ile yasal kabul edilen ancak genellikle muhasebe usulsiizliiklerine dayanan

yaratict muhasebe uygulamalart muhasebe skandallarinin nedenleri olarak bilinmektedir.

Bu skandallarin ge¢misi eski ve orta caga kadar uzanmaktadir. 21. yiizyilda 6zellikle

Enron ve Worldcom gibi biiyiik sirketler ve diinyadaki farkli yatirnm bankalarindaki

skandallardan sonra giderek daha fazla 6nem kazanmistir (Yardimcioglu ve Ada, 2016:

43). Bu skandallar ABD ve bazi Avrupa iilkelerinde yasanmis kiiresel etkileri olan

skandallardir. Ulkemizde baz1 bankalar disinda (Imar bankasi, Pamukbank, Emlakbank,

Kentbank) o6nemli bir skandal yasanmamustir. Ticaret diinyasinda bu skandallar

karsisinda gerekli kontroller uygulamaya konulmustur. Skandallarin 6nlenmesinde

onemli bir faktér de muhasebe skandallarina karsi denetim tedbirlerinin uygulanmasidir.
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Ayrica basta ABD olmak {izere bircok iilke bu muhasebe skandallarina karsi gerekli
onlemleri almis ve bu yonde kanunlar ¢ikarmistir (Ayboga, 2022: 39).

AICPA Baskan1 Robert Mednick, 1997 yilinda yaptig1 konusmada bagimsizligin
meslegin temel tas1 ve en biliyiikk degerlerinden biri oldugunu belirtti. Sermaye
piyasalarinda fon toplayan ve bir¢ok yatirimcinin fon aktardigi iilkenin en biiyiik
sirketlerinden Enron ve WorldCom'un, muhasebe usulsiizliikleri nedeniyle finansal
durumlarin1 oldugundan daha iyi gosterdigi ortaya ¢ikti. Bu, Robert Mednick'in 1997
yilinda muhasebe meslegi hakkinda sdylediklerinin ¢ok daha iyi anlasilmasini sagladi.
Bu iflaslar diinyanin en biiyiik sermaye piyasasina olan giiveni zedeleyerek muhasebe ve

denetim mesleginin bagimsizliginin sorgulanmasina yol act1 (Yilmaz, 2003: 1).

Sarbanes-Oxley Kanunu, Enron skandalinin ve bunun sonucunda ortaya ¢ikan
krizin yatirimcilarin finansal piyasalara olan giivenini sarsmasinin ardindan 2002 yilinda
SEC'de kabul edildi. Kanun, bagimsiz denetgilerin daha etkin hale getirilmesini, finansal
tablolarin giivenilirli§inin artirllmasin1 ve yatirnmcilar nezdinde kaybolan giivenin

yeniden tesis edilmesini esas almistir (Haftaci, 2014: 39).

ABD’de, Enron skandalindan sonra, sermaye piyasasindaki yatirimeilart korumak
icin 2002 yilinda Sarbanes-Oxley Kanunu ile halka agik sirketlerin denetimine yeni bir
sistem ve kontrol altina alinmas1 hedeflenmistir (Aldhizer ve dig., 2003 ten akt. Kutukiz
ve Oncii, 2009: 133). ABD’de kurulan Halka Agik Sirketler Muhasebe Gozetim Kurulu
(Public Company Accounting Oversight Board - PCAOB), denetim sirketlerine yonelik

olarak denetimlerini ger¢eklestirmektedir.

Enron ve WorldCom, sirketlerin biiyiikliigii (piyasa degerine gore) acisindan
Amerikan tarihinin en biiyiik skandallariydi. Her ikisi de, birbirinden tamamen farkli olsa
da, biiylik 6l¢ekte hileyi temsil etmektedir. Enron, karmasik finansal araglara dayali
karmasik hileler kullanirken, WorldCom milyarlarca dolarlik isletme giderlerini
sermayeye ekleyerek karmasik olmayan bir plan kullanmistir. 2002 civarindaki diger
kurumsal skandallarin ¢ogu da nispeten biiyilik sirketleri kapsiyordu. Enron’un soku,
kongre oturumlarina ve yaklasik alti ay sonra WorldCom skandalindan sonra, 2002
yilinda Sarbanes-Oxley Kanunu’nun kabuliiyle ger¢ek mali reforma yol agmistir (Giroux,
2008: 1208). Sarbanes-Oxley Kanunu, bagimsiz denetim kuruluslar tarafindan saglanan
denetim dis1 hizmetlere kisitlama getirilmesi, sirketlerin mesleki etik kurallar

olusturmasi, diizenli olarak kamuya agiklanmasi gereken ylikiimliiliiklerin artirilmasi,
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bilango dis1 islemlere iligkin ve dngdriilebilir finansal sonuglara iligkin daha siki1 kurallar

getirilmesi gibi yeni kurallar getirmistir (Ding ve Cengiz, 2014: 225).

Ticari dolandiricilik sorunlar1 kapsaminda muhasebeyle ilgili daha az skandal var
gibi goriiniiyor, bu da Sarbanes-Oxley sonrasi denetim ve diizenleyici ortamin oldukca
iyi calistigim1  gostermektedir. Gelecekte dolandiricilik olusumunu azaltmak igin
muhtemelen yeni diizenlemeler yapilacaktir. Denetim otoriteleri durum tespiti yapmaya
devam ettigi ve diizenleyiciler yeterli finansmani sagladig1r siirece, muhasebe

skandallarinin daha az olacagi 6ngoriilmektedir (Giroux, 2008: 1235).

Hileli “kazang yonetimi” veya “yanlis raporlama” gercekten de son sirket
skandallarinin temel motifi haline gelmistir. Yatirimcilarin  kurumsal finansal
raporlamanin kalitesine olan giliveni ciddi sekilde zarar goérmiistiir. Siirekli artan asiri
kazanglar, sisirilmis varlik degerleri ve eksik ylkiimliiliikkler siireci, muhasebe
standartlarinda ve kurumsal yonetim kurallarinda olasi eksikliklerin varligini géstermistir

(Tiscini & Donato, 2006: 1).

Diinyanin dort bir yanindaki sirketler, yillik gelirlerinin %5’ini hile kaynakli
kaybetmektedir. Bu durum, mesleki hile ve gorevi kotitye kullanma konusunda kiiresel
bir arastirma olan International Association of Certified Fraud Examiners (ACFE)
tarafindan hazirlanan 2020 yili raporunun bulgular: arasinda yer almaktadir. Muhasebe
hilesi, muhasebeciler tarafindan islenen veya bir sirketin muhasebe yontem ve
uygulamalariyla ilgili hirsizlik ve diger suglar olarak tanimlanmaktadir (University of
Nevada, 2020: 1). ACFE tarafindan yayimlanan raporda yer alan mesleki hile

kategorileri, vaka ylizdeleri ve ortalama kayip degerleri Tablo 6’da verilmistir.

Tablo 6. Mesleki Hile Kategorileri

Mesleki Hile Kategorileri Vaka Yiizdesi (%) | Ortalama Kayip ($)
Varliklarin kétiiye kullanilmasi (hirsizlik) % 86 100.000 $
Yolsuzluk (yetkinin kotiiye kullanilmast) % 43 200.000 $
Finansal tablo hileleri (yanlis beyan veya ihmal) % 10 954.000 $

Kaynak: ACFE, 2020: 10.

ACFE tarafindan yayimlanan rapora gore mesleki hile; varliklarin kotiiye
kullanilmasi, yolsuzluk ve finansal tablo hilesi olarak {i¢ temel kategoriye ayrilmistir. Bir
calisanin igverenin kaynaklarmi g¢aldigr veya kotiiye kullandigi varliklarin kotiiye

kullanilmasi, hile vakalarmin biiylik cogunlugunda (vakalarin % 86’s1) meydana
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gelmistir; ancak bu vakalar ayn1 zamanda vaka basina ortalama 100.000 $ ile en az hasara
neden olur. Buna karsilik, failin kasith olarak sirketin finansal tablolarinda bir yanlisliga
veya ihmale neden oldugu finansal tablo hilesi, en az yaygin olandir (vakalarin % 10°u)
ancak vaka basina ortalama 954.000 $ ile en yiiksek mesleki hile kategorisidir. Ugiincii
kategori olan riisvet, ¢ikar ¢atigmasi ve gasp gibi suglari igeren yolsuzluk, hem siklik hem
de mali kayip agisindan ortada yer almaktadir. Vakalarin % 43’linde meydana gelmekte

ve vaka bagina ortalama 200.000 $ kayba neden olmaktadir.

Denetlenmis finansal tablo kullanicilari, 6zellikle yatirimcilar ve alacaklilar,
geleneksel olarak muhasebe hilelerinin tespit edilmesinden bagimsiz denetgileri sorumlu
tutmaktadir. Ancak, mesleki standartlarina uygun olarak bagimsiz denetgiler, yalnizca
finansal tablolarin hata veya hileden kaynaklanan onemli yanlislik icermedigine dair

makul glivence saglayabilirler (Rezaee & Riley, 2009: 229).

Yillik finansal tablo denetimlerinin hileleri tespit etmek i¢in tasarlanmadigini
belirtmek Onemlidir. Bir sirketin yonetimi, hileleri onlemek ve tespit etmek icin ic
kontrollerin ve programlarin tasarimindan, uygulanmasindan ve siirdiiriilmesinden
sorumludur. Sirketler, 6nemli miktarda kaynak yatirimi gerektirmeyen ve hileyle
miicadele ortaminin iyilestirilmesine yardimci olan dnlemleri uygulayarak hileye karsi
korumalarini artirabilirler. Bu tlir 6nlemler arasinda bir davranig kurallar1 ve hileyle
miicadele politikas1 benimsemek, yoneticilerin astlarin ¢alismalarin1 gézden gecirmesini
saglamak ve calisanlar icin hileyle miicadele egitimi vermek sayilabilir. Yillik veya
gerektiginde bagimsiz hile testi yapmak i¢in dis danismanlar1 gérevlendirmek de bu

risklerin azaltilmasina yardime1 olabilir (Rinat, 2020: 7).

Eski uygarliklar muhasebe bilgilerini o kadar 6nemli gormiislerdir ki, tas gibi
materyallerin lizerine bile kayit altina almislardir. 1494°te bir kesis olan Luca Pacioli, ¢ift
tarafli defter tutma sistemini agiklayan bir kitap yayimlamistir. Bu ve diger kitaplardan
muhasebenin dogruluk, adalet, siirdiiriilebilirlik, tutumluluk ve etik diislince gibi amaglar1
oldugu agikca goriilmektedir. Maalesef tarih boyunca muhasebe skandallar1 yasanmastir.
Son yillarda en kotii muhasebe skandallari, sahtekarlik, yolsuzluk, komplo, aggozliiliik
ve muhasebe bilgilerinin yanlis beyan edilmesi gibi sorunlara isaret etmektedir. Bunlar,
acgozlilik ve materyalizme bagli bir temel giidiiniin meyveleri olarak goriilebilir.
Ortaklar, yoneticiler ve muhasebecilerin dogruluk, adalet, siirdiiriilebilirlik, tutumluluk
ve etik diisiince gibi degerler icin siirekli caba gostermeleri gerekmektedir (Cronje, 2014:
17).
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Muhasebe skandallarinin neden oldugu zarar, hissedarlarin ve ¢alisanlarin 6tesine
gecerek yerel ve kiiresel ekonomilerle birlikte yatirimcilar1 ve muhasebe sektoriinii de
etkilemektedir. Sirketlerin ve bireylerin finansal refahi, muhasebe suglarinin
Onlenmesine, olustugu anda hizli bir sekilde tespit edilmesine ve sebep oldugu zarari
kontrol altina almak igin etkin bir sekilde miidahale edilmesine baghidir. CPA Journal,
mali suglularin hile yapmak i¢in yapay zeka (Al- Artificial Intelligence), robotik siireg
otomasyonu (RPA- Robotic Process Automation) ve diger gelismis teknolojileri giderek
daha fazla kullandigin1 belirtiyor. Bu suglarin ¢ogu muhasebe departmanlarinda degil,
CEO’larin ve CFO’larin ofislerinde isleniyor ve i¢ denetim kontrollerini etkisiz hale
getiriyor. Muhasebe hilelerini tespit etmek ve onlemek i¢in tasarlanan ayni teknolojiler,

mali suglara kars1 yerlesik korumalart atlayabilir (University of Nevada, 2020: 4).
2.2. TURKIYE’DE BAGIMSIZ DENETIMIN GELISIMINE GENEL BAKIS

Cumbhuriyetin ilk yillarinda yani 1920°1i yillarda Tiirkiye’de ekonomik kosullar
oldukea kotiiydii ve bu durum uzun yillar devam etti. Bununla birlikte, Tiirkiye’nin
devletci yapisi, 6zel sektoriin bilylimesini engelledi. Devlete yonelik yap1, kamuoyunun
devlet kurumlar1 hakkinda bilgi edinmesine izin vermemisti. Muhasebe bilgileri,
ekonomik planlarin hazirlanmasinda ve ayrica Kamu Otoriteleri i¢erisinde sinirli karar
vermede kullanilmaktaydi. Ayn1 zamanda muhasebe i¢in bagimsiz denetim de gerekli
degildi ve o donemde sirketler tarafindan icsel bilgilerin saglanmasi amaciyla sinirl

muhasebe sistemleri kullaniimaktaydi (Sanl ve Ozbirecikli, 2012: 2).

Ulkemizde muhasebe denetiminin ilerleme kaydetmesinde asagida ifade edilen

konular 6nemli rol oynamistir:
e Genel kabul gérmiis muhasebe Ilkeleri ve standartlarinin diizenlenmesi,

e Finansal tablolarin tek diizen hesap ¢ergevesinde hazirlanmasi ve

yayimlanmasina iligkin esaslarin belirlenmesi,
¢ Genel kabul gérmiis denetim standartlarinin hazirlanmasi,

e Meslegin tanitilmasi ve gelistirilmesine yonelik etkinlikleri diizenleyecek bir

organizasyonun kurulmasi,

e Meslek ici egitime ek olarak, iiniversitelerde hem lisans hem de lisansiistii
diizeyde uzmanlagsmak ic¢in ilgili boéliimlerin agilmasi veya mevcut boliimlerin

tyilestirilmesi,
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e Muhasebe denetiminin vergi denetimi disinda goriilmesi,

e Finansal raporlarin kamuoyuna duyurulmast ve bagimsiz denetgiler

tarafindan onaylanmasinin zorunlu kilinmas1 (Carikg¢ioglu, 1995: 3).
2.2.1. Tiirkiye’de Bagimsiz Denetime iliskin Diizenlemeler

Ulkemiz finansal sisteminde, gelismis iilke seviyesine ulasabilmesi ve uluslararasi
diizeyde yapilan degisimlere uyum saglayabilmesi i¢in Onemli adimlar atilmistir.
Muhasebe ve denetim alaninda bu baglamda O6nemli yasal ve yapisal degisiklikler
yapilmistir (Bezirci ve Karasioglu, 2011: 572). Tiirkiye’de bagimsiz denetim alaninda

yapilan diizenlemeler asagidaki basliklara gore agiklanacaktir:
e Tiirkiye Muhasebe ve Denetim Standartlar1 Kurulu (TMUDESK)
e Tiirkiye Muhasebe Standartlar1 Kurulu (TMSK)
e Tiirkiye Denetim Standartlar1 Kurulu (TUDESK)
¢ 3568 Sayili Meslek Yasasi Kapsaminda Yapilan Diizenlemeler
e Sermaye Piyasasi Kurulu (SPK) Tarafindan Yapilan Diizenlemeler
¢ Bankacilik Alaninda Yapilan Diizenlemeler
e Sigortacilik Alaninda Yapilan Diizenlemeler
e Enerji Piyasasi Diizenleme Kurumu (EPDK) Tarafindan Yapilan Diizenlemeler
e Tiirk Ticaret Kanunu (TTK) Kapsaminda Yapilan Diizenlemeler

e Kamu Gozetimi Kurumu (KGK) Tarafindan Yapilan Diizenlemeler
2.2.1.1. Tirkiye Muhasebe ve Denetim Standartlar1 Kurulu (TMUDESK)

TMUDESK, 09.02.1994 tarihinde Tiirkiye Serbest Muhasebeci Mali Miisavirler
ve Yeminli Mali Miisavirler Odalar1 Birligi (TURMOB) tarafindan kurulmustur.
Denetimden geg¢mis finansal tablolarin sunumunda ihtiyaca uygun, giivenilir,
karsilastirabilir ve anlasilabilir olmasi amaciyla ulusal muhasebe ilkelerinin gelistirilmesi
ve benimsenmesini saglamak amaciyla kurulmustur. Bununla birlikte denetgilerin
denetim faaliyetlerini disiplinli bir sekilde yiiriitebilmeleri i¢in ulusal denetim

standartlarinin olusturulmasi ve yayimlanmasi gorevini de iistlenmistir (Baspinar, 2005:

43).
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TMUDESK 14.02.1996 tarihinden baslamak {izere faaliyet siiresi iginde toplam
19 adet standart yayimlamistir. Fakat TMUDESK ’in kabul ettigi standartlar, uygulamaya
konulamamistir. Bunun sebebi, isletmelerin uygulamasi i¢in bir yaptirim giiciiniin

bulunmamasindan kaynaklanmaktadir (Yalkin, 1995: 298-260).

TMUDESK’in gorevlerinden biri olan Tiirkiye muhasebe standartlarini
diizenleme gorevi, 2499 sayili SPK Kanunuyla kurulan ve 07.03.2002°de ¢alismalarina
baslayan Tiirkiye Muhasebe Standartlar1 Kurulu’na (TMSK) ge¢mistir. Denetim
standartlarina iliskin diizenleme yapma yetkisi TURMOB biinyesinde kalmis ve bunun
sonucunda TURMOB yénetim kurulu tarafindan denetim standartlarinin olusturulmasi,
belirlenmesi ve yayimlanmasina iliskin diizenlemeleri yiiriitmek {izere Tiirkiye Denetim

Standartlar1 Kurulu (TUDEKS) kurulmustur (Selimoglu vd., 2014: 69).
2.2.1.2. Tiirkiye Muhasebe Standartlar1 Kurulu (TMSK)

18.12.1999 tarih ve 4487 sayili Kanun ile 2499 sayili Sermaye Piyasasi
Kanunu’na eklenen Ek-1 maddesi uyarinca kurulan TMSK, 07.03.2002 tarihinde
calismalarina baslamistir. TMSK, yasayla kurulmus, idari ve mali 6zerklige sahip bir
kamu tiizel kisiligi olup, Basbakanligin ilgili kurumu olarak diizenlenmistir. 9 {iyeden
olusan TMSK, c¢alisma usul ve esaslara dair yonetmeligi 16.03.2004 tarih ve 25404
sayil1 Resmi Gazete’de yayimlanarak, bu kapsamda faaliyetlerine baglamistir. Muhasebe
Standartlar1, seffaflik ve kamuyu aydinlatma agisindan son derece dnemli bir yere
sahiptir. Bu nedenle Tiirkiye Muhasebe Standartlar1 Kurulu’nun teskilatlanmasi,

muhasebe meslegi ve finansal tablo kullanicilar i¢in ¢ok 6nemli bir adimdir (Baspinar,
2005: 44).

2004 yilinda 25404 sayili Resmi Gazete’de yayimlanan Tiirkiye Muhasebe
Standartlar1 Kurulunun Calisma Usul ve Esaslar1 Hakkinda Yonetmeligin 5. Maddesinde
TMSK’nin amaci belirtilmistir. Buna gore, finansal tablolarin gercege uygun bir
gorliiniimii yansitmasi, giivenilir, karsilastirilabilir, ihtiyaca uygun, anlasilir ve tutarh
olmasi i¢in ulusal muhasebe ilkelerinin gelistirilmesini ve benimsenmesini saglamak,
kamu yarar1 saglamak adina uygulanacak ulusal muhasebe standartlarini olusturmak ve

yayimlamak amaciyla kuruldugu belirtilmistir.
2.2.1.3. Tiirkiye Denetim Standartlar1 Kurulu (TUDESK)

TUDESK, 20.02.2003 tarihinde TURMOB tarafindan kurulmus ve 09.05.2003
tarihinde faaliyete baslamistir. TURMOB, meslek calisanlarinin  denetim
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faaliyetlerini ve diger kanunlarla verilen denetim prosediirlerini kontrol altinda ytiriitmesi
icin uluslararast denetim standartlarinin belirlenmesi ve yayimlanmas: amaciyla
TUDESK’i kurmustur (Kutukiz ve Oncii, 2009: 133). Kurulusu ve isleyisi herhangi bir
yasa veya yonetmelige dayanmamaktadir. Kurulun amaci, denetim faaliyetlerinin meslek
mensuplari tarafindan disiplinli olarak yiirtitiilebilmesi i¢in ulusal denetim standartlarini

saptamak, belirlemek, yayimlamak ve giincel tutmaktir (Baspinar, 2005: 44-45).

Ulusal denetim standartlarin1 olusturmak ve yayimlamakla gorevli olan
TUDESK’in olusum ve c¢alisma sekli, genel kabul gdérmiis standart belirleme siirecine
uygundur. Tiirkiye denetim standartlarinin uluslararasi denetim ve giivence standartlari
ile uyumlu ve yakinsak hale getirilmesi hem diinya ¢apindaki muhasebe ve denetim
olgusuna hem de diinya ekonomisinin taleplerine uygun olacak ve Tiirkiye’nin sermaye
akimlarindan yeterli pay almasma firsat verecektir. Tiirkiye denetim standartlarinin
olusturulmasi ve genel kabul goérmesi, ekonomik denetim diizeninin olusturulmasinin,
kamuyu aydinlatmanin ve seffafligin tesis edilmesinin 6niinti agacaktir (Tirker, 2006:

97).

Yeni TTK’den sonra gelisen siiregte, 26.09.2011 tarih ve 660 sayili Kanun
Hiikmiinde Kararname Md. 9 ile uluslararasi denetim standartlarina uygun ulusal denetim
standartlart ¢ikarma yetkisi KGK’ye verilmistir. KGK’nin ilgili birimi, IFAC
kurulusunun yayimladigi uluslararasi denetim standartlarini Tiirkgeye ¢evirmis ve Resmi
Gazete’de yayimlanan “Bagimsiz Denetim Standartlarr” (BDS) da KGK’nin resmi

internet sitesinde kamuoyunun bilgisine sunulmustur (Selimoglu vd., 2014: 69).
2.2.1.4. 3568 Sayil1 Meslek Yasas1 Kapsaminda Yapilan Diizenlemeler

Ulkemizde muhasebe meslegine yasal bir statii kazandirmak igin uzun yillar cesitli
calismalar yapilmistir. 1985 yilinda ¢ikarilan 213 sayili VUK ’ta ikisi gegici olmak iizere
toplam {i¢ maddeyle yeminli mali miisavirlige iliskin diizenleme ile muhasebe meslegi
hukuki bir statii kazanmistir. Tlgili i madde, meslegin ve sorunlarmin korunmasinda
oldugu kadar meslegin siirdiiriilmesinde de onemli rol oynamigtir. 13 Haziran 1989
tarihinde yayimlanan 3568 sayili “Serbest Muhasebeci, Serbest Muhasebeci Mali
Misavirlik ve Yeminli Mali Misavirlik Kanunu”, muhasebecilik meslegini daha
kurumsal hale gelmesini saglamistir. Meslegin kapsami, meslege giris sartlari, mesleki
staj, yeterlilik sinavi ve yeminli mali misavir tasdik yetkisi, 3568 sayili Kanunla

diizenlenmistir. Her ne kadar 3568 sayili Kanun bagimsiz denetimi tam olarak
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diizenlemese de, bagimsiz denetgilerin Serbest Muhasebeci Mali Miisavir (SMMM) veya
Yeminli Mali Miisavir (YMM) derecesine sahip olmalari ve SPK, BDDK gibi diizenleyici
kurumlarin bagimsiz denetime iliskin diizenlemelerinde bu Kanuna atifta bulunmaktadir
(Selimoglu vd., 2014: 61-62). Diger bir ifadeyle Bagimsiz denetim, 3568 sayili Kanunda
tam olarak ele alinmamakla birlikte, bagimsiz denetim meslek mensuplarinin SMMM

veya YMM olmalari gerektigi igin bu kanun ile i¢ igedir (D6nmez vd., 2005: 63-64).

13.06.1989 tarih ve 20194 sayili Resmi Gazete’de yayimlanan 3568 sayili
Kanun’un 1. Maddesinde amaci belirtilmistir. Buna gore, sirketlerde faaliyetlerin saglikli
ve giivenilir bir sekilde isleyisini saglayacak ilkeleri diizenlemek, faaliyet sonuglarini
ilgili mevzuat gergevesinde denetime ve degerlendirmeye tabi tutmak, fiili durumu
objektif olarak ilgili taraflarin ve resmi makamlarin yararina sunmak ve yiliksek mesleki

standartlarin yakalanmasina iligskin esaslar1 diizenlemek oldugu ifade edilmistir.
2.2.1.5. Sermaye Piyasas1 Kurulu (SPK) Tarafindan Yapilan Diizenlemeler

1980’lerde Tiirkiye’de uygulanan liberal ekonomi politikalari, sirketlerin dis
diinyaya acilma siirecini hizlandirmis ve sirketlerin uzun vadeli finansman ihtiyaglarini
karsilayabilecekleri bir piyasanin kurulmasini zorunlu hale getirmistir. Bununla birlikte,
ayn1 zamanda meydana gelen “banker skandali”, devleti finansal piyasalara yonelik yasal
diizenlemeler yapmaya sevk etmistir. Bu olaylar sonucunda 30 Temmuz 1981°de 2499
Sayil1 Sermaye Piyasas1 Kanunu ¢ikarilmistir. Bu Kanun, sermaye piyasalaria ve bu
piyasalarda faaliyet gosteren sirketlere iliskin diizenlemelerin yasal bir zemine
oturtulmasi yolunda énemli bir adimdir. Sermaye Piyasast Kurulu, 2499 sayili Sermaye
Piyasas1 Kanunu’nun 16, 22/d ve 22/e maddeleri uyarinca sermaye piyasasinda bagimsiz
denetimi diizenleme yetkisine sahiptir. SPK, bankalar, sigorta sirketleri, finansal
kiralama, faktoring ve tiiketici finansmani sirketleri digindaki piyasa katilimcilarinin
raporlama gerekliliklerine uygunlugunu izlemek ve uygulamaktan sorumludur. Borsada
islem goren sirketler ve diger halka agik sirketler tarafindan finansal bilgilerin
aciklanmasini diizenlemek amaciyla SPK, bunlarin gozetimiyle ilgili igerik, standart,
politika ve kurallarin olusturulmasindan, izlenmesinden ve uygulanmasindan sorumludur

(Selimoglu vd., 2014: 45).

Tiirkiye’de bagimsiz denetgilik mesleginin ortaya ¢ikmasi ve kanunlar seklinde
mevzuatta yer bulmasi cok eski degildir. Ik yasal diizenlemeler bankacilik sektdriine

iliskin olup, bunu sermaye piyasasina iliskin diizenlemeler izlemistir. SPK’dan sonra
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uzun yillardan beri Enerji piyasalarina yonelik diizenlemeler de yapilmis, ancak
digerlerine gore kapsamli olmamigtir. Mevzuatta yer alan yasal diizenlemeler, alinan
kararlar ve agiklamalar en ¢ok SPK tarafindan yapilmistir. Dénemin ve diinyanin
ekonomik kosullar1 dikkate alinarak bagimsiz denetime iliskin diizenlemeler
genisletilmistir. SPK tarafindan ¢ikarilan mevzuatlardan yiiriirliikkte olan ve uluslararasi
denetim standartlar1 ile uyumlu olan diizenleme 2006 tarihli Seri X 22 Sayili Bagimsiz

Denetim Standartlar1 Tebligi’dir (Saglar, 2015: 171).

6362 sayili Sermaye Piyasasi Kanununun 14. Madde 3. Fikrasinda, sermaye
piyasasi araglarini ihrag eden sirketler, hazirlayacaklar1 finansal tablo ve raporlarinda
TMS biinyesinde kurul tarafindan belirlenenleri, listede adi gecen bagimsiz denetim
kuruluglarima, TDS c¢ergevesinde bilgilerinin diiriist ve dogru bir sekilde gercegi
yansitmasi ilkesine uygunlugu acisindan inceleterek bagimsiz denetim raporunun

diizenlenmesi gerektigi belirtilmistir.

1981 tarih ve 2499 sayili Sermaye Piyasast Kanunu, Sermaye Piyasasi Kurulu’nun
kurulmasin1 ve isleyisini diizenlemektedir. “Sermaye Piyasasinda Bagimsiz Dis
Denetime iliskin Yonetmelik”, sermaye piyasasina iliskin ilk yasal diizenlemedir. SPK
bu mevzuat1 ekonomik olaylar veya denetim alanindaki gelismelere gore giincelleyerek

X serisi altinda ardigik rakamlarla yayimlamistir (Saglar, 2015: 10).

ABD’de yiirlirliige giren bagimsiz denetim ve kamuyu aydinlatma reformu
hiikiimleri, diger iilkelerdeki yetkili otoriteler tarafindan da benimsenmis ve benzer
hiikiimler c¢ikarilmistir. Bu kapsamda, Tiirkiye'de halka acik sirketlerin bagimsiz
denetimini diizenleyen ve kamuyu aydinlatma esaslarin1 belirleyen idari otorite olan
Sermaye Piyasas1 Kurulu da bazi diizenlemeler ¢ikarmistir. Esas itibariyle 16 Sayili, Seri:
X Tebligi kapsaminda sermaye piyasalarinda bagimsiz denetime iligkin diizenlemeler
yapilmustir. Seri: X, No: 19 ile Seri: X, No: 21 tebligleri, bu tebligin bir takim
hiikiimlerinde degisiklik yapilmis ve teblige birka¢ yeni madde eklenmistir (Yilmaz,
2003: 26). Teblig, sermaye piyasasinda bagimsiz denetim faaliyetlerinde bulunacak

kuruluslara iliskin usul ve esaslar1 diizenlemistir.

1981 yilinda ¢ikarilan ve 2499 sayili “Sermaye Piyasast Kanunu”, Tiirkiye’deki
sermaye piyasalarini diizenlemektedir. Ancak, gerek literatiirden gerekse Resmi Gazete
arsivlerinden anlasilmaktadir ki, o donemde bagimsiz (dis) denetim meslegine yon

verecek herhangi bir vyasal diizenleme bulunmamaktadir. SPK’nin ilk yasal
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diizenlemelerinde “bagimsiz dis denetim” ifadesi kullanilmistir. Ancak giliniimiizde
sadece “bagimsiz denetim” terimi kullanilmaktadir. Tiirkiye’de bagimsiz denetciler
tarafindan yapilan denetimlere iliskin ilk yasal diizenleme 1987 tarihli Bagimsiz Denetim
Kuruluslarinin Belirlenmesine Iliskin Esaslar Hakkinda Tebligdir. Bu teblig Tiirkiye
Cumbhuriyet Merkez Bankasi’nin (TCMB) bankalarin denetimine iliskin diizenlemelerini

ifade etmesi nedeniyle sinirli bir alan1 kapsar (Saglar, 2015: 10).
2.2.1.6. Bankacilik Alaninda Yapilan Diizenlemeler

Ulkemizde ekonomideki gelismelere paralel bir sekilde yasal denetimlerin
kapsami artis goOstermektedir. Bankalarda ilk kez 1987 yilinda bagimsiz denetim
uygulamalari baglamistir. Sermaye Piyasasi Kanunu kapsaminda yer alan sirketler de bu
gelismeyi takip etmistir. 1989 yilinda, halka agik sirketler bagimsiz denetim uygulamaya
baslamistir (Baspinar, 2005: 45).

Bankacilik alaninda yapilan bagimsiz denetimle ilgili ilk diizenleme 16 Ocak 1987
tarihinde 19343 sayili Resmi Gazete’de yayimlanarak yiirtirliige giren “Devlet Bakani ve
Bagbakan Yardimcisinin Bagimsiz Denetim Kuruluslari Tebligi” olmustur. Izleyen
stiregte, 21 Mart 1997 tarihinde 22940 sayili Resmi Gazete’de “Bankalarda Bagimsiz
Denetim Yapacak Kuruluslara Iliskin Esaslar Hakkinda Y6netmelik” yayimlanmistir ve
bu teblig yiirirlikten kaldirilmistir. BDDK, 4389 sayili Bankacilik Kanunu kapsaminda
kuruldugunda 6nceki diizenleme yiiriirliikten kaldirilarak, “Bagimsiz Denetim Yapacak
Kuruluslarin Yetkilendirilmesi ve Yetkilerinin Gegici veya Siirekli Olarak Kaldirilmasi
Hakkinda Yonetmelik” ile “Bagmmsiz Denetim Ilkelerine Iliskin Yonetmelik”
yayimlandi. 4389 sayili Yonetmelik, 24658 sayili Resmi Gazete’de yayimlanarak 1 Subat
2002 tarihinde yiiriirliige girdi (Pirgaip, 2004: 11).

5411 sayili Bankacilik Kanunu 1.11.2005 tarih ve 25983 sayili Resmi Gazete'de
yayimlanmis olup, 1. maddesinde amaci ifade edilmistir. Buna gore finansal piyasalarin
giiven ve istikrarinin saglanmasi, kredi sisteminin etkin isleyisinin saglanmasi, tasarruf
sahiplerinin hak ve ¢ikarlarinin korunmasina yonelik usul ve esaslar1 diizenler. Bankacilik
Kanununun altinci kismimda “Denetim ve Alinacak Onlemler” konusu ele almmistir.
Bankacilik Kanununun kapsamina giren kurumlar ve faaliyetleri denetime ve gozetime

tabidir. Kurum, banka genel kurul toplantilarina gézlemci olarak temsilci gonderebilir.

Para ve sermaye piyasalarinda en onemli kurumlar bankalar ve 6zel finans

kurumlaridir. Bu kurumlar tasarruflart degerlendiren ve ekonominin temel gorevlerini
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yerine getiren kurumlar oldugu i¢in 6zel kanunlara tabidirler ve diger isletmelerden ¢ok
daha siki denetim ve gdzetim uygulanir. Bu kapsamda ayrica bu kurumlarin finansal

tablolar1 bagimsiz bir denetime tabi tutulmaktadir (Bagpinar, 2005: 52).
2.2.1.7. Sigortacilik Alaninda Yapilan Diizenlemeler

Ulkemizde sigorta ve reasiirans sirketlerinin kurulmasi, 16.06.1994 tarih ve 539
saylli Kanun Hiikmiinde Kararnameyle 7397 sayili Sigorta Murakabe Kanunu ile
diizenlenmistir. 1994’te ¢ikarilan 537 ve 539 sayili Kanun Hiikmiinde Kararnameler ve
1999°da ¢ikarilan 587 sayili Kanun Hiikmiinde Kararnameyle, bu alanlardaki sigortacilik
faaliyetleri yeniden diizenlenmistir (Selimoglu, 2007: 34).

Sermaye piyasasinin 6nemli bir kurumu da 6zel mevzuati bulunan sigorta ve
reastirans sirketleridir. Hazine Miistesarligi, 08.09.2003 tarihinde ¢ikarilan Sigorta ve
Reasiirans Sirketlerinde Bagimsiz Denetim Yonetmeligi’ni yayimlamistir. 1996 yilinda
sigorta ve reasiirans sirketleri i¢in yiirlirliige giren yonetmelikle ilk kez bagimsiz denetim
zorunlulugu getirilmis ve bu nedenle mevcut yonetmeliklerle konu yeniden

diizenlenmistir (Baspinar, 2005: 54).

5684 sayil1 Sigortacilik Kanununun yedinci boliimiiniin konusu denetim ve bilgi
vermedir. Ilgili boliimiin 28. maddesinde, Tiirkiye'de faaliyet gosteren sigorta
sirketlerinin, reasiirans sirketlerinin, 6zel kanunlara gore sigortacilik faaliyeti yliriiten
kuruluglarin, sigorta ve reasilirans aracilarinin, sigorta eksperlerinin, aktiierlerin ve
sigortacilik faaliyetinde bulunan veya faaliyet gosteren diger kisilerin her tiirlii
sigortacilik faaliyetlerinin denetimi, Sigorta Denetleme Kurulu tarafindan yapildig ifade

edilmektedir.
2.2.1.8. Enerji Piyasasi Diizenleme Kurumu (EPDK) Tarafindan Yapilan Diizenlemeler

03.10.2003 tarihinde yiiriirliige giren “Enerji Piyasasinda Faaliyet Gdosteren
Gergek ve Tiizel Kisilerin Bagimsiz Denetim Kuruluslar1 Tarafindan Denetlenmesine
Iliskin Yonetmelik” uyarinca enerji piyasasinda bagimsiz denetime iliskin diizenlemeler
SPK diizenlemeleri ile paralellik gostermektedir. Bu ydnetmelik, enerji piyasasinda
faaliyet gosteren lisans sahibi tiizel kisiler, sertifika sahibi gercek ve tiizel kisiler ile resmi
ve Ozel sirketlerin bagimsiz denetim kuruluslari tarafindan denetlenmesine, bagimsiz
denetim kuruluslarina bu denetimleri yapma yetkisi verilmesine ve yetkilerini gegici veya

kalic1 olarak kaldirilmasina yonelik usul ve esaslari icermektedir (Baspinar, 2005: 52).
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EPDK, 4628 sayil1 Enerji Piyasas1 Diizenleme Kurumunun Tegkilat ve Gorevleri
Hakkinda Kanun, 4646 sayili Dogal Gaz Piyasas1 Kanunu, 5015 sayili Petrol Piyasasi
Kanunu, 5307 sayil1 Sivilastirilmis Petrol Gazlar1 (LPG) Piyasasi Kanunu ve 6446 sayili
Elektrik Piyasas1 Kanunlarinda belirtilen gérevleri ve yetkilerini yerine getirir. Ilgili
Kanunlar, Elektrik, Dogal Gaz, Petrol ve LPG’nin; Ozel hukuk hiikiimlerine uygun,
yeterli, kaliteli, siirekli, diisiik maliyetli ve ¢cevreye duyarli bir rekabet ortaminda faaliyet
gosterebilecek, finansal acidan giiclii, istikrarli ve seffaf bir enerji piyasasi olusturmayz,

bagimsiz olarak diizenleme ve denetlemeyi amaglamaktadir (EPDK, 2021).
2.2.1.9. Tiirk Ticaret Kanunu (TTK) Kapsaminda Yapilan Diizenlemeler

2011 yilinda yirirlige giren 6102 Sayili Kanun, Tiirkiye’deki muhasebe
anlayisina yeni bir boyut getirmistir. Bu, ekonomik kiiresellesmenin bir bagka boyutudur.
Bu kanun, uluslararasi muhasebe ve denetim standartlarini uygulama zorunlulugu
getirmistir. Baska bir deyisle, Tiirk muhasebesinin kiiresellesmesine ve Tiirk muhasebe

sektoriiniin yeni bir donemine yol agmistir (Glivemli ve Gilivemli, 2015: 26).

Bagimsiz denetim konusu, yeni TTK’nin muhasebe meslegini de etkileyen 6nemli
bir yeniligidir. Yeni diizenleme sonucunda, 19.12.2012 tarih ve 2012/4213 sayili
Bakanlar Kurulu Kararinda belirtilen sartlart saglayan anonim sirketler, uluslararasi
denetim standartlarina uygun bagimsiz bir denetim kurulusu tarafindan bagimsiz
denetime tabi tutulmustur. Bakanlar Kurulunca ¢ikarilacak yonetmelikle diizenlenecek

denetim ilkelerine tabidirler (Haftaci, 2014: 41).
2.2.1.10. Kamu Go6zetimi Kurumu (KGK) Tarafindan Yapilan Diizenlemeler

Tirkiye’de bagimsiz denetim faaliyetleri ve bagimsiz denetim kuruluslari, 26
Eyliil 2011 tarih ve 660 sayili Kanun Hiikmiinde Kararname ile diizenlenmis ve Kamu

Gozetimi Kurumu kurulmustur.

KGK biinyesinde yer alan kurulun misyonuna kavramsal ¢ergeve katkida bulunur.
Kurulun misyonu, finansal piyasalarda seffafligi, hesap verebilirligi ve verimliligi
kazandiran standartlar gelistirmektir. Kurul caligmalari, ekonomi alaninda giiven,
biiyiime, uzun vadede finansal istikrar saglayarak kamu yarar1 i¢in hizmet etmektedir.
Asagida ifade edilen 6zellikleri kapsayan standartlara yonelik olarak kavramsal ¢ergeve

bir dayanak saglamaktadir (KGK, 2018: 5):
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e Yatirnmcilar1 ve diger piyasa katilimcilarimi ekonomik kararlar ile ilgili
bilgilendirilmelerini saglamak amaciyla finansal bilgiler hakkinda uluslararasi

karsilastirilabilirligi ve kaliteyi artirmak suretiyle seffafliga katki saglar.

e Sermaye tedarik edenlere ve parasini emanet eden yatirimcilar arasinda

olusabilecek bilgi boslugunu azaltarak hesap verebilirlige katkida bulunur.

e Diinya genelinde riskleri ve firsatlar1 belirleyebilmek i¢in yatirimcilara yardimci
olarak ekonomik verimlilik saglar. Standartlara uygun bir sekilde olusturulan tek ve
giivenilir muhasebe dilinin hakim olmasi, sermaye maliyetini diisiirmekte ve uluslararasi

raporlama maliyetlerini azaltmaktadir.

Yeni TTK 13.01.2011 tarihinde kabul edilmistir. Yeni TTK’nin orijinal
niishasinda, Tirkiye’deki tiim sermaye sirketlerinin 2013 yil1 basi itibari ile Tiirkiye
Muhasebe Standartlarmi uygulayacagi ongoriilmekteydi. Yani, Tiirkiye’de mali dist
sektoriin 1994 yili basindan beri uyguladigi muhasebe standartlari, tiim diinyada
uygulamasinin yayginlagsmakta oldugu yeni standartlara yerini 2013 yili itibariyle
birakmis olacakti. Uygulama hazirliklarinin yetersiz olmasi seklinde anlasilan nedenlerle
2013 yilinda tiim sermaye sirketlerinin Tirkiye Muhasebe Sistemini uygulama
zorunlulugu yirirlige girmemistir. Bunun yerine uygulamaya tedrici gegis
benimsenmistir (Kula, 2018: 114).

23 Ocak 2013 tarihli Resmi Gazete’de yayimlanan 2012/4213 sayili Kkararla,
sirketlerin bagimsiz denetime tabi olma kriterleri belirlenmis ve 2014, 2015, 2016 ve
2018 yillarinda bu kriterler yeniden tanimlanmistir. Son olarak 30 Kasim 2022 tarih ve
6434 sayil1 bagimsiz denetime tabi sirket belirlenmesine iligkin karar da 32029 sayili
Resmi Gazete’de yayimlanmistir. Bu kararla, s6z konusu kriterler 1 Ocak 2023’ten

itibaren gegerli olmak iizere asagidaki sekilde yeniden tanimlanmustir.

Tablo 7. Bagimsiz Denetime Tabi Sirketler

1) Herhangi bir dlgiite bagli olmaksizin ekli (I) say1li listede belirtilen sirketler.

2) Asagidaki ¢ Olgiitten en az ikisinin esik degerlerini art arda iki hesap doneminde asan diger
sirketler:

1) Sermaye piyasasi araglari bir | 2) Ekli listede c) (1) ve (2)
borsada veya teskilatlanmis (1) yer alan numarali alt
diger piyasalarda islem sirketler i¢in bentlerde

OLCUT: gbrmeyen ancak 6.12.2012 esikler: belirtilenler

‘ tarihli ve 6362 sayili Sermaye kapsaminda

Piyasas1 Kanunu kapsaminda olmayan sirketler
halka acik sayilan sirketler i¢in icin esik degerler:
esik degerler:
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Tablo 7 (Devam). Bagimsiz Denetime Tabi Sirketler

= Aktif Toplami: | = 30 milyon TL = 60 milyon TL | = 75 milyon TL

= Yillik Net
Satis Hasilati:

= Caligan Sayist: | = 50 kisi = 100 kisi = 150 kisi

= 40 milyon TL = 80 milyon TL | = 150 milyon TL

Kaynak: Bagimsiz Denetime Tabi Sirketlerin Belirlenmesine Dair Karar, 2022.

Tiirkiye Muhasebe Standartlarinin  hazirlanip uygulanmasinda tek otorite
KGK’dir. 2011 yilinda faaliyetlerine baslayan bu kurum, IFRS’nin resmi terciime edilip
“Tlrkiye Muhasebe Standartlar1 (TMS)” ve “Tirkiye Finansal Raporlama Standartlari
(TFRS)” seklinde yayimlanmasi prensibini benimsemistir. KGK tarafindan yayimlanan
“Tirkiye Muhasebe Standartlari” ve “Tiirkiye Finansal Raporlama Standartlari”
listelerine ilgili kurumun web sayfast olan www.kgk.gov.tr adresinden erigilebilmektedir
(Kula, 2018: 119). Bununla birlikte KGK Tiirkiye Denetim Standartlarinin hazirlanip
uygulanmasinda da tek otoritedir. IFAC tarafindan yayimlanan denetim standartlarim
resmi terclime edip “Tiirkiye Denetim Standartlar’” (TDS) seklinde yayimlanmasi
prensibini benimsemistir. KGK tarafindan yayimlanan “Tiirkiye Denetim Standartlar1”

listelerine de ilgili kurumun web sayfasindan erisilebilmektedir.
3. DENETIM TURLERI

Denetim tiirleri amacina gore, denet¢inin unvanina gore, yapilis nedenine gore ve
uygulama zamanina gore simiflandirilmaktadir. Bu smiflandirmalar asagida kisaca

aciklanmugtir.
3.1. AMACINA GORE DENETIM TURLERI

Denetim, amacina gore dort kategoriye ayrilabilir: finansal tablolar, uygunluk,

faaliyet ve 6zel amacli denetim. Asagida bu denetim tiirleri kisaca ifade edilmistir.
3.1.1. Finansal Tablolar Denetimi

Finansal tablolar denetimi veya muhasebe denetimi, bir isletmenin finansal
tablolarinin dogru olup olmadigini ortaya ¢ikarmaya yonelik caligmalara dayanan ve
sonuglart denetim raporunda 6zetlenen sistematik bir incelemedir. Nihai amaci, finansal

tablolarin giivenilirligini saglamaktir (Bagpinar, 2005: 39).

Finansal tablolar denetiminin genel 6zellikleri asagida siralanmistir (Bozkurt,
2018: 34):
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e Amaci, isletmenin finansal tablolarina giivenilirlik kazandirmak ve finansal
tablolardaki yanlis beyanlar tespit etmektir.

¢ Finansal tablolar, sirket veya gruba liye olmayan bagimsiz bir denetgi tarafindan
denetlenmektedir.

¢ Denetci, finansal tablolarin tamamiyla ilgili olarak tek bir goriis olusturur. Her
hata ayr1 ayr1 dikkate alinmaz.

¢ Denetci, finansal tablolarin giivenilirligini saglam bir temel {izerine kurar. Bu,

finansal tablolarin tamamen giivenilir oldugunu gostermez.
3.1.2. Uygunluk Denetimi

Isletmenin faaliyetleri ve finansal islemlerinin kanunlara ve kanun benzeri
diizenlemelere, isletmenin politikalarina, siireglerine ve hedeflerine uygunlugunu
degerlendirmek amaciyla yapilan incelemeye uygunluk denetimi denir (Coskun vd.,
2013: 16).

Uygunluk denetimi i¢ denetim veya dis denetim seklinde gerceklestirilebilir.
Vergi miifettigleri tarafindan vergi amaclari dogrultusunda gerceklestirilen dis denetim
ve uygunluk denetimlerine 6rnek olarak Vergi Usul Kanunu, Gelir Vergisi Kanunu ve
Katma Deger Vergisi Kanunu'ma uygunluk denetimleri verilebilir. I¢ denetgiler,
isletmenin i¢ kurallarina ne kadar uyuldugunu inceler ve yonetim kurullarina rapor eder
(Kaval, 2003: 26). Nihai amaci, herhangi bir yasaya, yonergeye uygun hareket edilip

edilmedigini ortaya koymaktir.

Uygunluk  denetimleri  kapsaminda  asagidaki gibi  baz1  kriterler
uygulanabilmektedir (Haftaci, 2014: 7):

e Kanun, tiiziik ve yonetmelikler,

e Ana sozlesme,

e Isletme i¢i yonergeler ve yonetmelikler,

¢ Yonetim kurulunun aldigi kararlar,

e Ust ydnetim tarafindan belirlenen standartlar ve uygulamalar,
e Ugiincii kisiler tarafindan yapilan sézlesmeler.

Yukarida ifade edilen kriterlere uyulup uyulmadiginin kontrol edilmesi uygunluk

denetimidir.
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3.1.3. Faaliyet Denetimi

Faaliyet denetimi, kurumun is ile ilgili faaliyetleri, mali kontrolleri ve destek
sistemleri dahil olmak tizere tiim yonlerinin tarafsiz bir sekilde incelenmesidir. Bir
kurumun tiim veya bir kisim faaliyetlerinin belirli hedefler ¢ergevesinde incelenmesi,
faaliyet denetimi olarak ifade edilir. Faaliyet denetiminin genel amaci, kanunlara ve
diizenlemelere uyumu, finansal raporlarin giivenilirligi ile faaliyetlerin etkinligi ve

verimliligiyle ilgili i¢ kontrol kalitesini degerlendirmektir (Uzay, 2008: 2).

Faaliyet denetimi, temel olarak etkinlik ve verimlilik kavramlarina dayali bir
denetim big¢imidir. Faaliyet denetimi ile asagidaki ti¢c ana amacin yerine getirilmesi

amaglanmaktadir (Selimoglu, 1999: 197):
e Faaliyetlerin belirlenmesi,
e lyilestirme firsatlarin belirlenmesi,
¢ Gelecekteki faaliyetler ve gelismeler icin Oneriler gelistirmek.

Faaliyet denetimi, sirketin biiylimesini, karliligin1 ve gelisimini géstermeyi veya
bu amagla belirlenen sirket hedeflerinin uygulanabilirligini ve basarisini kontrol etmeyi,
hedeflere ulagmayla ilgili her tiirlii engeli veya olumsuz gelismeyi ortaya cikararak

yonetime yardimci olmay1 amaglayan sistematik bir incelemedir.

Bu tiir denetimler ticari faaliyetleri objektif olarak degerlendirmeye calisir.
Isletme faaliyetlerinin yeterli olup olmadig1 ve daha iyi sonuglara ulasma imkaninin olup
olmadig1 incelenir. Bu nedenle oOnerilerde bulunulmaktadir. Bu denetim o6zellikle
danismanlik firmalari tarafindan yapilmaktadir. Analizleri sadece muhasebe ve finansal
yonetim ile ilgili degildir. Isletmenin pazarlama, {iretim ve organizasyon gibi sirketin her
boliimii incelenir. Dolayisiyla faaliyet denetimi bagimsiz denetgiler tarafindan yapilan

istege bagl bir denetimdir (Baspinar, 2005: 38).
3.1.4. Ozel Amach Denetim

Yukarida ifade edilen {i¢ denetim tiiriinden temel olarak uygunluk denetimi
kapsamina giren denetim tiirtidiir. Bu denetim tiirii, belirli bir konunun vergi kanunlari,
giimriik kanunlari, hibe mevzuati gibi onceden belirlenmis bir standarda gore islenip
islenmedigini incelemektedir veya sirketin yillik cirosu, hesaplanan kurumlar vergisi, bir
hissedarin kar pay1 gibi bagvuru sahibi i¢in 6zel olan bilgiler istenmektedir. Bagimsiz

denet¢i, bu bilgilerin dogru ve giivenilir olmasi yoniinde giivence saglamaktadir. Bu
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nedenle, giivence tiim kamuoyu i¢in degil, yalnizca denetime basvuran kisi i¢in gecerlidir

(Kaval, 2008: 19-20).

Belirli amaglara yonelik denetim, belirli bir karar alma birimine ayrintil1 bilgi
saglamak ve belirli bir konuda tavsiyelerde bulunmak amaciyla hesaplarin, finansal
tablolarin ve bunlara dayanak olusturan belgelerin denetimidir. Baglica 6zel amach

denetim tiirleri sunlardir (Karanfiloglu, 1999: 31):
e Devralma, birlesme Oncesi denetimler,
e Kredi verilmeden 6nce yapilan incelemeler,
e Tespit edilen herhangi bir dolandiricilik veya ihmalin incelenmesi,
e VVergi denetimleri
e Kamu kuruluslari tarafindan yapilan denetimler,
e Mahkemelerin yaptirdig1 6zel sorusturmalar.
3.2. DENETCININ UNVANINA GORE DENETIM TURLERI

Denet¢inin unvanina gore denetim; bagimsiz denetim, i¢ denetim ve kamu

denetimi olarak ii¢ gruba ayriimaktadir. Ilgili gruplar asagida kisaca ifade edilmistir.
3.2.1. Bagimsiz Denetim

Bagimsiz denetim, sirketin finansal tablosunun genel kabul gérmiis muhasebe
ilkelerine uygun olup olmadiginin tespiti amaciyla, bir denetc¢i firmasinin ortaklar veya
serbest meslek sahibi olan kisiler tarafindan gergeklestirilen bir denetim faaliyetidir.
Gergek kisilere veya tiizel kisilere ait sirketlerin finansal tablolarini denetleme yetkisi,
3568 sayili Meslek Kanunu’nun 2. maddesinde SMMM ve YMM meslek mensuplarina
verilecegi yer almaktadir. Ayrica bu Kanunun 12. maddesi uyarinca YMM’ler, ger¢ek
veya tlizel kisiler ile bunlarin sirketlerinin finansal tablo ve beyanlarinin kanuna,
muhasebe standartlarina ve denetim standartlarina uygunlugunu tasdik etmeye yetkilidir

(Kepekei, 1998: 7).

Bagimsiz denetim, finansal tablo ve islemlerin, finans yonetiminin diizenliligi ve
mevzuata uygunlugu hakkinda rapor ve goriis bildirmek amaciyla dis ve bagimsiz bir

kurulus tarafindan gergeklestirilir (Yortker, 1999: 7).
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3.2.2. i¢ Denetim

Tiirkiye i¢ Denetim Enstitiisii’niin (TIDE) tanimima gére i¢ denetim, bir kurumun
faaliyetlerini gelistirmek ve deger katmak i¢in bagimsiz, tarafsiz bir danigmanlik ve
giivence faaliyetidir. I¢ denetim, kurumun risk yonetimi, kontrol ve ydnetisim
prosediirlerinin etkinligini degerlendirmek ve gelistirmek i¢in disiplinli ve sistematik bir

yaklagim kullanarak kurumun hedeflerine ulasmasina katki saglamaktadir.

Bir baska tanimda, muhtemel yolsuzluklari, hatalar1 ve gereksiz kaynak
kullanimin1 en aza indirmek i¢in kurumlarin sistem ve prosediirlerini kontrol etmek ve
degerlendirmek i¢in kurum yonetimi tarafindan goérevlendirilen kurum iginde yapilan
faaliyetler olarak ifade edilmistir. Organizasyon i¢indeki i¢ denetim bagimsiz olmal1 ve

yonetime raporlar sunmalidir (Y6riiker, 1999: 9).

Genellikle i¢ denetim, isletmenin biinyesinde yer alan bir departman tarafindan
yapilir. Modern i¢ denetim, yonetim ve finansal iglemleri kapsar. Risk odakli denetim
yaklagimi, isletmelerde oncelikle riskli alanlar1 belirlemeyi gerektirir. Saha c¢alismalar

daha sonra programli denetimlerle yapilir (Coskun, 2013: 15).
3.2.3. Kamu Denetimi

Yasal diizenlemelere tabi faaliyetlere ve prosediirlere ne denli uyuldugunun
denetlenmesiyle birlikte, kamu hizmetlerinin etkinligi artirilacaktir. Denetim, devletin
islerliginin ve kamu hizmetlerinin yonetiminin 6nemli bir pargasi oldugu igin, kamu
hizmetlerinin sunumunda ortaya ¢ikan aksamalar bazen denetleme asamasinda tespit
edilmektedir. Bu baglamda denetimler, kamu yonetimi fonksiyonlarinin planlanmasi,
organize edilmesi, yonetilmesi ve koordine edilmesi a¢isindan ayri1 bir 6nem tagimaktadir.
Kamu denetiminin amaci, 6nceden belirlenmis hedeflere ve ilkelere uygunlugun
saglanmasi, eksikliklerin diizeltilmesi ve tekrarinin Onlenmesi yoluyla yetkililerin

keyfiyetten uzak uyum ve isbirligi i¢inde ¢aligmasini saglamaktir (Tortop, 1974: 27).
3.3. YAPILIS NEDENINE GORE DENETIM TURLERI

Yapilis nedenine gore denetim; yasal (zorunlu) denetim ve istege bagli denetim

olarak iki grupta ele alinmaktadur. lgili gruplar asagida kisaca agiklanmistir.
3.3.1. Yasal (Zorunlu) Denetim
Yasal hitkiimlere gore yiiriitiilen denetim galismasi zorunlu denetim olarak ifade

edilmektedir. Kanun, yonetmelik ve genelgeler, yasal denetimlerin nasil, ne zaman ve
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kim tarafindan yapilacagini net olarak belirler. Finansal tablolarin denetimi, denetim
mesleginin gelistigi {ilkelerde en gelismis ve en ¢ok tartisilan denetim tiiriidiir
(Karanfiloglu, 1999: 32). Bu denetim tiiriine 6rnek olarak bankalar ve sigorta sirketlerinin

zorunlu denetimi verilebilir.
3.3.2. Istege Bagh Denetim

Isletme ile iliskili cesitli ¢ikar gruplarmn talebi iizerine yasal bir zorunluluk

olmaksizin yiiriitiilen denetim ¢alismasidir.

Hisse senedi alimindan oOnce, kredi veren kurulus tarafindan kredi
kullandirilmadan 6nce veya yonetime karsi yolsuzluk iddialarinin sorusturulmasi gibi
durumlarda istege bagli denetim yapilabilir. istege bagli denetimlerin kapsami talep
edenler tarafindan belirlenir. Denetimin istege bagli olmast miisterinin istekleri
dogrultusunda yapilacagi anlamina gelmemektedir. Istege bagli denetimi yapan
denet¢inin, muhasebe ilke ve standartlarina uymasimin yani sira meslegine de gerekli

0zeni ve dikkati gostermesi gerekir (Haftaci, 2014: 8).
4. DENETCI VE TURLERI

Denet¢i tanim1 ve bagimsiz denetei, i¢ denetci, kamu denetgisi olmak {izere ii¢

gruptan olusan denetgi tiirleri asagida ifade edilmistir.
4.1. DENETCI TANIMI

Denet¢i, denetim faaliyetini yiiriiten, mesleki bilgi ve tecriibeye sahip olan,
bagimsiz hareket edebilen, ahlaki degerleri yliksek, isine gereken Ozeni gosteren
uzmandir. Tanimdan da anlasilacag: iizere denet¢inin onemli niteliklere sahip olmasi

gerekmektedir (Bozkurt, 2018: 37):
¢ Denetcinin yeterli uzmanliga ve deneyime sahip olmasi gerekir.
¢ Denet¢inin bagimsiz ¢alisma yetenegi olmalidir.
¢ Denetci gorevini gereken 6zenle yapmalidir.
¢ Denetcinin ahlaki karaktere sahip olmas1 gerekir.

Denetci, denetlemek i¢in gorevli kimse anlamina gelmekte ve Tiirkge bir

kelimedir. Denetci yerine kullanilan yabanci terimler Tablo 8’de verilmistir.
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Tablo 8. Denetgi Yerine Kullanilan Yabanci Terimler

Dil Anlami
Osmanlica Murakip
Ingilizce Auditor
Fransizca Controleur, Expert Comptable
Almanca Wirtschaftspriifer

Kaynak: Haftaci, 2014: 19.

Tablo 8’de Osmanlica, Ingilizce, Fransizca ve Almanca dillerinde denetci

anlaminda kullanilan terimler ifade edilmistir.

Denet¢i olarak ifade ettigimiz kisinin denetim siireci igerisinde ¢ok 6nemli bir
islevi vardir. Denetgi, denetim vazifesini yerine getiren ve siireci bir rapor ile sonuca
baglayan kisidir. Diinya genelinde denetcilik seckin bir meslek olarak kabul edilmekte,
mesleki bilgi ve deneyime sahip tarafsiz, giincel ve etik kisiler olmasina dikkat
edilmektedir. Denetgilerin bu 6zellikleri mesleki standartlar olarak benimsenmekte ve

uyulmasi mecburi diizenlemeler olarak anlagilmaktadir (Sevim, 1990: 198).
4.2. DENETCI TURLERI

Denetgiler {i¢ gruba ayrilmaktadir: Bagimsiz denetgiler, i¢ denetgiler ve kamu

denetcileri.
4.2.1. Bagimsiz Denetci

Bagimsiz denetgiler, miisterilerine mesleki denetim hizmeti sunan uzmanlardir.
Bunlar bir denetim kurulusunda ¢alisan kisilerdir. Finansal tablolar, uygunluk ve faaliyet

denetimleri bagimsiz denetgiler tarafindan yapilir (Baspinar, 2005: 41).

Bagimsiz denetgiler, islerini bagimsiz olarak yiiriiten, sirketlere denetim hizmeti
veren, denetimi meslek olarak secen kisilerdir. Bagimsiz denet¢iler bagimsiz olarak
calisir. Calistiklart kurumla isveren-calisan iliskisi ile bagli degildirler. Bu o6zellik

bagimsiz denet¢ileri diger denetcilerden ayirir (Haftaci, 2014: 15).

Bir bagimsiz denet¢i, avukat gibi serbest meslek olarak ¢alisan kisidir. Bagimsiz
denetgiler, finansal tablolarini denetledikleri kisilerden {icret alirlar. Ancak bagimsiz
denetci ile avukat arasinda Onemli bir fark bulunmaktadir. Avukat miivekkilini
savunurken denetci, denetimin yiiriitiilmesinde ve sonuglarinin raporlanmasinda

miisterisinden bagimsiz olarak ¢alisir (Kepekei, 1998: 7).
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Bagimsiz  denetgilerin  ana  sorumlulugu, sirketin finansal tablolarini

denetlemektir. Ek olarak, asagidaki gibi ¢esitli hizmetler sunarlar (Bozkurt, 2018: 38):
e Sirketlere vergi konularinda danismanlik vermek,
e Yonetim danigsmanligi hizmeti sunmak,

e Muhasebe sistemleri olusturmak veya mevcut durumu incelemek ve

tavsiyelerde bulunmak,
e I¢ kontrol sisteminin gelistirilmesi,
e Sirketlerin i¢ denetim sistemlerini olusturmasina katki saglamak,
e Sirketler adina ¢esitli kurumlarda temsil gorevini tistlenmek,
e Kamu kurumlarimin sirketlerden talep ettigi belge ve bilgileri onaylamak,
e Isgoren bulmak igin sirketlere yardimei olmaktir.

Bagimsiz denet¢i unvanlari Sermaye Piyasasinda Bagimsiz Denetim Standartlart
Hakkindaki Tebligde, bagimsiz denetim kurulusunda gorev yapan bagimsiz denetgilerin
unvanlart kidem sirasina gore; sorumlu ortak bas denetci, bas denetci, kidemli denetgi,
denetci, denetci yardimeisi olarak ifade edilmistir. Bununla birlikte, bagimsiz denetim
firmasinda hissedar olan ve bas denet¢i unvanini tasiyan sorumlu ortak bas denetci,
bagimsiz denetim firmasi adina bagimsiz denetim faaliyetlerini yiiriiten ve bagimsiz

denetim raporlarini imzalamaya yetkili kisidir (SPK, 2006).
4.2.2. i¢ Denetci

I¢ denetgiler, isletmede ¢alisan, yonetime denetim hizmeti veren ve isletmeyle
calisan-igveren iligkisi yoluyla bagli olan kisilerdir. Bir meslek olarak i¢ denetim
1940’lardan sonra gelismis ve yaygmlasmistir. I¢c denetciler, ¢alismalar1 hakkinda,
onerileri de dahil olmak {izere, genellikle genel miidiir ve yonetim kurulu olmak iizere

tistlerine rapor verirler. Bu baglamda i¢ denetgiler;
e Ticari faaliyetlerin arastirilmasi,
e Calisanlarin hata ve yolsuzluklarinin 6nlenmesi,
e Hata ve yolsuzluklarinin tespit edilmesi,

e Delillerin toplanmasi ve esaslara gore degerlendirilmesi,
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e Bulgular1 ve Onerileri bir rapor halinde yonetime sunmak gibi gorevleri yerine
getirirler. Bugiin gelinen noktada i¢ denet¢iden sadece gegmiste yasananlari tespit etmesi
degil, ayn1 zamanda risk yonetimi, kontrol ve kurumsallagma gibi alanlarda 6ngoriilerde

bulunmasi ve firsatlar: tespit etmesi de beklenmektedir (Haftaci, 2014: 15-16).

I¢ denetgiler, isletmelerde uygunluk ve faaliyet denetimleri yapar. I¢ denetgiler
normal olarak denetgiden beklenen niteliklere sahiptir. Ancak bagimsizlik derecesi

konusunda dogal olarak tartismalar bulunmaktadir (Bozkurt, 2018: 39).

Ic denetci ile bagimsiz denetgi arasinda ¢esitli agilardan karsilastirmalar

yapilabilir. Asagida sorular kullanilarak nitelik ve sorumluluklarinin daha iyi anlagilmasi

amagclanmistir.
Tablo 9. I¢ Denet¢i - Bagimsiz Denetgi Karsilastirmasi
SORU IC DENETCI BAGIMSIZ DENETCI
1'.. Kim targ fmdan Isletme Y6netimi Ortaklar (Adina Y 6netim)
gorevlendirilir?
Yonetimin : e
2. Amag nedir? Gereksinimlerini Pl Bﬂg}lerm Givenilir
Olup Olmadigin1 Saptamak
Kargilamak
3. Gorevin kapsami nedir? Isletme Yonetimi Belirler | Finansal Tablolar1 Denetler
4. Kimlere rapor sunulur? Isletme Y®onetimine 11%111 T.ar.aﬂar Al Jsletme
Y6netimine
5. Yetkiyi nereden alir? Isletme Y&6netiminden Yasa ve Yonetmeliklerden
6. Kime kars1 sorumlugu vardir? | Yonetime Tiim Ilgili Taraflara
o C . Uzman Olmasi ve Belli
r) o .
7. Bilgi ve denetim diizeyi* Yonetime Baglidir Unvanla Tagimast istenir
8. Ne olciide bagimsizdir? Yonetime Baglidir Bagimsizdir
. . Genellikle Tiim Hesap Genellikle Dénem
9. Denetim zamani nedir? N .
Donemi Kapandiktan Sonra
igd;?’)yr mtils aligma Slgiisil Ice Déniik Ayrintili Disa Doniik Daha Genel

Kaynak: Haftaci, 2014: 83.

Aralarinda bazi farkliliklar olsa da, i¢ denetgiler dis denetgileri desteklemeli ve iki
tiir denetci arasinda isbirligi saglanmalidir. Bu tiir bir igbirligi, hem denet¢ilere hem de

denetlenen isletmeye ¢esitli avantajlar saglayacaktir.
4.2.3. Kamu Denetgisi

Kamu denetgileri, kamu kuruluslarinda c¢alisan denetgilerdir. Bu denetim

birimleri, ¢esitli devlet kurumlari biinyesinde kurulmus olup, kamu ve 6zel sektor
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isletmelerinin kanunlara, diizenlemelere, devlet ekonomi politikalarina ve kamu

c¢ikarlarina uyum derecesini izler ve denetler (Baspinar, 2005: 42).

Kamu denetgileri, kendi kurumlarindaki ¢alismalarinda i¢ denetgi, 6zel sektor
kuruluslarindaki ¢alismalarinda ise kamu denetgisi roliinii yerine getirmektedir.
Tiirkiye’de de diger iilkelerde oldugu gibi bir¢ok kamu denetim kurulusu bulunmaktadir.
Bazilar1 sadece kamu kurumlarinda denetim gorevini yerine getirirken, bazilar1 hem

devlet hem de 6zel sekt6r kuruluslarinda ¢alismaktadir (Bozkurt, 2018: 39).
5. DENETIM STANDARTLARI

Denetimin dogruluk, uygunluk ve rasyonellik ile ilgili olmas1 nedeniyle denetim
faaliyetinin kalitesinin ve giivenilirliginin sorgulanmasi gerekmektedir. Denetimin
kalitesinin ve giivenilirliginin saglanmasi, denetim faaliyetinin belirlenen Kkriterlere
uygunluguna baglidir. Bu tespit bizi tiim denetim siireci i¢in denet¢i niteliklerine ve
denetim standartlarina gotiiriir. Denetim standartlari, yapilan isin kalitesiyle ilgili olan ve
hem kisisel nitelikleri agisindan denet¢iyi hem de denetim siirecini bagindan sonuna kadar
kapsayan bir dizi 6l¢iitlerdir. Denetim standartlari, denet¢ilerin mesleki sorumluluklarini
yerine getirmelerine yardimci olan ve denetim faaliyetlerine 151k tutan genel ilkelerdir.
Denetimin uygun ve gecerli sayilabilmesi i¢in denetcinin bu ilkelerden higbir sekilde

sapmamasi gerekir (Glicenme, 2004: 31).

Mevcut denetim standartlari, bagimsiz denetgilerin, olumlu bir goriis verebilmek
icin finansal tablolarin hile veya hatadan kaynaklanan onemli yanlhshk igerip
icermedigine iliskin makul giivence vermelerini gerektirmektedir. Bu makul giivence,
yiiksek diizeyde bir giivence olarak kabul edilir ancak mutlak degildir. Makul giivence,
farkli gruplar i¢in farkli glivence seviyeleri anlamina gelebilir. Enron sonrasi dénemde
yatirimeilar, bagimsiz denetgilerin hatalar, usulsiizliikler ve hileler dahil olmak {izere tiim
onemli yanlishiklar: tespit etmesini ve raporlamasini beklemektedir. Ancak bagimsiz
denetciler, finansal tablolarin 6nemli yanlishk igermedigine ve mesleki standartlara
uygun olduguna dair makul giivence saglarlar. Denetim kalitesi i¢in kritik olan kilit konu,
denet¢inin finansal tablolardaki hileyi tespit etme sorumlulugunun niteligi ve kapsamudir.
Bununla birlikte, denetgilerin yapmasi gerekenler ile denetim standartlarina ve hizmetleri
icin alinan ticretlere uygun olarak hileyi tespit etmek i¢in denetcilerin kabul etmeye istekli
olduklar1 ve yapabilecekleri arasinda biiyliyen bir beklenti boslugu vardir (Rezaee &

Riley, 2009: 230).
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5.1. GENEL KABUL GORMUS DENETIM STANDARTLARI

Denetim ¢alismasinin kim tarafindan, nasil, ne sekilde gerceklestirilecegini ve
sonuglarin nasil raporlanacagini belirleyen ilke ve kurallara genel kabul goérmiis
denetim standartlar1 denir. Bu standartlar herhangi bir kanunla diizenlenmemistir. Ancak

cesitli meslek kuruluslart mevzuatta dikkate alinan raporlar hazirlamaktadir (Baspinar,
2005: 54).

Denetim standartlarinin belirlenmesi ile ilgili olarak, bir¢ok ulusal ve uluslararasi
meslek birligi, uyulmasi gereken ilkeleri belirleme yolunu se¢mistir. AICPA, ABD’deki
tim YMM’leri igeren ulusal diizeyde meslek kurulusudur. Amaci iiyelerine kaynak ve
bilgi saglayarak liderlik etmektir. Bu amagla, kurulus hem tiyelerinin mesleki davranis,
performans ve uzmanliklarinda siirekli gelismeyi desteklemek hem de denetim
standartlarina uyumu izlemek i¢in ¢aba gostermektedir. Baska bir ifadeyle, AICPA
tarihsel olarak mesleki standartlar1 belirleme gorevini iistlenmistir. Aslinda denetim
standartlarinin tarihsel gelisimine bakildiginda, AICPA biinyesinde olusturulan denetim
standartlar1 komitesi tarafindan yayimlanan ve bugiine kadar neredeyse hi¢ degismeden
kalan genel kabul gérmiis denetim standartlarina kadar geriye gotiirecektir (HUD, 2013:
21).

Genel kabul gérmiis denetim standartlari, ilk olarak AICPA tarafindan 1947'de
kabul edilen genel ilkelerdir. Bu ilkeler, denetginin mesleki gorevlerini yerine
getirebilmesine yardimci olur ve denetim faaliyetlerine rehberlik eder. Genel kabul

gérmiis denetim standartlar1 agagidaki gibi siniflandirilmaktadir:

Tablo 10. Genel Kabul Gérmiis Denetim Standartlarinin Siniflandirilmasi

1. Genel Standartlar 2. Calisma Standartlar 3. Raporlama Standartlart

Genel Kabul G6érmiis Muhasebe
Ilkelerine Uyum

Mesleki Egitim ve Deneyim | Planlama ve Gézetim

jg Kontroliin

Bagimsizhik Incelenmesi

Devamlilik (Tutarlilik)

Mesleki Ozen ve Titizlik Kanit Toplama Agiklayici Bilgiler (Dipnotlar)

Denetci Goriisii

Kaynak: Arens vd., 2012: 34.

Kisisel standartlar olarak da ifade edilen genel standartlar kapsaminda yer alan

basliklar agsagida kisaca dzetlenmistir:
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e Mesleki Egitim ve Deneyim: Denetim, denetci olarak yeterli teknik egitime ve
yeterlilige sahip kisiler tarafindan gergeklestirilmelidir. Denet¢inin mesleki egitimi ve
yeterlilii, denet¢inin en az lisans diplomasina sahip olmasi, bagimsiz denetim
yapabilecek diizeyde mesleki deneyime sahip olmasi ve isini yaparken mesleki egitimine
devam etmesi anlamina gelmektedir. Denet¢inin mesleki yeterliligini resmi olarak
gosteren unsurlardan biri egitim ve 6grenim diizeyidir. Birgok tilkede muhasebe, denetim,
finans, vergi hukuku, ticaret hukuku ve istatistik alanlarinda lisans diplomast meslege

giris i¢in 6n kosuldur (Kepekei, 1998: 15).

e Bagimsizlik: Denetgi veya denetciler, denetim goreviyle ilgili konularda
tamamen bagimsiz ve tarafsiz olma becerisine hakim olmaldirlar. Bagimsizlik,
paydaslarin, yonetimin ve ise dahil olan diger kisilerin ¢ikarlarinin ve mesleki
diirtistliiklerinin korunmasini gerektirir. Paydaslar ve diger finansal tablo kullanicilart,
sirket hakkindaki kararlarini denet¢inin goriisiine dayanarak verirler. Denetgi, isletme
ve ilgili kisiler arasinda bir menfaat birligi kurarken tarafsiz ve diiriist bir sekilde
denetimine devam etmelidir. Denetim hizmetleri tiim asamalarda bagimsiz diisiince

mantigt ile siirdiiriilmelidir (Sevim, 1990: 200).

e Mesleki Ozen ve Titizlik: Bu standart, denetcinin denetimi tam dikkatle, 6zenle
gerceklestirmesini gerektirir. Bu da denet¢inin isini sevkle yapmasi ve beklenmeyen
durumlara kars1 her zaman dikkatli olmasi1 gerektigi anlamina gelir. Bu nedenle denetci,
denetlenecek kurumun yapisini bilmeden ve i¢ kontrol sistemini incelemeden denetimi
planlamamali, plani tam ve hatasiz uygulamali, yargisin1 kesinlikle denetim siirecinde

elde edecegi kanitlara dayandirmalidir (Selimoglu vd., 2014: 15).

Calisma standartlari, glivenilir bir denetim goriisii elde etmek i¢in denetcinin kanit
toplamasini ve degerlendirmesini yonlendirir. Calisma standartlar1 kapsaminda yer alan

basliklar asagida kisaca dzetlenmistir:

e Planlama ve Gozetim: Her denetim ¢alismasi kendine has ozellikleri olan bir
projedir. Bu proje bir faaliyetle baslar ve bir faaliyetle biter. Bu siirecin uygulanmasindaki
ilk adim denetim planinin hazirlanmasidir. Bu standardin gerektirdigi diger bir 6zellik de
denet¢i yardimcilarinin denetimidir. Denetim ekibindeki her denetcinin yeterli bilgi ve
tecriibeye sahip olmasi beklenemez. Bu nedenle denetim ekibine liderlik eden bagimsiz
denet¢inin, ekibindeki denetim yardimcilarinin ¢aligmalarini gdézlemlemesi gerekir

(Bozkurt, 2018: 45).
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e ¢ Kontroliin incelenmesi: Bir isletmenin finansal raporlarinin dogrulugu ve
giivenilirligi, etkin bir i¢ muhasebe sisteminin varligina baglidir. Giivenilir bir i¢ kontrol
sistemi hatali finansal tablo olasiligini azaltir. Diisiik denetim riski de, denetim goriistinde
basarili olmak i¢in gerekli olacak denetim prosediirlerinin miktarini ve kapsamini azaltir

(Baspnar, 2005: 56).

e Kanit Toplama: Bagimsiz denetgilerin finansal tablolar hakkinda goriis
olusturmak amaciyla yeterli miktarda ve nitelikte kanit toplamasini ifade etmektedir.
Standart aym1 zamanda bu kanitlarin uygun denetim metodolojileri kullanilarak
toplanmasin1 da tavsiye etmektedir. Denetim prosediirleri, denetim kanitlarinin
toplanmasma yonelik cesitli yontemlerdir. Ornegin sayma, gdzlem, inceleme ve
dogrulama gibi denetim prosediirlerinden yararlanilabilir. Ne kadar kanit toplanacagina

karar vermek denet¢iye birakilmistir (Elitas, 2011: 42).

Raporlama standartlar1 kapsaminda yer alan standartlar asagida kisaca

Ozetlenmistir:

e Genel Kabul Gérmiis Muhasebe Ilkelerine Uyum: Isletmelerin kullanicilara
sundugu finansal tablolarin genel kabul gormiis muhasebe ilkelerine uygun olarak

hazirlandiginin agikca belirtilmesini sart kosmaktadir.

Uzman denetginin sorumlulugu, finansal tablolarin sirketin net varliklari, finansal
durumu ve faaliyet sonuclar1 hakkinda dogru ve ger¢cege uygun bir goriinlim saglayip
saglamadig1 konusunda goriis bildirmektir. Boyle bir goriise varabilmek i¢in denet¢inin
belirli diiriistliik kriterlerini uygulamasi1 gerekir. Bu kriterler genel kabul gdrmiis
muhasebe ilkeleridir. Muhasebe uygulamalarini yonlendiren tiim kural ve islemler, genel
kabul gormiis muhasebe ilkelerinin genel c¢ercevesini belirler. Denetcinin temel amaci,
denetlenen isletmenin finansal tablolarin1 incelemek, bunlarin hazirlanmasinda genel
kabul goérmiis muhasebe ilkelerine ne dl¢iide uyuldugunu tespit etmek ve bu sonucu

denetim raporunda agikca belirtmek olmalidir (Haftaci, 2014: 235).

e Devamlilik (Tutarlilik): Bu standarda gore denetcinin, 6nceki donemde oldugu
gibi bu donemde de muhasebe ilkelerinin degismeden uygulandigini raporunda agikca
belirtmesi gerekmektedir. Devamlilik ilkesi, finansal tablolarin donemler arasinda
karsilagtirllmasina olanak saglar. Finansal tablolarin karsilastirilabilmesi igin
dayandiklari ilkelerin yi1ldan yila degismemesi gerekir. Elbette bu, muhasebe ilkelerinin

hicbir zaman degistirilemeyecegi anlamina gelmemektedir. Ancak yonetim bdyle bir
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degisiklik yaptiginda, bu degisikligin o doneme ait finansal tablolar lizerindeki etkisini
okuyuculara agik¢a aciklamasi gerekir. Boylece ilgili okuyucu, finansal durumdaki
degisikliklerin ne Olgiide muhasebe politikasindaki degisikliklerden, ne Olglide fiili
faaliyetlerden kaynaklandigini anlayabilir (Baspinar, 2005: 57).

¢ Aciklayici Bilgiler (Dipnotlar): Tam agiklama kavrami, finansal tablolarin, bu
finansal tablolardan yararlanan kisi ve kuruluslarin dogru kararlar vermelerini saglayacak
kadar agik ve anlasilir olmas1 anlamina gelir. Finansal tablolarda finansal bilgilerin tam
olarak agiklanmasinin yani sira, bu kavramim bir geregi de finansal tablolarin
kalemlerinde yer almayan ancak alinacak kararlar1 etkileyebilecek olas1 olaylarin da dahil
edilmesidir. Ulkemizde finansal tablolar dipnotlariyla birlikte tek diizen muhasebe
sistemi ¢ercevesinde diizenlenmektedir. Finansal tablolarda yer alan bilgiler cogu zaman
ilgili taraflar i¢in tek basmna yetersiz kaldigindan, agiklayici dipnotlar da finansal
tablolarla birlikte raporlanmaktadir. Finansal tablo dipnotlarinin yetersiz olmasi
durumunda denet¢i, hazirladigi denetim raporunda ek bilgi vermelidir. Bu standardin
amaci, okuyucuya kapsamli ve eksiksiz bilgi saglamaktir. Denetgi raporunda agiklayici
ve aykir bilgilere yer verilmemesi durumunda finansal tablo ekinde yer alan dipnotlar
yeterli kabul edilir (Giicenme, 2004: 56-57).

e Denetgi Gorilisii: Bu standart, denetcinin finansal tablolar1 denetlemesine
dayanarak ulastig1 goriisii raporunda belirtmesini gerektirmektedir. Genel kabul gormiis
denetim standartlarina gore, denetginin goriis bildirmesinde olumlu denetim goriisii, sartl
olumlu denetim goriisii, olumsuz denetim goriisii ve goriis bildirmekten kaginma olmak

tizere dort farkli yolu vardir.

Denetgilerin raporlarinda bu denetim goriislerinden birini goriisiin gerekgeleriyle
birlikte belirtmesi gerekmektedir. Ek olarak, denetgilerin bu standarda gore yaptiklari isin
ozelliklerine ve istlendikleri sorumluluk derecesine raporlarinda yer vermelidir (Elitas,
2011: 44).

5.2. ULUSLARARASI DENETIM STANDARTLARI

Uluslararast Denetim Standartlar1 (UDS), diinyanin birgok iilkesindeki
diizenleyiciler tarafindan kaynak olarak kullanilmistir. UDS’nin basta Avrupa Birligi
iilkeleri olmak iizere tiim diinyada yaygin olarak kullanildig1 goriilmektedir. UDS bazi
tilkelerde dogrudan kullanilirken, bazi iilkelerde bu standartlar yerel diizenlemelere

uygun olarak uyarlanmistir. Tiirkiye’de bu standartlar1 kendi diline ¢evirerek kullanan

50



tilkelerden biri olup, bagimsiz denetime iliskin diger yasal ylikiimliiliikler de dahil olmak

tizere bazi kiigiik eklemeler yapilmistir (Savli, 2019: 20).

IFAC biinyesinde kurulan Uluslararas1 Denetim ve Giivence Standartlart Kurulu
(IAASB) tarafindan yaymmlanan Uluslararas1 Denetim Standartlari, Tiirkiye’de ulusal
denetim standartlarinin getirilmesinde Sermaye Piyasast Kurulu ve Bankacilik
Diizenleme ve Denetleme Kurulu (BDDK) gibi bir¢ok diizenleyici kurum da ayni yolu
izlemistir (Savl, 2011: 2).

Diinya genelinde denetim standartlarini belirleyen, uluslararasi denetim ve

standartlar: kurulu temelde:
e Uluslararasi denetim standartlari,
e Uluslararasi gbzden gecirme standartlari,
e Uluslararas: giivence standartlari,
¢ Benzer hizmetler i¢in uluslararasi standartlar,
¢ Bunlara iliskin uygulama rehberlerini belirler.

Olusturulan bu standartlar, 6zellikle para ve sermaye piyasalar1 gii¢lii, ekonomik
acidan gelismis tilkeler tarafindan benimsenmekte, genel standartlar ise 6zel standartlara

indirgenerek iilkelerin uygulamalarina yon vermektedir (Kaval, 2008: 58).

Ekonomide, 6zellikle para ve sermaye piyasalarinda yasanan gelismeler, denetim
ve muhasebe standartlarinin gelistirilmesini zorunlu kilmistir. Son yillarda Amerika-
Avrupa eksenini etkileyen diizenleyici kurumlarin baginda IFAC gelmektedir. IFAC
biinyesinde olusturulan ¢esitli komiteler ve ¢alisma gruplari, hem uluslararasi muhasebe
standartlarin1 hem de uluslararasi denetim standartlarini ve meslek mensuplarinin sahip

olmas1 gereken etik degerleri hazirlamaktadir (Bagpinar, 2005: 58).
5.3. TURKIYE DENETIM STANDARTLARI

Tiirkiye’de denetim standartlarinin yayimlanma yetkisi Tiirk Ticaret Kanunu ile
KGK’ye verilmistir. KGK, TAASB tarafindan yayimlanan denetim ve giivence
standartlarin1 Tiirk¢eye ¢evirerek IAASB ile yaptigi telif hakki sdzlesmesi kapsaminda
Tiirkiye Denetim Standartlar1 adi altinda yayimlamaktadir. TDS diizenlemeleri asagidaki
gibidir (Savli, 2019: 22):

e Etik Kurallar
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e Kalite Kontrol Standartlari

e Bagimsiz Denetim Standartlar
e Giivence Denetimi Standartlar1
e {lgili Hizmetler Standartlar1

e Ilke Kararlar1

Denetim standartlari, denetgilerin mesleki gorevlerini yerine getirmelerine
yardimc1 olan ve denetim faaliyetlerine 151k tutan genis kapsamli ilkelerdir. Denetimin
uygun ve gegerli sayilabilmesi i¢in denetginin hicbir sekilde bu ilkelerin disina ¢ikmamasi

gerekir.

Ulkemizde TURMOB, SPK, BDDK, EPDK ve Sigorta Murakabe Kurulu,
denetim standartlarmin belirlenmesinde 6nemli rol oynayan kurumlardir. Ilgili
kurumlarin bu konudaki ¢alismalar incelendiginde, getirilen diizenlemelerin genel olarak
paralel oldugu ve uluslararasit denetim standartlariyla uyumlu ilkelerin olusturulmaya
calisildign goriilmektedir. Ancak tiim kurumlarin bir arada hareket etmedigi, kendi
varliklarin1 ve agirliklarini ortaya koyma hedefiyle hareket ettigi ve uluslararasi denetim
standartlarin1 kendi bakis agisiyla yorumlamayr tercih ettigi dikkat cekmektedir
(Baspinar, 2005: 62).

Tiirkiye’de bagimsiz denetim standartlar1 ilam1 ¢ok eskilere dayanmamaktadir.
SPK tarafindan 2006 yilinda Seri X No: 22 sayil1 Bagimsiz Denetim Standartlar1 Tebligi
yayimlanmistir. Bu tebligden sonra TURMOB biinyesinde kurulan TUDESK, 2008
yilinda Uluslararas1 Denetim Standartlarini tercime ederek yayimlamigtir. TMUDESK,
1997 yilinda TURMOB biinyesinde kurulmus ve muhasebe - denetim standartlarini
olusturma yetkisi bu 6zerk kurulusa verilmistir. SPK No. 2499 Ek: 15.12.1999 tarih ve
4487 sayili Kanunla Tiirkiye muhasebe standartlart kurulmus, bu nedenle TMUDESK’in
ad1 TUDESK olarak degistirilmistir. Ancak kurum yasal diizenlemelerde yer almamustir.
KGK’nin kurulmasiyla birlikte daha 6nce bu amacla kurulmus olan kuruluslar kaldirilmis

ve KGK bagimsiz denetim standartlarini yayimlamaya baglamistir (Saglar, 2015: 77).

Denetim ve ilgili hizmetlerde egitim, etik, kalite kontrol ve kalite giivence
standartlari, IFAC c¢atist1 altindaki {i¢ bagimsiz standart kurulusu tarafindan

yayimlanmaktadir. Bu ii¢ organdan biri olan [AASB, bagimsiz denetim, sinirli bagimsiz
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denetim, diger gilivence denetimleri ve ilgili hizmetlere iliskin standartlar

yayimlamaktadir ve bu standartlarin genel yapisi su sekilde 6zetlenebilir (KGK, 2019: 1).

Sekil 6. IAASB Standartlar1 Genel Yapisi

IAASB Tarafindan Yayimlanan Standartlarin Kapsadigi Hizmetler

Uluslararasi Kalite Kontrol Standartlar1 1-99

Uluslararas1 Giivence Denetimlerine fliskin Cergeve

Tarihi Finansal Bilgilerin Denetimi ve Sinirli
Bagimsiz Denetimi Diginda Kalan Giivence
Denetimleri

Tarihi Finansal Bilgilerin Denetimi ve Sinirh
Bagimsiz Denetimi

Ilgili Hizmetler

Uluslararasi Uluslararasi
Bagimsiz Denetim Standartlar1 (ISA) Giivence Denetim Standartlart (ISAE)
100-999 3000-3699
Uluslararasi Uluslararasi
Sinirli Bagimsiz Denetim Standartlart Ilgili Hizmetler Standartlar1 (ISRS)
(ISRE) 2000-2699 4000-4699

Kaynak: KGK, 2019: 1; Savli 2019: 21.

Yukaridaki sekilde ifade edilen standartlar asagida kisaca agiklanmastir.

¢ Uluslararasi Bagimsiz Denetim Standartlari (ISA), ge¢mis finansal bilgilerin
bagimsiz denetimi i¢in gecerlidir. Bagimsiz bir denet¢inin finansal tablolari
denetlemesiyle baglantili olarak yazilmistir. Standartlar, denet¢inin, bir biitiin olarak
finansal tablolarin hile veya hatadan kaynaklanan 6nemli yanlishk igerip igermedigini

makul giivenceyle belirleyebilmesini gerektirir.

e Uluslararas1 Sinirhh Bagimsiz Denetim Standartlar1 (ISRE), ara donem
finansal tablolar da dahil olmak tizere gegmis finansal bilgilerin denetiminde uygulanir.
Sinirli denetim, kullanicilara gegmis finansal bilgilerin giivenilirligi konusunda sinirli

giivence saglar.
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e Uluslararas1 Giivence Denetimi Standartlar1 (ISAE), tarihsel finansal
bilgilerin bagimsiz denetimleri ve siirli denetimleri disindaki giivence denetim gorevleri

icin gecerlidir.

e Uluslararasi Ilgili Hizmetler Standartlar1 (ISRS), IAASB tarafindan giivence
denetim digindaki ilgili hizmetler i¢in yayimlanan standartlardir. Bu baglamda denet¢inin

sundugu hizmet, ilgili kullanicilara makul veya sinirli giivence saglamay1 amaglamaz.

Bu standartlar cevrildikten sonra taslak olarak kurumun internet sitesinde
yayimlanmaktadir. Sonrasinda Tiirkiye Denetim Standardi olarak Resmi Gazete’de ilan
edildiginde yiirtirliige girmektedir. Bu standartlarin her birinin uluslararasi denetim
standartlar1 i¢in bir kodu olmakla birlikte, Resmi Gazete’de yayimlandiginda bu kod
Tiirkiye Denetim Standartlar1 olarak belirtilmektedir (Saglar, 2015: 79).

6. BAGIMSIZ DENETIM GORUS TURLERI

Bagimsiz denetciler, finansal tablolarin Genel Kabul Go6rmiis Muhasebe
flkeleri’ne (GKGMI) uyumlu bir sekilde gercege uygun sunumu hakkinda bir goriis
bildirir ve bu nedenle raporlarinin igeriginden sorumludur. Finansal tablolarin
GKGMI’ye uygun olarak gergege uygun sunumundan &ncelikli olarak ydnetim sorumlu
olsa da, denetci raporu, yonetimin beyanlarinin ve/veya iddialarmin gergege uygun
oldugunu dogrulamaktadir. Finansal tablolara iliskin denet¢i raporu, karsilastirmalr yillar
icin genellikle sirketin dort temel finansal tablosunu (finansal durum tablosu, gelir
tablosu, nakit akig tablosu ile 6z kaynak degisim tablosunu) kapsar. Bagimsiz denetci,
finansal tablolarin GKGMI’ye uygun olarak gercege uygun sunumu hakkinda goriis
bildirir (Rezaee & Riley, 2009: 231-232). Denetginin goriisii dort tiirden biri olabilir:

Sekil 7. Bagimsiz Denetim Goriis Tiirleri

[ Bagimsiz Denetim Goriis Tiirleri ]
|

v v v v

Olumlu Denetim
Gorlisl

Sinirli Olumlu (Sartlr) Goris Bildirmekten Olumsuz

Denetim Goriisii Kagmma Denetim Goriisii

Kaynak: BDS 700, 2019: 9.

Yukarida ifade edilen goriis tiirleri asagida kisaca agiklanmustir.
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6.1. OLUMLU DENETIM GORUSU

Yeterince kanit toplandiginda ve kanitlarin toplu olarak degerlendirilmesine
dayali olarak finansal tablolarin 6nemli yanlishik igermemesi durumunda yayimlanir.
Finansal tablolar topluca degerlendirildiginde, sirketin ekonomik ve finansal durumu,
karliligi, fon kaynaklart ve kullanimina tekabiil eden bir klise olusturmaktadir. Bu
nedenle Ozet denetim goriisii, “denetim kapsami” ve “denetim goriisii” bdliimlerini
igerirken, “agiklamalar” boliimiinii icermez. Ancak denet¢i raporunun bu boliimii, denetgi
gorisii i¢in 6n kosul olmayan ancak raporun okuyuculari i¢in 6nemli olabilecek hususlara

(bilango tarihi itibariyla belirsizliklere) dikkat ¢ekebilir (Kaval, 2008: 181).

Finansal tablolar, tiim 6nemli yonleriyle, sirketin finansal durumunu ve faaliyet
sonuglarm1 GKGMI’ye uygun olarak adil bir sekilde sunar. Denetginin finansal tablolarin
giivenilirligi hakkinda herhangi bir cekincesi yoksa bdyle bir goriis verilebilir. Bu,
denetcinin vermeyi sevdigi ve miisterilerin almay1 tercih ettigi goriis tiirtidiir; bu, tim
onemli mali ihtilaflarin rapor diizenlenmeden Once denetgiyi tatmin edecek sekilde

¢oziildiigli anlamina gelmektedir (Rezaee & Riley, 2009: 232).

Denet¢i, finansal tablolarin tiim onemli yonleriyle gecerli standartlara uygun
olarak hazirlandigini tespit ederse olumlu goriis bildirir. Olumlu goriis, denetginin
yonetimin beyanlariyla bir 6lgiide mutabakata vardigi ve finansal tablolarin 6nemli

yanlislik igermedigini tespit ettigi anlamina gelir (Dabbagoglu ve Can, 2018: 159).
6.2. SINIRLI OLUMLU (SARTLI) DENETIM GORUSU

Yeterli kanit toplandiginda, genel kabul gérmiis muhasebe ilkelerine uygunlugun,
baz1 kiigiik yanlisliklar igerse bile finansal tablolara tam olarak giivenilemeyecegi
anlamina gelmediginde verilen bir goriistiir. Kanitlarin toplanmasinda bazi eksiklikler
olsa bile bu, denetimin tamamen giivenilmez oldugu anlamina gelmez. Bu gergekler ve
etkileri agiklanmak kaydiyla, finansal tablolar yine de sirketin durumunu gergege uygun
olarak yansitmaktadir. Isletmenin siirekliligi ilkesine aykir1 bir durum yoktur (Kaval,

2008: 181).
Denet¢i agsagidaki durumlarda sartli goriis verebilir:

¢ Yeterli ve uygun denetim kanit1 toplandiktan sonra denetci, finansal tablolardaki

yanligliklarin tek basina veya toplu olarak 6nemli ancak yaygin olmadigina ulasirsa veya
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e Goriisiine temel olusturacak yeterli diizeyde kabul edilebilir denetim kanit1 elde
edemese de, tespit edilemeyen finansal tablo yanligliklarinin potansiyel etkisinin 6nemli
olabilecegi ancak yaygin olmadigina ulasirsa. Yaygin olma kavrami, yanligliklarin
finansal tablolar iizerindeki etkisini veya yeterli denetim kanitinin bulunmamasi
nedeniyle tespit edilemeyen yanlishiklarin finansal tablolar tizerindeki potansiyel etkisini

ifade etmektedir (Dabbagoglu ve Can, 2018: 161).
6.3. GORUS BILDIRMEKTEN KACINMA

Denetginin finansal tablolara iliskin goriis bildiremeyecegini raporunda belirtmesi
goriis bildirmekten kagindigi anlamina gelir. Denet¢i, denetimin kapsamindaki
siirlamalar nedeniyle bir biitiin olarak finansal tablolara iligskin goriis olusturmak igin
yeterli ve ihtiyaca uygun kanit elde edemiyorsa goriis bildirmekten kaginir. Denetgi,
denetimin kapsaminin sinirlandirilmasi nedeniyle goriis agiklayamiyorsa, denetiminin
genel kabul gérmiis denetim standartlarina uymamasinin nedenlerini ayr1 bir paragrafta

acgiklamali ve denetimin kapsamini belirtmelidir (Kepekei, 1998: 209).
6.4. OLUMSUZ DENETIM GORUSU

Denetgi, finansal tablolarin bir biitiin olarak isletmenin finansal durumunu veya
faaliyet sonuglarrn1 GKGMI’ye uygun olarak sunmadigi kanisina varirsa olumsuz goriis
bildirir. Sartli goriis gerektirmeyecek kadar 6nemli olan ve ¢ok sayida sarthi goriis
gerektiren bir konu varsa denet¢i, denet¢i raporunda olumsuz goriis bildirmelidir. Bu gibi
durumlarda denetim goriisii vermekten kacinmanin dogru olacagi varsayillamaz. Bunun
nedeni, denetginin finansal tablolarin GKGMI’ye gore hazirlanmadigina dair yeterli
bilgiye sahip olmasidir (Kepekei, 1998: 209).

7. BAGIMSIZ DENETIM SURECi VE ASAMALARI

Denetim stirecinden bahsedildiginde, genellikle denetim gorevinin alinmasi ile
denetim raporunun yayimlanmasi arasinda gecen siire oldugu diisiiniiliir. Ancak bu
diisiince yanlis bir bakis agisidir. Clinkii denetim gorevinin kabul edilmesinden 6nce
miisteri teklifinin degerlendirilmesi, rapor yayimlandiktan sonra miisterinin genel kurula
katilmas1 ve finansal tablolarin yayimlanmasi asamalari s6z konusudur. Dolayisiyla
denetim siireci uzun bir zaman dilimini kapsamaktadir. Denetim siirecinin asamalar1

olarak tanimlanan bu asamalar Sekil 8’de verilmistir.
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Sekil 8. Denetim Siireci

Sézlesmg Oncesi Faaliyetler 1 Planlama ve Program Gelistirme I¢in
(Teklifin Alinmasi ve
- . . Hazirlik Calismalari
Degerlendirilmesi)
v2
Denetim Planinin Uygulanmasi 3 Denetim Planinin Hazirlanmasi
v4
Denetimin Tamamlanmasi ve 5 Rapor Sonrasindaki Faaliyetler
Raporlama Asamasi

Kaynak: Kaval, 2003: 55.

Bu asamalar asagida 6zet olarak sunulmustur.

e Sozlesme Oncesi Faaliyetler: Bagimsiz denetim kurulusunun segimi Sermaye
Piyasas1 Kanunu’na gore genel kurul kararina, bankalarda ise yonetim kurulu kararina
baglidir. Ancak, gorevdeki yonetim kurulu ve oOzellikle denetim komitesi veya
denetimden sorumlu yonetim kurulu tiyesi gerekli arastirmalart yapmali ve uygun
gordiigl denetim kuruluslarindan teklif istemelidir. Alinan teklifleri degerlendirmeli ve
siralamalidir. Daha sonra, genel kurul glindemi hazirlanirken glindeme “bagimsiz
denetimde gorevlendirilecek denetim kurulusunun se¢imi” giindem maddesine yer
verilmelidir. Bagimsiz denetim kurulusunun se¢imi genel kurulun hak ve gorevidir

(Kaval, 2003: 56).

e Planlama ve Program Calismalarina Hazirlik: Denetim planlama asamasi,
miisterinin isi ve yasal yiikiimliiliikklerine iliskin bilgi, onemlilik ve risk degerlendirmesi,
miisterinin i¢ kontrol sistemi hakkinda bilgi ve kontrol riskinin degerlendirilmesi ile genel

denetim plan ve programinin hazirlanmasini igerir (Kepekei, 1998: 28).

¢ Denetim Planinin ve Programimin Hazirlanmasi: Genel kabul gormiis denetim
standartlar1 denetim planlamasinin iyi yapilmasini gerektirir. Denetim planlama takvimi,
denet¢ilerin denetim goriisiinii elde etmek icin nasil eylemde bulunacaklarini agiklar.
Denetim planinin amaci, konuyu denetim alanlarima ayirmak, denetgileri denetim

alanlarina yerlestirmek, her denetim alaninda kullanilacak denetim yontem ve
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prosediirlerini belirlemek ve denetim faaliyetlerini planlamaktir. Denetimi planlamak i¢in

denetcinin sirket hakkinda asagidaki bilgileri toplamasi gerekir (Giicenme, 2004: 62):
e Sirketin faaliyette bulundugu sektor ve ozellikleri,
e Muhasebe politikalar1 uygulamalari,
e I¢c kontrol sisteminin yeterliligi,
¢ Finansal tablolarda yer alan kalemlerin 6nemlilik siralamasi,
e Finansal tablolarin diizeltme yapilmasi gerekli goriilen kalemleri.

Denetcinin denetim yaklasimini belirlemesini etkileyen hususlar; denetginin
mesleki gorevlerini yerine getirebilmesi i¢in yeterli ve yiiksek kaliteli kanit toplama
yikiimliligli; ve kanit toplama maliyetini en aza indirme ihtiyacidir. Denetim plani
uygun maliyetli bir sekilde hazirlanmali ve etkin bir denetim yaklasimi igermelidir

(Selimoglu vd., 2014: 85).

e Denctim Planinin  Yiriitilmesi: Denetim planlamasindan sonra, denetim
siirecinin bir sonraki asamasi denetim programinin uygulanmasi, yani denetimin
yirltilmesidir. Denetimi yiiriitme, denetim ¢alismasinin yapildigt ve denetim
kanitlarmin toplandig1 ve degerlendirildigi asamadir. Bu asama, i¢ denetim yapisinin
degerlendirilmesi, denetim programina uygun ve gerekli degisiklikler yapilmasi ve hesap
bakiyelerinin dogrulugunun incelenmesi olarak {ic asamada gergeklestirilir (Haftaci,
2014: 53).

e Denetim Caligmalarinin Tamamlanmasi ve Raporlama: Her finansal tablo
kalemi ve denetim hedefi i¢in gerekli tiim prosediirler tamamlandiktan sonra, toplanan
bilgiler, finansal tablolarin dogru ve gercege uygun bir goriisii saglayip saglamadigina
iligkin genel bir sonu¢ olusturmak iizere birlestirilmelidir. Bu incelemede denet¢inin
mesleki muhakemesi 6nemlidir. Denetimin tamamlanmasinin ardindan denetgi, goriisiinii
belirttigi ve yayimladigi denetim goriisiinii agikladigi bir denetim raporu yayimlamalidir

(Selimoglu vd., 2014: 87).

e Rapor Sonrasi Faaliyetler: Denetim kurulusunun goérevi denetim raporunun
sunulmasi ile bitmez. Sunulan raporun miisteri sirketin genel kurul toplantisinda
goriisiilmesi sirasinda, denetim sirketinin sorumlu ortagi/bas denetcisi veya denetim

ekibinden bir denetci sorular1 yanitlamak iizere genel kurulda hazir bulunur (Kaval, 2003:
60).
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Izleyen ikinci boliimde, veri madenciligine iliskin kavramsal cerceve ele alinmis

olup, calismada kullanilan siniflandirma yontemlerine deginilecektir.
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IKiNCi BOLUM
VERi MADENCILiGINDE KAVRAMSAL CERCEVE

Teknolojinin hizla gelismesiyle birlikte 6ne ¢ikan konulardan birisi de verilerden
bilgi kesfi olarak ifade edilen veri madenciligi olmustur. Isletme verilerinin biiyiik
boyutlara ulastig1 giiniimiizde, veri madenciligi araciligiyla ige yarar anlamli bilgiler
edinmek miimkiin hale gelmistir. Bu boliimde veri madenciligi kavrami, tanim, iligkili
oldugu disiplinler, gelisim siireci, modelleri, siniflandirma yontemleri, kullanildigi
alanlar, CRISP-DM siireci ve performans degerlendirme Ol¢iitleri ele alinacaktir. Ayrica
calismanin uygulama kisminda faydalanilan WEKA veri madenciligi yazilimina

deginilecektir.
1. VERI MADENCILIGIi KAVRAMI

Veri madenciligi, bliyiik miktarda verinin varligi ve bu verilerin yararli bilgiye
dontstiiriilmesi ihtiya¢ oldugundan, bilgi endiistrisinde son yillarda ¢ok fazla ilgi
gormiistiir. Elde edilen bilgilerin pazar analizi, dolandiricilik tespiti, miisterileri elde
tutma, iiretim kontrolii ve bilimsel arastirmalar gibi ¢esitli uygulamalar i¢in kullanildig

goriilmektedir (Han & Kamber, 2006: 1).

Biiytik veri tabanlarindan tahmine dayali bilgilerin ¢ikarilmasi olan veri
madenciligi, kuruluglarin veri ambarlarindaki temel bilgilere odaklanmasina yardime1
olacak biiyiik potansiyele sahip giiclii ve yeni bir teknolojidir. Veri madenciligi araglari,
gelecekteki egilimleri ve davraniglar: tahmin ederek isletmelerin proaktif, bilgiye dayali
kararlar vermesini saglamaktadir. Veri madenciliginin sagladig1 otomatiklestirilmis,
ileriye doniik analizler, karar destek sistemlerine 6zgli geriye doniik araglar tarafindan
saglanan ge¢cmis olaylarin analizlerinin dtesine gegmektedir. Veri madenciligi araglari,
geleneksel olarak ¢oOziilmesi ¢ok zaman alan is sorularini, kisa slirede
yanitlayabilmektedir. Gizli kaliplar i¢in veri tabanlarini arastirabilmekte ve uzmanlarin
gozden kacirabilecekleri tahmine dayali bilgileri bulabilmektedirler (Kumar &
Wahidabanu, 2009: 44).

Harvard Business Review’a gore veri madenciligi 21. ylizyilin en degerli
mesleklerinden birisidir. Artik en degerli maden petrol degil veri oldugu giiniimiiz
diinyasinda, miisterinin ne alacagini 6ncesinde tahmin etmek ve olaylar1 analiz etmek
temel stratejiler haline gelmistir. Giiglii ve sofistike analiz gerektiren gercek zamanl

stirecler i¢in glinlimiiziin olmazsa olmazlarindan birisi veri madenciligidir. Biiytik veri ve
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bulut depolama gibi Endiistri 4.0 ¢dztiimlerinin yayginlasmasiyla veri madenciligi daha

da 6nemli hale gelmektedir (Sener, 2017: 1).

Veri madenciliginin amaci, kullanicinin harekete gecebilecegi yeni bilgiler
iretmektir. Bu kurumsal islemler, miisteri ge¢cmisleri ve demografik bilgiler, siireg
kontrol verileri ve kredi biirolar1 veya hava durumu verileri gibi ¢esitli kaynaklardan
toplanan verilere dayali olarak gergek diinyanin bir modeli olusturularak yapilmaktadir.
Model olusturmanin sonucu, tahminlerde bulunmak i¢in giivenilir bir sekilde
kullanilabilecek verilerdeki kaliplarin ve iliskilerin bir agiklamasidir (Two Crows Corp.,

2005: 9).

Verilerin hizla artmasiyla birlikte gii¢lii veri analiz araglarina duyulan ihtiyacta
artmistir. Bu durum, “veri agisindan zengin ancak bilgi agisindan zayif bir durum” olarak
tanimlanmistir. Biiylik ve cok sayida veri havuzunda depolanan hizla biiyiiyen devasa
miktardaki veri, gii¢lii araglar olmadan insanoglunun anlama yetenegini ¢ok asmis
durumdadir. Eger biiyiik veri havuzlarinda toplanan veriler anlamli hale getirilmezlerse,
nadiren ziyaret edilen veri arsivleri olan “veri mezarlar1” (data tombs) haline gelecektir.
Bunun bir sonucu olarak, énemli kararlar genellikle veri havuzlarinda saklanan bilgi
acisindan zengin verilere degil, karar vericinin sezgilerine gore verilecektir. Ciinkii karar
verici ¢ok biiyiik miktarlarda bulunan degerli bilgiyi ¢ikarma araclarina sahip degildir.
Veri madenciligi araglari, veri analizi ger¢eklestirmekle birlikte dnemli veri kaliplarim
ortaya cikararak is stratejilerine, bilgi tabanlarina, bilimsel arastirmalara ve tibbi
arastirmalara biiyiik katki saglayabilmektedir. Veri ve bilgi arasindaki genisleyen bosluk,
veri mezarlarindaki bilgiyi “altin kiilcelere” (golden nuggets) doniistiirecek veri
madenciligi araclarmin sistematik olarak gelistirilmesini gerektirmektedir (Han &

Kamber, 2006: 4-5).

Veri akisi arttik¢a ve arama yapabilen makineler yayginlastik¢a veri madenciligi
firsatlar1 da artmaktadir. Diinya daha karmasik hale geldikce ve iirettigi veriler hizla
arttikca, veri madenciligi gizli kaliplar1 tespit etmek i¢in tek umudumuz haline
gelmektedir. Akillica analiz edilen veriler degerli bir kaynak haline gelmektedir. Yeni
tahminlere, daha iyi karar vermeye ve ticari ortamlarda rekabet avantaji saglamaya

yardimci oldugu goriilmektedir (Witten vd., 2017: 5).

Veri madenciligi, istatistiksel ve sayisal olarak biiyiik veri kiimeleri iizerinde

yogun islemler gerektirmektedir. Iyilestirilmis depolama kapasitesi ve isleme hizi, birkag
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yil once ¢ikarilamayan verilerin islenmesini miimkiin kilmistir. Glinlimiizde sirketlerin
¢ok karli olmalari, daha hizli hareket etmeleri ve daha kaliteli hizmetler sunmalari ve tiim
bunlarda minimum maliyet ve minimum insan giiciine dikkat etmeleri gerekmektedir.
Veri madenciligi, bu tir hedeflerin ve kisitlamalarin oldugu is diinyasinda temel
teknolojilerden birisi konumuna gelmistir. Bunun nedeni, veri madenciliginin
misterilerden ve misteri faaliyetlerinden kaynaklanan firsatlar1 belirlemeyi ve riskleri

daha iyi degerlendirmeyi kolaylastirmasidir (Baykal, 2006: 106).

Veri madenciligi ile is yapmanin temel faydasi; gézden kacan iligkileri tespit
etmek ve faaliyetleri iyilestirmektir. Veri madenciligi terimi genellikle biiyiik veri
kiimelerinden sirketlerin gelecek tahminleri ig¢in 1ilgili verilerin toplanmasi olarak
anlasilmaktadir. Veri madenciligi; uygun bilgisayar yazilimini kullanarak, zaman iginde
meydana gelen olaylarin veya islemlerin istatistiksel olarak iligskilendirilmesini ve
dolayisiyla gelecekteki beklentilerin belirli bir deneyime dayanmasini saglamaktadir

(Pazargeviren vd., 2015: 87-89).

Veri madenciligi, veri tabanlarinda mevcut olan verileri analiz ederek sorunlari
¢ozmekle ilgilenmektedir. Giinlimiiziin rekabet¢i, miisteri ve hizmet odakli ekonomisinde
veriler, is bilylimesini saglayan hammaddeler olarak karsimiza ¢ikmaktadir (Witten vd.,
2017: 5). Veri madenciligi algoritmalari, son zamanlarda eski istatistiksel yontemlerden
daha iyi performans gosteren olgun, gilivenilir ve anlasilir araglar olarak uygulanan

yontemleri icermektedir (Kumar & Wahidabanu, 2009: 44).

Rekabet¢i pazarlama stratejileri bilgiye dayanmaktadir, bu nedenle sirketler
kullandiklar1 bilgi sistemlerini daha verimli hale getirmek i¢in yogun caba sarf
etmektedir. Hayati ama gizli bilgiler i¢in, sirketin ana bilgi sistemi olan muhasebe bilgi
sistemi, daha kaliteli ve verimli bilgi tiretmek ve karar vericilere maksimum fayda
saglamak i¢in kurumsal zeka teknolojilerinden biri olan veri madenciligini kullanmalidir
(Alagoz vd., 2014: 18). Veri madenciligi kendi basina bir ¢6ziim degil, ¢dziime ulagsmak
icin karar verme siirecini destekleyen ve sorunu ¢ozmek icin gerekli bilgileri saglayan bir
aractir. Veri madenciligi; analistin, is slireci sirasinda ortaya ¢ikan veriler arasindaki

kaliplart ve iligkileri bulmasina yardimci olmaktadir (Baykal, 2006: 96).

Su anda mevcut olan biiyiilk miktarda veri ile hemen hemen her sektordeki
sirketler, rekabet avantaji i¢in verilerden yararlanmaya odaklanmaktadir. Gegmiste

sirketler, veri kiimelerini manuel olarak kesfetmek ig¢in istatistik¢ilerden,
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modelleyicilerden ve analistlerden olusan ekipler ¢alistiriyordu, ancak verilerin hacmi ve
cesitliligi, manuel analiz kapasitesini ¢ok asmis durumdadir. Ayni1 zamanda, bilgisayarlar
cok daha giiclii ve ag iletisimi her yerde yaygin hale gelmistir. Daha 6nce miimkiin
olandan daha genis ve daha derin analizler saglamak i¢in veri kiimelerini birbirine
baglayabilen algoritmalar gelistirilmistir. Bu fenomenlerin yakinsamasi, veri bilimi
ilkelerinin ve veri madenciligi yontemlerinin giderek yayginlasan is uygulamalarina yol

actig1 goriilmektedir (Provost & Fawcett, 2013: 1).

Asir bilgi yiikiiniin inanilmaz boyutlara ulastig1 giinlimiiz diinyasinda is liderleri,
verileri kullanarak, belirli analizler sonucunda performanslarint 6lgerek ve bunun
sonucunda en hizli ve en optimum karar1 alarak hizla degisen pazar kosullarinda etkili
stratejiler gelistirmek zorundadir. Ozellikle gelecegi etkin bir sekilde tahmin edebilme
yeteneginin verilerde sakli oldugu diisilincesi, verilerin analiz edilmesini zorunlu kilmis
ve yeni arastirmalara yol agmistir. Bu yeni ¢abalar artik is zekasi, is analitigi, veri

madenciligi, veritabanlarinda bilgi kesfi gibi adlar almistir (Akpinar, 2020: 280).

Her yerde bulunan bilgi islem, dijital alan1 gercek diinyadaki faaliyetlerle
yakindan kaplamaktadir. Glinlimiiziin vizyonerleri, makinelerin hayatimiz1 daha zengin
ve daha kolay hale getirmek i¢in gizlice birlikte calistig1 “sessiz” bir bilgisayar diinyasi
hayal etmektedir. Sadece kurumsal finans ve okul ddevlerinin biiyiik sorunlarini degil,
araba anahtarlariin nerede oldugunu, park yeri bulunup bulunamayacagi, gecen hafta
goriilen gdmlegin hala indirimde olup olmadig: gibi kiiglik sikintilar1 da ¢ozeceklerdir.
Saatler elektrik kesintisinden sonra dogru zamani bulacak, mikrodalga internetten yeni
tarifler indirecek, ¢ocuk oyuncaklart yeni oyunlar ve yeni kelimelerle kendilerini
giincelleyecek, giysi etiketleri giysileri takip edecek, kahve fincanlari temizlik personelini
kiif konusunda uyaracak, lamba anahtarlari odada kimse olmadiginda enerji tasarrufu

saglayacak ve kalemler ¢izdigimiz her seyi dijitallestirecektir. Bu yeni diinyada veri

madenciligi nerede bulunacak? Her yerde! (Witten vd., 2017: 528).

Son olarak, “Bilgi giictiir” (Scientia potentia est), Francis Bacon'a atfedilen
Latince bir 6zdeyistir. “Bilginin kendisi giigtiir” (ipsa scientia potestas est) ifadesi,
Bacon’in 1597 tarihli Meditationes Sacrae adl1 eserinde yer almaktadir ve bilgi kesfinin

genellikle veri madenciligi ile esanlamli olarak goriildiigii unutulmamalidir.
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2. VERI MADENCILIGININ TANIMI

Veri madenciligi sade net bir tanimlamas1 yapilamayan bir disiplindir. Literatiirde
veri madenciligi bir¢ok farkli sekilde tanimlanmistir. Tanimi1 genellikle agiklayan kisinin

gecmisine, ilgisine ve goriisiine gore farklilik gostermektedir.

Alanm 6nde gelen uzmanlardan biri olan Piatetsky-Shapiro, veri madenciligini
monoton olmayan bir siirecte verilerden dnceden bilinmeyen, potansiyel olarak yararli
bilgilerin ¢ikarilmasi siireci olarak tanimlamaktadir. Bu siire¢ kiimeleme, veri 6zetleme,
simiflandirma kurallarin1 6grenme, bagimlilik aglarini bulma, degisiklikleri analiz etme

ve anomalileri tespit etme gibi bir¢ok farkli teknik yaklagimi icermektedir (Akpinar,
2000: 2).

Veri madenciligi, verilerdeki kaliplar1 kesfetme siireci olarak tanimlanmaktadir.
Islem otomatik veya yari otomatik yapilmaktadir. Kesfedilen kaliplar, ekonomik bir
avantaj gibi bazi faydalara yol agmalar1 agisindan anlamli olmasi gerekmektedir (Witten

vd., 2017: 6).

Veri madenciligi, beklenmedik iliskileri kesfetmek ve biiyiik verileri hem
anlasilabilir hem de veri sahibi i¢in yararl olacak yeni yollarla 6zetlemek i¢in gézlemsel
veri kiimelerinin analizidir. Veri madenciligi yoluyla elde edilen iliskiler ve &zetler
genellikle model veya Oriintii (pattern) olarak adlandirilir (Kumar & Wahidabanu, 2009:
44).

Veri madenciligi, gecerli tahminler yapmak i¢in kullanilabilecek verilerdeki
kaliplar ve iligkileri kesfetmek i¢in cesitli veri analiz araclarin1 kullanma siirecidir (Two

Crows Corp., 2005: 1).

Veri madenciligi, bilim adamlar1 ve arastirmacilar tarafindan, daha Once
bilinmeyen biiylik miktardaki veriden yeni ve potansiyel olarak ise yarar bilgiler
cikarmaktir. Modern veri madenciligi teknolojilerinin odak noktasi, ham verilerde ¢oklu

iligkileri yansitan gizli kaliplart ve anormallikleri aramaktir (Altexsoft, 2021: 3).

Gartner Group’un tanimina gore veri madenciligi, istatistiksel ve matematiksel
tekniklerle birlikte Oriintii tanima teknolojilerini kullanarak depolama ortaminda
depolanan veri yigmlarinin elenmesi yoluyla anlamli yeni korelasyonlar, oriintiiler ve
trendler kesfetme siirecidir. Oriintii kelimesi, belirli fakat bilinmeyen bir sinifin

nesnelerini veya olaylarini tanimlamaktadir. Bir goriintiiniin daha sonra bilgisayar
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tarafindan algilanabilmesi i¢in, bu goriintii sinifina ait goriintii kaliplarina (6rnegin A

harfinin farkli yazilislari) ses 6rneklerine oriintii denilmektedir (Akpinar, 2000: 2).

Daniel T. Larose ¢alismasinda veri madenciligi i¢in asagidaki tanimlamalari

yapmustir (Larose, 2005: 2):

e Veri madenciligi, Oriintli tanima teknolojilerini, istatistiksel ve matematiksel
teknikleri kullanarak veri ambarlarinda yer alan biiylik miktarda veriyi eleyerek anlamli

yeni korelasyonlar, modeller ve trendler kesfetme stirecidir.

¢ Veri madenciligi, beklenmedik iliskileri kesfetmek ve verileri hem anlagilir hem
de veri sahibi i¢in yararl olacak yeni yollarla 6zetlemek icin gézlemsel veri setlerinin

analizidir.

e Veri madenciligi, biiyilk veri kiimelerinden bilgi c¢ikarmak ic¢in makine
O0grenmesi, Oriintli tanima, istatistik, veri tabanlar1 ve gorsellestirme tekniklerini bir araya

getiren disiplinler arasi bir alandir.

Gorunescu tarafindan yapilan veri madenciligi tanimlamalari ise asagidaki gibidir

(Gorunescu, 2011: 4):

o Istatistik, makine dgrenmesi ve oriintii tanima gibi hesaplama tekniklerini

kullanarak biiyiik veri tabanlarinda kaliplarin otomatik aranmast,

e Verilerden oOnceden bilinmeyen ve potansiyel olarak faydali bilgilerin

c¢ikarilmast;
e Veri kiimelerinden veya veri tabanlarindan faydali bilgiler ¢cikarma bilimi;

e Anlamli kaliplar1 kesfetmek i¢in biiyiik veri kiimelerinin otomatik veya yari

otomatik kesfi ve analizi;
e Verilerde “gizli” (hidden) olan kaliplarin ve iligkilerin tanimlanmasi;

¢ Veri madenciligi metaforik olarak ifade edilecek olursa, aramay1 hizlandirmak
icin metal bir sensor kullanarak, ilgili siireci “otomatiklestirmeye” yarayan meshur

“samanlikta igne aramak” atasoziiyle ifade edilebilir.

Bilgi kesfi, bilgi madenciligi ve makine Ogrenmesi olarak da bilinen veri
madenciligi, biiylik veri yapilarindan degerli bilgilerin ¢ikarilmasi siireci veya yontemi

olarak tanimlanabilir (Altunkaynak, 2017: 13).
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3. VERI MADENCILIGi VE iLiSKiLi OLDUGU DiSiPLINLER

Veri madenciligi, veri tabani sistemleri, istatistik, makine Ogrenmesi,
gorsellestirme ve bilgi bilimi gibi birgok disiplini bir araya getiren disiplinler aras1 bir
alandir (Sekil 9). Ayrica veri madenciligi yaklagimina bagl olarak, sinir aglari, bulanik
mantik veya kaba kiime teorisi, bilgi gdsterimi, timevarimsal mantik programlama veya
yiiksek performansli hesaplama gibi diger disiplinlerden de teknikler kullanilabilir (Han
& Kamber, 2006: 29).

Sekil 9. Birden Fazla Disiplinin Birlesimi Olarak Veri Madenciligi

4 N
Veri Tabani Sistemleri Istatistik Makine Ogrenmesi
- ¢ J
4 N
VERI
MADENCILIGI
J
Gorsellestirme Bilgi Bilimi Diger Disiplinler

Kaynak: Han & Kamber, 2006: 29.

1990’lardan bu yana, genellikle verilerde “madencilik” siireci olarak tanimlanan
veri madenciligi kavrami, akademik alandan isletme veya tibbi faaliyetlere kadar bircok
ortamda popiilerlik kazanmistir. Veri madenciligi, kisa bir gegmise sahip bir ¢aligma alani
olmast ve heniiz “ergenlik” asamasini gegmemis olmasi nedeniyle ¢esitli bilim dallari
tarafindan halen tartisilmaktadir. Dolayisiyla Daryl Pregibons’un “veri madenciligi
istatistik, yapay zeka ve veri tabani arastirmasinin birlesimidir” iddiasi hala gecerliligini
korumaktadir (Gorunescu, 2011: 1). Veri madenciligi, Oriintli tanima ve siniflandirma
sorunlarini ele alan yapay zeka ve istatistikteki gelismelere dayanmaktadir. Ayrica yapay
zeka ¢alismalarinin uzantisi olan makine 6grenmesi ve uzman sistemler ile veri tabanlari,
optimizasyon, gorsellestirme gibi ¢esitli disiplin ve teknolojilerdeki gelismelerden de veri

madenciliginin etkilendigi goriilmektedir (Akpinar, 2000: 4).

Veri madenciligi “istatistiksel analiz ve modelleme” ve “makine 6grenmesi”

kullanimiyla baslamistir. Bu nedenle veri madenciliginde, verilerin icerdigi bilgilerin
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ortaya c¢ikarilmasi igin ileri teknolojiler ve mesleki deneyim birlikte kullaniimalidir

(Ersoz ve Cinar, 2021: 399).

Veri madenciligi, istatistik gibi ¢esitli analizler yoluyla verilerden bilgi edinmeyi
ve 0grenmeyi de igeren bir alandir. Temel olarak, biiylik veri tabanlarindaki karmasik
verilerde oriintiiler bulmayi, anlamli ve faydali bilgileri kesfetmeyi ve ¢ikarilan bilgileri
anlasilir bir sekilde sunmay1 saglar. Ayrica istatistiksel analizlerde oldugu gibi veri
madenciligi de gelecege yonelik tahminlerde bulunmay1 miimkiin kilmaktadir (Emre ve

Erol, 2017: 163).

Veri madenciligi yontemlerinden bazilar istatistiksel yontemlere dayanmaktadir
ve bu anlamda bu iki yaklasim i¢ i¢e goriilebilir. Bu kismen dogru olsa da veri madenciligi
yontemlerini klasik istatistiksel yontemlerden ayiran bazi o6zellikler bulunmaktadir.

Bunlardan bazilari;

e Veri madenciligi yontemlerinin nispeten daha biiylik veri yapilarinda

kullanilmasi,

e Klasik istatistiksel yontemler i¢in gerekli bircok varsayim (6rn. dagilim
varsayimlari, varyansin homojenligi, dagilimlar arasindaki yakinsama ile ilgili

varsayimlar) cogu zaman gerekli olmamasi,

¢ Hipotez kurmak ve bu hipotezi test etmek i¢in veri toplamak yerine mevcut

verilerden faydali sonuglar elde edilmeye ¢alisiimast,

e Yeni veriler eklendikge elde edilen modellerin veya kurallarin egitilmesine
devam edilmesi olarak ifade edilebilir (Hosking vd. 1997’den akt. Altunkaynak, 2017:
14-15).

Veri madenciligi analizinde, veri setinin tamami analiz edilerek daha
spesifik/yerel bilgi elde edilir. Bu durumda, genelden 6zele dogru bir bilgi kesfinden s6z
edilir, yani tiimdengelimli bir yaklasim benimsenir. Buna karsin istatistiksel analiz, ana
kiitleden secilen Ornegin analizinden elde edilen sonuclar tiim ana kiitle/veri setine
genellestirildiginden tiimevarimsal yaklasimi kullanir. Bu yaklasimda 6zelden genele

dogru bir yonelim s6z konusudur (Emre ve Erol, 2017: 163).

Veri madenciligini, biiyiik veri kiimelerini farkli acilardan analiz etme ve bu
bilgileri ¢esitli durumlara gore yararli kilmak ve 6zet olarak gérmek i¢in korelasyonlari

ve kaliplar1 ortaya ¢ikarma siireci olarak ifade edilebilir. Glinlimiizde veri madenciligi
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yapay zeka, istatistik, veri bilimi, veri tabani teorisi ve makine 6grenmesi gibi bir¢cok

teknikle harmanlanmaktadir (Exastax, 2017a: 2).

Veri bilimi, hem yapilandirilmis hem de yapilandirilmamis verileri anlamay1 ve
igerdigi ig¢goriileri arastirmayi amaglayan siirekli gelisen bir disiplindir. Veri bilimi,
biiyiik veriden yararlanmaktadir. Bununla birlikte makine 6grenmesi, yapay zeka, derin
o0grenme ve veri madenciligi dahil olmak tizere farkli calismalar, yontemler, teknolojiler
ve araclardan yararlanmaktadir. Veri bilimi alani, biiyiik 6l¢lide veri analizi, istatistik,
matematik, programlama, veri gorsellestirme ve yorumlamaya dayanmaktadir. Veri
biliminin daha genel bir kullanimi1 vardir. Bilgisayar bilimi veya uygulamali matematik
gibi bir ¢aligma alanidir. Veri madenciligi daha ¢ok bir veri bilimi silirecindeki tekniklerle
ilgilidir, ancak Orilintii tanima, istatistiksel analiz ve veri akis1 yazma her iki alanda da
uygulanabilir. Veri bilimi ve buna bagl olarak veri madenciligi, makine 6grenmesi, derin
dgrenme ve yapay zeka icin gerekli bilgi tabanini olusturmak igin kullamilabilir. Ifade

edilen kavramlar arasindaki iliskiler asagida Sekil 10°da verilmistir (Altexsoft, 2021: 4).

Sekil 10. Veri Bilimi, Makine Ogrenme, Yapay Zeka, Derin Ogrenme ve Veri Madenciligi
Arasindaki Iliskilerin Gosterimi

VERI BILiMi

Veri Madenciligi

Modeller ve
Ham Veri S vVeri [ Veri [ Kesifsel | AR St [
Toplama isleme Temizleme Veri Analizi sorsellestirme Verme
Sinir A&

Veri
Uretimi

Akills Derin Ogrenme
l Ajanlar

Yapay
Zeka

Kaynak: Altexsoft, 2021: 4.

Uretim ve hizmet sirketlerinde biriken biiyiik veri tek basina bir anlam ifade
etmemektedir. Ancak veriler islendiginde, belirli oriintiiler hakkinda sonuglar ¢ikararak
anlam kazanmaktadir. Veriye dayali yontemlerle ilgili siire¢ modelleri veri madenciligi,
biiyiikk veri ve analitigi, is analitidi vb. isimlerle tanimlanmasalarda onlarca yildir

kullanilmaktadir (Ers6z ve Cinar, 2021: 398). Gilinlimiizde bu kavramlar daha net
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anlagilmakta ve genellikle veri bilimi ad1 altinda tanimlanmaktadir. Veri bilimi; istatistik,
veri analitigi, yapay zeka ve bilimsel yontemler gibi cesitli disiplinleri birlestirmektedir.
Veri bilimi; matematik, istatistik, makine Ogrenmesi, algoritmalar ve diger benzer
disiplinleri kullanarak ham verilerden anlamli iliskiler ¢ikararak miisteri davranisi ve
egilimleri vb. ile ilgilenen bir disiplin olarak da tanimlanabilir. Veri bilimini
uygulayanlara “Veri Bilimcisi” denilmektedir. Giinlimiizde bir veri bilimcisi; veri
madenciligi, makine 6grenmesi, biiyiik veri analitigi, veri analizi, istatistik, bilgisayar

programlama ve veri gorsellestirme gibi uzmanliklara sahip olmalidir (Li, 2016: 1).

Veri biliminde tahmin (prediction), genellikle bilinmeyen bir degeri tahmin etmek
anlamma gelmektedir. Bu deger gelecekte olabilecegi gibi, su anda veya gecmiste de
olabilir. Veri madenciligi genellikle tarihsel verilerle ilgilendiginden, modeller siklikla
gecmisten gelen olaylar kullanilarak olusturulmakta ve test edilmektedir. Kredi
puanlamasi i¢in tahmine dayali modeller, potansiyel bir miisterinin temerriide diisme
olasiligin1 tahmin etmektedir. Istenmeyen e-posta filtrelemeye yodnelik tahmine dayali
modeller, belirli bir e-postanin istenmeyen e-posta olup olmadigini tahmin etmektedir.
Dolandiricilik  tespiti i¢in tahmine dayali modeller, bir hesabin dolandirilip
dolandirilmadigint tahmin etmektedir. Burada onemli olan, modelin bilinmeyen bir

degeri tahmin etmek i¢in kullanilmasi durumudur (Provost & Fawcett, 2013: 45).
4. VERi MADENCILiGi VE MAKINE OGRENMESI

Veri madenciligi alani, makine 6grenmesinin bir dali olarak ortaya ¢ikmistir ve
ikisi yakindan iligkili olmaya devam etmektedir. Her iki alanda da yararli veya
bilgilendirici kaliplar1 bulmak i¢in veriler analiz edilmektedir. Teknikler ve algoritmalar
her ikisi arasinda paylasilmaktadir. Aslinda, alanlar o kadar yakindan iligkilidir ki,
aragtirmacilar genellikle her iki topluluga da katilmakta ve bunlar arasinda sorunsuz bir
sekilde hareket etmektedir. Bununla birlikte, perspektif saglamak i¢in baz1 farkliliklar
ele almabilir. Makine 6grenmesi bir¢ok performans iyilestirme tiiriiyle ilgilendiginden
robotik ve bilgisayarla gorsellestirme gibi veri madenciliginin pargasi olmayan alt alanlar1
icermektedir. Ayn1 zamanda, veri madenciligi ile ilgili olmayan ara¢ ve biligsel konulari
(akilli arag, 0grenilmis bilgiyi kendi kendine kullanma) ele almaktadir. Tarihsel olarak,
veri madenciligi, gercek diinya uygulamalarinin incelenerek ortaya ¢ikan sorunlara
odaklanan bir aragtirma alan1 olarak makine 6grenmesinden ayrilmistir ve yaklasik on yil
sonra veri madenciligi toplulugu, makine Ogrenmesinden ziyade, uygulamalarla

ilgilenmeye devam etmistir. Bu nedenle, ticari uygulamalara ve veri analizinin is
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sorunlarina odaklanan aragtirmalar, makine Ogrenmesi yerine veri madenciligi
topluluguna yonelme egilimindedir. Veri Madenciligi ayrica veri analitiginin tiim
siireciyle (veri hazirlama, model 6grenme, degerlendirme vb.) daha fazla ilgilenmektedir

(Provost & Fawcett, 2013: 40).

Makine 6grenmesi basli basina bir alan olarak 1990’larda yeniden gelismeye
baslamistir. Bu alan degisiminin amaci, pratik hayatta c¢oziilebilir sorunlarin ele
alinmasinda yapay zekay1 kullanmaktir. Makine 6grenmesi ve veri madenciligi genellikle
ayni yontemleri kullanmaktadir ve bu yontemler 6nemli 6l¢iide Ortlismektedir. Bu

yontemler genel olarak su sekilde ayirt edilebilir:

e Makine 6grenmesi, bilinen 6zelliklere dayali olarak 6grenilen verilerden yapilan

tahminlere odaklanmaktadir.

¢ Veri madenciligi ise gecmis verilerdeki bilinmeyen 6zelliklerin kesfedilmesine

odaklanmaktadir. Bu, veri tabanlarinda bilgi kesfi analizinin bir adimidir.

Bu iki alan birgok yonden ortiismektedir. Veri madenciligi bir¢ok makine
O6grenmesi yontemini kullanmaktadir, ancak cogu zaman mantiksal olarak farkli hedefleri
vardir. Ote yandan, makine dgrenmesi, 6grenme dogrulugunu artirmak igin denetimsiz
O0grenme veya On isleme adimi gibi veri madenciligi yontemlerini de kullanmaktadir

(Alkan, 2018: 2).

Kurumlar artik diisiik maliyetle bilisim ve veri depolama c¢dziimleri satin
alabilmektedirler. Boylece bilgiye kolayca erisebilmekte ve internet aglari {izerinden
paylasabilmektedirler. Veri madenciligi ve makine 6grenmesi teknolojisinin degeri,
bliylik miktarda veriyle ugrasan sektorlerin ¢ogu tarafindan kabul edilmistir. Verilerden
onemli ve degerli iligkiler ¢ikararak ve zaman zaman gercek zamanl tahminler yaparak
sektorde daha etkin ¢aligmak veya rakiplerine gore avantaj saglamak miimkiin hale
gelmistir. Biiylik veriler arasindaki iligkilerin ve oriintiilerin kesfedilmesine olanak
saglayan, yapilacak arastirmaya ve verinin tliriine uygun veri madenciligi ve makine
ogrenmesi teknikleri bulunmaktadir. Veri madenciligi, veri tabanlarindaki bilginin kesfi
olup, makine 6grenmesi algoritmalarin1 kullanarak biiylik veri kiimelerinden anlamli

iliskiler ve kurallar ¢ikaran bir disiplindir (Ers6z ve Cinar, 2021: 398).

Makine 6grenmesi, karar verme modellerini gelistirmek i¢in veri madenciligi ve
hesaplamal1 zeka algoritmalarini kullanmaktadir. Veri madenciligi ve makine 6grenmesi

is kullanimu i¢in bir¢cok uygulamaya sahiptir. Akademik ¢aligsmalara bakildiginda, tahmin
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caligmalarinda kullanilan algoritma ve tekniklerin veri madenciligi veya makine
ogrenmesi kavramlarinin kullanildigi goriilmektedir. Bu iki disiplin arasinda benzerlikler

olsa da giiniimiizde farkli kavramlar olarak anilmaktadir (Shafiq vd., 2020: 22).

Makine 6grenmesi, 1959°da yapay zekada sayisal 6grenme ve Oriintli tanima
aragtirmalarindan dogan bilgisayar biliminin bir alt disiplinidir. Makine 6grenmesi,
yapisal bir iglev olarak veriler hakkinda Ogrenebilen ve tahminler yapabilen
algoritmalarin incelenmesi ve olusturulmasi ile ilgili bir sistemdir. Bu tiir algoritmalar,
statik program talimatlarimi kat1 bir sekilde takip etmek yerine girdi 6rneklerine dayali
olarak veri tabanli tahminler ve kararlar almak i¢in bir model olusturarak ¢alismaktadir

(Alkan, 2018: 2).

Makine Ogrenmesini yapay zekanm bir alt kiimesi olarak degerlendirebiliriz.
Yapay zeka, insan gibi davranan bir teknoloji fikriyken, makine 6grenmesi algoritmalari,
biiyiik verilerde kaliplari bulmakla ilgilidir. Bu kendi kendine 6grenen algoritmalar,
makinelerin veri kiimelerinden o6grenmesini saglamaktadir. Makine Ogrenmesi
algoritmalari, mevcut verilerdeki kaliplar1 algilayarak gelecekteki verilerdeki benzer
kaliplar1 tanimlayabilmekte ve veriye dayali tahminler yapabilmektedir. Bu algoritmalar,
davraniglari deneysel verilere dayali olarak gelistirmektedir. Boylece yeni kosullara uyum
saglayarak belirli talimatlarla yazilim rutinlerini kodlamaktan daha fazlasini
basarabilirler. Bu nedenle, makinelerin bir gdrevi nasil gergeklestireceklerini
deneyimlerden 6grenmek i¢in ‘egitildigini’ sdyleyebiliriz. Giinliik hayatimizda kargimiza
cikan makine 6grenmesi uygulamalari, google search, netflix, sosyal medya, reklamlar,
kisisel asistanlar (siri), dolandiricilik 6nleme, risk analizi, daha iyl miisteri i¢ goriisii
edinme ve tip bilimini gelistirmek gibi bir¢ok alanda ¢dzlimler i¢in yogun bir sekilde

kullanilmaktadir (Exastax, 2017b: 3-4).

Yonetim tahminleri muhasebede her yerde bulunur: bilangco ve gelir tablosu
kalemlerinin ¢ogu tahminlere dayanmaktadir. Bu tahminler, hem objektif tahmin hatasina
hem de yoOnetimin manipiilasyonuna agiktir. Dolayisiyla finansal raporlarin
giivenilirligini ve uygunlugunu etkilemektedir. Makine 6grenimi yonetim tahminlerini
onemli Olclide 1iyilestirebilmektedir. Makine Ogrenimi ydntemleri, yoneticiler ve
denetciler i¢in muhasebe tahminlerini iyilestirebilir ve yatirimcilar i¢in finansal bilgilerin

yararliligin artirabilir (Ding vd., 2020: 1098).
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5. VERIi MADENCILIGININ TARIHI

Bilginin 6neminin artmasiyla birlikte bilgiye erisimin kolaylastirilmasina ve
eldeki bilgilerin kullanilarak analizinin yapilmasina ihtiyag duyulmustur. Geg¢miste,
bilgiye ulagsmak ve kayit altina almak zaman alic1 bir isken, bilgiye dayali olarak yetersiz
karar alma mekanizmalar1 hizli ¢alisarak verimsiz sonuglara yol agiyordu. Modern
zamanlarda bilgiye erisim hizlanirken, elde edilen bilgilerin analiz edilmesi i¢in sayisiz
yontem ve karar mekanizmalar1 gelistirilmis, ¢iktt asamas1 daha karmasik hale gelmis ve
bliyiik 6l¢iide bilginin verimli kullanilmasina odaklanilmistir. Verilerden en iyi sekilde
yararlanmak i¢in kullanilan yontemlerin karmasikligi ve zorlugu, bu islemleri
gerceklestirmek icin  bilgisayarlarin  kullanilmasi  fikrini  dogurmustur. Cesitli
matematiksel ve istatistiksel hesaplamalar1 temel alan algoritmalar gelistirilmesiyle

birlikte “veri madenciligi” kavrami ortaya ¢ikmistir (Akgay, 2014: 32).

Glinlimiizde bilgisayarlar hemen hemen her eve girmistir ve internet erigimi
neredeyse her yerde mevcuttur. Artan sabit disk kapasiteleri ve bilgiye her yerden
ulasabilme olanagi sayesinde bilgisayarlar biiyiik miktarda veriyi depolayabiliyor ve
islemleri daha kisa siirede gerceklestirebiliyor. Gegmisten giinlimiize her zaman veriler
yorumlanmis, bilgiye ulasilmaya calisilmig ve bu amagla cihazlar gelistirilmistir. Bu
sayede gecmisten gelen bilgiler giiniimiize aktarilabilir hale gelmistir (Savas vd., 2012:
4).

Veri madenciligi; zaman i¢inde teknolojik gelisme ve is yapilarinin geligsmesi
sonucunda, biiyiikk miktarda veriyi, hizla kullanilabilir bilgiye doniistiirme ihtiyacinin
dogal bir sonucu olarak ortaya ¢ikmistir (Han & Kamber, 2006: 5). Veri madenciligi;
1700’lerde Bayes teoremi ve 1800’lerde regresyon analizi gibi ¢ogunlukla verilerdeki
kaliplar tanimlayan erken veri madenciligi yontemleriyle baslayan uzun bir ge¢gmisi olan
bir disiplindir (Exastax, 2017a: 1). Asagidaki kronolojide, veri madenciligi tarihindeki

onemli kilometre taglar1 ifade edilmistir.
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Sekil 11. Veri Madenciligi Tarihindeki Onemli Kilometre Taslar

. * Bayes' Teoremu (1763)
Istatistik * Regresyon (1805)

o

VERI MADENCILIGI

SR * Turing (1936)
Bllglsa“‘ ar * Sinir Aglar: (1943)
Cagl * Evrimsel Hesaplama (1965)
* Veritabanlar1 (1970'ler)
ST * Genetik Algoritmalar (1975)

"v\-"} * Veritabanlarinda Bilgi
U Kesfi (1989)
\ * Destek Vektor Makineler
| (1992)
,"’ . * Veri Bilimi (2001)
: ,‘I * Moneyball (2003)

Veri
Madenciligi

;

* Biiyik Veri
* DJ Patil (2015)

Kaynak: Exastax, 2017a: 2.

Sekil 11°de veri madenciligi tarihi; istatistikteki gelismeler, bilgisayar ¢agindaki
gelismeler, veri madenciligindeki gelismeler ve bugiinkii gelismeler olmak {izere dort

donemde ele alinmistir.

Veri madenciligi, biiylik veri olarak da adlandirilan biiyiik veri kiimelerindeki
kaliplar1 kesfetme ve ortaya c¢ikarma stirecidir. Veri madenciligi, istatistik, veri bilimi,
veri tabani teorisi ve makine 6grenmesinden bir dizi yontemi birlestiren bilgisayar
biliminin bir alt alanidir. Veri madenciligi kavrami bilgisayardan once de vardi. Veri
madenciliginin istatistiksel baslangici, 1763 yilinda Bayes teoreminin ve 1805 yilinda
regresyon analizinin kesfi ile baglamistir. 1936’da Alan Turing tarafindan bugiinkii
bilgisayarlar gibi hesaplamalar yapabilen genel amagli bir makine fikri ortaya atilmistir.
1943°te Warren McCulloch ve Walter Pitts tarafindan ilk defa sinir aglarinin kavramsal
modeli gelistirilmigtir. 1970’lerde veri taban1 yonetim sistemleri gelistirilmis, 1975°te
John Henry Holland’in, genetik algoritmalar iizerine ¢igir acan “Dogal ve Yapay

Sistemlerde Adaptasyon” adli kitab1 yayinlanmis, 1989°da “Veri Tabanlarinda Bilgi
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Kesfi” terimi Gregory Piatetsky-Shapiro tarafindan ilk defa kullanilmistir. Bu gelismeler
sayesinde, mevcut veri madenciligi anlayisi i¢in zemin hazirlanmistir. 1990’11 ve 2000’1i
yillarda bilgisayar islemcilerinin, veri depolamanin ve teknolojinin biiyiimesiyle birlikte
veri madenciligi yalnizca daha gii¢lii degil, ayn1 zamanda her tiirlii durumda daha iiretken
hale gelmistir. 2003 yilinda Moneyball kitabi, kadrosunu olustururken analitiklerin
rehberliginde hareket eden profesyonel bir beyzbol takiminin Sykiisii aracilifiyla veri
madenciligini daha genis bir kitleye tanitmistir. Sirketler biiylik veri ¢6ziimlerini giderek
daha farkli durumlarda kullanmasi sonucunda, veri madenciligi artik bir¢ok sektoérde ¢cok

onemli bir rol oynamaktadir (Li, 2016: 2-5; Bulutistan, 2023: 2).

Veri madenciliginin kokleri klasik istatistik, yapay zekd ve makine 6grenimi
olmak tizere li¢ aile ¢izgisine kadar uzanmaktadir. Bu {i¢ ¢izgiden en uzunu klasik
istatistiktir. Klasik istatistik, veri ve veri iliskilerini incelemek i¢in kullanilan regresyon
analizi, standart dagilim, standart sapma, standart varyans, diskriminant analizi,
kiimeleme analizi ve giiven araliklar1 gibi kavramlar1 igerir. Veri madenciliginin ikinci
ailesi yapay zekadir. Istatistigin aksine bulugsal yontemlere dayanan bu disiplin, insan
muhakemesine benzer islemleri istatistiksel problemlere uygulamaya calisir. Veri
madenciliginin {igiinci ailesi, daha ¢ok istatistik ve yapay zekanin birlesimi olan makine
O0grenimidir. Veri madenciligi bircok bakimdan esas olarak makine Ogrenimi
tekniklerinin is uygulamalarina uyarlanmasidir. Veri madenciligi en iyi sekilde istatistik,
yapay zeka ve makine 6grenimindeki tarihsel ve giincel gelismelerin birlestirilmesi olarak
tanimlanir. Bu teknikler daha sonra verileri incelemek ve dnceden gizlenmis egilimleri
veya kaliplar1 bulmak i¢in birlikte kullanilir. Veri madenciligi, normalde bulunmasi
imkansiz olan egilimleri kesfetmek i¢in biiyiik miktarlarda veriyi analiz etmesi gereken

bilim ve is diinyasinda giderek daha fazla kabul gérmektedir (Kadyan vd., 2012: 2).

Teknolojinin artan giicii ve veri setlerinin karmagikligi, veri madenciliginin statik
veri dagitimindan daha dinamik ve proaktif bilgi dagitimina dogru gelismesine yol
acmistir. Diger bir ifadeyle bantlardan, sabit disklerden gelismis algoritmalara ve devasa
veri tabanlara dogru gelisim gostermistir. Gelisim siireci asagida yer alan Tablo 11°de
verilmigtir. 1980’lerin sonlarinda, veri madenciligi terimi istatistik¢iler, veri analistleri ve
yonetim bilgi sistemleri (MIS) topluluklar1 tarafindan bilinmeye ve kullanilmaya
baslanmistir (Bigdatapath, 2017: 3). Giinlimiizde veri madenciligi bircok alanda
kullanilmaktadir. Veri madenciligi, karar verme siireci i¢in gerekli olan veri analizini

yaptigindan operasyonel kararlarin 6tesinde stratejik karar verme siire¢lerinde ¢ok dnemli
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bir konuma sahiptir. Sirketler, giiniimiizde yogun olarak kullandiklar1 Miisteri Iliskileri

Yonetimi (CRM), Kurumsal Kaynak Planlama (ERP) gibi uygulama ve teknikler

yardimiyla veri madenciligi uygulamalarini kullanmaktadir (Lezki, 2019: 4).

Tablo 11. Veri Madenciliginin Yakin Gegmisi

.. . . Kullanilan Uriin w
Gelisim Evreleri Isletme Sorunu Teknolojiler Tedarikgileri Ozellikler
. “Son bes yildaki . Gegmise doniik
Veri Toplama - Bilgisayarlar, . ) ’
, toplam gelirim ne . IBM, CDC statik veri
(1960’11 yillar) Kadardi?” kasetler, disketler dagitimi
Iliskisel veri
“Gegen martta tabanlari Kayit diizeyinde
Veri Erigimi Ingiltere’deki (RDBMS), ﬁ};%iﬁ’if)ﬁtgﬁj ' gecmise doniik,
(1980°1i yillar) birim satislart ne | Yapilandirilmis Microso f,t ' dinamik veri
kadardi1?” sorgu dili (SQL), sunumu
oDBC
“Gegen martta A ..
L v g1 Cevrimigi analitik .
. Ingiltere’deki . . Coklu diizeylerde
oA | e[S (OLAP) | Pl St | i
s g kadard1? Boston’a yutlu v hor, Lognos, dinamik veri
(1990’11 y1llar) tabanlari, Veri Microstrategy
kadar ayrmtili ¥ A sunumu
bilgi edinin.”
“Gelecek ay Slel(fil?rifalar ok Pilot, Lockheed,
Veri madencilisi Boston birim ; li meili ¢ IBM, SGI, Cok Gelecege yonelik,
(Giiniimiiz) & satislar1 ne olmasi b$i| isavarlar sayida startup proaktif bilgi
muhtemel? gisayariar, (yeni gelisen sunumu
» devasa veri .2
Neden? endiistri)
tabanlari

Kaynak: Bigdatapath, 2017: 4.

Gegmisten giiniimiize her zaman veriler yorumlanmais, bilgi aranmis ve bu amagla

cithazlar yapilmistir. Bu sayede bilgiler ge¢misten giiniimiize aktarilmistir. 1950’11
yillarda ilk bilgisayarlar sayimlarda kullanilmaya baslandi. 1960’11 yillarda teknoloji
diinyasina veri tabani ve veri depolama kavrami girdi. 1970’1li yillarda iligkisel veri tabani
yonetim sistemlerine yonelik uygulamalar ortaya ¢ikti. 1980’11 yillarda veri tabani
yonetim sistemleri yayginlasarak bilimsel alanlarda, mihendislik vb. alanlarda
kullanilmaya baslandi. 1990’11 yillarda insanlar, veri miktar1 katlanarak artan veri
tabanlarindan nasil faydali bilgiler bulunabilecegini diisiinmeye basladi. 2000’1i yillarda
veri madenciligi gelismeye devam etti ve artik neredeyse her alanda kullanilmaya
baslandi. Sonuglarin faydalar netlestikce bu alandaki c¢alismalar ve uygulamalar da
stirekli artmaktadir. 2010’Iu yillar biiyiik veri kavraminin giderek yayginlastigi bir donem
olarak tarihe gegti. 2020’11 yillar; nesnelerin interneti, bulut bilisim ve derin 6grenme gibi
disiplinlerle veri cesitliliginin artmasina paralel olarak veri isleme algoritmalar1 da

cesitlendi (Savas, 2020: 1).
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6. VERI MADENCILIiGi MODELLERI

Somut sorunlar1 ¢dzmek icin, veri madenciliginde kullanilan modeller, tahmin
edici modeller (predictive) ve tanimlayict modeller (descriptive) olmak {izere iki ana

baglikta ele alinmaktadir.

Tahmin edici modeller; sonuglar1 bilinen verilere dayali bir model gelistirmeyi ve
olusturulan bu model kullanilarak sonuglar1 bilinmeyen veri kiimeleri i¢in sonug
degerlerinin tahmin edilmesini i¢ermektedir. Ornegin, bir banka ge¢mis dénemlerde
kullandirmis oldugu kredilere iliskin gerekli tiim verilere sahiptir. Bu verilerde bagimsiz
degiskenler krediyi alan miisterinin 6zellikleri, bagimli degisken ise kredinin geri 6denip
O0denmedigidir. Bu verilerden yola ¢ikilarak olusturulan model, sonraki kredi
basvurularinda miisteri 6zelliklerine gére kredinin geri 6denip 6denmeyecegini tahmin

etmek i¢in kullanilabilir (Akpinar, 2000: 5).

Tahmin edici modeller, bir veya daha fazla degiskeni tahmin etmek igin bir
degisken alt kiimesi kullanilarak elde edilen tahmine dayali hedefleri igermektedir. Diger
degiskenlerin heniiz bilinmeyen gelecekteki degerlerini tahmin etmek i¢in baz1 mevcut
degiskenleri kullanmaktadir. Stniflandirma, regresyon, anomali/aykir1 deger tespiti 6rnek

olarak verilebilir (Gorunescu, 2011: 5-14).

Tanimlayic1 modeller; karar vermek ic¢in kullanilabilecek mevcut verilerdeki
orlintiileri tanimlar. Tanimlayic1 modellere 6rnek olarak, geliri X-Y araliginda olan ve iki
veya daha fazla cocugu olan ailelerle, geliri X-Y araliginin altinda olan ¢ocugu olmayan

ailelerin satin alma davranislarinin benzer oldugu bulgusu verilebilir (Akpinar, 2000: 5).

Tanimlayic1 modeller, verileri tanimlayan ve kullanici tarafindan kolayca
anlasilabilen, yorumlanabilen kaliplarin belirlenmesiyle elde edilen tanimlayict
hedeflerdir. Kiimeleme, birliktelik kurali kesfi, sirali riintiiler 6rnek olarak verilebilir

(Gorunescu, 2011: 5-14).

Sekil 12’de, veri madenciligi modellerinin islevlerine gore sematik gosterimi

verilmistir.
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Sekil 12. Veri Madenciligi Modelleri

[ Veri Madenciligi Modelleri ]
I

v v

[ Tahmin Edici ] [ Tanimlayici ]
| I

v v v v

Siniflandirma Regresyon Kiimeleme Birliktelik Kura}larl ve
Ardisik Zamanli Oriintiiler

Kaynak: Akpinar 2000: 5.

6.1. SINIFLANDIRMA VE REGRESYON

Veri madenciliginde smiflandirma islemi en basit sekliyle bagimsiz degisken
degerleri bilindiginde bagimli degiskenin degerinin tahmin edilmesi islemidir
(Altunkaynak, 2017: 18). Siniflandirma problemleri, her bir durumun ait oldugu grubu
gosteren Ozellikleri belirlemeyi amaglar. Bu model hem mevcut verileri anlamak hem de

yeni vakalarin davranigini tahmin etmek i¢in kullanilabilir (Two Crows Corp., 2005: 10).

Regresyona dayali yontemler, akademi ve arastirmalarda en popiiler ve yaygin
olarak kullanilan yontemlerdir. A¢iklamalar1 ve liretim ortaminda kullanimi kolaydir. Bu
yontem simifinda, bagimli degisken ile bir dizi bagimsiz degisken arasindaki iliski,
olasiliksal bir yontemle veya hata fonksiyonunun minimizasyonuyla tahmin edilmektedir
(Ramasubramanian & Singh, 2017: 224).

Regresyon analizi temel olarak asagidaki durumlar ifade etmektedir (Gorunescu,

2011: 25).
e Coklu degiskenler arasinda nicel bir iligkinin belirlenmesi;

e Bir degiskenin degerlerini diger degiskenlerin degerlerine gore tahmin

edilmesidir.

Regresyon, diger degerleri tahmin etmek i¢in mevcut degerleri kullanmaktadir.
En basit durumda, regresyon, dogrusal regresyon gibi standart istatistiksel teknikleri
kullanmaktadir. Satis hacimlerini, hisse senedi fiyatlarini ve iiriin basarisizlik oranlarini
tahmin etmek ¢ok zordur. Ciinkii bunlar birden fazla tahmin degiskeninin karmasik

etkilesimlerine bagl olabilir. Bu nedenle, gelecekteki degerleri tahmin etmek i¢in lojistik
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regresyon, karar agaclari veya yapay sinir aglar1 gibi daha karmagsik teknikler
kullanilabilir (Two Crows Corp., 2005: 10).

6.2. KUMELEME

Kiimeleme, gozlem birimlerini benzerliklerine veya farkliliklarina gore gruplara
ayirma iglemidir. Gozlemler arasindaki mesafeler benzerlikleri bulmak i¢in kullanilir.
Uzaklik degerlerine gore kiimeler olusturulur (Altunkaynak, 2017: 18). Diger bir ifadeyle
kiimeleme analizi, benzerliklerine dayali olarak nesnelerin gruplarin1 (kiimelerini)
olusturma anlamina gelmektedir. Gruplar birbirinden yeterince farkliyken, her grup
icinde yliksek derecede benzerlik vardir. Makine 6grenmesi acisindan kiimeleme, bir
denetimsiz 0grenmedir. Bir kiimeleme algoritmasi, belirli bir kiimedeki dogal nesne
gruplarini tanimlamay1 amaglar ve bu nedenle, belirli bir kritere dayali olarak nesneler
arasindaki benzerlik derecesini dl¢gmesi gereklidir. Bu nedenle yapilacak ilk is, verilerin
icsel dogasina karsilik gelen ve nesneler arasindaki belirli bir mesafeyi degerlendirmeyi

amaglayan uygun bir 6l¢iimii ele almaktir (Gorunescu, 2011: 271-274).

Kiimeleme modellerinin amaci, kiime {iyelerinin birbirine ¢ok benzer ancak ¢ok
farkli 6zelliklere sahip oldugu ve veri tabanindaki kayitlarin bu farkli kiimelere ayrildig:
kiimeleri bulmaktir. Ilk asamada, veri tabanindaki veri kayitlarinin hangi kiimelere
boliinmesi gerektigi veya kiimelemenin hangi degisken ozelliklerine gore yapilmasi
gerektigi bilinmemektedir. Alan uzmani tarafindan kiimeler tahmin edilmektedir

(Akpinar, 2000: 6).

Kiimeleme siirecinde dikkate alinmasi1 gereken ana noktalar sunlardir (Gorunescu,

2011: 274).

e Problem formiilasyonu - kiimeleme i¢in nesnelerin se¢imi;

e Bir benzerlik 6l¢iisii secimi - kiimelenecek nesneler arasi uygun bir mesafe
se¢imi;

¢ Kiimeleme modelinin se¢imi;

¢ Kiime sayisinin (veya durma kosulunun) se¢imi;

e Grafik gosterimi ve kiimelerin yorumlanmast;

e Cesitli  yontemler kullanarak modelin  gegerliligini  ve saglamhigini

degerlendirmektir.
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6.3. BIRLIKTELIK KURALLARI VE ARDISIK ZAMANLI ORUNTULER

Birliktelik kurallari, birden fazla tercih olusturan gozlem tercihleri arasinda
birliktelik yapilar1 olusturma yontemleridir (Altunkaynak, 2017: 18). Miisterinin satin
alma sirasinda veya ardisik satin almalar sirasinda satin almaya meyilli oldugu mal veya
hizmetleri belirlemek, miisteriye daha fazla iirlin satmanin bir yoludur. Satin alma
egilimlerinin belirlenmesini saglayan birliktelik kurallar1 ve ardigik zamanli Oriintiiler,
pazar sepeti analizi adi altinda veri madenciliginde yaygin olarak kullanilmaktadir.
Ayrica bu modeller, tip, finans ve ¢esitli olaylar arasindaki iliskilerin belirlenerek degerli
bilgi kazanimlarinin elde edildigi ortamlarda da 6nemlidir. Birliktelik kurallari, ayni anda
meydana gelen iliskileri tanimlamak igin kullamlir. Ornegin, az yagh peynir ve yagsiz
yogurt satin alan miisterilerin diyet siitli de alma olasiliklar1 %85’tir. Ardisik zamanl
oOrtintiiler ise birbiriyle iliskili ancak ardisik zaman dilimlerinde meydana gelen iliskileri
tamimlamak i¢in kullanilir. Ornegin, BIST endeksi diiserken A hisse senedinin degeri
%15’ten fazla artarsa, {i¢ i giinii icinde B hissesinin degeri %60 artacaktir (Akpinar,
2000: 7).

Birliktelik kurali algoritmalariyla, degiskenler arasindaki iliskiler gdzlemlenir.
Tahmin ve kesif amagclari i¢in aralarindaki iligkiler 6lgiiliir. Bu yontemlerin, ¢ok boyutlu
biiyiik veri kiimeleri arasindaki iliskileri olusturmak ve tanimlamak i¢in ¢ok yararh
oldugu kanitlanmistir. Popiiler Oneri sistemleri, birliktelik kurali madenciligi
algoritmalarinin bazi varyasyonlarina dayanmaktadir. (Ramasubramanian & Singh, 2017:

227).
7. VERI MADENCILIGINDE SINIFLANDIRMA YONTEMLERI

Veri madenciligi yontemleri, 1980’lerin sonlarindan bu yana verilerden faydali
bilgiler ¢ikarmak i¢in kullanilmaktadir. Bilginin aktif olarak girilip ¢ikildig1 ve gerekli
gereksiz tiim bilgilerin bulundugu veri tabanlarinda veri madenciligi yontemleri
uygulanmamaktadir. ilk adimda, faydali bilgilerin ¢ikarilacagi alt veri seti, veri
tabanindan siliziilmekte ve statik hale getirilmektedir (6rnegin, veri girisi ve ¢ikisinin
olmamasi, giriiltiden armdirilmasi, gerekli donilistimlerin uygulanmasi). Veri
madenciligi yontemlerinin uygulanacagi bu alt veri kiimesi veri ambar olarak ifade
edilmektedir. Veri ambarlar1 kullanilarak veri madenciligi yontemleri uygulanmaktadir

(Altunkaynak, 2017: 13).
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Bu kisimda, ¢aligmada kullanilan veri madenciligi simiflandirma ydntemleri

kavramsal ana hatlariyla agiklanacaktir.
7.1. BAYES INANC AGI (BAYESIAN BELIEF NETWORK - BBN)

Bir Bayes inan¢ agi, diigiimlerin Ozniteliklerle bire bir karsilik geldigi
yonlendirilmis bir asiklik grafiktir (Directed Acyclic Graph - DAG). Agdaki herhangi bir
diigiim, ‘sinif 6zniteligi’ diiglimi olarak se¢ilebilir. A diigiimiinden B diigiimiine ¢izilen
bir ok, A diiglimiinii B diiglimiiniin ebeveyni olarak temsil eder (Han & Kamber, 2006:
315) Bayes teoremine gore, ag grafiginde ebeveynler (parents) géz oniine alindiginda, her
Oznitelik veya diigim, soyundan olmayanlardan kosullu olarak bagimsizdir. Her veri
grubu i¢in X = (X1, X2, X3,.....Xn,), ebeveyn degerlerinin her bir kombinasyonu igin veri
grubu X’in kosullu olasiligin1 temsil eden bir kosullu olasilik tablosu vardir. P(X), n

Oznitelikli bir veri kiimesinin olasilig1 oldugunu varsayalim.
P (X) =P (X1, X2, X3,.....Xn,)
P (X) = P (x1 |Parents (y1)) * P (x2 [Parents (y2)) * ... *x P (xn [Parents (yn))

Burada P(xi [Parents (yi) bir ebeveynin kiime degerlerinin her bir

kombinasyonunun kosullu olasiligidirvei=1, 2, ... n.

Bayes inan¢ agi, Bayes teoremini takip eder. Ancak Naive Bayes
siiflandiricisinin aksine, Bayes inang ag1 kosullu bagimsizlik varsayimi yapmaz. Gergek
hayat problemlerinde, nitelikler arasinda bagimliliklar olabilir. Bu gibi durumlarda, Naive

Bayes siniflandiricisina gore Bayes inang ag1 tercih edilir (Dutta vd., 2017: 388).
7.2. NAIVE BAYES (NB)

Naive Bayes simniflandiricisi, Bayes teoremine dayalidir. Naive Bayes
Smiflandiricinin avantaji, parametreleri tahmin etmek icin egitim verilerinin yalnizca
kiiciik bir boliimiine ihtiyag duymasidir. Bu yontem, girdilerin boyutsalliginin yiiksek
oldugu durumlarda ¢ok kullanighdir (Han & Kamber, 2006: 313).

Naive Bayes modeli, Bayes teorisine dayanan basit bir olasiliksal siniflandiricidir.
Bayes teorisi, gegmis olaylardan 6grenmeyi kullanarak bir olayr tahmin etmek ig¢in
istatistiksel olasiliga dayali karar vermekle ilgilidir. Bu model, bir bagimsiz degisken igin
zay1f veya giiclii bir istatistiksel durum hipotezini takip eder. Bir Naive Bayes
siiflandirma modeli, her 6zellik olasiliginin bagimsiz oldugunu varsayar. Yani, sinifin

diger niteliklerin varligiyla iliskili olmayan belirli nitelikleri oldugunu varsayan bagimsiz

80



bir girdi degiskenine sahiptir. Naive Bayes, basit agiklamasi nedeniyle islevsel bir
siiflandirma araci olarak avantajlara sahiptir ve 6zellikle girdinin boyutsallig1 arttiginda
uygundur. Ayrica, Naive Bayes daha iyi bir sonug tahmin edebilir ¢ilinkii bir Naive Bayes
siniflandirma modeli simif bagimsizligin1 varsayar. Bu nedenle Naive Bayes bazi
durumlarda diger siniflandirma modellerine gére daha iyi dogruluk saglayabilmektedir

(Nawaiseh & Abbod, 2020: 1308).

Bayes siniflandirma yontemi, Bayes olasiligina dayalidir. Bayes olasilik kosulu, k

tane ayrik olay icin olasiligin genellestirilmis bir versiyonudur. Bu olasilik asagidaki gibi

tanimlanir.
iy - FRLEIP)
Burada;
P(Ci/ X) : X durumu verilmigken Cjsimifinin meydana gelme olasilig
P(X/ Cj) : Cjsmifinda X durumunun meydana gelme olasiligi
P(Cj) : Cj smifinin meydana gelme olasiligi
P(X) : X durumunun meydana gelme olasiligi

Olarak tanimlanir ve

k
PO = ) P(X/GP(C)
i=1

seklinde yazilabilir. Bayes siniflandirmasinin amaci X =(Xi,...,Xp), yani bagimsiz

degiskenin vektoriinlin degeri bilinirken bagimli degiskenin degerini tahmin etmektir.

Naive Bayes siniflandiricisi, kurallari, karar agacini veya siiflandiricinin bagka
herhangi bir agik temsilini kullanmayan bir siiflandirma yontemidir. Bunun yerine, en
olast siiflandirmalar1 bulmak i¢in olasilik teorisini kullanir. Naive Bayes, kiiciik bir veri
seti ve nominal degerlerle calisir. Naive Bayes algoritmasinin 6nemli 6zellikleri sunlardir

(Wang, 2017: 57):
. Insa edilmesi ¢ok basittir, egitimi kolay ve hizlidir.

. Yiiksek oranda olgeklenebilirdir.

81



7.3. LOJISTIK REGRESYON (LOGISTIC REGRESSION - LR)

Hem regresyon analizi hem de korelasyon, 19. yiizyilin sonunda “ortalama
gerileme” (regression to the mean) kavramini ortaya koyan iinlii genetik¢i Sir Francis
Galton’un (1822-1911) ¢alismasina kadar uzanmaktadir. Istatistikte, regresyon analizi,
belirli bir degiskenin (sonug/bagimli degisken) degerleri ile diger degiskenlerin (bagimsiz
degiskenler) degerleri arasindaki iligkiyi kuran matematiksel modeli ifade eder. Belki de
en 1yl bilinen regresyon Ornegi, ideal boy ile kiloyu belirlemek icin regresyon
denklemiyle olusturulan tablolar1 kullanarak, bir kisinin boyu ve kilosu arasindaki

iliskinin belirlenmesidir (Gorunescu, 2011: 25).

Lojistik regresyon, tahmini degiskenler (predictor variables) ile kategorik bir
yanit/bagimli degisken (categorical response/dependent variable) arasindaki iliskiyi
modellemektedir (Ramasubramanian & Singh, 2017: 265). Lojistik regresyon, lineer
regresyonun bir genellemesidir. Yanit degiskeni ayrik oldugundan, dogrusal regresyon
ile dogrudan modellenemez. Bu nedenle, olayin kendisinin (yanit degiskeni) gerceklesip
gerceklesmeyecegini tahmin etmek yerine model, meydana gelme olasiliginin
logaritmasini tahmin etmek icin insa edilmistir. Bu logaritma, log oranlar1 veya logit

dontigiimii olarak adlandirilir (Two Crows Corp., 2005: 19).

Lojistik regresyon, bagimli degisken ikili oldugunda gerceklestirilecek uygun bir
regresyon analizidir. Herhangi bir regresyon gibi, lojistik regresyonda tahmine dayali bir
analizdir. Lojistik regresyon, verileri tanimlamak ve bagiml ikili degisken ile bir veya
daha fazla nominal, sirali, aralikli veya oran tabanli bagimsiz degisken arasindaki iliskiyi
aciklamak i¢in kullanilir. Hedef sinif veya simif 0zniteligi olarak doniistiiriilen hedef
degiskene dayali dogrusal islevi olusturur. Lojistik regresyon, girdi degiskenlerinin
degeri olarak mevcut olan sinifa ait belirli bir gézlemin kosullu olasiligin1 belirlemek ve
ikili ¢ikt1 hedef degiskeni oldugunda (hayir/evet, 0/1 veya yanlig/dogru), tanimlanan
olasiligin ikili smiflandirma problemini ¢ézmek i¢in kullanilir (Nawaiseh & Abbod,

2020: 1309).
7.4. YAPAY SINIR AGLARI (ARTIFICIAL NEURAL NETWORKS - ANN)

Yapay sinir aglar1 veya sinir aglart alan1 son yillarda sinir bilimi, matematik,
istatistik, fizik, bilgisayar bilimi, finans, miihendislik, biyoloji gibi ¢esitli alanlardaki
bircok sorunu basariyla ¢dzebilen pratik bir teknoloji haline gelmistir. Sinir aglari

modelleme zaman serisi analizi, Oriintii tanima, sinyal isleme, kontrol teorisi gibi
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alanlarda egitim verilerinden &greticili veya oOgreticisiz 0grenme temel Ozellikleri
nedeniyle uygulanabilmektedir. Bilgileri bir “kara kutu” ilkesine gore islemelerine ve
karar agaclar1 gibi diger “seffaf” tekniklerin aksine, nasil diisiindiiklerini dogrudan
aciklamamalarina ragmen, yukaridaki alanlardaki etkinlikleri yadsinamaz diizeydedir

(Gorunescu, 2011: 191).

Son yillarda bilgi teknolojilerindeki gelismeler, yapay zeka teknolojilerinden olan
yapay sinir aglarmin kullanimini saglamistir. Yapay sinir aglari, degiskenler arasinda
karmasik ve karsilikli etkilesimin oldugu veya tek bir ¢6ziim kiimesinin olmadigi

durumlarda basarili sonuglar veren bir yapay zeka teknolojisidir (Yildiz, 2001: 52).

Biyolojik sinir aglarindan esinlenen bu aglar, dogrusal olmayan iliskileri
ogrenecek ve degiskenler arasindaki iist diizey iliskileri tantyacak kadar giigliidiir. Hem
denetimli hem de denetimsiz dgrenme siirecini uygulayabilirler. Baslica algoritmalari,
Perceptron, Back-Propagation, Hopfield Network, Radial Basis Function Network
(RBFN) olarak ifade edilebilir (Ramasubramanian & Singh, 2017: 227).

Sinir aglar ile insan beyninin ¢aligma sekli arasindaki benzerlik asagidaki iki

baslikta 6zetlenebilir (Gorunescu, 2011: 192).
e Ag, 6grenme slireci (egitim) yoluyla bilgi edinmektedir;

e Agirliklar olarak adlandirilan noronlar (sinaptik) arasindaki baglantilarin

yogunluklari, edinilen bilgiyi depolamak i¢in kullanilmaktadir.

Sekil 13’te néronlarin aralarindaki baglantilarla bir araya gelerek yapay sinir agini
nasil olusturdugu gosterilmektedir. Ayni dogrultu {lizerinde yer alan noronlar, agdaki

katmanlar1 olusturmaktadir.

Sekil 13. Yapay Sinir Ag1 Modeli

Baglanular

Noron

Giris Katmam Gizli Katman Cikis Katmam

Kaynak: Yildiz, 2001: 54.
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Yapay sinir aginin ilk katmani, dis verilerin yapay sinir agina alinmasini saglayan
giris katmanidir. Son katman c¢ikti katmanidir ve bilginin disartya iletilmesinden
sorumludur. Girdi katman ile ¢iktt katmani arasinda katmanlar varsa bu katmanlar gizli

katman olarak ifade edilir (Y1ldiz, 2001: 54).

Sinir aginda veriler, giris katmanindan aga girer ve ¢ikis katmanma kadar
baglantilar ile her katman ve ndrondan gegirilir. Basitce sdylemek gerekirse, bir sinir agi
“hata yaparak” 6grenir. Ogrenme algoritmas1 ad1 verilen bir algoritma, hedef ¢ikt1 olarak
adlandirilan girdiler i¢in gergek modelden elde edilen degerleri, bu girdiler i¢in ag
tarafindan dretilen g¢iktilarla karsilastirarak hata degerini hesaplar. Bu hata degerini
kullanarak ag agirliklarinin degerlerini diizeltir ve ag hedef c¢iktilar liretene kadar bu
islem tekrarlanir. Yapay sinir ag1 girdiler i¢in hedef ¢iktilari iirettiginde, hata degeri sifira
ayarlanir ve girdiler ile ¢iktilar arasinda var olan model agin agirliklarina eklenir. Bu
asamadan sonra sinir ag1 girdiler ve ¢iktilar arasindaki modeli 6grenmektedir (Aktas vd.,
2003: 9).

7.5. RADYAL TABANLI FONKSIYON (RADIAL BASIS FUNCTION - RBF)

Radyal tabanli fonksiyon yaklasiminin kokleri Powell’in (1987) calismasina
dayanmaktadir; Powell’1n sinir aglarinda 6grenmeye alternatif bir ara¢ olarak kullanimi
ozellikle diizensiz konumlandirilmis veri noktalar1 verilen ¢ok degiskenli enterpolasyona
uygundur. Sinir aglarinda kullanimi, geleneksel ¢ok katmanli algilayicilara gore
avantajlar1 nedeniyle ¢esitli teknik alanlarda siniflandirma problemlerinin ¢dziimiinde,
fonksiyon yaklasiminda, giiriiltiilii enterpolasyonda ve diizenlilestirmede uygulamalar
bulmustur (Ababaei vd., 2012: 6074). RBF’ler, klasik ¢cok katmanli algilayiciya benzer
bir topolojiye sahiptir. RBF’ler ve ¢ok katmanl algilayicilar bir¢ok acidan farklilik
gosterse de her ikisinin de temel fikri, problemin ¢ikis katmani i¢in anlasilir olmasin
saglamak amaciyla giris katman ile ara veya gizli katmanlar arasinda bir esleme
olusturmaktir. Gaussian, ¢oklu kare, ters ¢oklu kare radyal fonksiyonlara 6rnektir (Braga

vd., 2002: 160).

Tahmine dayali modelleme i¢in en yaygin ag, ¢ok katmanh algilayicidir. Radyal
tabanli fonksiyon aglart da olduk¢a popiilerdir. RBF aglarinin, arzu edilen bir¢ok
ozelliginden dolay1 veri madenciligi gorevlerinde ¢ok yararli oldugu kanitlanmistir. Ilk
olarak, RBF aglarin1 egitmek i¢in gereken siire, diger bir¢ok sinir ag1 tiiriinden ¢ok daha

kisadir. ikincisi, topolojilerinin belirlenmesi nispeten kolaydir. Ugiinciisii, yalnizca yerel
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bir optimum bulan denetimli sinir ag1 6grenme algoritmalarinin gogunun aksine, RBF’ler
kiiresel bir optimum bulur. Diger sinir aglar1 gibi, yeterli sayida gizli katman néronunun
mevcut olmasi kosuluyla, herhangi bir siirekli fonksiyona herhangi bir dogruluk derecesi

ile yaklasabilirler (Dasgupta, 2017: 29).

Radyal tabanl fonksiyon aglar1 giris katmani, ¢ikis katmani ve gizli katman olmak
tizere 3 katmandan olusur. Giris katmani, sistemi besleyen girdilerin olusturuldugu
katmandir. Giris katmaninin ¢ikislari, dogrudan gizli katmandaki dogrusal olmayan islem
noronlarina baglanir. Gizli katmandaki ndronlar kendilerine beslenen girdileri radyal
temel fonksiyonundan gegirerek sayisal bir deger iiretirler. Uretilen bu degerler dogrusal
agirliklarla carpilarak ¢ikti katmanina beslenir. Cikis katmanindaki agirlikli girdiler
toplanir ve sayisal bir sonug tiretir (Karal, 2018: 506).

RBF agin1 tasarlarken, egitimden oOnce asagidaki anahtar parametreler

belirlenmelidir (Dasgupta, 2017: 30):

e Topoloji, yani gizli katman ndronlarinin (ve merkezlerinin) sayisinin

belirlenmesi ve ¢ikis ndronlarinin sayisinin belirlenmesi,
¢ Benzerlik/uzaklik Olgiilerinin sec¢imi,
e Gizli katman ndronlarinin yarigaplarinin belirlenmesi,
e Temel fonksiyonlarin se¢imi,
e Gizli ve ¢ikis katmanlarinda kullanilan néron modelleri,

e Parametreler secildikten sonra, yeni goriinmeyen veriler tizerinde bir RBF

agmin ciktisindaki gliveni hesaplamak i¢in giiven dlgtileri kullanilir.
7.6. DESTEK VEKTOR MAKINELERI (SUPPORT VECTOR MACHINES - SVM)

Destek vektor makineleri, ileri beslemeli evrensel aglarin 6zel bir sinifi, Oriintii
siniflandirma  problemlerinde ve dogrusal olmayan regresyonlarda siklikla
kullanilmaktadir. SVM, yapisal risk minimizasyonu (Structural Risk Minimization -
SRM) yontemine ve istatistiksel 6grenme teorisine dayanan, 6zel 6zelliklerle donatilmis
dogrusal bir makinedir. Sonug olarak SVM, diger 6grenme makineleri arasinda benzersiz
bir 6zellik veren problem alani hakkinda bilgi icermeden, Oriintii tanima problemlerinde

iyi bir genelleme performansi saglayabilmektedir (Gorunescu, 2011: 234).
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SVM, smiflandirma ve regresyon gorevleri i¢in kullanilan denetimli bir 6grenme
yontemidir. SVM algoritmalarinin  seyrek, dogrusal olmayan ve yiliksek boyutlu
problemlerde iyi calistigi gosterilmistir. Yontemin avantaji, modeli olusturmak igin
egitim veri setinin tamami yerine yalmizca destek vektorlerinin kullanilmasidir. Bu
nedenle, egitim veri setinin boyutu genellikle bir sorun degildir. Ayrica, modeli
olusturmak i¢in yalnizca destek vektorleri kullanildigindan, model aykiri degerlerden
daha az etkilenmektedir. Dezavantaji, algoritmanin ayarlama segenegi se¢imine (6rnegin,
gergeklestirilecek doniistimlerin tiirii) duyarli olmasidir. Bu, zaman alic1 hale getirir ve en
iyi modelin aranmasini zorlastirir. Diger bir dezavantaj ise doniisiimlerin hem model
olusturulurken hem de yeni veriler degerlendirilirken yapilmasidir. Bu durum, yontemi
hesaplama agisindan yogun hale getirir. SVM, sayisal ve nominal degerlerle calisir; SVM

siiflandirmasi hem ikili hem de ¢ok sinifli hedefleri desteklemektedir (Wang, 2017: 56).
7.7. K-EN YAKIN KOMSU (K-NEAREST NEIGHBOR / K-NN)

Bagimsiz degiskenlerin nicel (sayisal) oldugu durumlarda kullanilan bu algoritma,
gbzlemler arasindaki uzakliga bagli olarak bir siniflandirma gerceklestirmektedir.

Adimlar agsagidaki gibi ifade edilebilir.

Sekil 14. K-Komsu Algoritmasinin Adimlar

* K-degerinin belirlenmesi (komsu sayisi)
1. Adim

*Gozlemler arasindaki mesafelerin hesaplanmasi
2. Adim

3 Ad » Uzakliklarina gore gozlemlerin en kiigligiinden en biiyligiine dogru siralanmasi
. Adim

4 Ad *En kiigiik uzakliga sahip ile k tane gézlemde en ¢ok tekrarlanan sinifa atama yapilmasi
. Adim

Kaynak: Altunkaynak, 2017: 110.

K-NN’de, bir nesneye en yakin komsusunun sinifi veya en yakin komsularinin
cogunlugu atanmaktadir. Spesifik olarak, k-NN simiflandirmasi, gériinmeyen 6rnege en
yakin k egitim 6rnegini bulur ve bu k 6rnek i¢in en yaygin siniflandirmay1 almaktadir. K-
NN performansini etkileyen birka¢ 6nemli konu vardir. Bunlardan biri k se¢imidir. Eger
k cok kiigiikse, sonug giiriiltii noktalarma duyarl olabilir. Ote yandan eger k ¢ok biiyiikse,

komsuluk diger siniflardan ¢ok fazla nokta icerebilir. Capraz dogrulama ile k i¢in en iyi
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deger tahmini elde edilebilir. Yeterli sayida drnekle, k i¢in daha biiylik degerler giiriiltiiye
kars1 daha direnclidir. Siniflandirma i¢in k-NN algoritmasi ¢ok basit bir “6rnek tabanli”
O0grenme algoritmasidir. Basitligine ragmen, bazi problemlerde ¢ok iyi performans
gosterebilir. K-NN algoritmasimin 6nemli 6zellikleri sunlardir: 1) uygulanmasi ve
kullanilmas1 basittir; 2) tim nesneleri depolamak i¢in ¢ok fazla alan gerektirir (Wang,

2017: 56).
7.8. ADABOOST.M1 ALGORITMASI

En popiiler boost algoritmasi, “uyarlanabilir” AdaBoost algoritmasidir.
AdaBoost’un kullanimi1 ve uygulamasi son derece kolaydir ve genellikle ¢ok etkili
sonuclar verir. AdaBoost sayisal degerler ve nominal degerlerle calisabilir. Diisiik
genelleme hatasina sahiptir, kodlamasi1 kolaydir, ¢ogu siniflandiriciyla calisir ve

ayarlanacak parametresi yoktur. Ancak aykir1 degerlere kars1 hassastir (Wang, 2017: 59).

Toplu Ogrenme (ensemble learning), birden ¢ok makine &grenmesi
algoritmasindan elde edilen sonuglarin birlestirilmesiyle olusturulan bir dizi algoritmadir.
Bu yontemler ¢ok popiilerdir, ¢iinkii daha iyi sonuglar vermekte ve dagitilmis bir agda
egitmek i¢in bagimsiz modellere ayrilma imkani sunmaktadirlar. (Ramasubramanian &

Singh, 2017: 228).

Algoritmalar gii¢lendirme fikrinin bir¢ok gesidi vardir. Ozellikle siniflandirma
icin tasarlanmig AdaBoost.M1 algoritmast yaygin olarak kullanilan bir yontemdir.
AdaBoost algoritmasi, egitim verilerindeki tiim Orneklere ayni agirligi atayarak
baslamaktadir. Daha sonra bu veriler i¢in bir siniflandirict olusturmak {izere 6grenme
algoritmasin1 ¢agirmakta ve siniflandiricinin ¢iktisina goére her bir 6rnegi yeniden
agirliklandirmaktadir. Dogru smiflandirilan orneklerin agirligi azaltilmakta ve yanlis
siniflandirilan 6rneklerin agirlig: arttirllmaktadir. Sonug olarak, baz1 zor durumlar daha
da zor ve kolay olanlar daha da kolay hale gelebilmektedir. Ote yandan, diger zor
durumlar daha kolay veya daha kolay olanlar daha zor hale gelebilmektedir. Her
yinelemeden sonra agirliklar, orneklerin simdiye kadar olusturulan siniflandiricilar
tarafindan kag¢ kez yanlis siniflandirildigin1 yansitmaktadir. Her 6rnek i¢in bir “zorluk”
(hardness) Olciisii korundugundan, bu prosediir birbirini tamamlayan bir dizi uzman

olusturmak i¢in uygun bir yol saglamaktadir (Witten vd., 2017: 487).
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7.9. KARAR AGACLARI (DECISION TREES - DT)

Karar agaglari, Ozniteliklere karsilik gelen degerleri dikkate alarak, nesnelerin
hangi kategorilere ait oldugunu tahmin etmek ic¢in kullanilmaktadir. Bu teknigin
esnekliginden dolayr ve ozellikle gorsellestirme avantaji sundugu igin ¢ok ilgi
cekmektedir. Karar agaclari oriintii tanima alaninda ¢ok yaygin olmasa da, drnegin tip
(tan1), bilgisayar bilimi (veri yapilari), botanik (siniflandirma), psikoloji (davranigsal
karar teorisi) gibi alanlarda uygulanmaktadir. Karar agaclarini kullanmanin en biiyiik

faydasi, hem esneklikleri hem de anlasilabilir olmalaridir (Gorunescu, 2011: 159).

Asagidaki Sekil 15°te, bir karar agacinin biliylime siirecinin arkasindaki semay1
gostermektedir. Diger bir ifadeyle egitim veri seti ve ilgili karar agact sunulmaktadir. Veri
seti hem siirekli niteliklerden (yas) hem de kategorik niteliklerden (araba tipi ve kaza

riski) olusmaktadir.

Sekil 15. Veri Seti ve Karar Agaci

N
Yas Arac Tipi |Kaza Riski
20 Spor Yiiksek >=30
18 Spor Yiiksek
40 Minivan Diigiik
50 Orta Diisiik |:> Arag Tipi
35 Kiiciik Diisiik
30 Spor Yiiksek Yiiksek Digerleri
32 Spor Yiiksek Spor
40 Minibiis Diisiik
33 Mini Yiiksek
39 Ustit Acilan | Diisiik
K Yiksek Diisiik /

Kaynak: Gorunescu, 2011: 160.
Bu baglamda, bir karar agact olusturma prosediiriiniin tiimevarimsal bir siireci
temsil ettigini ve bu nedenle yerlesik terimin “aga¢ tlimevarimi” oldugu ifade edilebilir.
Yukaridaki sekilden goriilebilecegi gibi, karar agaci tiimevarim yoluyla elde edilen bir

siniflandirmadir.

Karar agaci algoritmalari, gergek verilere uygulanan sirali kosullu kurallara
dayanmaktadir. Kurallar genellikle seri olarak uygulanir ve tiim kosullar saglandiginda

siiflandirma karar1 verilir. Bu yontemler, karar verme motorlarinda ve siniflandirma
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problemlerinde ¢ok popiilerdir. Baslica karar agaci algoritmalari, CART, ID3, C4.5, C5.0
ve CHAID olarak ifade edilebilir (Ramasubramanian & Singh, 2017: 225).

C4.5 (J48) algoritmasini, Qunlian 1993 yilinda gelistirmistir. C4.5 algoritmasi,
Quinlan tarafindan lisanslandig1 igin telif {icreti gerektirmektedir. Bu nedenle C4.5
algoritmasinin {icretsiz versiyonu olan J48 algoritmast Java versiyonu olarak
gelistirilmistir. Ayrica C4.5 algoritmasinin igerigi ayni1 olmakla birlikte C5.0 versiyonu
bircok program tarafindan kullanilmaktadir. Karar agaci, etiketlenmis egitim veri
setinden elde edilen bilgi kullanilarak olusturulur ve veriyi bélmek icin bir 6zniteligin
seciminden ne sonug ¢iktig1 incelenir. En yiiksek normallestirilmis bilgi kazancina sahip
Oznitelik, karar verme i¢in kullanilir. Daha sonra algoritma daha kiiciik alt kiimelere geri
doner. Bir alt kiimedeki tiim 6rnekler ayni sinifa ait oldugunda bélme islemi sonlandirilir.
Daha sonra bu sinifin se¢imini gdsteren bir karar agacinda bir yaprak diigiim olusturulur

(Sharma & Jain, 2013: 1926).

Asagida karar agaclarinin 6nemli avantajlari siralanmistir (Gorunescu, 2011:
183):

¢ Anlagilmas1 ve yorumlanmasi kolaydir, grafiksel bi¢cimleri bu agidan 6nemli bir

yere sahiptir;

e Olusturulmalar1 ekonomik olup diger siniflandirma yontemlerine kiyasla az

miktarda egitim verisi gerektirirler;

e Herhangi bir smirlama olmaksizin hem sayisal hem de kategorik verilerin

kullanimina izin verirler;

e Karar siirecinin altinda yatan mantigin kolayca anlasildigr ve simiflandirma
kurallarinin “ilk bakista” anlasildigi “beyaz kutu” (white-box) tipi modelleri temsil
ederler. Karar agaclarinin aksine, yapay sinir aglar1 gibi diger siniflandirma teknikleri,
smiflandirma kurallarmi kullaniciya dogrudan iletmeyen “kara kutu” (black-box)

modelleri gibi davranir;
e Model dogrulamasi saglamak icin klasik istatistiksel teknikleri kullanirlar;
e Saglamdirlar, hizlidirlar ve biiyiik miktarda veriyi islerler;

e Son olarak, bircok basit veri setindeki dogruluklari diger simiflandirma

yontemleriyle karsilastirilabilirler.
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Karar agaci, denetimli bir 6grenme algoritmasidir. Kurumsal, kredi karti ve
finansal dolandiriciliklar1 tahmin etmek i¢in yaygin olarak kullanilir (Sharma &
Panigrahi, 2012: 40). Nitelikleri ve olas1 sonuglar1 temsil etmek i¢in agag¢ benzeri bir yap1
kullanir. Sonuglar veya tahminler yapraklarla temsil edilir ve nitelikler dallarla temsil
edilir. Karar agaci siniflandiricilarinin  avantajlarindan  biri, dallar1 ve yapraklari
gelistirmek veya tahmin modeli gelistirmek i¢in herhangi bir uzmanlik bilgisi
gerektirmemesidir. DT algoritmasi, Oznitelik se¢imine yonelik yukaridan asagiya bir
yaklasima dayanir ve Once ilk digiimii tanimlar. Ardindan, tahmine dayali modeli
tamamlamak icin nitelik secme yoOntemiyle birlikte bir dizi “eger Oyleyse” adimin
kullanir (Dutta vd., 2017: 387). Calismada, karar agaci C4.5 (J48) algoritmasi

kullanilmuastir.
7.10. RASTGELE ORMANLAR (RANDOM FORESTS - RF)

Rastgele ormanlar yontemi, aslinda bir¢ok modelin birlesiminden olusan agag
tabanlt bir topluluk yaklagimidir. Birgok karar agacindan olusan bir topluluk
siiflandiricisidir. Rastgele Ormanlar, tek bir girdiden birden ¢ok sonug elde etmek icin
bir¢ok siniflandirma agaci olusturur. Verileri siniflandirmak i¢in tiim karar agaclarinin
oylarmin ¢ogunlugunu kullanir veya regresyon i¢in ortalama bir ¢ikt1 kullanir (Wang,

2017: 59).

Rastgele orman modelleri genellikle yapay sinir aglar1 ve destek vektdr makineleri
gibi dogrusal olmayan simiflandiricilarla oldukg¢a rekabetgidir. Rastgele orman modeli,
model olusturma igin iy1 bir se¢imdir ¢iinkii verilerin ¢ok az 6n islemesi gerekir, verilerin
normallestirilmesi gerekmez ve aykir1 degerlere karsi duyarsizdir. Degisken secimini
algoritma kendisi yaptig1 i¢in ayrica degisken se¢imi yapilmasi gerekli degildir. Bircok
agac iki rastgelelik diizeyinde (gozlemler ve degiskenler) olusturuldugundan, her agag
bagimsiz bir modeldir. Rastgele orman algoritmasi, siire¢ boyunca rastgele 6rneklemeyi
tanitmak icin torbalama adi verilen bir kavram kullanarak birden fazla karar agaci
olusturur. Rastgele orman algoritmasi, her bir karar agacini olustururken genellikle karar
agacin1 budamaz. Fazla takilan modeller, yeni veriler iizerinde iyi performans
gostermeme egilimindedir. Bununla birlikte, asiri donanimli agaglardan olusan rastgele
bir orman, yeni veriler iizerinde iyi performans gosteren ¢ok iyi bir model saglayabilir

(Wang, 2017: 59).
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7.11. KARAR KUTUGU (DECISION STUMP - DS)

Karar Kiitiigii algoritmasi, tek diizeyli bir karar agaci olusturmaya yonelik bir
yontemdir. Bu yontemle olusturulan agagta kok diigiim dogrudan yaprak diiglimlere
baglanir. Karar Kiitiigli, smiflandirma isleminin tek bir girdi Oznitelige gore

gerceklestirildigi yontemdir (Onan, 2015: 12).

Karar Kiitigii bir tiir karar agaci algoritmasidir. Girig verilerinden 6grenilen bir
dizi kurala dayanarak kararlar alir. Karar Kiitiigli denetimli bir 6grenme algoritmasidir,
yani Ogrenilmesi i¢in etiketlenmis verilere ihtiya¢ duyar. Giiclendirme (boosting),
torbalama (bagging) ve rastgele ormanlar gibi ¢esitli yontemler kullanilarak egitilebilir.
Karar Kiitligli’'niin basitligi, hiz1 ve yorumlanabilirligi gibi bir¢ok avantaji vardir. Ayrica
diger karmasik algoritmalara gore fazla uyum saglamaya daha az egilimlidir ve
performansi artirmak icin diger algoritmalarla birlikte kullanilabilir. Karar Kiitiigii, spam
filtreleme, duyarlilik analizi ve tibbi teshis gibi cesitli uygulamalarda kullanilabilir. Ayn1
zamanda AdaBoost ve rastgele ormanlar gibi topluluk yontemlerinde de yaygin olarak bir

yapi tast olarak kullanilir (Schumacher, 2023: 4).

7.12. SINIFLANDIRMA VE REGRESYON AGACI (CLASSIFICATION AND
REGRESSION TREE - CART)

Smiflandirma ve regresyon agaci, Leo Breiman, Jerome Friedman, Richard
Olshen ve Charles Stone tarafindan gelistirilen bir veri arastirma ve tahmin
algoritmasidir. 1984’te yayimnlanan Smiflandirma ve Regresyon Agaclart kitabinda
ayrintili olarak aciklanmistir. CART agacini olustururken, her tahminleyici, veri
kiimelerini farkl1 tahminlerle ne kadar iyi ayirdigina bagl olarak segilir. Ornegin, belirli
bir tahminleyici i¢in belirli bir ayrilma noktasinin digerinden daha iyi olup olmadigim
belirlemek i¢in kullanilan bir 6l¢li entropi metrigidir. Bu dnlem, Claude Shannon ve
Warren Weaver’in 1949°daki bilgi teorisi lizerine ¢alismasina dayanmaktadir. Bilginin
telefon hatlar1 {izerinden verimli bir sekilde nasil iletilebilecegi ile ilgileniyorlard. Tlging
bir sekilde, sonuglar1 karar agaclarinin olusturulmasinda da faydali olmustur (Dasgupta,

2017: 28).

CART’1n en biiyiik avantajlarindan biri, algoritmanin modelin dogrulanmasina ve
algoritmanin derinliklerine yerlestirilmis en uygun genel modelin kesfine sahip olmasidir.
CART algoritmasi, eksik veriler acisindan nispeten saglamdir. Belirli bir 6ngériiciiniin

degeri, belirli bir veri kiimesinde eksikse, bu veri kiimesi, agacin ingasi1 sirasinda en uygun

91



boliinmeyi belirlemede kullanilmaz. Aslinda CART, miimkiin olan en iyi bdlinmeye

karar vermek i¢in miimkiin oldugunca ¢ok bilgi kullanmaktadir (Dasgupta, 2017: 29).
8. VERI MADENCILiGi KULLANIM ALANLARI

Veri madenciligi, genis bir endiistri yelpazesinde deger sunmaktadir. Veri
madenciligi, yapabilecegi 6nemli katki nedeniyle giderek daha popiiler hale gelmektedir.
Maliyetleri kontrol etmeye ve geliri artirmaya yardimci olmaktadir (Two Crows Corp.,
2005: 5). Veri madenciliginin kullanim alanlar1 konusunda herhangi bir kisitlama yoktur
ve verilerin biriktigi her yerde veri madenciligi yapilabilir. Giliniimiizde veri

madenciliginin en ¢ok kullanildig1 alanlar asagidaki tabloda 6zetlenmistir.

Tablo 12. Veri Madenciliginin Kullanim Alanlart

ALAN UYGULAMA ORNEKLERI

e Miisterilerin kredi kart1 kullanim
Bankacilik aligkanliklarina gére tanimlanmast,

o Kredi taleplerinin degerlendirmesini yapmak,

e Bireylerin satin alma aligkanliklarmin
belirlenmesi,

e Satis tahmini,
o Pazar sepeti analizi,

Pazarlama

e Miisteri sadakatini arttirmak,

CRM (Miisteri iliskileri yonetimi) e Pazarlama kampanyalarindan en iist diizeyde
fayda saglamak icin ¢aligmalar yapmak,

e Sunuculara yapilan saldirilart tespit etmek,

E-Ticaret e Web sitesinde gezinen kullanicilarin
davraniglarini belirleme,

Sigortacilik o Sigorta risk gruplarinin belirlenmesi,

e Farkli finansal gostergeler arasindaki gizli
korelasyonlari bulmak,

. e Miisteri kayb1 analizi,

Finans o Risk analizi ve risk yonetimi,

o Hisse senedi fiyatlarinin tahmini,

e Yatirim modellemesi,

o Sirket kaynaklarinin optimum kullanima,
Endiistri ve Miihendislik o Uretim siireclerinin kontroli,

e Kalite kontrol analizlerinin yapilmasi,

e Ogrenci verilerinin analiz etmek,

e Ogrenci basar1 ve basarisizliginin nedenlerini
belirlemek,

e Ogrenci basarisinin arttirilmast,

Kaynak: Lezki, 2019: 25; Gtech, 2020: 2.

Egitim

Veri madenciligi finans, sigorta, pazarlama, astronomi, biyoloji, tip ve diger

birgok alanda kullanilmaktadir. Son yillarda ABD’de gizli dinlemeden vergi kagak¢iligini
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tespit etmeye kadar farkli uygulamalarda cesitli veri madenciligi algoritmalarinin
kullanildig1 bilinmektedir. Ayrica, glinimiizde veri madenciligi teknikleri basta
isletmeler olmak {izere ¢esitli alanlarda basariyla uygulanmaktadir (Akpinar, 2000: 4).
Veri madenciliginin kullanima ticari islemlerle sinirli degildir. Veri madenciliginin temel
amaci, ge¢miste tiim insanlarin amact oldugu gibi faydali kaliplar bulmaktir. Avcilar
hayvanlarin go¢ davramisinda kaliplar, ciftciler mahsul yetistirilmesinde kaliplar,
politikacilar se¢menlerin goriisiinde kaliplar aramaktadirlar. Bir bilim insaninin isi
verileri anlamak, fiziksel diinyanin isleyisini yoneten kaliplar1 kesfetmek ve bunlar1 yeni
durumlar1 tahmin etmek i¢in kullanilabilecek teoriler haline getirebilmektir. Girisimcinin
isi, firsatlari, yani karli bir ise doniistiiriilebilecek davranig kaliplarini belirlemek ve
bunlardan yararlanabilmektir (Witten vd., 2017: 5). Veri madenciligi, genel miisteri
iligkileri yonetimi i¢in beklenen miisteri degerini en iist diizeye ¢ikarmak amaciyla
kullanilir. Finans sektorii, kredi puanlama, dolandiricilik tespiti ve isgilicii yonetimi igin

veri madenciligini kullanmaktadir (Provost & Fawcett, 2013: 2).

Veri madenciligi yontemleri, pazar analizi, miisteri iliskileri yonetimi, gen analizi,
dolandiricilik tespiti, klinik teshis, su¢ sorusturmasi gibi bir¢ok alanda uygulanmaktadir.
Temel olarak veri toplama tiiriine bagli olarak bazi veri madenciligi alanlar1 ortaya

cikmigtir. Bunlardan bazilari asagidaki sekilde listelenmistir.

Sekil 16. Veri Madenciligine liskin Alt Alanlar

[ Gorsel Madencilik ]

[ Metin Madenciligi MADENCILIGi - Web Madenciligi ]

[ Sosyal Ag Analizi ]

Kaynak: Altunkaynak, 2017: 15.

Metin madenciligi, metinsel bilgileri incelemek ve igerisinden onemli bilgileri
belirlemekle ilgilidir. Gorsel madencilik, kamera ile ¢ekilen goriintiilerin (video veya

fotograf) islenmesine dayanir. Bu goriintiiler sayisal verilere doniistiiriildiikten sonra veri
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madenciligi yontemleri kullanilarak analiz edilmektedir. Web madenciligi, web sitesi
kullanimi, web sitesi yapisi veya web sitesi icerigi i¢in gerceklestirilebilir. Sosyal ag
analizi, Facebook ve Twitter gibi programlar1 kullanan bireylerin birbirleriyle iliskilerini

ve etkilesimlerini incelemeyi amaglar (Altunkaynak, 2017: 15-16).
9. VERI MADENCILIGI SURECT

Veri madenciligi 6zel bir beceri diger bir ifadeyle zanaattir. Onemli miktarda
bilim ve teknoloji kullanimini gerekli kildig1 gibi, sanattan da yararlanmayi icermektedir.
Bununla birlikte, birgok gelismis zanaatta oldugu gibi, problem yapisini veren ve kabul
edilebilir tutarlilik, tekrarlanabilirlik ve nesnellik saglayan bir siire¢ vardir (Provost &
Fawcett, 2013: 26). Veri Madenciligi i¢in CRISP-DM (Cross Industry Standard Process
for Data Mining) Sekil 17°de gosterildigi gibi sektorler arasi standart bir siireg

saglamaktadir.

Sekil 17. Veri Madenciliginde CRISP-DM Metodoloji Dongiisii

/ Problemin - Verinin
Tamimlanmas1 Anlasilmas:
Modelin
Kullanilmasi

Kaynak: Fayyad vd., 1996: 84; Shearer, 2000: 14; Chapman vd., 2000:13; Provost & Fawcett,
2013: 26; Witten vd., 2017: 29.

CRISP-DM, veri madenciligi slirecinde yer alan agamalarin siras1 kat1 degildir ve
genellikle farkli asamalar arasinda ileri geri hareket edilebilmektedir. Proses
diyagramindaki oklar, asamalar arasinda yaygin olan bagimliliklar1 gostermektedir.
Diyagramdaki dis ¢gember, veri madenciliginin kendisinin dongiisel dogasini sembolize
etmektedir. Bir ¢6ziim tamamlandiktan sonra veri madenciligi siireci devam etmektedir.

Siire¢ sirasinda 6grenilen i¢ goriiler, yeni is sorgularini ortaya ¢ikartabilir. Ayrica sonraki
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veri madenciligi siiregleri, onceki siireclerde elde edilen deneyimlerden faydalanmaktadir
(Wikipedia, 2022: 2). Sekil 17, CRISP-DM modelinde tanimlandigi gibi bir veri
madenciligi projesinin yasam dongisiinii gostermektedir. Dongiide yer alan adimlar

asagida aciklanmistir.

Bu siire¢ diyagraminda yinelemenin istisnadan ziyade kural oldugu fikri
vurgulanmistir. Cogu durumda, siiregten bir kez gecilmesi ve problemin ¢oziilmemesi,
basarisizlik olarak kabul edilmez. Cogu zaman, tiim siire¢ bir veri kesfidir ve veri bilimi
ekibi ilk yinelemeden sonra ¢ok daha fazlasini bilmektedir. Bir sonraki yineleme ¢ok daha

bilgili olabilir (Provost & Fawcett, 2013: 27).
9.1. PROBLEMIN TANIMLANMASI

Problemlerin ele alinmasi1 asamasinda mesleki deneyim ve uzmanlik 6nemlidir.
Bu ilk adimda projenin amacin1 ve gereksinimlerini anlamak ve is perspektifini ortaya
cikarmak gerekir. Bu bilgilerin veri madenciliginde problem tanimi olarak netlestirilerek
hedeflere ulasmak igin planlarin olusturulmas: gereklidir. Problem tanimlama asamasi,
arastirma ve veri madenciliginin amacinin belirlenmesiyle birlikte mevcut durumun
degerlendirilerek planlama siirecini icerir. Bu asamada ihtiya¢ agikca tanimlanmalidir.
Bu adimda, hedeflere ulagsmada hangi performans kriterlerinin dikkate alinmasi
gerektigine ve son olarak bu siire¢ sonunda elde edilen sonucun hangi durumlarda

kullanilmasi gerektigine karar verilir (Sumathi & Sivanandam, 2006: 197).

Veri madenciligi uygulanmadan once, uygulama ile ne elde edilmek istendigi
belirlenmelidir. Is hedefleri ve gereksinimlerinin incelenmesi, bu hedeflere ulasmak icin
veri madenciliginin kullanilip kullanilamayacagina karar verme ve uygulanabilir bir

model olusturmak icin ne tiir verilerin toplanabilecegi belirlenmelidir (Witten vd., 2017:
28-30).

9.2. VERININ ANLASILMASI

Bir baslangi¢ veri seti kurularak daha sonraki islemler i¢in uygun olup olmadigi
arastirilmaktadir. Veri kalitesi diislikse, yeni verilerin toplanmasi gerekebilir. Bu agsamada
elde edilen verilere iliskin analizler ayrica is sartlarinin yeniden degerlendirilmesine yol
acabilmektedir (Witten vd., 2017: 28-30). Bir modelin dogrulugu ve iyi sonuglari, yiiksek
kaliteli verilerin kullanilmasindan gelmektedir. Veri miktar1 ne kadar biiylik olursa,
model o kadar dogru olmaktadir. Veriler, ¢alisilan probleme uygun olarak toplanmalidir.

Hatali ozelliklerin seg¢ilmesi veya veri seti i¢in sinirli girig tiirlerine odaklanma gibi
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hatalar, modeli tamamen etkisiz hale getirebilir. Bu nedenle, bu asamada yapilan hatalar,
sonraki asamalara gectikce daha da artacagindan, veri toplarken gerekli

degerlendirmelerin yapilmasi ¢ok 6nemlidir. (Yufeng, 2017: 4).

Amag bir is problemini ¢ozmekse, veriler ¢éziimiin iiretilecegi hammaddelerdir.
Problemle nadiren tam bir eslesme oldugundan, verilerin gii¢lii yanlarin1 ve sinirlarimi
anlamak cok onemlidir. Ge¢mis veriler siklikla mevcut is durumuyla ilgisi olmayan
nedenlerle veya higbir sebep olmaksizin toplanabilir. Bir miisteri veri tabani, bir islem
veri tabani ve bir pazarlama yanit1 veri tabani farkli bilgiler icermektedir, kesisen farkl

veri tiirleri kapsayabilir ve degisen derecelerde giivenilirlige sahip olabilir (Provost &
Fawcett, 2013: 28).

9.3. VERININ HAZIRLANMASI

Veri hazirlama asamasi, nihai veri setini veya ilk ham verilerden modelleme
araglarma beslenecek verileri olusturmaya yonelik tiim faaliyetleri kapsamaktadir.
Gorevler arasinda tablo, kayit ve 6znitelik se¢iminin yani sira modelleme araglari igin
verilerin dontistliriilmesi ve temizlenmesi yer almaktadir. Veri hazirlamadaki bes adim,
verilerin  secilmesi, verilerin temizlenmesi, verilerin olusturulmasi, verilerin
entegrasyonu ve verilerin bicimlendirilmesidir. Bu adimlardan hangisinin kullanilacagi

verilerin ihtiyacina gore belirlenmektedir (Sherarer, 2000: 16).

Oz nitelik /boyut sayisin1 azaltmak igin en etkili analiz yontemi faktdr analizidir.
Faktor analizi igerisinde bir¢ok farkli algoritma igerir. Bunlar arasinda temel bilesen
analizi (Principal Component Analysis - PCA) en ¢ok tercih edilen algoritmadir (Akpinar,
2020: 289).

Tipik veri hazirlama 6rnekleri, verileri bir tablo formatina dontistiirmek, eksik
degerleri c¢ikarmak ve verileri farkli tiirlere doniistiirmektir. Baz1 veri madenciligi
teknikleri sembolik ve kategorik verilerle ¢alisirken bazilar1 sadece sayisal degerlerle
caligmaktadir. Ayrica, karsilagtirilabilir olmasi i¢in sayisal verilerin  siklikla
normallestirilmesi veya ol¢eklendirilmesi gereklidir. Bu tiir doniisiimler i¢in standart

teknikler ve temel kurallar kullanilmaktadir (Provost & Fawcett, 2013: 29).
Bir veri madenciligi yaklasiminin dogrulugu (giivenilirligi) i¢in verilerin tipki
istatistikte oldugu gibi veri dagilimi ¢ok 6nemlidir. Veri setinin, daha genis kullanim i¢in

uygun olacak sekilde yeterince biiyiik ve yap1 bakimindan yeterince ¢esitli oldugundan

emin olunmasi gerekmektedir. Bununla birlikte veriler ¢alismaya dahil edilen tiim
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kategoriler igin “adil” (fair) bir dagilima sahip olmalidir. Ornegin, “cinsiyet” niteligi
analize dahil edilmisse, iki cinsiyetin veri tabaninda dogru bir sekilde temsil edilmesi
gerekir: %51 ve %49 (kadin/erkek) genellikle dogru bir dagilimken, %98 ve %2
(kadin/erkek) tamamen dengesiz bir dagilim olacaktir (Gorunescu, 2011: 13). Dengeli bir
veri seti olusturmak i¢in, farkli veri setleri i¢in farkli diizeylerde sentetik azinlik 6rneklem

arttirma yontemi uygulanabilir (Dutta vd., 2017: 388).

Chawla vd. (2002) tarafindan, azinlik 6rneginin mevcut 6rneklerini ¢ogaltmak
yerine Ozellik uzayinda azinlik smifinin rastgele sentetik Orneklerini olusturan bir
Sentetik Azmlik Orneklem Arttirma Yéntemi (Synthetic Minority Oversampling
Technique - SMOTE) 6nerilmistir. SMOTE algoritmasi, bu sentetik azinlik 6rneklerini
olusturmak i¢in k-en yakin komsu teknigini kullanmaktadir. Her bir azinlik sinifi 6rnegi
Xi i¢in SMOTE, o ornek igin k-en yakin komsu Nji’yi belirlemektedir. Daha sonra
Oznitelik 6rnegi ile en yakin komsulari arasindaki fark hesaplanir, A = X; - Ni. Bu fark
rastgele say1 olan 0 veya 1 ile garpildiktan sonra 6zellik 6rnegine eklenir. Bu sekilde, iki
belirli 6zellik arasindaki ¢izgi parcalar1 boyunca bir dizi rastgele nokta olusturulur

(Chawla vd., 2002: 326). Rastgele noktalar su sekilde olusturulur:
Fyeni= Xi + (Xi — Nj) % rand (0, 1)

Burada Fyeni, olusturulan rastgele noktadir ve rand, 0 veya 1 rastgele bir say iireten
rastgele degiskendir. Bu calisma kapsaminda da, dengeli bir veri seti olusturmak icin

SMOTE algoritmast kullanilmaistir.
9.4. MODELLEME

Modelleme asamasi, veri madenciligi tekniklerinin verilere uygulandig: ilk yerdir.
Var olan teknik ve algoritma tiirleri de dahil olmak iizere veri madenciliginin temel

kavramlar1 hakkinda bilgi sahibi olmak 6nemlidir (Provost & Fawcett, 2013: 31).

Veri bilimciler tarafindan gelistirilen ve farkli amaglar icin kullanilabilecek farkli
modeller vardir. Bu modeller farkli amaglar i¢in gelistirilmistir. Bu asamada, istenen

amaca uygun modellerin se¢imi yapilmaktadir.
9.5. MODELIN DEGERLENDIRILMESI

Bu asamada modellerin performanslar1 degerlendirilmektedir. Bu nedenle,
olusturulan veri setinin bir boliimii modelin yeterliligini test etmek i¢in kullanilmaktadir.

Bu durumda model, egitimin parcasi olmayan durumlarda nasil davrandigini gérmek icin
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test edilmekte ve test sonucu modelin performansim1 belirlemektedir. Model
degerlendirme agamasinda, is hedeflerine ulagsmak i¢in dogru yolda olunup olunmadig:
tespit edilebilmektedir. Ayrica bir proje dagitima hazir olmadan, dnceki adimlara geri

dontilebilmektedir (Ers6z ve Cinar, 2021: 405).

Verilerden ¢ikarilan yapisal tanimlarin tahmin degeri var mi1? Degerlendirme
adimi modelin zayif oldugunu gosteriyorsa, daha verimli is hedefleri veya veri toplama
yollarin1 belirlemek icin tiim projenin yeniden gozden gecirilmesi ve problemin
tanimlanmas1 adimina geri doniilmesi gerekebilir. Ote yandan, modelin dogrulugu
yeterince yiiksekse, bir sonraki adim pratikte uygulamaktir. Bu genellikle onu daha biiyiik
bir yazilim sistemine entegre etmek anlamina gelmektedir. Bu nedenle model proje,
yazilim miihendislerine teslim edilmelidir. Bu asama, modelleme tekniklerinin
uygulanmasinin detaylarinin énemli oldugu asamadir. Ornegin, modeli yazilim sistemine
entegre etmek icin farkli bir programlama dilinde yeniden uygulamak gerekebilir. (Witten

vd., 2017: 28-30).

Veri madenciligi sonuglarmin degerlendirilmesi hem nicel hem de nitel
degerlendirmeleri igerir. Cesitli paydaslarin, elde edilecek veya ortaya ¢ikan modellerle
desteklenecek is kararlar1 vermede cikarlart vardir. Cogu durumda, bu paydaslarin
modellerin kullanimma “imza” vermeleri ve bunu yapmak i¢in model kararlarinin
kalitesine ikna olmalar1 gerekir. Bunun anlami, uygulamadan uygulamaya degismekle
birlikte, ¢ogu zaman paydaslar modelin zarardan ¢ok fayda saglayip saglamayacagini ve
en onemlisi, modelin yikici hatalar yapma olasiliginin diisiik olup olmadigin1 gérmek
isterler. Boyle bir nitel degerlendirmeyi kolaylastirmak i¢in, veri bilimcisinin modelin
sadece veri bilimcileri icin degil paydaslar i¢cin de anlasilabilirligi hakkinda diistinmesi

gereklidir (Provost & Fawcett, 2013: 32).
9.6. MODELIN KULLANILMASI

Degerlendirme asamasinda, sonuglarin kullanilmasi i¢in uygun olmadig1 ortaya
cikabilir ve sorun taniminda degisiklik yapilmasi veya farkli verilerin alinmasi
gerekebilir. Stire¢ diyagraminda bu durum, degerlendirmeden problemin tanimlanmasi
adimina giden “kisayol” baglantistyla gosterilmektedir. Gergekte, siire¢ her zaman
deneysel oldugu icin her asamadan bir dncekine giden kisayollar olmalidir ve bir proje,

yeni bilgilere bagli olarak onceki adimlar tekrar gozden gecirebilecek kadar esnek
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olmalidir. Dagitimda, veri madenciliginin sonuglar1 yatirim getirisi saglamak i¢in gergek

diinyada kullanima sunulmaktadir. (Provost & Fawcett, 2013: 32-33).

Yukarida, veri madenciligi siireci CRISP-DM metodolojisi dongiisiine gore ana
hatlartyla aciklanmistir. Han & Kamber (2006) tarafindan veri madenciligi, bilgi kesif
siirecinde bir adimi olarak ifade edilmistir. Bilgi kesif siirecinde yer alan adimlar agagida

Sekil 18’de sunulmustur.

Sekil 18. Bilgi Kesfi Siirecinin Bir Adimi Olarak Veri Madenciligi

Sunum OO |

; ﬂ]] 5
Veri Madenciligi
/;nternler :

¥
Veri Secimi ve
Diniistiirme
e

Degerlendirme Ye

Veri
Depolama

v
Veri On I5leme
A

flat dosyalar : : '
E i \d ¥

Veritabanlart

Kaynak: Han & Kamber, 2006: 6.

Yapilan isin tiirli veya amaci ne olursa olsun, bilgi kesif siirecinin adimlarindan
gecmelidir. Mevcut sorunu herhangi bir zamanda basariya ulagtirmak i¢in bu adimlari
izlemek son derece 6nemlidir. Sekil 18’°de goriilebilecegi gibi veri madenciligi, bilgi kesfi
siirecinde bir adimdir. Ancak genel olarak tiim siire¢, veri madenciligi olarak ifade
edilmektedir. Bir¢ok kisi, veri madenciligini, yaygin olarak kullanilan bagka bir terim
olan “Veriden Bilgi Kesfi” ile esanlamli olarak ele almaktadir. Ancak bilgi kesfi
siirecinde veri madenciligi sadece bir basamaktir. Bir siire¢ olarak bilgi kesfi, asagidaki

asamalarin yinelemeli bir dizisinden olusmaktadir (Han & Kamber, 2006: 5-7):
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e Veri temizleme: Giriiltiilii ve tutarsiz verileri ortadan kaldirmak ig¢in

uygulanmaktadir.

e Veri entegrasyonu: Birden ¢ok veri kaynaginin birlestirilebildigi durumlarda

uygulanmaktadir.
e Veri se¢imi: Analiz goreviyle ilgili verilerin veri tabanindan alindig1 asamadir.

e Veri doniistiirme: Verilerin madencilige uygun formlara doniistiiriildiigii veya

konsolide edildigi asamadir.

¢ Veri madenciligi: Veri kaliplarini ¢ikarmak igin ¢esitli yontemlerin uygulandigi

Onemli bir siiregtir.
e Model degerlendirmesi: Bazi ilging kaliplarin tespit edildigi asamadir.

e Bilgi sunumu: Gorsellestirme ve bilgi sunumu yontemleriyle elde edilen

sonuclar bilgi kullanicilarina aktarilir.

[k dért adim, verilerin analiz i¢in hazirlandig1 gesitli veri 6n isleme bigimleridir.
Veri madenciligi adimi, kullanict veya bir bilgi tabani ile etkilesime girebilir. Modeller
kullanictya sunulur ve bilgi tabaninda yeni bilgi olarak saklanir. Bu goriise gore, veri
madenciliginin, degerlendirme i¢in gizli kaliplar1 ortaya ¢ikardigi icin 6nemli olsa da,

stirecte yer alan bir adim oldugu ifade edilebilir.
10. VERi MADENCILiGINDE MODEL DEGERLENDIRME

Farkli yontemlerle olusturulan siniflandirma modellerinin karsilastirilabilmesi
icin siniflandirma basarilarinin Slgiilmesi gerekmektedir. Bu sebeple iki karar alinmasi
gerekmektedir. Birinci karar, modellerin dogrulanmasi igin veri seti (egitim-test)

yonteminin belirlenmesi, digeri ise kullanilacak performans 6lgiitlerinin se¢imidir.
10.1. MODELLERIN DOGRULANMASI

Bir modelin dogrulugunu test etmenin en basit yontemi basit dogrulama (simple
validation) testidir. Bu yontemde genellikle verilerin %5 ila %33’ii test verisi olarak
ayrlir ve kalan kisimda model 6grenildikten sonra bu veriler lizerinden test yapilir. Bir
simiflandirma modeli i¢in hata orani, yanls smiflandirilan olay sayisinin toplam olay
sayisina boliinmesiyle hesaplanir. Dogruluk orani ise, dogru siniflandirilan olay sayisinin

toplam olay sayisina boliinmesiyle hesaplanir (Akpinar, 2000: 11).
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“Egit ve test et” yonteminde mevcut veriler egitim seti ve test seti olmak iizere iki
kisma ayrilir (Sekil 19). 1k olarak, egitim seti bir siniflandiric1 (karar agaci, sinir ag1 vb.)
olusturmak i¢in kullanilmaktadir. Smiflandiric1 daha sonra test setindeki ornekler icin
siniflandirmay1 tahmin etmek i¢in kullanilmaktadir. Test seti, C’nin dogru olarak
smiflandirildigi N 6rnek igeriyorsa, test seti i¢in siniflandiricinin tahmin dogrulugu p =
C/N’dir. Bu, herhangi bir gériinmeyen veri kiimesi i¢in siniflandiricinin performansinin
bir tahmini olarak kullanilabilmektedir (Bramer, 2016: 80). Egitim ve test siirecinin nasil

calistig1 Sekil 19°da gosterilmektedir.

Sekil 19. Egitim ve Test Verileri ile Ogrenme Siireci

dgrenme
algoritmasi

BOLME

EGITIM SETI

simiflandiric1

Y

VERI SETI i
TEST SETI TAHMN

Kaynak: Bramer, 2016: 80.

Bu yontemde, verilen veriler rastgele bir egitim seti ve bir test seti olmak {izere
iki bagimsiz gruba ayrilmaktadir. Tipik olarak, verilerin iigte ikisi egitim setine ve kalan
licte biri test setine atanmaktadir. Egitim seti, modeli tiiretmek i¢in kullanilmaktadir (Han

& Kamber, 2006: 363).

Bazen test 6rnegi tahmini (test sample estimation) olarak da adlandirilan holdout
yonteminde, veriler egitim seti ve test seti veya holdout seti olarak adlandirilan iki alt
kiimeye boliinmektedir. Verilerin 2/3’{inlin egitim seti, kalan 1/3’linilin test seti olarak

atanmas1 yaygindir (Kohavi, 1995: 1138).

Sinirli miktarda veri olmasi durumunda K-kathi ¢apraz dogrulama (K-fold cross
validation) yontemi kullanilabilir. Bu yontemde veri seti rastgele iki esit par¢aya boliiniir.
[lk asamada, model a kisminda egitilir ve b kisminda test edilir; ikinci asamada b
kisminda model egitimi ve a kisminda test ile elde edilen hata oranlarmin ortalamasi

kullanilir (Akpinar, 2000: 12).
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Model degerlendirmesi yapilirken, basarili bir sekilde tahmin edilen algoritmanin
kendi icinde genellenip genellestirilemeyecegini ele almak gerekir. K-katli ¢apraz
dogruluk bu degerlendirme yontemlerinden birisidir. K-katli ¢apraz dogrulukta, veri seti
k esit parcaya boliiniir. Boliinen k parcadan bir tanesi test i¢in, k-1 tanesi de egitim igin
kullanilir. Bunun sonucunda, k hata orani sonuglanir ve tiim tahmin hatalarini hesaplamak

i¢in hatalarin ortalamasi alinir (Bergstra vd., 2012: 282).

Ornek sayis1 az oldugunda siklikla kullanilan “egit ve test et” yontemine alternatif
bir yaklasim, k-katl capraz dogruluktur (Sekil 20). Veri kiimesi N 6rnek icerdiginde,
bunlar k esit parcaya boliiniir, burada k genellikle 5 veya 10 gibi kiiciik bir sayidir. (N,
k'ye tam olarak boliinemiyorsa, son parca diger k’den daha az 6rnege sahip olacaktir.) Bir
dizi k calistirmas1 yapilmakta, k parcanin her biri sirayla test seti ve diger k - 1 parca

egitim seti olarak kullanilmaktadir (Bramer, 2016: 83).

Sekil 20. K- Kath Capraz Dogrulama

dgrenme
algoritmasi

A A

| sumflandiricn
VERI SETI / l

TAHMIN

Kaynak: Bramer, 2016: 83.

K-katl ¢apraz dogrulama yontemi adimlar1 asagidaki gibidir (Ramasubramanian
& Singh, 2017: 456):

Adim 1: Veri kiimesini k alt kiimeye boliiniir.
Adim 2: Model, k-1 alt kiimeleri lizerinde egitilir.
Adim 3: Model, kalan bir alt kiime iizerinde test edilir ve hata pay1 hesaplanir.

Adim 4: Tiim alt kiimeler test i¢in tam olarak bir kez kullanilana kadar Adim 1-3

tekrarlanir.
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Adim 5: Capraz dogrulama hatasini elde etmek i¢in bu senaryo simiilasyonu ile

hatalarin ortalamasi alinir.

K-kath ¢apraz dogrulama, asir1 uydurma (over-fitting) sorununun iistesinden
geldigi i¢in bir siiflandiricinin performansini tahmin etmek i¢in kullanilan yaygin bir
tekniktir. K-katli ¢apraz dogrulamada, ilk veriler rastgele k adet alt kiimeye boliiniir.
Egitim ve testler k kez gerceklestirilir. Her 6rnek, egitim i¢in bir¢cok kez ve test i¢in bir

kez kullanilir (Wang, 2017: 55).

Gergekte, karmasik bir smiflandiricinin, maksimum 6grenme kapasitesine
ulagsmadig stirece, biiyiik bozulmalarin varliginda kararli olmasi olas1 degildir. Verilerin
atlanmasindan kaynaklanan bozulmalarin kii¢lik oldugunu ve bu nedenle siiflandiricinin
cok kararli olmasit beklenmektedir. Bozulmalarin boyutu arttikg¢a, istikrarin tutma
olasiligi daha distiktiir: 20 kat g¢apraz dogrulama igin istikrarin 10 kat g¢apraz
dogrulamadan daha gii¢lii olmasini ve her ikisinin de 1/3’liik bir beklemeden daha kararli

olmasi beklenmektedir (Kohavi, 1995: 1140).

Bootstrap yontemi, Efron tarafindan tamitilmistir ve ayrmtili olarak Efron &
Tibshirani (1993)’de ele alinmistir. N boyutunda bir veri kiimesi verildiginde, n 6rnegini
verilerden tek bicimli olarak ornekleyerek bir bootstrap Ornegi olusturulmaktadir
(Kohavi, 1995: 1141). Kiiglik veri kiimeleri i¢in modelin hata diizeyini tahmin etmek i¢in
kullanilan bir yontemdir. Capraz dogruluk testinde oldugu gibi, model tiim veri seti
tizerine kuruludur. Daha sonra tekrarli 6rnekleme yoluyla veri setinden ¢ok sayida (en az
200, bazen binin lizerinde) 6grenme seti olusturulur ve hata diizeyi hesaplanir (Akpinar,
2000: 12). Bootstrap yontemi 4 adimda &zetlenebilir. Ilk adimda, veri setinde yer alan
orneklerin degistirilmesiyle rastgele bir érnek olusturulur. Ikinci adimda, érneklemden
bazi istatistikler elde edilir. Ornegin, drneklemin medyan degeri hesaplamr. Ugiincii
adimda, Bootstrap dagilimini elde etmek i¢in ilk iki adimin islemleri Nb kez tekrarlanir.
Son adimda, Bootstrap dagilimi kullanilarak giiven aralig1 ve standart hata gibi degerler

hesaplanir (Galdi & Tagliaferri, 2018: 435).
10.2. PERFORMANS DEGERLENDIRME OLCUTLERI

Siniflandirma amaciyla kullanilan bir¢ok algoritma vardir. Bu algoritmalar
arasinda secim yapilirken siniflandirmanin ne kadar iyi oldugu degerlendirilmelidir. Bu

amacla, asagida Sekil 21°de gosterilen iki asamali bir yaklagim kullanilmaktadir.
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kalitesini 6lgmek (test) i¢in ayrilmaktadir. Egitim verilerine dayanarak, siniflandirma
algoritmasi egitilir ve bir sonraki adimda, test verilerine dayanarak siniflandirmanin ne
kadar iyi oldugunu géstermek igin baz1 dlgiim degerleri hesaplanir. Olgiilen bu degerler

karsilagtirilarak hangi siniflandirma algoritmasinin kullanilmasi gerektigine karar verilir

Sekil 21. Siniflandirma Degerlendirmesinin Asamalari

~N

*Veride Ayristirma: Veri setinin iki parcaya bolinmesi: Egitim verisi (training data) ve
Test verisi (test data)

1. Asama )
>
\/ sPerformansin  Hesaplanmasi: Simmflandirma ile ilgili performans 6lgiilerinin
hesaplanmast.
2. Asama

J/

Veri setinin bir kismi1 algoritma (model) egitimi i¢in bir kism1 da siniflandirmanin

(Altunkaynak, 2017: 114).

sonucunda dogru ve yanlis smiflandirilan gbézlem sayisi iizerinden bazi performans
oOlgiileri hesaplanir. Gergek durumu ve siniflandirma yontemiyle elde edilen sonuglar

gosteren matrise siniflandirma matrisi (classification matrix) denir. Siniflandirma matrisi

Siniflandirma ydnteminin performansim1 degerlendirmek i¢in, smiflandirma

asagida Tablo 13’te verilmistir.

Kaynak: Altunkaynak, 2017: 114.

Tablo 13. Siniflandirma Matrisi

Tahmin edilen Smiflandirma (%)

(Tip I Hata)

a b
True Positive (TP) False Negative (FN)
a (Dogru Pozitif - DP) (Yanlis Negatif - YN)
Gergek (Sensitivity - Duyarlilik) (Tip Il Hata)
sinif
(%) False Positive (FP) True Negative (TN)
b (Yanlis Pozitif - YP) (Dogru Negatif - DN)

(Specificity - Ozgiilliik )

Kaynak: Nawaiseh & Abbod, 2020: 1311; Altunkaynak, 2017: 115; Ramasubramanian &
Singh, 2017: 446; Witten vd., 2017: 180; Wu vd., 2021: 367.

TP (True Positive)
TN (True Negative)
FP (False Positive)

FN (False Negative) :

: Dogru pozitiflerin sayist
: Dogru negatiflerin sayisi

: Yanlis pozitiflerin sayisi

Yanlis negatiflerin sayist
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N=TP + TN + FP + FN

Bir siniflandirma matrisi, bir siniflandiricinin performansini degerlendirmenin en

sezgisel yoludur. Buna bazen karisiklik matrisi (confusion matrix) de denilmektedir.

Gorsel olarak, bir ekseni gercek smifin dagilimimni ve diger ekseni tahmin edilen smifi

gosteren iki tarafli bir matristir (Ramasubramanian & Singh, 2017: 446). Modelin

basarisi, dogru sinifa atanan 6rnek sayisina ve yanlis sinifa atanan drnek sayisina baghdir.

Bu arastirmada kullanilan degerlendirme 6lgiitleri Tablo 14’te tanimlanmustir.

Tablo 14. Smiflandirmada Kullanilan Performans Olgiitleri

sonuglara yol acgabilir. Bu amagla F-
olgiitli  tanimlanir.  Kesinligin  ve
duyarliligin harmonik ortalamasi F-
Ol¢iitiinii vermektedir.

Performans Olgiitii Aciklama Hesaplama
Model performansint 6lgmenin en
Dosruluk O popliler ve en basit yontemi model
( :fcrjr;lc Rf:?el) dogruluk oranidir. —— TP + TN
y Dogru smniflandirilmis 6rnek sayisi ogrulukx = TP + FP + FN + TN
(TP + TN) ile toplam 6rnek sayis1 (TP
+TN+ FP +FN) arasindaki orandir.
Hata Oran Hata orani, yanlis siniflandirilan ?rnek TP + FN
Error Rate) sayisinin  (FP+FN) toplam &rnek | Hata Orani = TP+ FP T FN £ IN
( sayisina (TP+TN+FP+FN) oranidir. +EP+ +
Kesinlik, sinif 1 olarak tahmin edilen
- . gercek pozitif drnek sayisi ile simif 1 TP
Kesinlik (Precisigg olarak tahmin edilen toplam ornek KesinlikiS TP + FP
say1s1 arasindaki orandir.
Duyarlilik (Sensitivity)
/
TP Oram Dogru 'lsmtlﬂzindlrllml‘st ‘ fp?zitilt; ornek 5 - TP
. sayist ile toplam pozitif 6rnek sayisi uyarhlik = ——
(True Positive Rate) arasindaki orandir. TP + FN
Dogru Pozitif Orant
Ozgiilliik (Specificity)
/ Dogru siniflandirilmis negatif 6rnek TN
TN Orani sayisi ile toplam negatif 6rnek sayist Ozgiilliik = TN
(True Negative Rate) arasindaki orandir. +
Dogru Negatif Orani
Kesinlik ve duyarlilik kriterleri tek
bagina anlamli bir kargilagtirmali
sonu¢  saglamak i¢in  yeterli
F-Olgiitii glr{]a%abill.lrzl Her. iki lfi“}tlerm bgll[de o Blettd 2TP
egerlendirilmesi aha ogru — =—
(F-Measure) g £ T TP+ FP+ PN
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Tablo 14 (Devam). Smiflandirmada Kullanilan Performans Olgiitleri

Performans Olgiitii Aciklama Hesaplama

Ortalama Mutlak Hata n

(Mean Absolute Error - Tahmin c?dilen ve orijinaul degerler | y,ip . lz a, — b,
MAE) arasindaki ortalama hatay1 olger. 1

Ortalama Karekok Hata

i=1

Kok ortalama kare hatast MAE’ye ¢cok

(ERr?(;)rt- Qﬂl\;gnE ) Squared benzer bir slgimdir. RMSE \_.”Zl:m, b)
Goreceli Mutlak Hata ) 1 S a; — b,
(Relative Absolute lc?rstzslzlr;al;/:aAil?is;ﬁi dIi{rMSE dir, ancak | ... i=t

° S bh—b
Error - RAE) 3 [b—bi
Goreceli Karekpk Esasen MAE ve RMSE’dir, ancak . ,-LT[”" by
Hatas1 (Root Relative e 1t RRSE = | =
Squared Error - RRSE) ortalamayla iliskilidir. \ S| (B — b))

Kaynak: Coskun ve Baykal, 2011: 53-54; Ramasubramanian & Singh, 2017: 451; Witten vd.,
2017: 180; Rodrigues vd., 2017: 523-524.

Alict galisma karakteristigi (ROC - Receiver Operating Characteristic) egrisi,
yatay eksenin (x ekseni) bir siniflandiricinin yanlis pozitif oranin1 (FPR) ve dikey eksenin
(y ekseni) dogru pozitif oranmmi (TPR) gosterdigi bir grafiktir. ROC grafikleri
siiflandiricilart gorsellestirmek ve degerlendirmek icin ¢ok kullanighh bir aractir.
Dogruluk, hata oranit veya hata maliyeti gibi skaler dl¢limlerden daha kapsamli bir
siiflandirma performansi 6l¢iimii saglayabilirler. Siniflandirma performansini sinif
carpikligindan ve hata maliyetinden ayirdiklari i¢in hassas tanima grafikleri ve kaldirma

egrileri gibi diger degerlendirme Ol¢iitlerine gore avantajlara sahiptirler. (Fawcett, 2006:
873).

Kappa istatistigi, siniflandirma performansini 6lgmek i¢in kullanilmaktadir.
Kappa (Cohen, 1960) ve agirlikli kappa (Cohen, 1968) istatistikleri, nominal 6l¢ekler i¢in
iki gbézlemci arasindaki uyum katsayilarini vermek iizere gelistirilmistir. Kappa, tiim
anlasmazliklar esit derecede kabul edildiginde uygundur ve gesitli olas1 anlagmazliklarin
goreceli siddeti belirlenebildiginde agirlikli kappa uygundur. Cohen’in kappa’si iki
gbzlemci arasindaki uyusmayi Olgerken, Fleiss’in kappa’st ikiden fazla goézlemci
oldugunda uyusmayi dlgmektedir (Fleiss vd., 1969: 323). Yorumlama ise gercek uyum
ile beklenen uyum degerleri arasindaki farka dayanmaktadir. Ayrica, gozlemciler
arasindaki uyusmanin sansa olabilecegi durumlar dikkate alindiginda istatistik daha az
yaniltic1 hale gelmektedir. Kappa istatistigi 0 ile 1 arasinda degerler alabilir. Kappa
istatistigi 0 ile 0.20 arasinda bir deger aldiginda deger zay1f olarak, 0.20-0.40 aras1 makul,
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0.40-0.60 arasi ortalama, 0.60-0.80 aras1 gii¢lii, 0.80 ve iistii ise miikemmele yakin olarak
kabul edilir (Viera & Garrett, 2005: 362).

Yukarida ifade edilen performans Olgiitlerinin yani sira, Ortalama Mutlak Hata
(Mean Absolute Error - MAE), Ortalama Karekok Hata (Root Mean Squared Error -
RMSE), Goreceli Mutlak Hata (Relative Absolute Error - RAE) ve Goreceli Karekok
Hatas1 (Root Relative Squared Error - RRSE) 6lgiitleri de ele alinmustir.

11. VERI MADENCILIGINDE WEKA YAZILIMI

Waikato Environment for Knowledge Analysis (WEKA), is hayatinda ve
akademide kabul goren, veri madenciligi arastirmalari i¢in yaygin olarak kullanilan bir
yazilimdir. WEKA yaziliminin agik kaynak kodlu olmasi sayesinde kullanicilar kaynak
kodlarina ticretsiz olarak erisebilmektedir. WEKA, makine 6grenmesi algoritmalar1 ve
veri 0n igleme araglarini iceren bir yazilimdir. Kullanicilarin yeni veri kiimeleri iizerinde
farkli makine Ogrenmesi yontemlerini hizli bir sekilde denemelerine ve

karsilastirmalarina olanak tanimaktadir (Hall, 2009: 10).

WEKA, arastirmacilara son teknoloji makine 6grenmesi yoOntemlerine kolay
erisim saglayacak birlesik bir caligma alanina duyulan ihtiyacin taninmasindan
dogmustur. Proje 1992 yilinda baslatildiginda, farkli platformlar i¢in farkli dillerde
O0grenme algoritmalart mevcuttu ve cesitli veri formatlariyla g¢alistyordu. WEKA,
yalnizca bir 6grenme algoritmalar1 ara¢ kutusu saglamakla kalmayip, ayni zamanda
aragtirmacilarin veri isleme ve algoritma degerlendirmesi igin destekleyici altyap:
hakkinda ilgilenmek zorunda kalmadan yeni algoritmalar1 uygulayabilecekleri bir
cerceve saglamayi amaclamistir. Bugiin WEKA, veri madenciligi ve makine 6grenmesi
icin Oncii bir sistem olarak kabul edilmektedir. Akademi ve is ¢evrelerinde genis kabul
gormiis ve veri madenciligi arastirmalart i¢in yaygin olarak kullanilan bir ara¢ haline

gelmistir (Sharma & Jain, 2013: 1927).

WEKA yazilimi igerisinde, tiim standart veri madenciligi problemleri ig¢in
yontemler yer almaktadir: regresyon, simiflandirma, kiimeleme, birliktelik kurali
madenciligi ve nitelik se¢imi. Tiim algoritmalar ve yontemler verilerini, bir dosyadan
okunabilen veya bir veri tabani sorgusu tarafindan olusturulabilen tek bir iligkisel tablo
biciminde almaktadir (Frank wvd., 2009: 1270). WEKA, makine O6grenmesi
uygulayicilariin birgok etkinligini destekleyen bir makine 6grenmesi yazilimidir.

WEKA, siniflandirma, kiimeleme ve birliktelik kurali kesfi i¢in algoritma
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uygulamalarinin yani sira veri kesfi ve algoritma degerlendirmesi i¢in grafiksel kullanici

araylizleri ve gorsellestirme araclari da igermektedir (Bouckaert vd., 2010: 2533).

Sekil 22. WEKA Yazilimi Arayiizii

@

Program Visualization Tools Help
Applications

W WEKA [ = |
i The University

shsiis | Sxperinerter |
KnowledgeFlow

Waikato Environment for Knowledge Analysis r——.

Version 3.9.5 ;J

(c) 1999 - 2020

The University of Waikato Simple CLI

Hamilton, New Zealand

WEKA, dahil edilen islevlere kolay erisim i¢in farkli grafik kullanici arayiizii
kullanmaktadir. Sekil 22°de gosterilen ana kullanic1 arayiizii “Explorer”dir. Bu arayiizde
farkli veri madenciligi islemleri igin ¢esitli paneller yer almaktadir. Sekil 23°te Onisleme
olarak gosterilen ilk alanda, veri 6nisleme araglart kullanilarak veriler filtreler araciligiyla
yiiklenebilir ve dontistiiriilebilir. Veriler dosyalar, URL’ler ve veri tabanlar1 gibi farkli
kaynaklardan indirilebilmektedir. Desteklenen dosya bigimleri, WEKA yazilimina 6zgii
ARFF bi¢imi, CSV, LibSVM ve C4.5 bi¢imleridir (Hall, 2009: 10-11).

Sekil 23. WEKA Explorer Sekmesi Paneli

o
Preprocess | Classify | Cluster Asse:iatelSslect atiributes l Visualize }
Open file... J Open URL.. L Open DB.. Il Generate... J Undo Edit... | Save...
Filter
Choosz  None |_Aeply |
Current relatior _ Selected attribute
Relation: weather.symbolic Aftributes: 5 Name: outiook Type: Nominal
Instances: 14 Sum of weights: 14 Missing: 0 (0%) Distinct: 3 Unique: 0 (0%)
Attributes No. |Label Count Weight
I g 1 sunny 5 50
2 overcast 4 40
Al | None J Invert Pattem 3 rainy 5 50
No. Name

1 B outiook

2 | temperature

3 (] humidity
4 [ windy Class: play (Nom) v | visualize Al
5] play
3
Status -
oK Log | ’ﬂ) x0
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Explorer’daki ikinci panel, WEKA yazilimmin smiflandirma ve regresyon
algoritmalarina (Classify) erisim saglamaktadir. Tahmin performansini 6lgmek igin, 6n
isleme alaninda hazirlanan veri tabani {izerinde varsayilan olarak secilen bir algoritma ile
capraz dogrulama gerceklestirilebilmektedir. Tiim veri kiimesinden olusturulan modelin
metinsel bir temsili de goriintiilenmektedir. Ancak, ayr1 bir test seti gibi diger hesaplama

modlar1 da uygulanabilmektedir (Hall, 2009: 11).

WEKA yaziliminin ana 6zelliklerinin 6zeti asagidaki gibidir (Bouckaert vd.,
2010: 2534):

e Veri 0n isleme: WEKA, yerel dosya formatina (ARFF) ek olarak, diger bir¢cok
format1 da (6rn. CSV, Matlab ASCII) desteklemektedir. Veriler, belirli 6zniteliklerin
kaldirilmasindan temel bilesen analizi gibi gelismis islemlere kadar gesitli yontemler
kullanilarak islenebilir.

¢ Siiflandirma: WEKA yaziliminin artilarindan birisi de icerdigi 100°den fazla
siiflandirma yontemidir. Siniflandiricilar, Bayes yontemleri (Naive Bayes, Bayes aglari
vb.), lazy yontemler (En Yakin Komsu ve degiskenler), kural tabanli yontemler (karar
tablolari, OneR, RIPPER), agaclar (C4.5, Naive Bayes agaclari, M5), fonksiyon tabanli
yontemler (dogrusal regresyon, destek vektor makineleri, Gauss siiregleri) ve diger
yontemler olarak ayrilmaktadir.

e Kiimeleme: Denetimsiz Ogrenme, en biiylikleme (EM) tabanli karigim
modelleri, k-ortalamalar ve gesitli hiyerarsik kiimeleme algoritmalar1 dahil olmak tizere
cesitli kiimeleme yontemleriyle desteklenmektedir. Siniflandirma i¢in oldugu kadar ¢ok
yontem mevcut olmasa da, klasik algoritmalarin ¢ogu yer almaktadir.

e Oznitelik se¢imi: Kullanilan 6znitelikler kiimesi, siniflandirma performanst igin
kritik dneme sahiptir. Cesitli se¢cim kriterleri ve arama yontemleri yer almaktadir.

e Veri Gorsellestirme: Veriler, 0znitelik degerleri sinifa veya diger 6znitelik
degerlerine kars1 grafiklerle gorsel olarak incelenebilir. Siniflandiricinin sonuglari, aykiri
degerleri tespit etmek ve simiflandiricinin 6zelliklerini gozlemlemek i¢in egitim
verileriyle karsilagtirilabilir. Belirli yontemlerde gorsellestirme i¢in 6zel araclar vardir,
ornegin siniflandirma agaclart olusturulan her yontem i¢in bir aga¢ goriintiileyici,
otomatik yerlesimli bir Bayes ag goriintiileyici ve hiyerarsik kiimeleme i¢in bir
dendrogram goriintiileyici gibi gorsellestirme i¢in 6zel araglar bulunmaktadir.

WEKA yaziliminin diger veri madenciligi yazilimlarinin birgoguna gore ii¢ biiyiik

avantaj1 vardir. Birincisi, acik kaynak kodludur, bu sadece iicretsiz olarak kullanilabilir
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oldugu anlamina gelmez, daha da 6nemlisi herhangi bir kurum veya sirketin taahhiidiine
ve siirekliligine bagli olmaksizin siirdiiriilebilir ve degistirilebilir oldugu anlamina
gelmektedir. Ikincisi, herhangi bir soruna uygulanabilecek cok sayida son teknoloji
makine dgrenimi algoritmasi saglamaktadir. Uciinciisii, tamamen Java’da uygulanmakta

ve neredeyse her platformda ¢alisabilmektedir (Frank vd., 2009: 1276).

Bilgisayarlarin ortaya ¢ikmasiyla birlikte yogun bir manuel kodlama siireci olarak
baslayan veri madenciligi disiplini, glinliik iiretilen veri miktarinin artmasi ve bilgisayar
teknolojilerinin gelismesiyle birlikte veri madenciligi ve makine 6grenmesi araglari
kullanilmaya baglanmistir. 2021 yilinin en iyi veri madenciligi araglari; MonkeyLearn,
RapidMiner, Oracle Data Mining, IBM SPSS Modeler, WEKA, KNIME, H20 ve Orange
yazilim programlariyken, 2021 yilinda uzman goriislerine gére en popililer makine
O0grenme araclari; Keras, KNIME, WEKA, Shogun ve RapidMiner yazilim
programlarinin oldugu ifade edilmistir (Ersdz ve Cinar, 2021: 399).

Kaya ve Ozel yaptiklar ¢alismada alt1 farkli agik kaynak kodlu veri madenciligi
yazilimlarini karsilastirmiglardir. WEKA, RapidMiner, R, Orange, KNIME ve KEEL
yazilimlar1 analiz edilmistir. WEKA, RapidMiner ve KEEL, kullanim kolayligi,
desteklenen dosya bicimleri, dahil edilen algoritmalar ve makine 6grenmesi paketleri
acisindan en yararli yazilimlar olarak tespit edilmistir. Bu {i¢ yazilim arasinda 6grenme
kolaylig1 ve kullanilabilirlik agisindan WEKA en basarili yazilim olarak belirlenmistir
(Kaya ve Ozel, 2014: 52).

Takip eden iiglincii boliimde, literatiir taramasi, arastirmanin metodolojisi,
arastirmanin bulgular1 sunulmus olup, on iki farkli veri madenciligi siniflandirma

yontemi, tahmin performans Olgiitlerine gore karsilastirilacaktir.
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UCUNCU BOLUM
BAGIMSIZ DENETIM GORUSLERININ TAHMIN EDiLMESINDE VERI

MADENCILiGI YONTEMLERININ KARSILASTIRILMASI: BORSA
ISTANBUL’DA BiR UYGULAMA

Calismanin bu boliimiinde bagimsiz denetim goriislerinin tahmin edilmesinde veri
madenciligi yontemlerinin karsilastirilmasmna iliskin Borsa Istanbul’da (BIST) bir
uygulama yapilmistir. Bu kapsamda oncelikle bagimsiz denetim goriis tahmini ve veri
madenciligi konularini ele alan benzer arastirmalar incelenerek literatiir degerlendirmesi
ve calismanin ana motivasyonu ifade edilmistir. Izleyen asamalarda ise, arastirmanin

metodolojisi, arastirmanin bulgular1 ve analiz sonug¢larinin karsilastirilmasi sunulmustur.
1. LITERATUR TARAMASI

Son yillarda veri madenciligi yontemleri, uluslararasi literatiirde 6zellikle denetim
goriis tahminini ve karar destegini iyilestirmeyi amaglayan ¢esitli muhasebe, yonetim,
finans ve denetim uygulamalarinda karar verme siirecleriyle ilgili olarak biiyiik ilgi
gormiistiir. Ornegin, denetgiler denetim goriisiinii tahmin etmek icin (Kirkos vd., 2007b;
Pourheydari vd., 2012; Saif vd., 2012; Fernandez-Gamez vd., 2016) veri madenciligi
yontemlerini  kullanabilmektedirler. Bu amagla arastirmacilar tarafindan, denetim
goriigiinii etkileyen faktorlerin tespit edilmesi (Dopuch vd., 1987; Keasey vd., 1998;
Daniel Zdolsek vd. 2015), hileli finansal raporlama tahmini (Kirkos vd., 20074a;
Ravisankar vd., 2011; Gray & Debreceny, 2014), yonetim dolandiriciliginin tahmini
(Cecchini vd., 2010) , iflas tahmini (Takahashi vd., 1984; Kwak vd., 2021), finansal
tablolarin yeniden diizenlenmesi (Dutta vd., 2017), denetgi se¢imi (Kirkos vd., 2008), risk
degerlendirmesi (Calderon & Cheh, 2002), analitik inceleme prosediirleri (Koskivaara,
2004) ve siirekli denetim (Koskivaara & Back, 2007) konularinda veri madenciligi

yontemleri kullanilmistir.

Veri madenciligi yontemleri, Tiirkiye baglaminda da ¢esitli muhasebe, finans ve
denetim uygulamalarinda karar verme siiregleriyle ilgili olarak ilgi gérmiistiir. Ornegin
denetim goriisiinii tahmin etmek i¢in (Yasar vd., 2015; Yasar, 2016; Biiyiiktanir ve
Toraman, 2020) veri madenciligi yontemleri uygulanmistir. Ayrica Tiirkiye
ornekleminde yapilan arastirmalarda, denetim goriisiinii etkileyen faktorlerin tespit
edilmesinde (Ozcan, 2016; Adiloglu ve Vuran, 2017; Mat ve Onal 2019; Sakin, 2019),

hileli finansal raporlama tahmininde (Ata ve Seyrek, 2009; Terzi, 2012; Terzi ve Sen,
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2012; Sorkun ve Toraman, 2017; Kirda ve Ozgelik, 2021, Tatar ve Kiymik, 2021; Kilig
ve Onal, 2022), finansal raporlardaki manipiilasyonlarm tespitinde (Ozdagoglu vd.,
2017), denetim kalitesi tespitinde (Ceyhan, 2014) ve arag sigortasi hile tespitinde (Comert

ve Kaymaz, 2020) veri madenciligi yontemleri kullanilmistir.

Literatiir taramas1 sonucunda tespit edilen, denetim goriisii tahminine odaklanan

calismalar agagida sunulmustur.

Dopuch vd. (1987), bagimsiz denet¢inin olumlu dis1 denetim goriisii verme
kararin1 tahmin etmek i¢in finansal ve piyasa degiskenlerini kullanarak bir probit
regresyon modeli gelistirmistir. Olumlu dist denetim goriislerini tahmin etmede cari yil
zarari, sektor getirilerindeki fark ile kaldirag degisiminin (toplam borg/toplam aktifler)
onemli degiskenler oldugu tespit edilmistir. Ayrica, bor¢larda bir artis oldugunda, sarth

goOriis alma olasiliginin da arttig1 ifade edilmistir.

Laitinen & Laitinen (1998), Finlandiya borsasina kayitli 37 sirketten olusan bir
orneklem iizerinde yaptiklari caligmada, 16 finansal oran ve denetim raporunun gecikme
stiresi degiskenini kullanarak olumlu dis1 denetim goriisiinii agiklamak i¢in cok degiskenli
bir lojistik regresyon modeli gelistirmislerdir. Coklu lojistik regresyon modelinin
sonuclarina gore, biiyiimesi diisiik, borcu yiiksek ve calisan1 az olan sirketlerin olumlu
dist denetim goriisii alma ihtimalinin daha fazla oldugu tespit edilmistir. Calismanin
sonugclari, halka acik Finlandiya sirketlerinin denetim raporlarindaki nitelikleri agiklamak
i¢in etkili bir modelin bulunabilecegini gostermektedir. Model %62 oraninda dogruluk

performansi géstermistir.

Spathis (2003), olumlu ve olumlu dis1 denetim goriis tahmininde ayrim yapma
yetenegini gelistirmek icin finansal ve finansal olmayan bilgi kombinasyonlarinin ne
Olciide kullanilabilecegi arastirmistir. 100 Yunan sirketinden alinan verilerin denetim
goriigii lizerindeki etkisi, lojistik ve en kiiciik kareler (OLS) regresyon yontemi
kullanilarak analiz edilmistir. Calisma sonucunda sirket aleyhine acilan dava, finansal
stres (z-skoru) ve cari yil zarar1 degiskenleri, olumlu dis1 denetim goriisliniin tahmin
edilmesine yonelik potansiyel gostergeler oldugu belirlenmistir. Gelistirilen modelin %78

oraninda genel dogruluk performansi gosterdigi ifade edilmistir.

Spathis vd. (2003), olumlu ve olumlu dis1 denetim goriis tahmininde ayrim yapma
yetenegini gelistirmek icin miisteri (kurumsal) performans Olgiitlerinin ne Olgiide

kullanilabilecegi test edilmistir. Cok kriterli karar yardimi siniflandirma yontemi
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(UTADIS - Utilities Additives Discriminantes), dogrusal diskriminant analizi ve lojistik
regresyon igin, sirasiyla %78.83, %74.34 ve %74.70 genel dogruluk performansi

gostermistir.

Doumpos vd. (2005), 1998 ve 2003 yillar1 arasinda Ingiltere'deki 1.754 sirketin
verilerini kullanarak destek vektdr makineleri yardimiyla denetim goriisiinii tahmin
etmek icin bir model olusturmustur. Ornek sektdrlere gore ayrilmis ve isletme
performansinin tiim yonlerini (likidite, kaldirag, karlilik, faaliyet yonetimi ve finansal
tablo kalemlerinde yillik degisiklikler) kapsayan 14 degisken kullanilmstir. Iflas riskine
iliskin son bir degisken de {i¢ kategoriye (normal, tehlikeli ve ¢ok tehlikeli) ayrilarak
eklenmistir. Calisma, olumlu dis1 denetim goriisii alan sirketlerin, olumlu denetim goriisii
alan sirketlere gore daha diisiik likiditeye, aktif karliligina, duran varlik devir hizina, yillik
biiyiimeye ve daha yiiksek kredi riskine sahip oldugunu ortaya koymustur. Sonuglar, tim
destek vektor makinesi modellerinin olumlu ve olumlu dis1 denetim goriislerini yeterli
dogrulukla ayirt edebildigini gostermektedir. Ayrica, 6rneklemdeki sirketlerin %73 linii
dogru bir sekilde siniflandirma performansi gdstermistir ve en énemli degisken olarak

“Kredi Notu” vurgulanmistir.

Caramanis & Spathis (2006), finansal bilgi ile denetim firmasi tiirii ve denetim
ticretleri gibi finansal olmayan degiskenlerin birlesiminin denetim goriigiini tahmin
etmek icin ne dl¢iide kullanilabilecegini aragtirmistir. Veriler, Atina borsasinda listelenen
185 Yunanistan sirketinin bir Ornegini igermektedir. Lojistik ve en kiiclik kareler
regresyon (OLS) modelleri uygulanmistir. Gelistirilen model, toplam 6rneklemin %
90’11 siniflandirmada basarilt olmustur. Calismada cari oran ve faaliyet kari/toplam
aktifler degiskenleri olumlu dis1 denetim goriisii verilmesinde onemli degiskenler olarak

belirlenmistir.

Gaganis vd. (2007a), Olasiliksal sinir aglarinin denet¢inin goriis tiiriinii belirleme
yetenegini incelemis ve tahmin dogrulugu ile ilgili sonuglar1 yapay sinir aglar1 ve lojistik
regresyon ile karsilastirmistir. Orneklem, 1997-2004 déneminde Londra Borsasi’nda
islem goren 3.333 finansal tabloyu igermektedir. Olasiliksal sinir aginin, diger iki modele
kiyasla (geleneksel yapay sinir ag1 modelinden ve lojistik regresyondan) daha iyi bir

performansa (%84) sahip oldugu sonucuna ulasilmistir.

Gaganis vd. (2007b), logit regresyon ve diskriminant analizi ile gelistirilen

modellere kiyasla denetim goriislerini tahmin etmek i¢in k-en yakin komsunun (K-NN)
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etkinligini incelemislerdir. K-NN modelinin genel siniflandirma dogrulugunun (%66-
%72.2), diskriminant analizinden (%60.4-%62.4) ve lojistik regresyondan (%61.1-
%65.9) daha yiiksek oldugunu tespit etmislerdir.

Kirkos vd. (2007b) ingiltere ve Irlanda’da halka acik 450 finans dis1 sirketler
tizerinde toplam 26 finansal oran kullanarak olumlu ve olumlu dis1 denetim goriislerini
ayirt etmek icin karar agaclar1 (C4.5 algoritmasi), yapay sinir aglar1 ve bayesian aglari
veri madenciligi yontemlerini kullanmistir. Calisma sonucunda “finansal basarisizlik™ ve
“karlilik” her li¢ modelde de; C4.5 karar agacinda ve bayesian ag modellerinde “finansal
kaldirag” ve “ciro” degiskenlerinin de onemli degiskenler oldugu tespit edilmistir.
Gelistirilen ii¢c model performanslar1 agisindan karsilagtirilmistir.  En  yiiksek
siniflandirma performansini, on kat ¢capraz dogrulama sonuglarina dayali olarak, %82.22
oraniyla bayesian aglari gostermistir. Yapay sinir agi modeli %81.11, Karar Agact modeli

%77.69 oraninda performans gdstermistir.

Saif vd. (2012) tarafindan yapilan ¢alismada, denetgilerin destek vektor makinesi
ve karar agaci kullanarak denetim goriislerini belirlemelerine yardimci olmak i¢in akill
bir model ve 30 kuraldan olusan bir dizi kural sunmuslardir. Calismada, destek vektor
makinesi karar agaci ile birlestirilerek yeni bir model Onerilmistir. Yeni yontemin
deneysel testleri, iiretilen kurallarin birinci smif kalitede ve anlamli olmasiyla, dogru
denetim goriisiiniin belirlenmesinde anlasilabilirliginin destek vektor makinesi ve karar

agacindan daha iyi performans gosterdigi ortaya konulmustur.

Pourheydari vd. (2012), dogru denetim goriisiinii belirleyebilmek i¢in olasiliksal
sinir ag1 (PNN), lojistik regresyon (LR), radyal temel fonksiyon agi (RBF) ve ¢ok
katmanli algilayict sinir agr (MLP) kullanmiglardir. Dort modeli test etmek icin 29
finansal ve finansal olmayan degiskenle 347 olumlu dis1 ve 671 olumlu denetim goriisii
olmak iizere 1.018 Iran sirketi se¢ilmistir. Sonuglar, MLP’nin diger modellerden daha iyi
performans gosterdigini ve %88 dogruluk oranma ulastifini, LR’nin ise modeller
arasinda en kotli performansi gosterdigini ve %34.3 dogruluk orani oldugu i¢in olumlu
dist ve olumlu denetim goriislerinin siniflandirilmasinda dengesiz bir model oldugunu

ortaya koymustur.

Yasar vd. (2015), 2010 ve 2013 yillar1 arasinda Borsa Istanbul Smai Endeksi’nde
islem goren sirketler lizerinde 110 firma yili verisinden finansal oranlar1 kullanarak,

lojistik regresyon, diskriminant ve C5.0 karar agac1 algoritmas1 yontemleriyle olumlu dis1
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denetim goriislerini tahmin etmistir. Degiskenlerden, Net Kar/Toplam Varliklar,
Ozkaynaklar/Toplam Yabanci Varliklar, Dagitilmamis Karlar/Toplam Aktifler, Net
Satislar/Toplam Varliklar, Net Isletme Sermayesi/Toplam Varliklar ve Toplam Yabanci
Varliklar/Toplam Varliklar etkin degiskenler olarak belirlenmistir. Ayrica denetim
goriislinii siiflandirmada C5.0 karar agact modelinin (%98.2) diskriminant modeline
(%87.3) ve lojistik regresyon modeline (%92.7) gore daha basarili oldugu ortaya
konulmustur. Bu calismanin, Tiirkiye’de olumlu dist denetim goriislerinin tahmin

edilmesine yonelik ulusal literatiirde yer alan ilk ¢alisma oldugu tespit edilmistir.

Yasar (2016), Borsa Istanbul sinai endeksinde islem goren sirketlerin 2011-2014
araligindaki verileri kullanarak, olumlu dig1 denetim goriisii tahminine iliskin karar ve
birliktelik kurallarim1 C5.0, CART ve GRI algoritmalari ile belirlemistir. C5.0
algoritmasiyla 8 karar kurali, CART algoritmasiyla 19 karar kurali ve GRI algoritmasiyla
4 birliktelik kurali belirlenmistir. Her {i¢c model sonucunda da, olumlu disi denetim
gOriigiiniin tahmin edilmesinde en etkili degiskenin “Onceki y1l denetim goriisii” degiskeni
oldugu tespit edilmistir. C5.0 karar agaci algoritmasi1 %88.8’lik genel dogru siniflandirma

basaristyla denetim goriisiinli tahmin etmede en yiiksek performansi gostermistir.

Fernandez-Gamez vd. (2016), kurumsal yonetim verilerini finansal degiskenlerle
birlikte kullanarak denetim goriisiinii tahmin etmeye yonelik bir model gelistirmistir.
2008-2010 yillar1 arasinda ispanya’da borsada islem géren 447 sirket iizerinde olasiliksal
yapay sinir aglar1 (PNN) ve ¢ok katmanli algilayici (MLP) ile test edilmistir. Kurumsal
yonetime iligkin degiskenlerin modele eklenmesinin model performansini arttirdig: tespit
edilmistir. PNN ve MLP modellerinin yiiksek tahmin giicii sagladig1 gosterilmistir. Her
iki sinir agr tiiriiniin de Onceki caligmalara gore %98 dogruluk oraniyla daha iyi

performans gosterdigi ifade edilmistir.

Stanisic vd. (2019) yaptiklar1 ¢calismada, denetgi goriis tiiriinii tahmin etmek icin
farkli tahmin yontemlerinin performansi hakkinda sonuclar ¢ikarmayr amacglamistir.
Istatistik ve makine dgreniminden on iki modelin tahmin performansi, miisteri hakkinda
on bilgi mevcut oldugunda ve mevcut olmadiginda, iki senaryo i¢in ayri ayri
degerlendirilmistir. Sonuclar ilk senaryoda, her iki alandan birka¢ yontemin yaklagik
%89’luk karsilastirilabilir tahmin performansi elde ettigini gdstermistir. Ancak ikinci
senaryoda, makine 6grenimi algoritmalari, 6zellikle rastgele orman gibi agag¢ tabanl
olanlar, % 79’a ulagarak 6nemli 6l¢iide daha iyi performans elde ettigini gostermistir. Son

olarak, hem istatistiksel hem de makine Ogrenimi yontemlerinin gii¢lii yanlarini
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birlestirmeyi amaglayan iki hibrit modelin tahmin performansi degerlendirilmistir. Bu
calismadan elde edilen ana kavramsal g¢ikarim, denet¢i goriis tiiriinii tahmin etmeye
yonelik etkili modeller gelistirmek i¢in hem makine 6grenimi hem de istatistiksel
yaklasimlariin giiclii yanlarindan tam olarak yararlanilmasi ve miimkiin olan yerlerde

birlestirilerek hibrit modellerin gelistirilmesi gerektigidir.

Biiyiiktanir ve Toraman (2020), bagimsiz denet¢i goriisiiniin dogrulugunu
dogrulayan ve bir sonraki doneme ait denetim goriisiinii tahmin eden bir makine
O0grenmesi modeli olusturmay1r amacglamistir. Modelin egitilmesi amaciyla Kamuyu
Aydinlatma Platformu’ndan 2009-2019 yillarina ait bagimsiz denetim goriisleri
alinmistir. Bagimsiz denetim goriislerinin  siniflandirilmas1  amaciyla veri seti
kullanilmistir. Finansal oranlarin yani sira gegcmis donemlere ait denetim goriisiiniin tiiri,
onceki déonem bagimsiz denetim sirketlerinin siniflar1 ve denetim goriisiiniin zamaninda
bildirilip bildirilmedigi gibi bilgiler kullanilmigtir. Calisma sonucunda, XGBoost
algoritmast %95.0 oraniyla ve rastsal orman %94.7 oraniyla en yiiksek dogruluk

performansi gosteren modeller oldugu tespit edilmistir.

Nawaiseh vd. (2020), finansal tablo denetimi i¢in tahmine dayali siniflandirma
modelleri olarak yapay sinir aglari, destek vektor makineleri ve K-en yakin komsu veri
madenciligi yontemlerinin yeteneklerini aragtirmislardir. Ampirik sonuglar, destek vektor
makineleri ve yapay sinir aglar1 yontemlerinin daha yiiksek ortalama dogruluk oram
(%95.9) elde ettigini ve K-en yakin komgu’dan (%93.8) daha iyi performans gosterdigini
ortaya koymustur. Olumlu dis1 goriis alan sirketlerin  olumlu goriis olarak
siniflandirilmasi acisindan en diisiik Tip I hata orani, yapay sinir aglar1 tarafindan elde
edilmistir. Destek vektor makineleri, olumlu goriis alan sirketlerin olumlu dis1 olarak

siiflandirilmasi agisindan en diigiik Tip II hata oraniyla daha iyi performans gostermistir.

Nawaiseh & Abbod (2020), finansal tablo denetimi i¢in tahmine dayali
siniflandirma modelleri olarak karar agaglari, naive bayes aglari, lojistik regresyon ve
lineer diskriminant yontemlerinin yeteneklerini arastirmiglardir. Ampirik sonuglar,
denetim goriislinii tahmin etmek i¢in karar agaci tekniginin %96.3 dogru siniflandirma
performasiyla dengeli bir model sagladigin1 ve 2018-2019 yillarina ait veri seti i¢in, naive
bayes aglari, lojistik regresyon ve lineer diskriminant yontemlerinden daha yiiksek

dogruluk performansi gosterdigini ortaya koymustur.
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Zarei vd. (2020), finansal ve finansal olmayan degiskenlere dayali bir probit
model ile 2012-2016 yillarina ait Tahran Menkul Kiymetler Borsasi’nda islem goren 96
gozlemde, denetim goriis tiirlinii tahmin etmislerdir. Model, denet¢i goriistindeki
degisiklikleri agiklamak i¢in toplam 6rneklemi dogru bir sekilde siniflandirmada %72.9

dogruluk performansi gostermistir.

Wu & Li (2021) tarafindan perakende ve toptan ticaret sektoriinde Cin borsasina
kayith sirketlerin 14 finansal veri seti kullanilarak Adam optimizer ile BP (Back
Propagation) sinir agindan tiiretilen bir denetim goriisii tahmin modeli gelistirilmistir.
Sonuglar, modelin tahmin dogrulugunun Adam optimizer %94.05 ve BP sinir ag1 %83.78

oldugunu gostermektedir.

Saeedi (2021) destek vektor makineleri, karar agaclari, k-en yakin komsular ve
kaba kiimeler olmak iizere dort veri madenciligi yonteminin, denetim goriislerinin
tahminindeki yetenegini karsilastirmaktadir. Arastirma verileri, 2001°den 2017’ye kadar
ABD sirketlerinden 37.325 firma-yili gozleminden olusmaktadir. Bagimli degisken genel
literatiirde iki kategoriye ayrilmasina karsin, bu ¢alismada olumlu goriis (unqualified),
aciklama paragrafli olumlu goriis (unqualified with explanatory language) ve isletmenin
stirekliligi (going-concern) olmak iizere ii¢ kategoriye ayrilmigtir. Destek vektor
makineleri, genel tahmin dogruluk oranlari (%75.6), Tip I ve Tip II hatalar1 agisindan en

yiiksek performans1 gostermistir.

Literatiirde tespit edilen denetim goriisii tahmininde veri madenciligi yontemlerini

kullanan ¢aligmalar, Tablo 15°te kronolojik sirayla 6zet olarak sunulmustur.

Tablo 15. Denetim Gériislerinin Tahmin Edilmesine Yonelik Calismalarin Ozeti

S. R Kullanilan
No. Yazar (Y1l) Veri Seti Véntemler Sonuglar
Dopuch vd. Donem: 1969-1980 Olumlu dis1 denetim goriisiinii tahmin
1 (1987) 275 olumlu dis1 goriis Probit Rearesvon etmek i¢in finansal ve piyasa
ve 441 olumlu goriis gresy degiskenlerini kullanarak probit
Ulke: ABD regresyon modeli gelistirilmistir.
) Calismanin sonuglari, halka agik
Laitinen & Dénem: 1992-1994 Kruskal-Wallis Finlandiya sirketlerinin denetim
e 8 olumlu dig1 goriis ve . - raporlarindaki nitelikleri agiklamak icin
2 | Laitinen = Testi ve Lojistik o : e
1998 103 olumlu goriis Reqresvon etkili bir modelin bulunabilecegini
( ) Ulke: Finlandiya gresy gostermektedir. Model %62°lik bir
dogruluga ulagmustir.
Doénem: 1997-1999 En Kiiciik Kareler
3 Spathis 50 olumlu dis1 goriis Regresyon (OLS) Gelistirilen modelin genel dogruluk
(2003) ve 50 olumlu goriis ve Lojistik performanst %78 olarak gergeklesmistir.
Ulke: Yunanistan Regresyon
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Tablo 15 (Devam). Denetim Gériislerinin Tahmin Edilmesine Yénelik Calismalarin Ozeti

S. S Kullanilan
No. Yazar (Y1l) Veri Seti Véntemler Sonuglar
Doénem: 1997-1999
Spathi e UTA[.)|$' Gelistirilen UTADIS modeli, toplam
4 pathis vd. 50 olumlu dig1 goriis Diskriminant Srneklemi %78.83 oramivla dogru
(2003) ve 50 olumlu goriis | Analizi ve Lojistik : yia dog
" . siniflandirmustr.
Ulke: Yunanistan Regresyon
Do6nem: 1998-2003 . o )
859 olumlu disi ebrii Sonuglar, 6rneklemdeki sirketlerin %
5 Doumpos ve 5.189 olumiug 5 rus Destek Vektor 73’iinii dogru simiflandirma performansi
vd. (2005) LT EOTUS | Makineleri gOstermistir ve en 6nemli degisken olarak
Ulkeler: Ingiltere ve “Kredi Notu” vurgulanmustir.
Irlanda
. Doénem: 2001 icii
Caramar}ls 162 olumlu dist @il ];2 If;:%'; I?grflse)r Gelistirilen model, toplam 6rneklemin
6 & Spathis 31 gOTUS gresyo %90’1mn1 siniflandirmada basarili
(2006) ve 23 olumlu goriis ve Lojistik olmustur
Ulke: Yunanistan Regresyon ’
. . Yapay Sinir A1 Olasiliksal sinir aginin %84 siniflandirma
D : 1997-2004
Gaganis vd 260;f)rlrtllmlu dist gbriis (ANN), Olasiliksal dogruluk oraniyla, geleneksel yapay sinir
7 2007 . ve 3.069 olumlu gbriis Sinir Ag1 (PNN) ve | ag1 ve lojistik regresyondan daha iyi bir
( a) o ) fneil Lojistik Regresyon performansa sahip oldugu sonucuna
B, n21ltere (LR) ulagilmistir.
" . K-En Yakin K-NN modelinin genel siiflandirma
Donem: 1998-2003 o
G . o e Komgular (K-NN), dogrulugunun (% 66-72.2), diskriminant
aganis vd. | 980 olumlu dis1 goriis - gy .
8 . .| Diskriminant analizinden (%60.4-62.4) ve lojistik
(2007b) ve 4.296 olumlu goriis - ol N
Ulke: ingil Analizi ve Lojistik regresyondan (%61.1-65.9) daha yiiksek
e ltere Regresyon oldugu tespit edilmistir.
Doénem: 1995-2004 v Sinir Aglar En yiiksek siniflandirma performansini
. 225 olumlu dis1 gorilg ey 1At | 0/89 22 orantyla bayes inang aglar
Kirkos vd. o C4.5 Karar Agaglari . o . . .

9 (2007b) ve 225 olumlu goriis ve Baves Inan gdstermistir. Yapay sinir ag1 modeli
Ulkeler: Ingiltere ve | o> ¢ %81.11, Karar Agact modeli %77.69
irlanda £ oraninda performans gostermistir.
Dénem: 2001-2007 . Destek vektor makinelerini ve karar

. o Destek Vektor 8 ) . - .
Saif vd. 708 olumlu dig1 goriis . . agaclarini birlestiren yeni yontemin daha

10 c Makineleri ve Karar | .= . o

(2012) ve 310 olumlu goriis ABact iyi performans gosterdigini ortaya
Ulke: Tran £ koymuslardir.
(%l;s}ilhksalks inir Ag1 Sonuglar, denetim goriis tiiri tahmininde
Dénem: 2001-2007 (PNN), Co MLP’nin %88’lik bir dogruluga ulastigini
. - Katmanli Algilayici . . i
11 Pourheydari | 347 olumlu dis1 goriis (MLP), Radyal gostermistir. Ayrica ele alinan tiim
vd. (2012) ve 671 olumlu goriis ' yal yontemler arasinda en iyi performansi
] i Tabanl: Fonksiyon Osteren yontem oldugu ortaya
Ulke: Iran (RBF) ve Lojistik | £0° %= > gL ortay
Regresyon (LR) ymustur.
Dénem: 2010-2013 Modellerin smiflandirma sonuglari, C5.0
55 olumlu dig1 goriis . karar agaci algoritmasinin %98.2
ve 55 olumlu goriis C.S'O Ka_rar Agact, smiflandirma performansiyla,
12 Yasar vd. Ulke: Tiirkiye D'S"T”.“'”a”t S diskriminant ve lojistik regresyon
(2015) -Ke Y Analizi ve Lojistik . AT
Orneklem: Borsa Regresyon modellerine kiyasla denetim goriislerini
istanbul smai endeks aciklamada en yiiksek siniflandirma
sirketleri dogruluguna sahip oldugunu gostermistir.
Donem: 2011-2014 Birliktelik
58 olumlu dis1 goriis Kurallarindan GRI Sonug olarak, C5.0 karar agact modeli,
Yasar ve 58 olumlu goriis (Genellestirilmis denetim goriis tiirii tahmininde %88.8
13 (20$16) Ulke: Tiirkiye Kural Cikarimi) oraninda toplam dogru smiflandirma

Orneklem: Borsa
Istanbul sinai endeks
sirketleri

Algoritmasi ve C5.0
ve CART Karar
Agaglari

basarisi ile en yiiksek performansi
gostermistir.
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Tablo 15 (Devam). Denetim Gériislerinin Tahmin Edilmesine Yénelik Calismalarin Ozeti

S. S Kullanilan
No. Yazar (Y1l) Veri Seti Véntemler Sonuglar
Fernandez- Dénem: 2008-2010 Olasiliksal Sinir Ag1 | Bu ¢aligma, olasiliksal sinir ag1 ve ¢ok
14 | Gémez vd 78 olumlu dis1 goriis (PNN) ve Cok katmanli algilayici kullanarak test 6rnegi
(2016) ) ve 369 olumlu goriis Katmanli Algilayict | i¢in sirasiyla % 98.10 ve % 81.70
Ulke: Ispanya (MLP) dogruluk performans: elde etmistir.
C5.0 Agaci,
Rastgele Orman,
Diizenli Rastgele
Orman, Stokastik
gr?(ds }é?:]me Asirt Sonuglar ilk senaryoda her iki alandan
G;la dvan A,rttlima birkag yontemin yaklagik %89’ luk
Dénem: 2010-2013 K-EnyYakln ? karsilagtirilabilir tahmin performansi elde
Stanisic vd. | 4.421 olumlu dis1 ve Komsular, Cok ettigini gosterm'ekte”dvlr. A.nc.ak ikinci
15 g senaryoda, makine 6grenimi
(2019) 9 140 olumlu goriis Katmanls Algllaylm, algoritmalari, 6zellikle Rastgele Orman
Ulke: Sirbistan ll\)/leaslifﬁegelliti%reer gibi agag tabanli olanlar % 79’a ulasarak
Diskrimi ' onemli dl¢lide daha iyi performans
iskriminant Sstermistir
Analizi, Lojistik g o
regresyon, Probit
Regresyon, Karma
Etkiler Lojistik
Regresyon
K-Komsu, Karar
e 2009'201"9" égafé; LéﬂlStlk Rastgele Orman (%94.7) ve XGBoost
868 olumlu dist gorug Disgkrin)’:ine;n i (%95.0) algoritmalari ¢aligmanin en iyi
Biivitktanir ve 6.259 olumlu goris Analizi, Cok sonuglarimi1 vermistir. Finansal oranlar,
16 | ve Yl'ltl)raman Katman,h Alailavict onceki donem goriis tiirli, dnceki donem
(2020) Ulke: Tiirkiye Naive Ba esg yiet, bagimsiz denetim sirket sinifi ve denetim
Rastaele éra'd an raporu gecikmeleri gibi bilgilerin gelecek
~- . g yan, donem sonuglarmi tahmin etmede etkili
Orneklem: Borsa Rastsal Orman, oldusu ifade edilmistir
istanbul (BIST) AdaBoost, & -
XGBoost
Dénem: 5 yillik veri An;(piril; spnuglar, des.te.k chlldér
e makineleri ve yapay sinir aglar
. 7'..1?9 olumlu dis: Yapay Sinir A glar, modellerinin d};hr; }}I/ﬁksek o%'talama
17 Nawaiseh gorus ve %3..‘000 DeSt?k Ve_k tor dogruluk orani (%95.9) elde ettigini ve K-
vd. (2020) olumlu goriig Makineleri ve K-En En Yakin Komsu yonteminden (%93.8)
Ulke: Ingiltere ve Yakin Komsu daha iyi performans gosterdigini ortaya
Irlanda koymustur.
Ampirik sonuglar, karar agact modelinin
o e M
Nawaiseh & | 9.363 olumlu dist ve Analizi, Lojistik Eogfmrustur Ifarar aglfél mode}Ii 2018 ve
16.644 olumlu gorii i :
18 | Abbod L0048 olumiu gorlis | Regresyon, NaiVe | 519+ 1arina ait veri setlerinde lojistik
(2020) Ulke: Ingiltere ve Bayes Aglari, Karar regresyon, lineer diskriminant ve naive
Irlanda Agaglan bayes aglar1 modellerinden daha iyi
performans gostermistir.
Dénem: 2012-2016 Denetgi goriis tiiriinii tahmin etmek igin
Zarei vd. 251 olumlu dig1 ve . toplam 6rneklemi dogru bir sekilde
19 (2020) 229 olumlu goriis Probit Model siniflandirmada %72.9 dogruluk
Ulke: fran performansi gostermistir.
Donem: 2018 yil1 BP Sinir A S lar. Ad timi delini
. inir Agt, onuglar, Adam optimizer modelinin
Wu & Li 25 olumlu dis1 ve 898 o . . y o .
20 (2021) olumlu gériis Adam Optimizer tahmin dogrulugunun %94.05 ile en

Ulke: Cin

Algoritmast

yiiksek oldugunu gostermistir.
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Tablo 15 (Devam). Denetim Gériislerinin Tahmin Edilmesine Yénelik Calismalarin Ozeti

Saeedi

25.943 olumlu goris,
10.217 agiklama

Makineleri, Karar
Agaglart, K-En

S. R Kullanilan
No. Yazar (Y1l) Veri Seti Véntemler Sonuglar
Dénem: 2001-2017 Bu ¢alisma, sirketlerin finansal
Destek Vektor tablolarina iligkin denetim goriislerinin

tahmin edilmesinde dort veri madenciligi
tekniginin performanslarini

21 paragrafli olumlu
(2021) goriis ve 1.165
Isletmenin Siirekliligi
gorusi

Ulke: ABD

Yakin Komsular
(K-NN) ve Kaba
Kiimeler (RS-
Rough Sets)

karsilastirmustir. Destek Vektor
Makineleri, genel tahmin dogruluk
oranlar1 (%75.6) ve Tip I ve Tip II hata
oranlari agisindan en yiiksek performansi
gostermistir.

Yukarida Tablo 15°te yer alan c¢aligmalar kapsadigi donemler, uygulandig:
ilkeler, veri setlerinin biyilikligi, kullanilan bagimsiz degiskenler, kullanilan veri

madenciligi yontemlerine gore karsilastirilmistir.

Calismalarin kapsadigi donemler incelendiginde 1 yil (Caramanis & Spathis,
2006; Wu & Li, 2021) ile 12 y1l arasinda (Dopuch vd., 1987) degistigi goriilmektedir. Bu
calismada 2010-2022 yillarina ait donem ele alinmis olup toplamda 13 yillik donemi
kapsamaktadir. Ayrica “Onceki yil denetim goriisii” degiskeni nedeniyle, 2009 yili
bagimsiz denetim raporu verileri de kullanilmistir. Bu baglamda degerlendirildiginde
donem uzunlugu bakimindan en uzun zaman araligim1 kapsayan calisma oldugu

goriilmektedir.

Calismalarmn yapildig: iilkeler incelendiginde en fazla calisma Ingiltere’de (6)
yapilmistir. {lgili calismalarin 4 tanesi (Doumpos vd., 2005; Kirkos vd., 2007b; Nawaiseh
vd., 2020; Nawaiseh & Abbod, 2020), hem Ingiltere hem de irlanda iilkelerini
kapsamaktadir. Bu iilkeler disinda calisma yapilan iilkelere bakildiginda Tiirkiye (3),
Yunanistan (3), Iran (3), ABD (2), Cin (1), Finlandiya (1), ispanya (1) ve Sirbistan (1)

oldugu goriilmektedir. Bu ¢aligma Tiirkiye 6rnekleminde uygulanmustir.

Calismalarda kullanilan veri setleri biiylikliigili analiz edildiginde 100 (Spathis vd.,
2003) ile 37.325 (Saeedi, 2021) araliginda degistigi gorilmektedir. Veri seti
bliytikliigliniin 200°den az oldugu ¢alismalar (Caramanis & Spathis, 2006; Yasar, 2016;
Laitinen & Laitinen, 1998; Yasar vd., 2015; Spathis, 2003; Spathis vd., 2003) genel olarak
incelendiginde, olumlu dis1 goriis sayisinin az olmasi sebebiyle olumlu goriis sayisinin
tesadiifi oOrnekleme yontemiyle esitlenmesinden kaynaklandigi tespit edilmistir.
Dolayistyla bu c¢alismalarda, bagimli degisken genel olarak esit bicimde dagilim
gostermektedir. Veri seti biiyiikliigliniin 10.000’den fazla oldugu calismalar (Saeedi,
2021; Nawaiseh vd., 2020; Nawaiseh & Abbod, 2020; Stanisic vd., 2019) genel olarak

degerlendirildiginde, bagimli degiskende olumlu dis1 goriis ve olumlu goriis sayisinin
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dengeli dagilim gostemedigi goriilmektedir. Bazi1 ¢alismalarin (Saeedi, 2021) ABD gibi
gelismis tiilkelerde yapilmasindan dolay1 halka agik daha c¢ok veriye erisim imkan
bulunmaktadir. Bununla birlikte bazi ¢alismalar (Nawaiseh vd., 2020; Nawaiseh &
Abbod, 2020) birden fazla iilkede uygulanmistir. Ayrica bu ¢alismalarda herhangi bir
sektor ayrimina gidilmeden tiim verilerle analizlerin yapildigi goriilmektedir.
Literatiirdeki birgok ¢alismada (Spathis, 2003; Doumpos vd., 2005; Kirkos vd., 2007b;
Gaganis vd., 2007a; Pourheydari vd., 2012; Fernandez-Gamez vd., 2016) sonuglarin
yaniltict olmamasi ic¢in Ozellikle bankalar, finansal kuruluglar, yatirim kuruluslari,
finansal aracilar ve holding sirketlerin 6rneklem dis1 tutulmasinin 6nemi vurgulanmastir.
Bu caligmada da ilgili sirketler 6rneklem dis1 birakilmistir. Bu ¢alismada kullanilan veri

seti toplamda 2.377 sirket-y1l gézlemini igermektedir.

Literatiirde yer alan ¢alismalarin bagimsiz degisken setleri incelendiginde hem
finansal degiskenler hem de finansal olmayan degiskenlerin kullanilmistir. Ancak
calismalarda, agirlikli olarak finansal degiskenlerin kullanildigi tespit edilmistir. Denetim
literatiirlinde denetim goriisiinii tahmin etmek i¢in ¢esitli yontemler gelistirilmis ve
uygulanmistir. Bu yontemlerde genel fikir birligi, finansal ve finansal olmayan
degiskenlerin denetim goriisii kararini etkiledigi yoniindedir. Bu ¢alismada toplamda 28

finansal ve finansal olmayan bagimsiz degisken kullanilmistir.

Literiirde yer alan ilk caligmalar temel olarak probit ve lojistik regresyon
modelleri olmak {izere klasik istatistiksel modelleme tekniklerinin kullanimina
dayanmistir (Dopuch vd., 1987), daha yeni ¢aligsmalar ise karar agaclar1 ve yapay sinir
aglar1 gibi modern makine 6grenimi tekniklerine yonelik artan bir tercih gostermistir
(Pourheydari vd., 2012; Saif vd., 2013; Yasar vd., 2015; Fernandez-Gamez vd., 2016).
Literatiirde en ¢ok kullanilan veri madenciligi yontemi, yapay sinir aglar1 olmustur.
Yapay sinir aglarim sirasiyla lojistik regresyon, karar agaglari, diskriminant analizi,
destek vektor makineleri, K-en yakin komsular, naive bayes ve probit regresyon
yontemleri izlemistir. Bazi ¢calismalarda (Dopuch vd., 1987; Laitinen & Laitinen, 1998;
Spathis, 2003; Doumpos vd., 2005; Caramanis & Spathis, 2006, Zarei vd., 2020) sadece
bir yontem kullanilmistir. Diger calismalarda ise, birden fazla yontem analiz edilerek,
karsilastirmali olarak sunulmustur. Bu calismada 12 farkli veri madenciligi yontemi

karsilastirmali olarak sunulmustur.

Literatiirdeki ¢caligmalar, kullanilan metodoloji, 6rneklem 6zellikleri ve uygulanan

ilkeye bagl olarak farkli dogruluk seviyeleri sunmaktadir. Bu c¢aligmayi yiiriitmek igin
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ana motivasyon, denetim siireci i¢in dnemli olan finansal ve finansal olmayan oranlari
kullanarak Tiirkiye 6rnekleminde veri madenciligi yontemlerinin denetim goriisii tahmin

performanslarini karsilastirarak ortaya koymaktir.
2. ARASTIRMANIN METODOLOJISI

Bu kisimda arastirmanin amaci, 6nemi, kapsami, sinirliliklari, ¢ergeve tasarimi ve

arastirma yontemi sunulmustur.
2.1. ARASTIRMANIN AMACI VE ONEMI

Bu arastirmada, denetim goriislerini tahmin etmek i¢in veri madenciligi
smiflandirma  yontemleri  kullanilarak, yontemlerin tahmin performanslarinin

karsilastirilmas1 amag¢lanmistir.

Denetim goriislerinin tahmin edilmesine yonelik finansal tablo verilerinin
yararlilig1 cesitli iilkelerde incelenmistir. Diizenleyici kurumlar, yatirimeilar ve bankalar
gibi paydaslar, denetim goriisii tahmin modelleri araciligiyla denetim goriislerinin riskini
degerlendirmekle ilgilenmektedir. Bu arastirmada sunulan c¢ergceve, diinyanin her
yerindeki denetim ve finans uzmanlari tarafindan denetim planlama ve risk degerlendirme
siirecine yardimec1 olacak tahmine dayali modelleri gelistirmek ve test etmek icin
kullanilabilir. Dopuch vd. (1987: 447-449)’ne gore bagimsiz denetgi goriisiiniin tahmin
edilmesi; benzer durumlarda diger denetgiler tarafindan verilen goriis tiiriiniin
degerlendirilmesi, mevcut miisteriler i¢in denetimin kapsaminin belirlenmesi, isletme i¢
kalitesinin kontrol edilmesi, denetim sirketinin i¢ Kkalitesinin incelenmesi, denetim
kapsamindaki goriisiin dogrulugunun arastirilmast konularinda destek saglayabilir. Bu
baglamda arastirmanin bulgulari; i¢ ve bagimsiz denetciler, kurumsal karar vericiler,
finansal analistler, vergi ve diger kamu otoriteleri, kredi derecelendirme kuruluslari,
bireysel ve kurumsal yatirimeilar, hukuk sirketleri ve arastirmacilara saglayacag fayda

bakimindan 6nemlidir.
2.2. ARASTIRMANIN KAPSAMI VE SINIRLILIKLARI

Bu calismanin ait oldugu arastirma alani, denetim goriislinii tahmin etmeye
yoneliktir. Calismada kullanilan veri seti, BIST de islem goren 161 sirkete ait 2010-2022
yillart arasindaki 13 yillik veriden olugsmakta ve toplam 2.093 go6zlem matrisini
kapsamaktadir. Veri seti, ilgili 161 sirkete ait bagimsiz denetim raporlar1 ve finansal tablo
verilerine iliskin 2.094 satir ve 38 Oznitelikten olusan toplam 79.572 veri hiicresi

igermektedir.
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Her ¢aligmada oldugu gibi bu ¢alismanin da bazi sinirliliklari vardir. Kapsamli bir
literatiir taramasi yapilmis olmasina ragmen, kavramlarin se¢imi ve ayrinti diizeyi temel
olarak sunulan ¢erceve tasarimi tarafindan belirlenmistir. Calismanin sinirliliklarindan
biri, Tiirkiye’de BIST de faaliyet gdsteren 161 sirket verilerinin kullanilmasidir. Calisma
kapsaminda kullanilan siniflandiricilarin performansi, veri seti ve belirlenen bagimsiz
degiskenlere bagli olarak degiskenlik gosterebilir. Calismanin bir diger sinirliligr ise,
calisma sonuglarinin 2010-2022 yillar1 arasina ait verilerin kullanilmasindan dolayi, diger
zaman dilimlerine ve diger iilkelere genisletilememesidir. Diger bir ifadeyle Tiirkiye
sermaye piyasast sosyal, kiiltiirel ve politik farkliliklar nedeniyle diger iilke piyasalari ile

farkliliklar gosterebilir.
2.3. ARASTIRMANIN CERCEVE TASARIMI

Aragtirmanin gergeve tasarimi, veri madenciligi i¢in enddistriler arasi standart bir
stireg olan CRISP-DM metodolojisini takip etmektedir. Bu caligmada uygulanan

arastirma yonteminin sematik diyagrami Sekil 24’te gosterilmektedir.

Sekil 24. Arastirmanin Cergeve Tasarimi: CRISP-DM Metodolojisi
. |:> Veri Toplama ve
Ham Veri [ Veriyi Anlama ]

Veri On Isleme / Hazirlama
Verilerin secilmesi,
Verilerin temizlenmesi,
Verilerin olusturulmasi,
Verilerin entegrasyonu ve
Verilerin bigimlendirilmesi

U

Modelleme
(BBN, NB, LR, ANN, RBF, SVM, K-NN, ADABOOST.M1, DT, RF, DS, CART)

U

[ Model Degerlendirme ]

~

o

J

Kaynak: CRISP-DM Metodolojisinden uyarlanmgtir.
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[k asamada (veri toplama asamas1), Kamuyu Aydinlatma Platformu (KAP) web
sayfasi, sirket web sayfalari, finansal raporlar, denetim raporlar1 ve Finnet Stokeys Pro
veri taban1 kaynaklarindan veriler toplanmistir. Ikinci asamada, verilerin &n islemesi
yapilmistir. Mevcut arastirmalar ve alan bilgisine dayali olarak uygun degiskenler
belirlenmistir. Ugiincii asamada, modeller olusturulmustur. Model olusturmak icin on iki
farkli veri madenciligi siniflandirma yontemi kullanilmistir. Analizler, WEKA yazilimi
kullanilarak gerceklestirilmistir. Veri setinde bulunan aykiri degerleri ve u¢ degerleri
tespit etmek i¢in “Interquartile Range” filtresi uygulanmistir. Veri dengesizligi sorununu
gidermek igin Sentetik Azinlik Orneklem Arttirma Yéntemi (SMOTE) filtresi

uygulanmigtir.

Modelin olusturulmasinda ele alinan 6grenme ve test setlerinin belirlenmesi ayn1
zamanda modelin performansini da etkilemektedir. Mevcut verileri 6grenme ve test
setlerine bolmek i¢in ¢esitli yontemler kullanilmaktadir. Kullanilan veri madenciligi
yaziliminda bunu yapmanin gesitli yollar1 bulunmaktadir. Ogrenme ve test setleri farkli
dosyalardan yazilima aktarilabilecegi gibi yazilim belirli orandaki bir veri dosyasini da
test seti olarak kullanabilir ya da yazilim veri setini pargalara ayirmak i¢in n-fold
yontemini ile n parga ve her pargayi sirayla test seti olarak kullanabilmektedir (Coskun
ve Baykal, 2011: 53). Bu c¢alismada test yontemi olarak “10-katli ¢apraz dogrulama”
yontemi kullanilmistir. Bu yontemde, veri kaynagi 10 boliime ayrilmakta, her boliim bir

kez test seti, kalan 9 boliim ise 6grenme seti olarak kullanilmaktadir.

Veri madenciliginde kullanilan ¢esitli algoritmalar farkli parametrelere sahip
olabilmektedir. Ornegin yapay sinir aglarindaki gizli noronlarm sayisi veya karar
agaclarindaki budama islemi parametre degerleri, algoritmanin kullandig1r parametre
degerini belirlemektedir. Bu parametreler algoritmadan algoritmaya veya kullanilan veri
madenciligi araci programlarinda farklilik gosterebilmektedir. Bu se¢imlerin, kurulacak
modelin performansi iizerinde etkileri bulunmaktadir (Coskun ve Baykal, 2011: 53).
Karsilastirilacak algoritmalarin parametreleri WEKA yaziliminin varsayilan degerlerinde
birakilmis ve model performansini olumlu veya olumsuz yonde etkileyebilecek

degisikliklerden kacinilmistir.

Dordiincii ve son asama ise model degerlendirme asamasidir. WEKA yazilimi, en
uygun Ogrenme algoritmasinin belirlenmesine yardimci olabilecek bir dizi performans

Olciitleri sunmaktadir. Bu dl¢iimlerin bir¢ogu siniflandirma matrisinden tiiretilmektedir.
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Modellerin  performanst  uygun  performans  Olgiitleriyle  degerlendirilerek

karsilastirilmistir.
2.4. ARASTIRMANIN YONTEMI

Bu kisimda veri seti, degiskenler ve arastirmada kullanilan veri madenciligi

smiflandirma yontemleri ele alinmistir.
2.4.1. Veri Setine Iliskin Bilgiler

[statistiksel popiilasyon, 2009-2022 yillar1 arasinda BIST’de islem goren tiim
sirketleri icermektedir. Bu arastirmanin orneklemine asagidaki kosullar1 saglayan

sirketler dahil edilmistir:

e BiST’de 2009 yilindan 2022 yilina kadar kesintisiz islem géren sirketler ele
alinmistir. Bagimsiz denetim raporlar t-1 ve t yillart i¢in mevcut olmalidir. Ayrica, tim
sirketlerin finansal tablolar1 t yili icin mevcut olmalidir. KAP web sayfasinda, sirket
verilerine 2009 yilindan itibaren ulasilabilmektedir. Calismada kullanilan bagimsiz
degiskenler icerisinde bir onceki yil denetim goriisii degiskeni yer almaktadir. Bu
degiskenden dolayr 2010 yilma ait verilerde, 2009 yili denetim raporlar1 verileri
kullanilmistir. Bu kapsamda calismada kullanilan veri seti baslangict 2010 yili olarak

belirlenmistir.

e Bankalar, finansal kuruluslar, yatirim kuruluslari, finansal aracilar ve holding
sitketleri ayr1 raporlama yapilarina sahip olmasindan dolayr oOrneklem disinda

tutulmustur.

Yukaridaki kisitlamalarin uygulanmasindan sonra, yillik 6rneklem biiytikligii 161
sirketi kapsamaktadir. Tablo 16’da arastirma ornekleminde yer alan sirketlerin se¢imi

ifade edilmistir.

Tablo 16. Arastirma Orneklem Sirketlerinin Secimi

Aciklama Sirket Sayisi
Veri toplama siirecinde BIST’de islem Goren Sirket Sayisi 651
Kisitlamalar:
1. Finansal Tablolar1 ve Bagimsiz Denet¢i Raporlart 2009 Yilindan 2022 (250)

Yilina Kadar Mevcut Olmayan Sirketlerin Sayisi

2. Mali Kuruluglar, Araci Kurumlar, Bankalar, Holdingler ve Yatirim
. . (240)
Sirketlerinin Say1si

Final Orneklem Sirket Say1st 161
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Ormeklem sirketlerinin secimi ve kisitlamalar Tablo 16°da sunulmustur. Veri
toplama siirecinde BIST’de faaliyet gosteren sirket sayis1 toplam 651 adettir. Finansal
tablolar1 ve bagimsiz denet¢i raporlar: 2009 yilindan 2022 yilina kadar mevcut olmayan
toplam 250 adet sirket 6rneklem dis1 birakilmistir. Ayrica mali kuruluslar, araci kurumlar,
bankalar, holdingler ve yatirim sirketleri ayr1 raporlama yapilarina sahip olmasi nedeniyle
toplamda 240 adet sirket daha 6rneklem dis1 birakilmistir. Kisitlamalar kisminda yer alan
sirketler, ¢alismada daha tutarli ve anlamli sonuclar elde etmek icin 6rneklem disi
birakilmistir.  Boylelikle arastirma sonuglarmin, sirketler arasindaki yapisal
farkliliklardan etkilenmemesi amaclanmistir. Nihai Orneklem 161 adet sirketi
kapsamaktadir. Orneklem kapsamindaki 161 sirketin sektdrlere gore dagilimi Tablo

17°de verilmistir.

Tablo 17. Orneklem Sirketlerinin Sektorlere Gore Dagilinm

S e gt [ Voade
1 Ana Metal Sanayi 12 7.45
2 | Bilgi ve Iletisim 4 2.48
3 Diger Imalat Sanayii 1 0.62
4 Egitim, Saglik, Spor ve Diger Sosyal Hizmetler 4 2.48
5 | Elektrik Gaz ve Buhar 4 2.48
6 Gayrimenkul Faaliyetleri 2 1.24
7 Gida, Igecek ve Tiitiin 20 12.42
8 Insaat ve Bayindirlik 3 1.86
9 Kagit ve Kagit Uriinleri Basim 7 4.35
10 | Kimya ilag Petrol Lastik ve Plastik Uriinler 16 9.94
11 | Madencilik ve Tas Ocakgilig 2 1.24
12 | Metal Esya Makine Elektrikli Cihazlar ve Ulagim Araglari 22 13.66
13 | Orman Uriinleri ve Mobilya 2 1.24
14 | Oteller ve Lokantalar 6 3.73
15 | Tas ve Topraga Dayali 16 9.94
16 | Teknoloji 11 6.83
17 | Tekstil, Giyim Esyasi1 ve Deri 15 9.32
18 | Toptan ve Perakende Ticaret 10 6.21
19 | Ulastirma ve Depolama 4 2.48

Toplam 161 100

Yukarida Tablo 17°de Orneklem sirketlerinin sektorlere gore dagilimi
gosterilmektedir. Orneklem sirketlerinin sektdrlere gore dagilimina iliskin grafik, en

diisiikten en yiiksege dogru asagida Sekil 25°te verilmistir.
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Sekil 25. Orneklem Sirketlerinin Sektorlere Gére Dagilim Grafigi

12,42
13,66

9,32
9,94
9,94

7,45

== ] 86

Tablo 17 ve Sekil 25, gozlemlerin sektorlere gore dagilimlarini sunmaktadir.
Orneklemde yer alan sirketler 19 farkli sektdrde faaliyet gdstermektedir. Sirketlerin
sektorlere gore dagilimina bakildiginda en fazla gézleme sahip sektor, %13.66 oraniyla
(22 sirket) metal esya makine elektrikli cihazlar ve ulasim araglari sektoriidiir. Bunu,
%12.42 oranmiyla (20 sirket) gida, igecek Ve tiitiin sektorii, %9.94 oraniyla (16 sirket) tas
ve topraga dayali sektor ile kimya ila¢ petrol lastik ve plastik iirtinler sektorii, %9.32
oraniyla (15 sirket) tekstil, giyim esyas1 ve deri sektorii takip etmektedir. En az gézleme
sahip sektor %0.62 oraniyla (1 sirket) diger imalat sanayii sektoriidiir. Bunu %1.24
oraniyla (2 sirket) gayrimenkul faaliyetleri, madencilik ve tas ocakg¢iligi, orman triinleri
ve mobilya sektorleri, %1.86 oraniyla (3 sirket) insaat ve baymdirlik sektorii takip

etmektedir.

Calismada kullanilan veri seti, 161 sirketin 2010-2022 yillar1 arasina ait 13 yillik
verilerinden olugmakta olup, toplamda 2.093 sirket-yil gozlemini igermektedir. 2.093

gozleme ait bagimsiz denetim goriis tiirleri dagilimi asagida Tablo 18’de verilmistir.

Tablo 18. Veri Setinin Goriis Tiirlerine Gore Dagilimi

Veri Seti
Tirkiye Tonl Olumlu Goriis Olumlu Dis1 Goriis
BIST Sirketleri oplam Gozlem Sayist Gozlem Sayisi
Gozlem Sayist
n % n %
2010-2022 Veri Seti 2.093 1.855 88.63 238 11.37
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Yukarida Tablo 18’de veri setinin goriis tiirlerine gére dagilimi gosterilmektedir.

Veri setinin goriis tiirlerine gore dagilimina iligkin grafik, asagida Sekil 26°da verilmistir.

Sekil 26. Veri Setinin Goriis Tiirlerine Gore Dagilim Grafigi

11,37%

# Olumlu Denetim Gorisii

# Olumlu Dig1 Denetim Goriisit

88,63%

Toplam 2.093 adet sirket-yil verisini igeren gozlemlerin %88.63°1 (1.855 gbzlem)
olumlu denetim goriisii, %11.37’si (238 gbzlem) olumlu dis1 denetim goriistidiir. Veriler,
Tiirkiye’de olumlu denetim goriislerinin tiim denetim gorisleri igindeki paymin yiiksek
oldugunu gostermektedir. Bu bulgu baslangigta sasirtict goriinebilir, ancak diger bazi
aragtirmalar, tiim denetim gorlislerinde yliksek oranda olumlu denetim goriisiiniin
bulunmasinin olagandis1 olmadigini gdstermektedir. Ornegin, Finlandiya’ni kredi bilgi
hizmetleri saglayicis1 olan Suomen Asiakastieto Oy’dan elde edilen verilere gore,
7.000’den fazla Finlandiyali sirketten olusan rastgele bir orneklemde %94 oraninda
olumlu denetim goriisii oldugu ifade edilmistir (Laitinen & Laitinen, 1998: 643). Denetim
goriiglerinin biiylik cogunlugunun olumlu goriis olmasinin nedeninin Akdogan’in (2020)
calismasinda da ifade edildigi gibi, denetim sirketlerinin y1l igerisinde denetim siirecinde
eksik gordiikleri noktalar1 sirketlere diizeltme konusunda oOnderlik yapmasindan
kaynaklandig1 distinilmektedir (Akdogan, 2020: 16). Ayrica DeAngelo (1981)
caligmasinda denetcilerin bagimsizligi, miisterinin denet¢inin toplam gelirine yaptigi
denetim ticreti ve/veya denetim disi ticretlerin oranindan etkilenebilecegini ifade etmistir.
Bu ekonomik iligki, denet¢ilerin bagimsizliklarindan 6diin vermeleri ve miisterileri elde
tutmak icin olumlu rapor vermeleri yoniinde bir tesvik yaratabilecegi bulgusuna yer

vermistir.

Olumlu dis1 denetim goriisleri sarth, goriis bildirmekten kacinma ve olumsuz
goris tirlerini icermektedir. Veri setinde %11.37 (238 gozlem) olumlu disi denetim

goriisiiniin kendi igerisindeki dagilimi asagida Tablo 19°daverilmistir.
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Tablo 19. Olumlu Dig1 Denetim Goriiglerinin Dagilimi

- Goriis Bildirmekten Olumsuz
Olumlu Dig1 Goriis Toplam Sartlt Goriig Kaginma Goriis
Gozlem Sayist
n % n % n %
238 223 93.70 15 6.30 - -

Olumlu dis1 denetim goriislerinin dagilimina bakildiginda %93.70’1 (223 gbzlem)
sarth gorls, %6.30’u (15 gozlem) gorlis bildirmekten kaginma goriisii oldugu
gorilmektedir. Arastirma kapsamindaki gozlemlerde olumsuz denetim goriisii igeren

denetim raporuna rastlanmamustir.

Bagimsiz denetim siirecinde, finansal tablo karar alicilarini etkileyen hususlar
degerlendirilmekte ve olast yanligliklarin genele yaygin olup olmadigi tespit
edilmektedir. Bu siiregte yanlisligin finansal tablolarin geneline yaygin oldugunun kaniti,

olumsuz goriisiin dayanagini olusturmaktadir.

Olumsuz goriis; sirketin giivenilirligine iliskin sliphelerin artmasi, hisse senedi
piyasa fiyatlarinin diismesi, bor¢lanma maliyetlerinin artmasi, kamuoyu nezdinde itibar
kayb1 gibi pek ¢ok durumla sonuclanmaktadir (Ipek, 2023: 1). Ayrica s6z konusu goriis
sirketin finansal tablolarinin glivenilir olmadigini géstermesinin yani sira sirket yonetimi

icin baz1 yasal degisiklikleri de zorunlu kilmaktadir.

TTK 403/5. maddesi geregince; olumsuz goriisiin yonetime bildirilmesiyle
yapilan genel kurul toplantisinda mevcut yonetim kurulu iiyelerinin gorevleri
sonlandirilmakta ve yeni iiyelerin se¢imi yapilmaktadir. Yeni secilen yonetim kurulu, altt
ay igerisinde esas sozlesme ve yasal mevzuata uygun olacak sekilde hazirlanan finansal
tablo ve denetci raporunu genel kurula sunmasi gerekmektedir. Aksi halde olumsuz goriis

verilen finansal tablolar esasinda alinan kararlar gegerli olmayacaktir.

Ortaya ¢ikan islem ve olaylarin niteligi dikkate alindiginda olumsuz goriisiin
sirketlerin kagindig: bir goriis tiirli oldugu goriilmektedir. Gézlemler igerisinde olumsuz

gOriis tlirliniin bulunmayisinin bu durumlardan kaynakl olabilecegi diistiniilmektedir.

Toplam 2.093 adet sirket-yil verisini igeren gozlemlerin sektorlere gore dagilimi

asagida Tablo 20°de verilmistir.
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Tablo 20. Sektorlerin Denetim Gortiis Tiirlerine Gore Dagilimi

Olumlu

Goriis Olumlu Dis1 Goriis Genel
Sn Sektor olumlu Sartls GBK Olumlu Dis1 Toplam
Toplam
n % n % n % n % n %

1 | Ana Metal San. 146 7.87 10 4.48 - - 10 4.20 156 7.45

Bilgi ve lletisim 50 2.70 2 0.90 - - 2 0.84 52 2.48

Dig. Imalat San. 13 0.70 - - - - - - 13 0.62
4 g%;g;nsfjﬁlﬂhlsszr ve 7 | 038 |45 |2018| - | - | 45 | 1891 | 52 | 248
5 | Elektrik Gaz ve Buhar 49 2.64 3 135 | - - 3 1.26 52 2.48
6 | Gayrimenkul Faaliyetleri 19 1.02 7 3.14 | - - 7 2.94 26 1.24
7 | Gida, igecek ve Tiitiin 232 | 1251 | 25 | 1121 | 3 | 20.00 | 28 11.76 260 | 12.42
8 | Insaat ve Baymdirlik 29 156 | 10 | 448 | - - 10 4.20 39 1.86
9 | Kagit ve Urn. Bas. 88 | 474 | 3 | 135 | - - 3 1.26 91 | 4.35
10 | Kimya llag Petrol Lastik | 175 | 60 | 21 | 942 | 9 | 60.00| 30 | 1261 | 208 | 9.94

ve Plastik Uriinler
11 | Madencilik ve Tag Ocak. 16 0.86 | 10 | 4.48 - - 10 4.20 26 124
Metal Esya Mak. Elek.

12 Cih. ve Ulasim Arag. 275 | 1482 | 11 | 493 | - - 11 4.62 286 | 13.66
13 | Orman Urnl. ve Mobilya 16 0.86 | 10 | 4.48 - - 10 4.20 26 124
14 | Oteller ve Lokantalar 70 3.77 8 359 | - - 8 3.36 78 3.73
15 | Tas ve Topraga Dayali 202 | 1089 | 6 269 | - - 6 2.52 208 9.94
16 | Teknoloji 139 7.49 2 090 | 2 | 13.33 4 1.68 143 | 6.83
17 | Tekstil, Giyim E.ve Deri 156 841 | 38 | 17.04 | 1 | 6.67 39 16.39 195 | 9.32
18 | Toptan ve Perak. Tic. 120 6.47 | 10 | 4.48 | - - 10 4.20 130 | 6.21
19 | Ulastirma ve Depolama 50 2.70 2 0.90 - - 2 0.84 52 2.48
Toplam 1.855 | 100 | 223 | 100 | 15| 100 238 100 2.093 | 100

Yukarida verilen Tablo 20’de denetim raporlari, denetim goriis tiirleri ve sektorler
bakimindan ele alinmistir. Gozlemlerde toplam 1.855 adet olumlu goriis bulunmaktadir.
Olumlu goriis tiirti en fazla olan sektor, %14.82 oraniyla (275 gézlem) metal esya makine
elektrikli cihazlar ve ulasim araglar sektoriidiir. Bunu sirasiyla, %12.51 oraniyla (232
gozlem) gida, igecek ve tiitiin sektorii, %10.89 oraniyla (202 gozlem) tas ve topraga
dayali sektor, %9.60 oraniyla (178 gozlem) kimya ilag petrol lastik ve plastik iriinler
sektorii takip etmektedir.

Gozlemlerde toplam 223 adet sartli goriis bulunmaktadir. Sarth goriis tiirii en fazla
olan sektor, %20.18 orantyla (45 gozlem) egitim, saglik, spor ve diger sosyal hizmetler
sektoridiir. Bunu sirasiyla, %17.04 oraniyla (38 gozlem) tekstil, giyim esyasi ve deri

sektorii, %11.21 oraniyla (25 gozlem) gida, igecek ve tiitiin sektorii takip etmektedir.

Gozlemlerde toplam 15 adet goriis bildirmekten kagimma goriis tiiri yer

almaktadir. Goriis bildirmekten kaginma goriis tiirii en fazla olan sektor, %60 oraniyla (9
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gozlem) kimya ilag petrol lastik ve plastik iriinler sektoriidiir. Bunu sirasiyla %20
oraniyla (3 gbzlem) gida, igecek ve tiitiin sektorii, %13.33 oraniyla (2 gézlem) teknoloji
sektorii, %6.67 oraniyla (1 gozlem) tekstil, giyim esyasi ve deri sektorii takip etmektedir.
Goriis bildirmekten ka¢inma goriis tilirii yukarida ifade edilen 4 sektorde goriiliirken, diger

15 sektorde goriis bildirmekten kaginma goriis tliriine rastlanmamastir.

Gozlemlerde toplam 238 adet olumlu dis1 goriis bulunmaktadir. Olumlu dis1 goriis
tiirli en fazla olan sektor, %18.91 oraniyla (45 gozlem) egitim, saglik, spor ve diger sosyal
hizmetler sektoriidiir. Bunu sirasiyla, %16.39 oraniyla (39 gozlem) tekstil, giyim esyasi
ve deri sektorii, %12.61 oraniyla (30 gozlem) kimya ilag petrol lastik ve plastik tiriinler
sektorii, %11.76 oraniyla (28 gozlem) gida, igecek Ve tiitiin sektorii takip etmektedir.

Sektorlerin olumlu goriis ve olumlu dis1 goriis tiiriine gore dagilim grafigi, olumlu

goriis tiirli en fazladan en aza dogru asagida Sekil 27°de verilmistir.

Sekil 27. Sektorlerin Denetim Goriis Tiirlerine Gore Dagilim Grafigi
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Sekil 27 incelendiginde, en fazla olumlu goriis verilen sektér metal esya makine
elektrikli cihazlar ve ulasim araglari sektoriiyken, en az olumlu goriis verilen sektor egitim
saglik spor ve diger sosyal hizmetler sektoriidiir. En fazla olumlu dis1 goriis verilen sektor
egitim, saglik, spor ve diger sosyal hizmetler sektoriiyken, en az olumlu dis1 goriis verilen
sektor diger imalat sanayii sektoriidiir.

Toplam 2.093 gbzlemin, 19 farkl sektore gore dagilimina bakildiginda, 13 ile 286

arasinda degiskenlik gosterdigi goriilmektedir. Sektdrlerin kendi igerisinde denetim goriis

tiirleri dagilim grafigi, olumlu goriis tiiri en fazladan en aza dogru agagida Sekil 28’°de
verilmistir.
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Sekil 28. Sektdrlerin Kendi Igerisinde Denetim Gériis Tiirlerine Gore Dagilim Grafigi
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Sektorlerin kendi igerisindeki olumlu goriis ve olumlu dis1 goris tiirleri dagilimi
incelendiginde, en fazla olumlu goriis verilen sektorlerin sirasiyla; diger imalat sanayii
sektorii (%100), teknoloji sektorii (%97.20), tas ve topraga dayali (%97.12) sektor oldugu
goriilmektedir. En fazla olumlu dis1 goriis verilen sektorlerin sirasiyla; egitim saglik spor

ve diger sosyal hizmetler sektorii (%86.54), orman {iriinleri ve mobilya (%38.46) sektorii
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ile madencilik ve tas ocak¢iligi (%38.46) sektorii oldugu goriilmektedir.

Toplam 2.093 adet sirket-yil verisini igeren gozlemlerin yillara gore dagilimi

asagida Tablo 21°de verilmistir.

Tablo 21. Denetim Goriis Tiirlerinin Yillara Gore Dagilimi

9
38,46%61'54/0

-

86,54%

9
38,46%61’54 %

Olumlu Gors Olumlu Dis1 Gortis Toplam
Yillar
n % n %
2022 146 7.87 15 6.30 161
2021 143 7.71 18 7.56 161
2020 138 7.44 23 9.66 161
2019 137 7.39 24 10.08 161
2018 142 7.65 19 7.98 161
2017 147 7.92 14 5.88 161
2016 146 7.87 15 6.30 161
2015 142 7.65 19 7.98 161
2014 143 7.71 18 7.56 161
2013 141 7.60 20 8.40 161
2012 145 7.82 16 6.72 161
2011 142 7.65 19 7.98 161
2010 143 7.71 18 7.56 161
Toplam 1.855 100 238 100 2.093
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Tablo 21’de denetim goriis tiirlerinin yillara gore dagilimi gosterilmektedir.
Olumlu goriis tiirtiniin yillara gore dagilimina bakildiginda en fazla %7.92 oraniyla (147
gozlem) 2017 yilinda gergeklesirken, en az %7.39 orantyla (137 gbzlem) 2019 yilinda
gerceklesmistir. Olumlu dis1 goriis tiirtiniin yillara gére dagilimina bakildiginda en fazla
%10.08 oraniyla (24 gozlem) 2019 yilinda gerceklesirken, en az %5.88 oraniyla (14
gozlem) 2017 yilinda gergeklesmistir. Denetim goriis tiirlerinin yillara gére dagilim

grafigi asagida Sekil 29°da verilmistir.
Sekil 29. Denetim Goriis Tiirlerinin Yillara Gore Dagilim Grafigi
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Sekil 29 incelendiginde, olumlu goriis tiirliniin yillara gore ¢ok fazla
dalgalanmadigi, %7 civarinda (%7.39-%7.92) seyrettigi goriilmektedir. Olumlu dis1
goriis tiiri,, olumlu goriis tiirline gére daha dalgali bir seyir izleyerek, %5.88 ile %10.08
araliginda oldugu goriilmektedir. Olumlu dis1 goriis tiirtinde, 6zellikle 2018, 2019 ve 2020

yillarinda bir artis s6z konusudur.

Olumlu dis1 goriis alan sirketler, izleyen yilda denetim sirketi degisikligine gidip
gitmedigi arastirilmigtir. Bu kapsamda, 2010-2021 yillar1 arasinda olumlu dis1 denetim
goriis gozlemi toplam 223 adettir. 2022 yili i¢in izleyen yilda (2023) denetgi degisikligi
bilgisi veri setinde yer almadigr i¢in, 2010-2021 yillar1 arasinda analiz
gerceklestirilmistir. Olumlu dis1 denetim goriisii alan sirketlerin, izleyen yilda denetim
sirketi degisikligine gidip gitmedigine bakildiginda, %66.37’si (148 gozlem) izleyen
yilda denet¢i degisikligine gitmedigi, %33.63’1 (75 gbzlem) izleyen yilda denetci
degisikligine gittigi tespit edilmistir. Ayrica, goriis bildirmekten kacinma goriisii alan
sirketlerin, %73.33’1 (11 gozlem) izleyen yilda denet¢i degisikligine gitmedigi,
%26.67’s1 (4 gozlem) izleyen yilda denet¢i degisikligine gittigi tespit edilmistir.
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Dolayisiyla olumlu dis1 goriis alan sirketler, cogunlukla denetim sirketini degistirmedigi

goriilmektedir.

Toplam 2.093 adet sirket-y1l verisini igeren gozlemlerin denetim girketi
biiyiikliigiine gore degisimi arastirilmistir. Toplam 2.093 goézlemin %59.87°si (1.253
gozlem) dort biiylik denetim sirketi tarafindan denetlenirken, %40.13’i (840 gozlem) dort
biiyiik dis1 denetim sirketi tarafindan denetlenmistir. Akdogan’in (2020) ¢alismasinda da
ifade edildigi gibi, denetim sirketi bliyiikliigli 6zelinde degerlendirme yapildiginda, yurt
disindan gelen talep nedeniyle dort biiyiiklerin hakimiyetinin devam ettigi, diger denetim
sirketlerinin ise yeterli sayida sirkete ulasamadig1 ve yeterli pazar pay: elde edemedigi
disiiniilmektedir (Akdogan, 2020: 16). Denetim goriis tiirlerinin denetim sirketi
biiytikliigiine gore dagilimi Tablo 22°de verilmistir.

Tablo 22. Denetim Goriis Tiirlerinin Denetim Sirketi Biiyiikliigiine Gore Dagilimi

Olumlu Goriis Olumlu Dig1 Goriis
Ggfl?;tT'Tru Olumlu Sarth Gériis GBK Ol$?3;21$‘ Genel Toplam
n % n % n % n % n %
4 Biiyik 1.170 | 63.07 83 37.22 - - 83 34.87 | 1.253 | 59.87
4 Biiyiik Dis1 685 | 36.93 | 140 | 62.78 | 15 100 155 65.13 | 840 40.13
Toplam 1.855 | 100 223 100 15 100 238 100 | 2.093 100

Veri setinde 1.855 adet olumlu goriis, 223 adet sartli goriis ve 15 adet goriis
bildirmekten kaginma goriisii bulunmaktadir. Olumlu goriislerin %63.07’si (1.170
gbzlem) dort biiylik denetim sirketi tarafindan, %36.93’1 (685 gozlem) dort biiytik disi
denetim sirketi tarafindan verilmistir. Sarth goriislerin %37.22’si (83 gozlem) dort bitylik
denetim sirketi tarafindan, %62.78’1 (140 gozlem) dort bilylik disi denetim sirketi
tarafindan verilmistir. Goriis bildirmekten kaginma gértiglerinin %100t (15 gozlem) dort
biiyiik dis1 denetim sirketi tarafindan verilmis olup, dort biiyiik denetim sirketi tarafindan
s0z konusu goriis tlrii hi¢ verilmemistir. Ayrica gézlemler arasinda olumsuz goriis tiirii
bulunmamaktadir. Denetim goriis tiirlerinin denetim sirketi biiyiikliigline gére dagilim

grafigi asagida Sekil 30°da verilmistir.
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Sekil 30. Denetim Goriis Tirlerinin Denetim Sirketi Biiytikliigline Gore Dagilim Grafigi

Olumlu Goriis Olumlu Dig1 Goriis
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Sekil 30 incelendiginde, olumlu goriiglerin %63.07°si (1.170 gozlem) dort biiyiik
denetim sirketi tarafindan, %36.93’i (685 gozlem) dort biiylik disi denetim sirketi
tarafindan verilmistir. Olumlu dis1 goriislerin %34.87’si (83 gozlem) dort biiylik denetim
sirketi tarafindan, %65.131 (155 gozlem) dort biiylik disi denetim sirketi tarafindan
verilmistir. Dort biiyiik denetim sirketinin daha fazla (%63.07) olumlu goriis verdigi; dort
bliyiik disi denetim sirketinin daha fazla (%65.13) olumlu dis1 goris verdigi
goriilmektedir. Sekil 30 genel olarak degerlendirildiginde, dort biiyiik denetim sirketi
daha fazla olumlu goriis verirken, dort biiyiik dig1 denetim sirketi daha fazla olumlu dist
goriis verdigi goriilmektedir.

Toplam 2.093 adet sirket-y1l verisini igeren gozlemlerin %88.63°1 (1.855 gbzlem)
olumlu goriis, %10.65’1 (223 goézlem) sartli goriis ve %0.72°si (15 gozlem) goriis
bildirmekten kaginma goriisiidiir. Denetim sirketi biiytlikliigline goére verilen denetim

goriis tlirti dagilimi agagida Tablo 23°te verilmistir.

Tablo 23. Denetim Sirketi Biiyiikliigiine Gore Denetim Goriis Tiirii Dagilimi

Denetim Sirketi Biyiikliigi 4 Biiylik 4 Biiyiik Dis1 Genel Toplam
n % n % n %
Olumlu Goriis 1170 93.38% 685 81.55% | 1.855 | 88.63%
Sartl Goriis 83 6.62% 140 16.67% | 223 10.65%
Goriis Bildirmekten Kaginma - - 15 1.79% 15 0.72%
Olumsuz Goriis - - - - - -
Toplam 1.253 100 840 100 2093 100
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Daort biiylik denetim sirketi tarafindan verilen goriislerin %93.38’1 (1.170 gozlem)
olumlu goriis, %6.62’si (83 gozlem) sarthi goriis olup, gorilis bildirmekten kaginma ve
olumsuz goriis bulunmamaktadir. Dort biiyiik disi denetim sirketi tarafindan verilen
goriislerin %81.55°1 (685 gozlem) olumlu goriis, %16.67°s1 (140 gézlem) sarth gorts,
%1.79’u (15 gozlem) goriis bildirmekten kaginma olup, olumsuz goriis bulunmamaktadir.
Denetim sirketi biiytikliigline gore olumlu ve olumlu dis1 goriis tirti dagilim grafigi

asagida Sekil 31°de verilmistir.

Sekil 31. Denetim Sirketi Biiyiikliigiine Goére Denetim Goriis Tiirti Dagilim Grafigi
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4 Biiyiik 4 Biiyiik Dist

H Olumlu Goriis = Olumlu Dig1 Goriis

Dort biiyilik denetim sirketi, yapmis olduklar1 denetimlerde %93.38 olumlu gortis,
%6.62 olumlu dis1 goriis vermislerdir. Dort biiylik dist denetim sirketi, yapmis olduklari

denetimlerde %81.55 olumlu goriis, %18.45 olumlu dig1 goriis vermislerdir.

Sekil 31 genel olarak degerlendirildiginde, dort biiyiik denetim sirketi daha fazla
olumlu goriis verirken, dort biiylik dis1 denetim sirketi daha fazla olumlu dis1 goriis
verdigi goriilmektedir. Sekil 31 dikkate alindiginda, 4 biiylik denetim sirketlerindeki
olumlu goriis verme orani, dort biiyiik dis1 denetim sirketlerinin olumlu goriis verme
oranindan daha fazla oldugu goriilmektedir. Ayn1 zamanda dort biiyiikk digi denetim
sirketlerinin olumlu goriis disindaki goriis tiirlinti 4 biiylik denetim sirketlerine gére daha
fazla yer verdigi goriilmektedir. Bu sonug, 4 biiyiik denetim sirketinin yapmis oldugu
denetimlerde olumlu dis1 goriis ihtimalinin az oldugunu tespit eden Gaganis & Pasiouras

(2006) sonuglartyla tutarhilik géstermektedir.

Dort biiyiik denetim sirketlerinin olumlu goriis disindaki goriis tiiriiniin daha az
olmasi durumu; Borsa Istanbul kapsaminda bulunan yasal hiikiimler geregince hesap

verilebilirligi yiiksek olan kurumsal sirketlerin biiyiik bir kisminin dort biiylik denetim
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sirketleri tarafindan denetlenmesi, denetimini iistlendigi sirket biinyesinde yer alan
0zellikle finans ve mali isler departmani personellerinin egitim ve bilgi diizeyinin yliksek
olmasi, sozlesme Oncesi miisteri kabul asamasinda uygulanan prosediirler ile denetim
acisindan riskli sirketlerin denetimini iistlenmemeleri, denetim siirecinde uyguladiklari
prosediir ve ¢alisma kagidi modiillerin kapsamli ve etkin olmasi, uluslararast sektoérde
mevcut ve glincellenen denetim ve muhasebe standartlarina uygulama hakimiyetlerinin
yaygin olmasi ve yasal otorite (KGK), akademik paydaslar ile siirekli egitim isbirliginin

yarattig1 avantajlar ile agiklanabilir.
Calisma kapsaminda dort biiyiik denetim sirketi olarak ele alinan sgirketler
asagidaki gibidir:

e Basaran Nas Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S.

(PwC Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S.)

e Akis Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S. (KPMG
Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S.)

e DRT Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S. (Deloitte)

e Gliney Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S. (Ernst
& Young)

Bagaran Nas Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S.
12.12.2016 tarihinde unvan degisikligine giderek PwC Bagimsiz Denetim ve Serbest
Muhasebeci Mali Miisavirlik A.S. unvanini kullanmaya baglamistir. Akis Bagimsiz
Denetim ve Serbest Muhasebeci Mali Miisavirlik A.S. 27.11.2017 tarihinde unvan
degisikligine giderek KPMG Bagimsiz Denetim ve Serbest Muhasebeci Mali Miisavirlik

A.S. unvanin kullanmaya baglamstir.

Toplam 2.093 g6zlemin bir 6nceki y1l denetim goriis tiirlerine gore dagilimi Tablo

24’°te verilmistir.

Tablo 24. Bir Onceki Y1l Denetim Gériis Tiirleri Dagilimu

o ) Olumlu Goriislerin Olumlu Dig1 Goriislerin
]}; T OTlce]él,.Y"l] Onceki Y1l Denetim Onceki Y1l Denetim TOPLAM
enetim Lorus Gériis Tiirii Goriis Tiirii
Tiri
n % n % n %

Olumlu Goriis 1.806 97.36 45 18.91 1.851 88.44
Olumlu Dig1 Goriis 49 2.64 193 81.09 242 11.56
Toplam 1.855 100 238 100 2.093 100

137



Toplam gozlemlerin 1.855 adedi olumlu goriis tiirii icermektedir. 1.855 adet
olumlu goriisiin bir 6nceki y1l denetim goriisiiniin 1.806 (%97.36) adedi olumlu goriis, 49
(%2.64) adedi olumlu dis1 goriis oldugu goriilmektedir. Diger bir ifadeyle 1.806 adet
olumlu goriis alan sirket, izleyen yilda da olumlu goriis alirken; 49 adet olumlu goriis alan
sirket, izleyen yilda olumlu dis1 goriis almistir. Toplam gozlemlerin 238 adedi olumlu dis1
goriis tiirli icermektedir. 238 adet olumlu dis1 goriisiin bir 6nceki yil denetim goriisiiniin
45 (%18.91) adedi olumlu goriis, 193 (%81.09) adedi olumlu dis1 goriis oldugu
gorilmektedir. Diger bir ifadeyle 45 adet olumlu goriis alan sirket izleyen yilda olumlu
dis1 goriis alirken, 193 adet olumlu dis1 goriis alan sirket izleyen yilda da olumlu disi
goriis almistir. Bir 6nceki yi1l denetim gortis tiiriine gore olumlu ve olumlu dis1 goriis tiirti

dagilim grafigi asagida Sekil 32°de verilmistir.

Sekil 32. Bir Onceki Y1l Denetim Gériis Tiirleri Dagilim Grafigi

97,36%
81,09%

2,64% 18,91%

OLUMLU GORUSLERIN BIR ONCEKi YIL ~ OLUMLU DISI GORUSLERIN BiR ONCEKI YIL
DENETIM GORUS TURU DENETIM GORUS TURU

Olumlu Goriis Olumlu Dis1 Goriis

Sekil 32 incelendiginde onceki yil olumlu denetim goriisii alan sirketlerin
%97.36’s1n1n izleyen yil olumlu denetim goriisii aldig1 goriilmektedir. Onceki y1l denetim
goriisii olumlu dis1 olan sirketlerin %81.09’unun izleyen yil olumlu dist denetim goriisii
aldig1 goriilmektedir. Sekil 32 genel olarak degerlendirildiginde, olumlu goriis alan
sirketlerin izleyen yilda da olumlu goriis alma ihtimalinin yiiksek oldugu, olumlu dis1
goriis alan sirketlerin ise izleyen yilda olumlu dig1 goriis alma ihtimalinin ytliksek oldugu
tespit edilmistir. Olumlu dis1 denetim goriisii alan sirketlerin izleyen yilda olumlu denetim
goriisli alma ihtimali, olumlu denetim goriisii alan sirketlerin izleyen yilda olumlu dis1

denetim goriisli alma ihtimalinden daha yiiksek oldugu goriilmektedir.
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2.4.2. Bagimh ve Bagimsiz Degiskenler

Bu calismada denetim goriisiinii tahmin etmeye yonelik finansal ve finansal

olmayan degiskenler kullanilmistir. Bagimsiz degiskenler, denetim goriisiinii etkiledigi

diistiniilen ve literatiirde yaygin olarak kullanilan degiskenlerden esinlenen yeni bir

degisken setidir.

Veri seti olusturulurken finansal degiskenler, Stockeys Pro veri tabani

kullanilarak elde edilmistir. Degisken seti, her sirket i¢in yillik finansal tablolarindan ve

denetim raporlarindan elde edilen 28 finansal ve finansal olmayan bagimsiz degiskenle

birlikte, olumlu ve olumlu dis1 denetim goriislerini igeren bagimli degiskenden

olugmaktadir. Bagimsiz degiskenler ve bagimli degisken arasindaki iligki asagida Sekil

33’te verilmistir.

Sekil 33. Bagimsiz ve Bagimli Degiskenler Arasindaki Iliski

Bagimsiz Degisken: Bagiml Degisken:

28 degisken j‘> Denetim Goriis Tiiri

(Finansal ve Finansal
Olmayan Veriler) 0: Olumlu dis1 denetim

(1: Olumlu denetim goriisii

goriisit)

Arastirmada kullanilan bagimli degisken, 4 adet finansal olmayan bagimsiz

degisken ve 24 adet finansal bagimsiz degisken setine iligkin bilgiler asagida Tablo 25°te

verilmistir.
Tablo 25. Arastirmada Kullanilan Degiskenlerin Listesi
DEGISKEN <
GRUBU KOD DEGISKENLER
Basimls Denetim Goriis Tirt (1: Olumlu denetim goriisii
&l Y 0: Olumlu dis1 denetim goriisii (Sartl, Goriis Bildirmekten Kaginma,
Degigken
Olumsuz))
Denetci Degisti mi? (1: Denetgi degismedi 0:
X1 L e
_ Denetgi degisti)
Finansal Denetci Biiyiikliigii (1: 4 Biiyiik Denetim Sirketi
Olmayan X2 10: 4 biiyiik dist denetim sirketi)
Bagimsiz
Degiskenler Onceki Y1l Denetim Goriigii (1: Olumlu denetim goriisii
X3 0: Olumlu dis1 denetim goriisii (Sartl, Goriis Bildirmekten Kaginma,
Olumsuz))
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Tablo 25 (Devam). Aragtirmada Kullanilan Degiskenlerin Listesi

DEGISKEN

GRUBU KOD DEGISKENLER

Denetim Raporu Gecikmesi (Mali yilsonu ile denetim
raporu ilan tarihi arasinda gecen giin sayist)

Xs | Cari Oran

Likidite Oranlari Xs | Likit Oran

X7 | Nakit Oran

Xg | Aktif Karlilik (ROA) (%)

Xo | Briit Esas Faaliyet Kar Marj1 (%)
Xio | Esas Faaliyet Kar Marj1 (%)
Karlilik Oranlari X1 | Favok Marji (%)

X12 | Net Kar Marj1 (%)

X3 | Ozsermaye Karliligi1 (ROE) (%)
X4 | Vafok Marji (%)

Degerleme Oranlari Xis | Piyasa Degeri/Defter Degeri

Finansal Xi6 | Aktif Biiyiime (%)
Bagimsiz

Degigkenler

Biiyiime Oranlar1 Xi17 | Net Satislar Biiytime (%)

Xis | Ozsermaye Biiyiimesi (%)

X9 | Bor¢ Kaynak Orani (%)

Xoo | Duran Varliklar / Aktif (%)
Xo1 | Kisa Vadeli Borg / Aktif (%)
X2z | Kisa Vadeli Borg / Toplam Borglar (%)
X3 | Ozsermaye / Aktif (%)

Xa4 | Toplam Borg / Ozsermaye (%)
Xos | Aktif Devir Hizt

Xa6 | Alacak Devir Hizi

X7 | Stok Devir Hizi

Xag | Ticari Bor¢ Devir Hizi

Finansal Yap1 Oranlar1

Faaliyet Oranlar1

Arastirmada kullanilan degiskenlerin listesi Tablo 25°te sunulmustur. Bagimsiz
degiskenler seti, finansal ve finansal olmayan degiskenlerden olusmaktadir. Finansal
degiskenler alt1 kategoriye ayrilmaktadir: (1) likidite oranlari, (2) karlilik oranlari, (3)
degerleme oranlari, (4) biiylime oranlari, (5) finansal yap1 oranlar1 ve (6) faaliyet oranlari.
Finansal olmayan degiskenler ise denet¢i degisikligi, denetci biiyiikliigii, bir dnceki yil
denetim goriisii ve denetim raporu gecikmesi olarak ele alinmistir. Calismada kullanilan
bagimsiz degiskenlerden denetci degisikligi, denetgi biiyiikligii ve bir dnceki yi1l denetim
goriisii olmak tizere toplamda 3 degisken (X1-X3), iki boyutlu (1/0) olarak nominal veri
tiirii olarak ele alinmustir. Diger 25 bagimsiz degisken (X4-X2g) ise numerik veri tiirii

olarak ele alinmistir.
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Arastirma igin gerekli veriler, KAP web sayfasi, sirket web sayfalari, finansal
raporlar, denetim raporlar1 ve Stokeys Pro veri tabani kaynaklarindan elde edilmistir.
Finansal bagimsiz degiskenlere ait veriler Finnet kurumuna ait Stockeys Pro veri
tabanindan elde edilmistir. Stockeys Pro, MGA Yazilim Ltd. Sti. {irtiniidiir. MGA Soft,
Finnet Elektronik Yaymcilik Data Iletisim San. Tic. Ltd. Sti.’ne ait bir teknoloji sirketi

olarak faaliyet gostermektedir.
2.4.3. Veri On Isleme Siireci

Arastirmada kullanilmak tizere, 38 6znitelik ve 2.094 satir olmak iizere toplam
79.572 verti hiicresi igeren veri seti, denetim goriiglerini tahmin etmek i¢in hazirlanmistir.
Nihai veri seti, bagimli degisken ve 28 bagimsiz degisken olmak iizere toplam 29
Ozniteligi icermektedir. Finansal degiskenler icerisinde toplamda 446 adet sirket-yil
verilerinde eksik veri oldugu tespit edilmistir. Eksik veri, 6rneklem setinde bir veya daha
fazla gerekli 6znitelik degerlerinin eksik olmasi durumudur. Eksik verileri diizeltirken

asagidaki adimlardan bir tanesi uygulanabilir:
e Eksik satir silinebilir,
e Eksik veriler manuel olarak doldurulabilir,
e Eksik verilere gecerli sabit bir deger atanabilir,
e Eksik verilere ortalama deger atanabilir,
e Eksik verilere o siiftaki tiim degerlerin ortalamasi atanabilir,
¢ Eksik veriler doldurulurken miimkiin olan en iyi olas1 deger atanabilir.

Yukarida ifade edilen tiim yontemler eksik verileri doldurmak i¢in kullanilabilir
(Stat, 2017: 2). Arastirma veri setinde bulunan eksik dznitelik degerleri, ilgili 6zniteligin

ortalama degeriyle doldurulmustur.

Calismada kullanilan modellerin analizinde WEKA yazilim1 kullanilmistir. Veri
seti WEKA programina yiiklendikten sonra ilk olarak filtreleme metodu ile “Interquartile

Range” filtresi uygulanmstir.

“Interquartile Range” filtresi, ¢eyrekler arasi araliklara dayali olarak

gozlemlerde, aykir1 degerleri ve ug degerleri tespit etmek i¢in kullanilmaktadir. Bu filtre

! Interquartile Range filtresi ile ilgili detayl bilgiye https://weka.sourceforge.io/doc.dev/weka/filters/
unsupervised/attribute/InterquartileRange.html linkinden ulasilabilir.
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uygulandiktan sonra degiskenlere “Outlier” ve “ExtremeValue” olmak lizere iki adet
nominal degisken eklenmektedir. Asagida verilen Tablo 26, ilgili degisenlere iliskin

bilgileri igermektedir.

Tablo 26. Aykir1 Degerlere ve Ug Degerlere iliskin Bilgiler

Degisken Adi Veri Tipi N Etiket Say1 Yiizde (%)
tlier No 1.487 71.05%
Outlie . Nominal 2.093
(Aykir1 degerler) Yes 606 28.95%
No 1.625 77.64%
ExtremeValue Nominal 2.093
(Ug degerler) Yes 468 22.36%

Veri setindeki bir gozlem, eger aykiri veya ug bir degerse Yes etiketiyle, eger
aykirt veya ug bir deger degilse No etiketi ile etiketlenmektedir. Tablo 26’da outlier
degiskenine bakildiginda, veri setinde yer alan 2.093 gézlemin %71.05°1 (1.487 gbzlem)
No etiketi ile %28.95’1 (606 gozlem) Yes etiketi ile etiketlenmistir. ExtremeValue
degiskenine bakildiginda, veri setinde yer alan 2.093 gozlemin %77.64’1 (1.625 gozlem)
No etiketi ile %22.36’s1 (468 gozlem) Yes etiketi ile etiketlenmistir. Outlier ve
ExtremeValue degiskenleri genel olarak degerlendirildiginde, ¢cok fazla aykiri deger ve

u¢ deger olmadigr goriilmektedir.

Outlier degiskeni toplamda 606 adet, ExtremeValue degiskeni toplamda 468 adet
Yes etiketi olarak etiketlenmistir. Analiz sonuglarinin daha anlamli olmasi bakimindan
bu degerler ¢ikarilmistir. Aykir1 degerler ve Ug degerler “RemoveWithValues™? filtresi
uygulanarak veri setinden ¢ikarilmistir. Bu islem sonrasindaki veri setine ait Outlier,

ExtremeValue ve bagimli degiskene iligkin bilgiler asagida Tablo 27°de verilmistir.

Tablo 27. Aykir1 ve Ug Degerlerin Cikarilmasindan Sonra Veri Seti Durumu

Degisken Ad1 Veri Tipi N Etiket Say1 Yiizde (%)
li No 1.286 100.00%
Outlier Nominal 1.286
(Aykir1 degerler) Yes - -
ExtremeValue . No 1.286 100.00%
. Nominal 1.286
(Ug degerler) Yes - -
: PR P 1 1.189 92.46%
Denetim Gords Trlk | 5 ing) 1.286
(Bagimli Degisken) 0 97 7.54%

2 RemoveWithValues filtresi ile ilgili detayl bilgiye https://weka.sourceforge.io/doc.dev/weka/filters/
unsupervised/instance/RemoveWithValues.html linkinden ulasilabilir.
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Aykir1 ve ug degerlerin ¢ikarilmasiyla birlikte Yes etiketine sahip herhangi bir
gozlem kalmamistir. Diger bir ifadeyle 1.286 gozlem igerisinde herhangi bir aykir1 ve ug
deger bulunmamaktadir. Aykir1 ve u¢ degerlerin ¢ikarilmasi sonucunda, bagimli degisken
%92.46 oraninda (1.189 gozlem) olumlu denetim goriisii, %7.54 oraninda (97 gozlem)

olumlu dis1 denetim goriisii icermektedir.

SMOTE?® yontemi, sentetik veriler olusturmak igin bir k-En yakin komsu
algoritmas kullanarak caligmaktadir. SMOTE o6nce azinlik sinifindan rastgele veriler
secerek baglamakta, ardindan verilerden k-En yakin komsular belirlenmektedir. Daha
sonra rastgele veriler ile rastgele segilen k-En yakin komsu arasinda sentetik veriler
tiretilmektedir (Grogan, 2020:1). Boylelikle bagimli degisken degerleri arasindaki
dengesizlik sorunu giderilmektedir. SMOTE yontemi ile olumlu dist bagimli degisken
sayist 97 adetten 1.188 adede c¢ikarilarak veri seti dengesizlii sorunu giderilmistir.
SMOTE yontemi sonrasinda bagimli degisken dagilimi 1.189 (%50.02) adet olumlu
denetim goriisii, 1.188 (%49.98) adet olumlu dis1 denetim goriisii olarak gergeklesmis
olup, dagilim grafigi asagida Sekil 34’te verilmistir.

Sekil 34. SMOTE Yontemi Sonrasinda Bagimli Degisken Dagilim Grafigi

49,98% 50,02%

B Olumlu Denetim Gortisii

B Olumlu Dis1 Denetim Gortisti

Sekil 34’te goriilecegi lizere SMOTE yontemi sonrasinda veriler arasindaki

dagilim benzer bir orana getirilerek veri dengesizligi sorunu giderilmistir.

3 SMOTE filtresi ile ilgili detayl bilgiye https://weka.sourceforge.io/doc.packages/SMOTE/weka/filters/
supervised/instance/SMOTE.html linkinden ulasilabilir.
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2.4.4. Arastirmada Kullanilan Veri Madenciligi Simiflandirma Yontemleri

Bagimsiz denetim goriigiinii tahmin etmek i¢in on iki farklt veri madenciligi
siniflandirma yontemi kullanilmistir. Arastirma kapsaminda kullanilan yontemler asagida

Tablo 28°de verilmistir.

Tablo 28. Arastirmada Kullanilan Veri Madenciligi Siniflandirma Y 6ntemleri

Sl\llroa Yontem
1 Bayes inang Ag1 (Bayesian Belief Network - BBN)
2 Naive Bayes (NB)
3 Lojistik Regresyon (Logistic Regression - LR)
4 Yapay Sinir Aglar1 (Artificial Neural Networks - ANN)
5 Radyal Tabanli Fonksiyon (Radial Basis Function - RBF)
6 Destek Vektor Makineleri (Support Vector Machines- SVM)
7 K-En Yakin Komsu (K-Nearest Neighbor / K-NN)
8 AdaBoost.M1 Algoritmast
9 Karar Agaglari (J48) (Decision Trees - DT)
10 Rastgele Ormanlar (Random Forests - RF)
11 Karar Kiitiigii (Decision Stump - DS)
12 Siniflandirma ve Regresyon Agaci (Classification And Regression Tree - CART)

Tablo 28’de verilen on iki farkli veri madenciligi siniflandirma yontemine goére

modeller kurularak analizler gergeklestirilmistir.
3. ARASTIRMANIN BULGULARI

Bu kisimda, bagimsiz denetim goriislerini tahmin etmek i¢in kurulan modellerin
sonuglar1 sunulmustur. Oncelikle degiskenlere iliskin tanimlayici istatistikler sunulmus
olup sonrasinda modellerin sonuglari, siniflandirma matrisi ve detayli dogruluk

sonuglarina gore ayri tablolarda sunulmustur.
3.1. DEGISKENLERE ILISKIN TANIMLAYICI ISTATISTIKLER

Analiz edilen verilerin temel o6zelliklerini belirlemek icin degiskenlerin

tanimlayici istatistikleri asagida Tablo 29°da verilmistir.
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Tablo 29. Arastirma Degiskenlerine iliskin Tanimlayici Istatistikler

Panel A. Nominal Verilere Iliskin Tanimlayicr Istatistikler

Degisken Ad1 | Veri Tipi N Etiket Agiklama Say1 Y(i(i)/ic)le
e . 1 Olumlu Goriig Tiirl 1.189 | 50.02%
Goris Tird Nominal | 2377 31" [umlu Dis: Goriis Tard 1.188 | 49.98%
Denetci Degisti . 1 Denetci Degismedi 1.930 | 81.19%
mi? Nominal | 2.377 (=1 ciei Degisti 447 | 18.81%
Denetci . 1 4 Biiyiik Denetim Sirketi 1.376 | 57.89%
Biiyiikligii Nominal | 2.377 =4 B ik Disi Denetim Sirketi | 1,001 | 42.11%
Onceki Y1l Nominal | 2.377 1 Olumlu Goriis Tiiri 1.343 | 56.50%
Denetim Goriisii ' 0 Olumlu Dis1 Goriis Tiirii 1.034 | 43.50%
Panel B. Numerik Verilere Iliskin Tanimlayicr Istatistikler
. e Istatistik
Degisken Adi Veri Tipi N Minimum | Maximum Mean | StdDev
Denetim Raporu Gecikmesi Numerik | 2.377 25 104 | 65.819 | 13.651
Cari Oran Numerik | 2.377 0.15 4.93 1.58 0.777
Likit Oran Numerik | 2.377 0.04 3.54 0.959 0.573
Nakit Oran (%) Numerik | 2.377 0 1.671 0.229 0.283
Aktif Karlilik (ROA) (%) Numerik | 2.377 -0.27 0.407 0.033 0.077
Briit Esas Faaliyet Kar Marji(%) | Numerik | 2.377 -0.128 0.575 0.194 0.119
Esas Faaliyet Kar Marj1 (%) Numerik | 2.377 -0.255 0.412 0.055 0.097
Favok Marj1 (%) Numerik | 2.377 -0.203 0.49 0.097 0.094
Net Kar Marji (%) Numerik | 2.377 -0.345 0.42 0.026 0.113
Ozsermaye Karliligi (ROE) (%) | Numerik | 2.377 -0.622 0.836 0.073 0.171
Vafok Marji (%) Numerik | 2.377 -0.261 0.732 0.135 0.111
Piyasa Degeri/Defter Degeri Numerik | 2.377 0.17 11.08 1.942 1.503
Aktif Biiylime (%) Numerik | 2.377 -0.507 1.304 0.18 0.222
Net Satiglar Biiylime (%) Numerik | 2.377 -0.835 1.455 0.193 0.285
Ozsermaye Biiyiimesi (%) Numerik | 2.377 -0.833 1.552 0.169 0.275
Bor¢ Kaynak Orani (%) Numerik | 2.377 0.052 1.733 0.553 0.239
Duran Varliklar / Aktif (%) Numerik | 2.377 0.002 0.979 0.477 0.194
Kisa Vadeli Borg / Aktif (%) Numerik | 2.377 0.042 1.257 0.394 0.188
Kisa Vad. Borg / Top. Borg (%) | Numerik | 2.377 0.121 0.997 0.717 0.167
Ozsermaye / Aktif (%) Numerik | 2.377 -0.736 0.948 0.434 0.236
Toplam Borg / Ozsermaye (%) Numerik | 2.377 -5.371 8.248 1.37 1.697
Aktif Devir Hizi Numerik | 2.377 0.03 3.44 0.9 0.501
Alacak Devir Hizi Numerik | 2.377 0.36 21.05 6.041 3.652
Stok Devir Hizi Numerik | 2.377 0.19 36.08 6.327 6.806
Ticari Bor¢ Devir Hizi Numerik | 2.377 0.36 22.57 6.531 3.946
Panel C. Aykir1 Degerlere ve Ug Degerlere Iliskin Tanimlayici Istatistikler
Degisken Adi Veri Tipi N Etiket Sayi Yiizde (%)
Outlier . No 2.377 100.00%
(Aykir1 degerler) Nominal 2311 Yes - -
ExtremeValue . No 2.377 100.00%
(Uc degerler) Nominal 2.377 Yes - -

Arastirma degiskenlerine iliskin nominal verilere iliskin tanimlayici istatistikler

Panel A’da, numerik verilere iliskin minimum, maksimum, ortalama, standart sapma
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degerleri Panel B’de, aykiri degerlere ve ug degerlere iliskin tanimlayici istatistikler Panel
C’de verilmistir. Nominal verilere iliskin tanimlayici istatistikleri iceren Panel A, goriis
tiiri, denet¢i degisikligi, denet¢i blyiikliigli ve bir oOnceki yil denetim goriisi
degiskenlerine ait verilerin dagilimlarini gostermektedir. Numerik verilere iliskin
tanimlayicr istatistikleri iceren Panel B, numerik degiskenlerin minimum, maksimum,
ortalama ve standart sapma degerlerini gostermektedir. Aykir1 degerlere ve ug¢ degerlere
iliskin tanimlayici istatistikleri igeren Panel C, Outlier ve ExtremeValue degiskenlerine

ait verilerin dagilimlarin1 gostermektedir.

Istatistik programinda regresyon analiziyle model kurulmus ve R-squared degeri
0.9058 olarak gerceklesmistir. Dolayistyla bagimsiz degiskenlerin, bagimli degisken

tizerinde yiiksek derecede etkili oldugu anlagilmaktadir.
3.2. SINIFLANDIRMA YONTEMLERINE ILISKIN BULGULAR

Calismada kullanilan yontemlerin analizinde WEKA yazilimi kullanilmistir.
Siniflandirict  yontemler default (varsayilan) parametreleriyle calistirilarak model

performansini olumlu veya olumsuz yonde etkileyebilecek degisikliklerden kaginilmaistir.

Bir modelin dogrulugunu test etmek igin farkli ydntemler kullanilabilir. ilgili
yontemler 2. boliimde agiklandigr i¢in burada tekrar yer verilmeyecektir. Arastirmada
kullanilan modellerde 10-katli capraz dogrulama test yontemi kullanilarak test edilmis ve
performanslar1 6l¢iilmiistiir. K-katli capraz dogrulama, veri tabaninin rastgele olarak K
ayrik nesne bloguna boliindiigii, daha sonra veri madenciligi algoritmasinin k-1 bloklar
kullanilarak egitildigi ve kalan bloklarin algoritmanin performansini test etmek icin
kullanildig1 bir test prosediiriidiir. Bu islem k kez tekrarlanir. Sonunda, 6l¢iilen degerlerin
ortalamasi alinir. Orijinal veri kiimesinin boyutuna bagli olarak k=10 veya bagka bir

boyutun se¢ilmesi yaygindir (Sharma & Jain, 2013: 1929).

Veri madenciligi smiflandirma yontemlerine iliskin elde edilen bulgular
siniflandirma matrisi ve detayli dogruluk sonuglarina gore ayri tablolarda sunulmustur.
Siniflandirma matrisi, gelistirilmis bir tahmin modelinin performansini, ne kadar verinin
yanlis veya dogru olarak siniflandirildigini gostermektedir. Detayli dogruluk sonuglari

TP Orant, FP Orani, kesinlik, duyarlilik, F-6l¢iitii ve ROC alani 6l¢iitlerini icermektedir.
3.2.1. Bayes Inan¢ Ag1 (BBN) Yontemine Iliskin Bulgular

BBN modeline iliskin elde edilen sonuglar Tablo 30 ve Tablo 31’de verilmistir.
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Tablo 30. BBN Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Gériisii Olumlu Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Gortisii Gorligi Yiizdesi (%)
Olumlu Denetim 1.073 116 1.189 90.24%
Gergek Grup Goriisii
/ Olumlu Dist 106 1.082 1.188 91.08%
Gozlenen Grup Denetim Goriisii
Toplam 1.179 1.198 2.377 90.66%

BBN modeline iliskin siiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %90.24, olumlu dis1 denetim goriisleri %91.08 olmak iizere genel dogru
siiflandirma basaris1 %90.66 olarak gerceklesmistir. Toplam 2.377 gozlemde bulunan
1.189 olumlu denetim goriisiiniin 1.073 adedi olumlu denetim goriisii, 116 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.082
adedi olumlu dis1 denetim goriisii, 106 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.155, yanls simiflandirilmis gozlem
sayist 222 adettir. Smiflandirma sonuglari, modelin genel olarak %90.66 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 31. BBN Modelinin Detayli Dogruluk Sonuglari

F-Olciiti | ROC Al
TP Orani FP Oram Kesinlik | Duyarlilik (F(;u . (ROCam Sinif
FP Rate Precision Recall i Class
(TP Rate) | ( ) | ( )| ( ) Measure) Area) ( )
0.902 0.089 0.910 0.902 0.906 0.961 1
0.911 0.098 0.903 0.911 0.907 0.961 0
grgt“hkh 0.907 0.093 0.907 0.907 0.907 0.961

BBN modeline iligkin istatistik sonuglar1 incelendiginde, Olgiitlerin ortalama
degerlert TP oran1 %90.7, FP oram1 %93, kesinlik %90.7, duyarlilik %90.7, F-6lciiti
%90.7 ve ROC alan1 %96.1 olarak ger¢eklesmistir. Performans sonuglarina bakildiginda,

basaril bir siniflandirma modeli olusturuldugu goriilmektedir.
3.2.2. Naive Bayes (NB) Yontemine iliskin Bulgular

NB modeline iligkin elde edilen sonuglar Tablo 32 ve Tablo 33’te verilmistir.
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Tablo 32. NB Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Goriisii Olumlu Olumlu Dis1 Dogru
Denetim Denetim Toplam | Siniflandirma
Goriisii Goriisii Yiizdesi (%)
Olumlu Denetim 1.004 185 1189 |  84.44%
Gergek Grup Goriisii
! Olumlu Dist Denetim 163 1025 | 1188 |  86.28%
Gozlenen Grup | GOrisi
Toplam 1.167 1.210 2.377 85.36%

NB modeline iliskin smiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %84.44, olumlu dis1 denetim goriisleri %86.28 olmak iizere genel dogru
smiflandirma basaris1 %85.36 olarak gerceklesmistir. Toplam 2.377 gézlemde bulunan
1.189 olumlu denetim goriisiiniin 1.004 adedi olumlu denetim goriisii, 185 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.025
adedi olumlu dis1 denetim goriisii, 163 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.029, yanlis siniflandirilmis gézlem
sayist 348 adettir. Smiflandirma sonuglari, modelin genel olarak %85.36 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 33. NB Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.844 0.137 0.860 0.844 0.852 0.919 1
0.863 0.156 0.847 0.863 0.855 0.919 0
grgtfr“kl‘ 0.854 0.146 0.854 0.854 0.854 0.919

NB modeline iligskin istatistik sonuglari incelendiginde, Olgiitlerin ortalama
degerleri TP orani %85.4, FP oram1 %14.6, kesinlik %85.4, duyarlilik %85.4, F-ol¢iitii
%385.4 ve ROC alan1 %91.9 olarak ger¢eklesmistir. Performans sonuglarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.
3.2.3. Lojistik Regresyon (LR) Yéntemine Iliskin Bulgular

LR modeline iliskin elde edilen sonuglar Tablo 34 ve Tablo 35°te verilmistir.
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Tablo 34. LR Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup
Denetim Goriisii Olumlu | Olumlu Dis1 Dogru
Denetim Denetim Toplam | Siniflandirma
Goriisii Goriigii Yiizdesi (%)
Olumlu Denetim Goriisii 1.133 56 1.189 95.29%
Gergek Grup -
/ Olumlu Dis1 Denetim 153 1.035 1.188 87.12%
Gorlst
Gozlenen Grup
Toplam 1.286 1.091 2.377 91.21%

LR modeline iligkin smiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %95.29, olumlu dis1 denetim goriisleri %87.12 olmak iizere genel dogru
simiflandirma basaris1 %91.21 olarak gerceklesmistir. Toplam 2.377 gozlemde bulunan
1.189 olumlu denetim goriisiiniin 1.133 adedi olumlu denetim goriisti, 56 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.035
adedi olumlu dis1 denetim goriisii, 153 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.168, yanlis siniflandirilmis gézlem
sayist 209 adettir. Smiflandirma sonuglari, modelin genel olarak %91.21 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 35. LR Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) | (F-Measure) | (ROC Area) | (Class)

0.953 0.129 0.881 0.953 0.916 0.967 1
0.871 0.047 0.949 0.871 0.908 0.967 0
grgtfr“kl‘ 0.912 0.088 0.915 0.912 0.912 0.967

LR modeline iligskin istatistik sonuglar1 incelendiginde, Olciitlerin ortalama
degerleri TP orant %91.2, FP oran1 %8.8, kesinlik %91.5, duyarlilik %91.2, F-6l¢iitii
%91.2 ve ROC alan1 %96.7 olarak ger¢eklesmistir. Performans sonuglarina bakildiginda,

basaril bir siniflandirma modeli olusturuldugu goriilmektedir.
3.2.4. Yapay Sinir Aglar1 (ANN) Yontemine iliskin Bulgular

ANN modeline iliskin elde edilen sonuglar Tablo 36 ve Tablo 37°de verilmistir.
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Tablo 36. ANN Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Goriisii Olumlu Olumlu D1s1 Dogru
Denetim Denetim Toplam | Siniflandirma
Goriisii Goriisii Yiizdesi (%)
Olumlu Denetim 1137 52 1180 |  95.63%
Gergek Grup Goriisi
/ Olumlu Dist Denetim 42 1.146 1.188 96.46%
Gozlenen Grup | GOrlst
Toplam 1.179 1.198 2.377 96.05%

ANN modeline iliskin smiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %95.63, olumlu dis1 denetim goriisleri %96.46 olmak iizere genel dogru
siiflandirma basaris1 %96.05 olarak gerceklesmistir. Toplam 2.377 gézlemde bulunan
1.189 olumlu denetim goriistiniin 1.137 adedi olumlu denetim goriisii, 52 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.146
adedi olumlu dis1 denetim goriisii, 42 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.283, yanlis siniflandirilmis gézlem
sayist 94 adettir. Siniflandirma sonuglari, modelin genel olarak %96.05 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 37. ANN Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.956 0.035 0.964 0.956 0.960 0.984 1
0.965 0.044 0.957 0.965 0.961 0.984 0
grgtfr“kl‘ 0.960 0.040 0.960 0.960 0.960 0.984

ANN modeline iligkin istatistik sonuclar1 incelendiginde, olgiitlerin ortalama
degerleri TP orani %96, FP oran1 %4, kesinlik %96, duyarlilik %96, F-6l¢iitii %96 ve
ROC alan1 %98.4 olarak gerceklesmistir. Performans sonuglarina bakildiginda, basarili

bir siniflandirma modeli olusturuldugu goriilmektedir.
3.2.5. Radyal Tabanh Fonksiyon (RBF) Yéntemine iliskin Bulgular

RBF modeline iligskin elde edilen sonuglar Tablo 38 ve Tablo 39°da verilmistir.
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Tablo 38. RBF Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Gériisii Olumlu Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Gorlisii Goriigii Yiizdesi (%)
Olumlu Denetim 1.140 49 1.189 95.88%
Gergek Grup Goriisii
/ Olumlu Dist 144 1.044 1.188 87.88%
Gozlenen Grup Denetim Goriisii
Toplam 1.284 1.093 2.377 91.88%

RBF modeline iligkin smiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %95.88, olumlu dis1 denetim goriisleri %87.88 olmak iizere genel dogru
siiflandirma basaris1t %91.88 olarak gerceklesmistir. Toplam 2.377 gézlemde bulunan
1.189 olumlu denetim goriistiniin 1.140 adedi olumlu denetim goriisii, 49 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.044
adedi olumlu dis1 denetim goriisti, 144 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.184, yanlis siniflandirilmis gézlem
sayist 193 adettir. Smiflandirma sonuglari, modelin genel olarak %91.88 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 39. RBF Modelinin Detayli Dogruluk Sonuglart

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.959 0.121 0.888 0.959 0.922 0.967 1
0.879 0.041 0.955 0.879 0.915 0.967 0
grgtfr“kl‘ 0.919 0.081 0.921 0.919 0.919 0.967

RBF modeline iligkin istatistik sonuglari incelendiginde, Olciitlerin ortalama
degerleri TP oram1 %91.9, FP oran1 %8.1, kesinlik %92.1, duyarlilik %91.9, F-olg¢iitii
%91.9 ve ROC alan1 %96.7 olarak ger¢eklesmistir. Performans sonuglarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.
3.2.6. Destek Vektor Makineleri (SVM) Yéntemine iliskin Bulgular

SVM modeline iligkin elde edilen sonuglar Tablo 40 ve Tablo 41’de verilmistir.
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Tablo 40. SVM Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Goriisii Olumlu Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Gortlisii Gorligi Yiizdesi (%)
Olumlu Denetim | ;43 26 1.189 97.81%
Gergek Grup Goriisii
/ Olumlu Dist 180 1.008 1.188 84.85%
Gozlenen Grup Denetim Goriisii
Toplam 1.343 1.034 2.377 91.33%

SVM modeline iliskin siniflandirma matrisi incelendiginde, olumlu denetim
goriisleri %97.81, olumlu dis1 denetim goriisleri %84.85 olmak iizere genel dogru
siiflandirma basaris1 %91.33 olarak gerceklesmistir. Toplam 2.377 gozlemde bulunan
1.189 olumlu denetim goriisiiniin 1.163 adedi olumlu denetim goriisii, 26 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.008
adedi olumlu dis1 denetim goriisti, 180 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.171, yanlis siniflandirilmis gézlem
sayist 206 adettir. Smiflandirma sonuglari, modelin genel olarak %91.33 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 41. SVM Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.978 0.152 0.866 0.978 0.919 0.913 1
0.848 0.022 0.975 0.848 0.907 0.913 0
grgtfr“kl‘ 0.913 0.087 0.920 0.913 0.913 0.913

SVM modeline iliskin istatistik sonuglar1 incelendiginde, Olciitlerin ortalama
degerleri TP oran1 %91.3, FP oran1 %8.7, kesinlik %92, duyarlilik %91.3, F-6l¢iitii %91.3
ve ROC alan1 %91.3 olarak ger¢eklesmistir. Performans sonuclarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.
3.2.7. K-En Yakin Komsu (K-NN) Yéntemine liskin Bulgular

K-NN modeline iliskin elde edilen sonuglar Tablo 42 ve Tablo 43’te verilmistir.

152



Tablo 42. K-NN Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Gériisii Olumlu Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Gorlisii Goriisii Yiizdesi (%)
Opmiu Denetim 1.136 53 1.189 95.54%
Gergek Grup orusu
/ Olumlu Dist 32 1.156 1.188 97.31%
Gozlenen Grup Denetim Goriisii
Toplam 1.168 1.209 2.377 96.42%

K-NN modeline iligkin siniflandirma matrisi incelendiginde, olumlu denetim

goriisleri %95.54, olumlu dis1 denetim goriisleri %97.31 olmak iizere genel dogru

siiflandirma basaris1 %96.42 olarak gerceklesmistir. Toplam 2.377 gozlemde bulunan

1.189 olumlu denetim goriistiniin 1.136 adedi olumlu denetim goriisii, 53 adedi olumlu

dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.156

adedi olumlu dis1 denetim goriisti, 32 adedi olumlu denetim goriisii olarak tahmin

edilmistir. Dogru smiflandirilmis gozlem sayist 2.292, yanlis siniflandirilmis gézlem

sayist 85 adettir. Siniflandirma sonuglari, modelin genel olarak %96.42 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 43. K-NN Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) | (F-Measure) | (ROC Area) | (Class)
0.955 0.027 0.973 0.955 0.964 0.965 1
0.973 0.045 0.956 0.973 0.965 0.965 0
grgtfr“kl‘ 0.964 0.036 0.964 0.964 0.964 0.965

K-NN modeline iligskin istatistik sonuglari incelendiginde, Slgiitlerin ortalama

degerleri TP oram1 %96.4, FP oran1 %3.6, kesinlik %96.4, duyarlilik %96.4, F-ol¢iitii

%96.4 ve ROC alan1 %96.5 olarak ger¢eklesmistir. Performans sonuglarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.

3.2.8. AdaBoost.M1 Yontemine iliskin Bulgular

AdaBoost.M1 modeline iliskin elde edilen sonuglar Tablo 44 ve Tablo 45’te

verilmistir.
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Tablo 44. AdaBoost.M1 Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Gériisii Olumlu | Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Gorlisii Goriisii Yiizdesi (%)
Olumlu Denetim 1.154 35 1.189 97.06%
Gergek Grup Goriisii
! Olumlu Digi Denetim | 7 1013 1.188 85.27%
Gozlenen Grup | GOrisi
Toplam 1.329 1.048 2.377 91.17%

AdaBoost.M1 modeline iliskin simiflandirma matrisi incelendiginde, olumlu
denetim goriisleri %97.06, olumlu dis1 denetim goriisleri %85.27 olmak iizere genel
dogru smiflandirma basaris1 %91.17 olarak gerceklesmistir. Toplam 2.377 gozlemde
bulunan 1.189 olumlu denetim goriistiniin 1.154 adedi olumlu denetim goriisii, 35 adedi
olumlu dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim
goriigtiniin 1.013 adedi olumlu dis1 denetim goriisii, 175 adedi olumlu denetim goriisi
olarak tahmin edilmistir. Dogru smiflandirilmig gozlem sayist 2.167, yanlis
siiflandirilmig gozlem sayist 210 adettir. Siniflandirma sonuglari, modelin genel olarak

%91.17 tahmin dogruluguna sahip oldugunu gostermektedir.

Tablo 45. AdaBoost.M1 Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.971 0.147 0.868 0.971 0.917 0.964 1
0.853 0.029 0.967 0.853 0.906 0.964 0
grgtfr“kl‘ 0.912 0.088 0.917 0.912 0.911 0.964

AdaBoost.M1 modeline iliskin istatistik sonuglari incelendiginde, Olgiitlerin
ortalama degerleri TP oran1 %91.2, FP oram1 %8.8, kesinlik %91.7, duyarlilik %91.2, F-
Olctiti %91.1 ve ROC alan1 %96.4 olarak gerceklesmistir. Performans sonuglarina

bakildiginda, basarili bir siniflandirma modeli olusturuldugu goriilmektedir.
3.2.9. J48 Karar Agaclar (DT) Yontemine Tliskin Bulgular

DT (J48) modeline iliskin elde edilen sonuglar Tablo 46 ve Tablo 47’de

verilmistir.
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Tablo 46. DT (J48) Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup
Denetim Gériisii Olumlu | Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Gorlisii Goriisii Yiizdesi (%)
Opmiu Denetim 1133 56 1.189 95.20%
Gergek Grup orusu
! Olumlu Dist Denetim | g 1.140 1.188 95.96%
Gozlenen Grup | GOrisi
Toplam 1.181 1.196 2.377 95.62%

DT (J48) modeline iligskin siiflandirma matrisi incelendiginde, olumlu denetim

goriisleri %95.29, olumlu dis1 denetim goriisleri %95.96 olmak iizere genel dogru

siiflandirma basaris1 %95.62 olarak gerceklesmistir. Toplam 2.377 gozlemde bulunan

1.189 olumlu denetim goriistiniin 1.133 adedi olumlu denetim goriisii, 56 adedi olumlu

dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.140

adedi olumlu dis1 denetim goriisti, 48 adedi olumlu denetim goriisii olarak tahmin

edilmistir. Dogru smiflandirilmis gozlem sayist 2.273, yanlis siniflandirilmig gézlem

sayist 104 adettir. Smiflandirma sonuglari, modelin genel olarak %95.62 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 47. DT (J48) Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) | (F-Measure) | (ROC Area) | (Class)
0.953 0.040 0.959 0.953 0.956 0.951 1
0.960 0.047 0.953 0.960 0.956 0.951 0
Agrhkh 0.956 0.044 0.956 0.956 0.956 0.951

DT (J48) modeline iliskin istatistik sonuclar1 incelendiginde, Ol¢iitlerin ortalama

degerleri TP oram1 %95.6, FP oran1 %4.4, kesinlik %95.6, duyarlilik %95.6, F-ol¢iitii

%95.6 ve ROC alan1 %95.1 olarak gergeklesmistir. Performans sonuglarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.

3.2.10. Rastgele Ormanlar (RF) Yéntemine iliskin Bulgular

RF modeline iliskin elde edilen sonuglar Tablo 48 ve Tablo 49’da verilmistir.
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Tablo 48. RF Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Gériisii Olumlu | Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Gorlisii Goriisii Yiizdesi (%)
Opmiu Denetim 1.151 38 1.189 96.80%
Gergek Grup orusu
/ Olumlu Digt Denetim |, 1.147 1.188 96.55%
Gozlenen Grup | GOrisi
Toplam 1.192 1.185 2.377 96.68%

RF modeline iliskin smiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %96.80, olumlu dis1 denetim goriisleri %96.55 olmak iizere genel dogru
siiflandirma basaris1 %96.68 olarak gerceklesmistir. Toplam 2.377 gozlemde bulunan
1.189 olumlu denetim goriistiniin 1.151 adedi olumlu denetim goriisii, 38 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.147
adedi olumlu dis1 denetim goriisti, 41 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.298, yanlis smiflandirilmis gozlem
sayist 79 adettir. Siniflandirma sonuglari, modelin genel olarak %96.68 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 49. RF Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.968 0.035 0.966 0.968 0.967 0.992 1
0.965 0.032 0.968 0.965 0.967 0.992 0
grgtfr“kl‘ 0.967 0.033 0.967 0.967 0.967 0.992

RF modeline iliskin istatistik sonuglari incelendiginde, Olgiitlerin ortalama
degerleri TP oram1 %96.7, FP oran1 %3.3, kesinlik %96.7, duyarlilik %96.7, F-ol¢iitii
%96.7 ve ROC alan1 %99.2 olarak ger¢eklesmistir. Performans sonuglarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.
3.2.11. Karar Kiitiigii (DS) Yontemine iliskin Bulgular

DS modeline iliskin elde edilen sonuglar Tablo 50 ve Tablo 51°de verilmistir.
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Tablo 50. DS Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Gériisii Olumlu Olumlu Dis1 Dogru
Denetim Denetim Toplam Siniflandirma
Goriisii Goriisii Yiizdesi (%)
Olumlu Denetim 1.163 26| 1180 97.81%
Gergek Grup Goriisii
! Olumlu Dist Denetim 180 1008 |  1.188 84.85%
Gozlenen Grup | GOrisi
Toplam 1.343 1.034 2.377 91.33%

DS modeline iligkin smiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %97.81, olumlu dis1 denetim goriisleri %84.85 olmak iizere genel dogru
siiflandirma basaris1 %91.33 olarak gerceklesmistir. Toplam 2.377 gozlemde bulunan
1.189 olumlu denetim goriistiniin 1.163 adedi olumlu denetim goriisii, 26 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiiniin 1.008
adedi olumlu dis1 denetim goriisii, 180 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.171, yanhs smiflandirilmis gozlem
sayist 206 adettir. Smiflandirma sonuglari, modelin genel olarak %91.33 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 51. DS Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.978 0.152 0.866 0.978 0.919 0.903 1
0.848 0.022 0.975 0.848 0.907 0.903 0
grgtfr“kl‘ 0.913 0.087 0.920 0.913 0.913 0.903

DS modeline iligkin istatistik sonuglar1 incelendiginde, Olciitlerin ortalama
degerleri TP oran1 %91.3, FP oran1 %8.7, kesinlik %92, duyarlilik %91.3, F-6l¢iitii %91.3
ve ROC alan1 %90.3 olarak gerceklesmistir. Performans sonuglarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.
3.2.12. Siniflandirma ve Regresyon Agaci (CART) Yontemine iliskin Bulgular

CART modeline iliskin elde edilen sonuglar Tablo 52 ve Tablo 53’te verilmistir.
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Tablo 52. CART Modelinin Siniflandirma Matrisi

Tahmin Edilen Grup

Denetim Gériisii Olumlu Olumlu Dis1 Dogru
Denetim Denetim Toplam | Smiflandirma
Goriisii Goriigii Yiizdesi (%)
Olumlu Denetim 1.119 70 1189 | 94.11%
Gergek Grup Goriisii
/ Olumlu Dist Denetim 70 1.118 1188 | 94.11%
Gozlenen Grup Goristi
Toplam 1.189 1.188 2.377 94.11%

CART modeline iligkin smiflandirma matrisi incelendiginde, olumlu denetim
goriisleri %94.11, olumlu dis1 denetim goriisleri %94.11 olmak iizere genel dogru
siiflandirma basaris1t %94.11 olarak gerceklesmistir. Toplam 2.377 gézlemde bulunan
1.189 olumlu denetim goriistiniin 1.119 adedi olumlu denetim goriisii, 70 adedi olumlu
dis1 denetim goriisii olarak tahmin edilmistir. 1.188 olumlu dis1 denetim goriisiintin 1.118
adedi olumlu dis1 denetim goriisi, 70 adedi olumlu denetim goriisii olarak tahmin
edilmistir. Dogru smiflandirilmis gozlem sayist 2.237, yanlis siiflandirilmis gézlem
sayist 140 adettir. Smiflandirma sonuglari, modelin genel olarak %94.11 tahmin

dogruluguna sahip oldugunu gostermektedir.

Tablo 53. CART Modelinin Detayli Dogruluk Sonuglari

TP Oram FP Orani Kesinlik Duyarlilik F-Olgiitii ROC Alam Sinif
(TP Rate) (FP Rate) | (Precision) | (Recall) (F-Measure) | (ROC Area) | (Class)

0.941 0.059 0.941 0.941 0.941 0.955 1
0.941 0.059 0.941 0.941 0.941 0.955 0
grgtfr“kl‘ 0.941 0.059 0.941 0.941 0.941 0.955

CART modeline iligkin istatistik sonuclar1 incelendiginde, Olciitlerin ortalama
degerleri TP oram1 %94.1, FP oran1 %5.9, kesinlik %94.1, duyarlilik %94.1, F-olgiitii
%94.1 ve ROC alan1 %95.5 olarak ger¢eklesmistir. Performans sonuglarina bakildiginda,

bagaril1 bir siniflandirma modeli olusturuldugu gériilmektedir.

4. VERI MADENCILIGI SINIFLANDIRMA YONTEMLERININ TAHMIN
PERFORMANSLARINA GORE KARSILASTIRILMASI

Bu arastirmada bagimsiz denetim goriis tiirii ile ilgili veriler izerinden WEKA
yaziliminda on iki farkli veri madenciligi yontemleri analiz edilmis ve modeller
kurulmustur. Bu kistmda modellerin istatistiksel sonuglari tahmin dogruluguna,

siiflandirma matrisine, detayli dogruluk sonuglarma (TP Orani, FP Orani, Kesinlik,
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Duyarlilik, F-Olgiitii, ROC Alani), Tip I hata, Tip II hata oranlarma ve performans
sonuclarina (Kappa istatistigi, MAE, RMSE, RAE, RRSE) gore karsilastirilmast yer

almaktadir.

Arastirmada kullanilan siniflandirma modelleri bes kategoriye (Bayes, Functions,
Lazy, Meta, Trees) ayrilmaktadir. Bayes kategorisi i¢in Bayes Inan¢ Ag1 ve Naive Bayes,
Functions kategorisi i¢in Lojistik Regresyon, Yapay Sinir Aglari, Radyal Tabanli
Fonksiyon ve Destek Vektor Makineleri kullanilmistir. Lazy kategorisi i¢in K-En Yakin
Komsu, Meta kategorisi i¢in AdaBoost.M1, Trees kategorisi i¢in J48 Karar Agaci,
Rastgele Ormanlar, Siiflandirma ve Regresyon Agaci, Karar Kiitiigli kullanilmigtir. Bu
simiflandiricilarin ayr1 ayri artilari ve eksileri vardir. Bu aragtirmada, denetim goriis
tahmini baglaminda hangi yontemin daha iyi performans gosterdigini ortaya koymak
amaclanmistir. Modellerin tahmin dogruluk performanslari ve siniflandirma matrisleri

Tablo 54°te verilmistir.

Tablo 54. Modellerin Tahmin Dogrulugu ve Siniflandirma Matrisi

Sira Model Tahmip Dogrulugu Slnlﬂand.lrma Mat.risi
No Prediction Accuracy (Confusion Matrix)
a b
1 | BAYES INANC AGI (BBN) 90.66% 1073 116 a=1
106 1082 b=0
a b
2 NAIVE BAYES (NB) 85.36% 1004 185 a=1
163 1025 b=0
a b
3 LOJISTIK REGRESYON (LR) 91.21% 1133 56 a=1
153 1035 b=0
a b
4 | YAPAY SINIR AGLARI (ANN) 96.05% 1137 52 a=1
42 1146 b=0
a b
5 |RADYAL TABANLI FONKSiYON (RBF) |91.88% 1140 49 a=1
144 1044 b=0
a b
6 |DESTEK VEKTOR MAKINELERI (SVM) |91.33% 1163 26 a=1
180 1008 b=0
a b
7 | K-EN YAKIN KOMSU (K-NN) 96.42% 1136 53 a=1
32 1156 b=0
a b
8 ADABOOST.M1 ALGORITMASI 91.17% 1154 35 a=1
175 1013 b=0
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Tablo 54 (Devam). Modellerin Tahmin Dogrulugu ve Siniflandirma Matrisi

Sira Model Tahmip Dogrulugu Slnlﬂand.lrma Mat.risi
No Prediction Accuracy (Confusion Matrix)
a b
9 KARAR AGACLARI (DT) 95.62% 1133 56 a=1
48 1140 b=0
a b
10 | RASTGELE ORMANLAR (RF) 96.68% 1151 38 a=1
41 1147 b=0
a b
11 | KARAR KUTUGU (DS) 91.33% 1163 26 a=1
180 1008 b=0
INIFLANDIRMA VE REGRESYON a b
12 |SEFL CART) GRESYO 94.11% 1119 70 a=1
70 1118 b=0

Tablo 54, veri madenciligi modellerinin tahmin dogruluk oranlarimi ve
siiflandirma matrislerini gostermektedir. BBN, NB, LR, ANN, RBF, SVM, K-NN,
AdaBoost.M1, DT, RF, DS ve CART modelleri sirasiyla %90.66, %85.36, %91.21,
%96.05, %91.88, %91.33, %96.42, %91.17, %95.62, %96.68, %91.33 ve %94.11 genel
tahmin performansi gostermistir. Tablo 54’te goriilebilecegi gibi tahmin modelinin
kurulmasinda en iyi performansa Rastgele Ormanlar (RF) sahip olup dogruluk orani
%96.68’dir. K-En Yakin Komsu (K-NN) %96.42 ile en iyi ikinci modeldir. Naive Bayes
(NB) modelinin dogruluk oranit %85.36 ile modeller arasinda en diisiik performansi
gostermistir. Bu sonug, NB modelinin dogru denetim goriis tiiriinii tahmin etme agisindan
diger modellere gore daha zayif bir tahmin modeli oldugu sonucunu dogurmaktadir.
Karsilastirilan modeller tahmin dogrulugu acisindan RF modelinin diger modellere gore
daha iyi performans gosterdigi goriilmektedir. Ozetle Rastgele Ormanlar (RF) modelinin
denetim goriis tiirtinii tahmin etmede diger modellere gore daha etkili oldugu tespit
edilmistir. Literatiirde yer alan bazi ¢aligmalarda da (Stanisic vd. 2019; Biiyliktanir ve
Toraman, 2020) Rasgele Ormanlar modelinin, modeller arasinda daha iyi performans

gosterdigi ifade edilmistir.

Tablo 54’te yer alan siniflandirma matrislerine bakildiginda, olumlu goriis tiirti
tahmininde Destek Vektor Makineleri (SVM) ve Karar Kiitiigii (DS) modelleri %97.81
orantyla en yiiksek performansi gosteren modeller olmustur. Olumlu goriis tiiri
tahmininde en diisiik performans1 gdsteren model %84.44 oraniyla Naive Bayes (NB)
modeli olmustur. Olumlu dis1 goriis tiirli tahmininde en yiiksek performansi gosteren

model %97.31 oraniyla K-En Yakin Komsu (K-NN) modeli olmustur. Bunu %96.55

160



oraniyla Rastgele Ormanlar (RF) modeli izlemistir. Olumlu dis1 goris tiiri tahmininde en
diisiik performansi gosteren modeller %84.85 oraniyla Destek Vektor Makineleri (SVM)
ve Karar Kiitiigii (DS) modelleri olmustur.

Modellerin tahmin dogruluk oranlar1 en yliksekten en diistige dogru Sekil 35°te

verilmigtir.

Sekil 35. Modellerin Tahmin Dogrulugu Grafigi
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Modellerin tahmin dogruluklarina bakildiginda, modellerin dogru denetim goriis
tirini  tahmin etme agisindan etkili oldugunu gostermektedir. Dolasiyla sonuglar,
Tiirkiye’de denetim goriisii tahmini i¢in dogru bir siniflandirma modeli gelistirilmesine

onemli 6l¢iide katki sunabilecegini gostermektedir.

Modellerin agirlikli ortalamalarina gore detayli dogruluk sonuglart Tablo 55°te
gosterilmistir. Modellerin detayli dogruluk sonuglart TP Orani, FP Orani, kesinlik,

duyarlilik, F-6l¢iitii ve ROC alani 6lgiitlerinin agirlikli ortalamalarini igermektedir.

Tablo 55. Modellerin Agirlikli Ortalamalarina Gore Detayli Dogruluk Sonuglari

Sira Model TP Orant | FP Oram Kesi_n_lik Duyarlilik F-Olgiitii ROC Alani
No (TP Rate) | (FP Rate) | (Precision) (Recall) (F-Measure) | (ROC Area)

1 |BBN 0.907 0.093 0.907 0.907 0.907 0.961

2 |NB 0.854 0.146 0.854 0.854 0.854 0.919

3 |LR 0.912 0.088 0.915 0.912 0.912 0.967

4 | ANN 0.960 0.040 0.960 0.960 0.960 0.984

5 |RBF 0.919 0.081 0.921 0.919 0.919 0.967

6 |SVM 0.913 0.087 0.920 0.913 0.913 0.913

7 |K-NN 0.964 0.036 0.964 0.964 0.964 0.965

8 | AdaBoost.M1 0.912 0.088 0.917 0.912 0.911 0.964
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Tablo 55 (Devam). Modellerin Agirlikli Ortalamalarina Gore Detayli Dogruluk Sonuglari

Sira Model TP Oran1 | FP Oram Kesi_n_lik Duyarlilik F-Olgiitii ROC Alani
No (TP Rate) | (FP Rate) | (Precision) (Recall) (F-Measure) | (ROC Area)
9 | DT (J48) 0.956 0.044 0.956 0.956 0.956 0.951

10 |RF 0.967 0.033 0.967 0.967 0.967 0.992
11 | DS 0.913 0.087 0.920 0.913 0.913 0.903
12 | CART 0.941 0.059 0.941 0.941 0.941 0.955

Tablo 55’te tim modellerin agirlikli ortalamalarina gore detayli dogruluk
sonuglart karsilagtirilmistir. TP orani, pozitif olarak tahmin edilen dogru pozitiflerin
oranidir. TP orani, Tablo 54’te verilen tahmin dogrulugu sonuglari ile paralellik
gostermektedir. TP oram1 ne kadar yiiksekse modelin performansi o Olgiide iyidir.
Modellerin TP orant %85.4 ile %96.7 arasinda performans gdstermistir. Sonuglar
modellerin denetim goriistinic dogru bir sekilde smiflandirma yapabilecegini
gostermektedir. FP orani, yanlis olarak tahmin edilen negatiflerin oranidir. FP orani ne
kadar diisiikse modelin performansi o dlgiide iyidir. Modellerin FP oranlar1 %14.6 ile
%3.3 arasinda performans gostermistir. FP oran1 en yiiksek %14.6 ile Naive Bayes (NB)
modeliyken, en diisiik %3.3 ile Rastgele Ormanlar (RF) modelidir. Modellerin kesinlik
oranlar1, TP oranlarina benzer sekilde %85.4 ile %96.7 arasinda performans gostermistir.
Duyarlilik oranlari tiim veri setinin yilizdesini 6lgen oran olmasindan dolayr modellerin
TP oranlan ile duyarlilik sonuglart paralellik gostermektedir. F-olgiitli, bir ¢ift 6lgiim
yerine tek bir Ol¢glim kullanilmasindan kaynaklanan uygunluk sorununu c¢ozmeye
calismaktadir. Kesinlik ve duyarlilig1 tek bir 6l¢limde birlestirir. Daha spesifik olarak, F
ol¢iitl, kesinlik ve duyarliligin agirlikli harmonik ortalamasidir (Japkowicz & Shah,

2011: 103). Modellerin F-olgiitii sonuglar1 %85.4 ile %96.7 arasinda gergeklesmis olup,

genel tahmin dogruluk sonugclari ile paralellik gostermektedir.

Tablo 55°’te yer alan son degerlendirme 6lgiitii, ROC alanidir. Modellere iliskin
WEKA yazilimi tarafindan elde edilen ROC alani sonuglarma bakildiginda en iyi
performansi %99.2 ile RF modeli gostermistir. Bunu sirasiyla %98.4 ile ANN model,
%96.7 ile RBF ve LR modelleri, %96.5 ile K-NN modeli, %96.4 ile AdaBoost.M1
modeli, %96.1 ile BBN modeli, %95.5 ile CART modeli, %95.1 ile DT (J48) modeli,
%91.9 ile NB modeli, %91.3 ile SVM modeli ve %90.3 ile DS modeli izlemistir. RF
modelinin ROC alan1 degerleri acisindan en iyi tahmin performans: gosterdigi

goriilmektedir.
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Modellerin detayli dogruluk sonuglari genel olarak degerlendirildiginde, Rastgele
Ormanlar (RF) modeli TP orani, FP orani, kesinlik, duyarlilik, F-6l¢iitii ve ROC alani
degerleri en anlamli sonuglar1 vermistir. FP orani ol¢iitii en diisilk oldugunda en
anlamliyken, diger Olclitler en yiiksek oldugundan en anlamli sonuglar1 vermektedir. RF
modeli, FP oranina bakildiginda %3.3 oraniyla en diisiik degeri verirken; TP orani,
kesinlik, duyarlilik, F-6l¢iitii oranlart %96.7 ve ROC alan1 degeri %99.2 oraniyla en
yiiksek degeri vermistir. RF modeli kurulan modeller arasinda, diger modellere gore daha

istiin performans gosterdigi tespit edilmistir.

Modeller Tip | ve Tip II hata oranlarina gore degerlendirilmis ve sonuglar Tablo

56’da sunulmustur.

Tablo 56. Modellerin Tip I ve Tip Il Hata Oranlar1

Sira No Model Tip | Hata Orani Tip Il Hata Oran1 Genel Hata Oram
1 BBN 0.089 0.098 0.093
2 NB 0.137 0.156 0.146
3 LR 0.129 0.047 0.088
4 ANN 0.035 0.044 0.040
5 RBF 0.121 0.041 0.081
6 SVM 0.152 0.022 0.087
7 K-NN 0.027 0.045 0.036
8 AdaBoost.M1 0.147 0.029 0.088
9 DT 0.040 0.047 0.044
10 RF 0.035 0.032 0.033
11 DS 0.152 0.022 0.087
12 CART 0.059 0.059 0.059

Yontemlerin performansi degerlendirilirken dikkate alinmasi gereken onemli
hususlardan birisi de Tip I ve Tip II hata oranlaridir. Olumlu disg1 goriis tiirii, olumlu goriis
tiiri olarak siniflandirildiginda Tip 1 hata yapilir. Olumlu goriis tiirii, olumlu dis1 goriis
tirii olarak siiflandirildiginda Tip II hata yapilir. Tip I ve Tip II hatalarin maliyetleri
farklidir. Olumlu dis1 goriis tiiriinlin olumlu goriis tiirii olarak siniflandirilmasi, yanlis
kararlarin alinmasina ve ciddi ekonomik zararlara neden olabilir. Olumlu goriis tiirliniin
olumlu dis1 goriis tiirli olarak siniflandirilmasi, ek arastirmalar yaparak zaman kaybina
neden olabilir. Her model hem Tip I hem de Tip II hata oranlarini azaltmay1 amaglasa da,
bir modelin Tip I hata oraninin Tip II hata oranindan daha diisiik olmas1 durumunda tercih

edilebilecegi varsayilmaktadir (Kirkos vd., 2007: 1.002). K-NN modeli, Tip I hata orani
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%02.7 ile en diisiik oran1 sunmaktadir. Bunu %3.5 ile RF ve ANN modelleri izlemektedir.
SVM ve DS modelleri, Tip II hata oran1 %2.2 ile en diisiik oran1 sunmaktadir. Bunu %2.9
ile AdaBoost.M1 modeli izlemektedir. Sonuglar tim modellerde Tip I hata ve Tip II hata
siniflandirma oranlarinin sirastyla %15.2 ve %15.6’nin altinda oldugunu gdstermektedir.
RF modeli, genel hata oran1 %3.3 ile en diisiik oran1 sunmaktadir. Bunu %3.6 ile K-NN

modeli, %4 ile ANN modeli izlemektedir.

Karsilagtirma, K-NN siniflandirma modelinin Tip I hata oraninda, SVM ve DS
siiflandirma modellerinin Tip II hata oraninda en iyi performansi gostermesine ragmen,
RF siniflandirma modelinin genel hata orani agisindan en iyi siniflandirma sonucuna

sahip oldugunu gostermektedir.

Tip I hata ve Tip Il hata arasinda hata maliyetleri agisindan biiyiik fark vardir. Tip
I hata, olumlu dis1 goriis tlirliniin olumlu goriis tiirii olarak yanlis smiflandirilmasi
anlamima gelmektedir. Tip II hata, olumlu goriis tlirliniin olumlu dis1 goriis tiirii olarak
yanlis siniflandirilmasi anlamina gelmektedir. Tip I hatalar, yatirnmcilara ve alacaklilara
kredilerini geri alamamalar1 veya piyasa degerindeki diisiis nedeniyle 6z sermaye
yatirimlarinin azalmasi nedeniyle fiili ekonomik kayiplara neden olabilir. Ancak, Tip Il
hatalarda, asiri ihtiyatli yatinm kararlart nedeniyle yatirnm firsatlarinin kaybindan
kaynaklanan firsat maliyetleri disinda, higbir fiili kayip bulunmamaktadir (Takahashi vd.,
233:1984).

Modeller performans sonuglarina gore degerlendirilmis ve sonuglar Tablo 57°de

sunulmustur.
Tablo 57. Modellerin Performans Sonuglari
Sira No Yontem Kappa Istatistigi MAE | RMSE RAE (%) RRSE (%)
1 BBN 0.813 0.105 0.277 21.00 55.37
2 NB 0.707 0.164 0.345 32.80 66.03
3 LR 0.824 0.125 0.253 25.01 50.57
4 ANN 0.921 0.043 0.187 8.69 37.42
5 RBF 0.838 0.141 0.250 28.19 50.00
6 SVM 0.934 0.103 0.179 20.54 35.89
7 K-NN 0.929 0.036 0.189 7.24 37.80
8 AdaBoost. M1 0.823 0.128 0.252 25.69 50.32
9 DT (J48) 0.913 0.057 0.205 11.42 40.94
10 RF 0.934 0.103 0.179 20.54 35.89
11 DS 0.827 0.153 0.276 30.50 55.25
12 CART 0.882 0.081 0.231 16.19 46.27
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Tablo 57’de modellerin Kappa istatistigi, MAE, RMSE, RAE ve RRSE sonuglari
verilmistir. Kappa istatistigine bakildiginda, en yiiksek performansi 0.934 ile RF ve SVM
modelleri gostermistir. Bu modelleri sirasiyla, 0.929 ile K-NN modeli, 0.921 ile ANN
modeli, 0.913 ile DT (J48) modeli, 0.882 ile CART modeli, 0.838 ile RBF modeli, 0.827
ile DS modeli, 0.824 ile LR modeli, 0.823 ile AdaBoost.M1 modeli, 0.813 ile BBN
modeli, 0.707 ile NB modeli takip etmistir. Kappa istatistigi sonuglarinin nasil
yorumlanacagina iligkin Landis ve Koch tarafindan deger araliklar1 belirtilmis olup

asagidaki Tablo 58’de sunulmustur.

Tablo 58. Kappa Istatistik Sonuclarinin Yorumlanmasi

Kappa Istatistik Degeri Yorum
<0.00 Cok kotii
0.00-0.20 Koti
0.21-0.40 Zayif
0.41-0.60 Orta
0.61-0.80 Iyi
0.81-1.00 Cok iyi (Mitkemmel)

Kaynak: Landis & Koch: 1977: 165.

Yukaridaki verilen tablodaki degerlere gore sonucglar yorumlandiginda BBN

modeli iyi, diger on bir modelin ¢ok iyi performans gosterdigi goriilmektedir.

Literatiirde tespit edilen ¢alismalar incelendiginde, Stanisic vd. (2019) tarafindan
yapilan ¢aligma disinda Kappa istatistigini dikkate alan bir calismaya rastlanmamistir. Bu

arastirmada Kappa istatistigi de dikkate alinarak sonuclar1 sunulmustur.

MAE, RMSE, RAE ve RRSE degerleri sifira yaklastikga model performansinin
daha iyi oldugunu ifade etmektedir. MAE degerine gore en iyi performans gésteren model
%3.6 ile K-NN modelidir. RMSE degerine gore en iyi performans gosteren modeller
%17.9 ile RF ve SVM modelleridir. RAE degerine gore en iyi performans gosteren model

%7.24 ile K-NN modelidir. RRSE degerine gére en iyi performans gésteren modeller
%35.89 ile RF ve SVM modelleridir.
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TARTISMA, SONUC VE ONERILER

Giintimiiziin hizla gelisen modern bilgi teknolojisi, sadece sosyal ve ekonomik
faaliyetler iizerinde biliyiik bir etkiye sahip olmakla kalmamis, modern denetim
teknolojisinin yenilenmesine de neden olmustur. Modern denetimin gelisimine ayak
uydurabilmek i¢in denet¢i, denetlenen isletmelerden toplanan biiyiilk miktarda veriyi
analiz etmek, isletmelerden toplanan isletme verilerinin 6zelliklerini ¢ikarmak ve etkin
bir denetim igin veri madenciligi yontemlerini uygulamistir. Bu, denetlenen isletmede
herhangi bir anormallik olup olmadigina 1sik tutabilir, modern denetimlerde kalite
sorunlariin ve denetim risklerinin azaltilmasina yardimci olabilir (Chen & Li, 2011: 1).
Yeni teknolojiler arasinda yer alan makine 6grenimi ve veri madenciligi, isletmelerin
rekabet Ustiinliigii saglamasinda 6nemli roller Ustlenmektedir. Bagimsiz denetim
sektorlinde basartyr elde etmenin Onemli noktalarindan birisi de gelecekle ilgili
tahminlerde bulunabilmektir. Isletmelerin gelecekle ilgili olarak giivenilir ve dogru
bilgiler edinebilmesi, kendilerine 6nemli avantajlar saglayacaktir. Bagimsiz denetim
isletmelerinde s6z konusu teknolojilerle verileri dogru bir sekilde analiz etmek, verilerden
anlamli yapilar1 belirlemek, gelecekle ilgili planlar ve stratejik kararlar almak

miimkiindiir. (Ers6z ve Cinar, 2021: 412).

Glinlimiiziin rekabet¢i diinyasinda basarinin anahtari, zamani ve maliyetleri
azaltmak ve verimliligi artirmaktir. Denetim alaninda da rekabet diinya ¢apinda 6nemli
Olciide artmistir. Bu rekabet ortami, denetim sirketlerini etkinliklerini artirmanin yollarin
aramaya zorlamistir (Valipour vd., 2013: 14). Isletmenin paydaslari diyebilecegimiz
cesitli ¢cikar gruplar, sirketle ilgili ¢esitli kararlar1 kendi ¢ikarlar1 dogrultusunda almak
zorundadir ve bunun i¢in de giivenilir bilgiye ihtiya¢ duymaktadirlar. Denetim raporlari,
finansal tablolardan alinan muhasebe bilgilerinin tamamlayicisidir. Bununla birlikte
yonetim agiklamalarinin giivenilirligini artirmanin bir yolunu da saglamaktadir. Bu
nedenle, denetim raporlari ve finansal tablo verilerinin birlesimi, bir¢ok is olaymin iyi bir

tahmincisi olabilir.

Bu calismanin temel amaci on iki farkli veri madenciligi yontemi kullanilarak
denetim gorlis tiirlinlin tahmin edilmesi ve bu yontemlerin performanslarinin
karsilagtirmali olarak incelenmesidir. Calismaya iliskin veri toplama siirecinde toplam
BIST de faaliyet gdsteren sirket sayis1 651 adettir. Finansal tablolar1 ve bagimsiz denetci
raporlar1 2009 yilindan 2022 yilina kadar mevcut olmayan toplam 250 adet sirket ile mali

kuruluslar, aract kurumlar, bankalar, holdingler ve yatirnm sirketleri farkli raporlama
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yapilarina sahip olmasi nedeniyle toplamda 240 adet sirket daha anlamli sonuglar elde
etmek i¢in 6rneklem dis1 birakilmistir. Nihai 6rneklem 19 farkli sektérden 161 adet sirketi
kapsamaktadir. Veri seti, 2010-2022 dénemi i¢in BIST de islem goren sirketlerin 1.855
olumlu goriis, 238 olumlu dis1 goriis olmak tizere toplamda 2.093 sirket-y1l gézlemini
icermektedir. Olumlu dis1 denetim goriisleri, 223 sartli goriig, 15 gorilis bildirmekten

kacinma goriisii olup, olumsuz denetim goriisii iceren denetim raporu bulunmamaktadir.

Toplam 2.093 gozlemin %59.87si (1.253) dort biiyiik denetim sirketi tarafindan
denetlenirken, %40.13°1 (840) diger denetim sirketleri tarafindan denetlenmistir. Dort
biiyiikk denetim sirketinin daha fazla (%63.07) olumlu goriis verdigi; dort biiyiik dist
denetim sirketinin daha fazla (%65.13) olumlu dis1 goriis verdigi tespit edilmistir. Dort
biiyiikk denetim sirketi tarafindan verilen goriislerin %93.38°1 (1.170) olumlu gortis,
%6.62’si (83) sarth goriis olup, goriis bildirmekten kaginma ve olumsuz goriis
bulunmamaktadir. Dort biiyiik dist denetim sirketi tarafindan verilen goriislerin %81.55°1
(685) olumlu goriis, %16.67’si (140) sartli goriis, %1.79°u (15) goriis bildirmekten
kacinma olup, olumsuz goriis bulunmamaktadir. Goriis bildirmekten kacginma
raporlarinin tamami dort biiyiik dis1 denetim sirketi tarafindan verildigi tespit edilmistir.
Onceki yilda olumlu denetim gbriisii alan sirketlerin izleyen yilda %97.36’s1 olumlu
denetim goriisli almis; onceki yilda olumlu dis1 denetim goriigii alan sirketlerin izleyen
yilda %81.09’u olumlu dis1 denetim goriisii almistir. Olumlu denetim goriisii alan
sirketlerin izleyen y1l olumlu denetim goriisii alma ithtimalinin yiiksek oldugu, olumlu dis1
denetim goriisii alan sirketlerin ise izleyen yil olumlu dis1 denetim goriisii alma

ihtimalinin yiiksek oldugu belirlenmistir.

Veriler, Kamuyu Aydinlatma Platformu web sayfasi, sirket web sayfalar,
finansal raporlar, denetim raporlar1 ve Finnet Stokeys Pro veri tabani kaynaklarindan elde
edilmistir. Toplamda yirmi sekiz finansal ve finansal olmayan bagimsiz degisken
kullanilmistir. Siniflandirma modelinin gelistirilmesi ve uygulanmasit WEKA yazilimi
kullanilarak gerceklestirilmistir. EZitim ve test asamalari, katmanli bir 6rnege gore her
yinelemede on egitim verisinin se¢ildigi, se¢ilen siniflandirict ile egitildigi ve ardindan
secilen test verileri tlizerinde test edildigi 10 katli capraz dogrulama yoluyla

gergeklestirilmistir.

Veri setinde bulunan aykiri degerleri ve u¢ degerleri tespit etmek icin
“Interquartile Range” filtresi uygulanmistir. Bu filtre sonucunda 606 adet aykir1 deger ve

468 adet u¢ deger veri setinden ¢ikarilarak 1.189 olumlu goriis ve 97 olumlu dis1 goriis
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olmak iizere toplamda 1.286 sirket-y1l gozlemi elde edilmistir. Izleyen asamada, veri
dengesizligi sorununu gidermek icin SMOTE (Sentetik Azinlik Orneklem Arttirma
Yontemi) filtresi uygulanmistir. Bu filtre sonucunda olumlu dis1 goriis gézlem sayisi
1.188 adede ¢ikarilmis olup, nihai gdzlem sayis1 1.189 olumlu goriis ve 1.188 olumlu dis1

goriis olmak tizere toplamda 2.377 sirket-y1l gozlemi elde edilmistir.

Aragtirmada Bayes Inan¢ A1, Naive Bayes, Lojistik Regresyon, Yapay Sinir
Aglar1, Radyal Tabanli Fonksiyon, Destek Vektor Makineleri, K-En Yakin Komsu,
AdaBoost.M1 Algoritmasi, Karar Agaclar1 (J48), Rastgele Ormanlar, Karar Kiitiigii ile
Siniflandirma ve Regresyon Agaci olmak iizere on iki farkli veri madenciligi
siiflandirma yontemi kullanilmistir. Modellerin istatistiksel sonuglari tahmin dogrulugu,
siiflandirma matrisi, detayli dogruluk sonuglart1 (TP Orani, FP Orani, Kesinlik,
Duyarlilik, F-Olgiitii, ROC Alan1), Tip I hata, Tip II hata oranlar1 ve performans sonuglar
(Kappa istatistigi, MAE, RMSE, RAE, RRSE) olciitleri dikkate alinarak

karsilastirilmistir.

Tahmin dogruluk performansi acisindan %96.68 oraniyla en iyi performansi
Rastgele Ormanlar modeli gostermistir. Bu modeli sirasiyla, K-En yakin komsu %96.42,
Yapay Sinir Aglar1 %96.05, Karar Agaglart (J48) %95.62, Siiflandirma ve Regresyon
Agac1 %94.11, Radyal Tabanli Fonksiyon %91.88, Destek Vektor Makineleri %91.33,
Karar Kiitiigii %91.33, Lojistik Regresyon %91.21, AdaBoost.M1 Algoritmas1 %91.17,
Bayes Inang Ag1 %90.66 ve Naive Bayes %85.36 oraniyla izlemistir. Arastirmada yer
alan on iki modelin de %85 iizerinde tahmin dogruluk performansi gosterdigi tespit
edilmistir. Bu modellerin sonuglari, kamuya agik finansal tablolar1 ve bagimsiz denetim
raporu verilerini kullanarak denetim goriis tilirliniin tespit edilmesinde potansiyel

oldugunu gostermektedir.

Detayli dogruluk sonuglar1 TP Orani, FP Orani, Kesinlik, Duyarlilik, F-Olgiitii ve
ROC Alan élgiitlerini icermektedir. Ilgili 6l¢iitlerde en iyi performansi saglayan model
Rastgele Ormanlar modeli oldugu tespit edilmistir. Yanlis siniflandirma maliyetlerinin
hesaplanmasinda Tip I ve Tip II hata kullanilmistir. K-En yakin komsu modeli %2.7 ile
Tip I hatada, Destek Vektor Makineleri ve Karar Kiitiigii modelleri %2.2 ile Tip Il hatada
en iyi performansi géstermesine ragmen, Rastgele Ormanlar modeli %3.3 ile genel hata
acisindan en iyi siniflandirma sonucunu verdigi tespit edilmistir. Performans sonuglari
Kappa istatistigi, MAE, RMSE, RAE ve RRSE dl¢iitlerine gore karsilastirilmistir. Kappa
istatistigine bakildiginda, en ytiksek performansi 0.934 ile Rastgele Ormanlar ve Destek
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Vektor Makineleri modelleri gostermistir. MAE degerine gore en iyi performans gosteren
model %3.6 ile K-En yakin komsu modelidir. RMSE degerine gore en iyi performans
gosteren modeller %17.9 ile Rastgele Ormanlar ve Destek Vektér Makineleri
modelleridir. RAE degerine gore en iyi performans gosteren model %7.24 ile K-En yakin
komsu modelidir. RRSE degerine gore en iyi performans gosteren modeller %35.89 ile
Rastgele Ormanlar ve Destek Vektér Makineleri modelleridir. Performans sonuglari
Kappa istatistigi, MAE, RMSE, RAE ve RRSE olciitlerine gore en iyi performans
gosteren modeller Rastgele Ormanlar, K-En yakin komsu ve Destek Vektér Makineleri
oldugu tespit edilmistir. Degerlendirme Olgiitleri igerisine performans sonuglar
Olciitlerini agik¢a dahil eden ¢ok az ¢alisma vardir (Stanisic vd. 2019). Gelecekteki
arastirmalar i¢in, veri madenciligi yontemlerinin denetim goriis tahminine uygulanmasina
ilisgkin performans degerlendirme Olgiitlerini kapsamli bir sekilde dikkate almasi

Onerilmektedir.

Literatiirde bildirilen denetim goriis tahmininde kullanilan yontemler arasinda en
yiiksek dogruluk tahmin performansini gosteren yontemlere bakildiginda Karar agaclari
(Yasar vd., 2015 (%98.2); Yasar, 2016 (%88.8); Nawaiseh & Abbod, 2020 (%96.3)),
Destek Vektor Makineleri (Doumpos vd., 2005 (%73); Nawaiseh vd., 2020 (%95.9);
Saeedi, 2021 (%75.6)), Lojistik Regresyon (Laitinen & Laitinen, 1998 (%62); Spathis,
2003 (%78); Caramanis & Spathis, 2006 (%90)) ve Sinir Aglar (Gaganis vd., 2007a
(%84); Pourheydari vd., 2012 (%88); Fernandez-Gamez vd., 2016 (%98.1)) yontemleri
oldugu goriilmektedir.

Calisma kapsaminda elde edilen bulgulara gore denetim goriis tahmininde en
yiiksek tahmin performansini karar agaglar1 kategorisinde yer alan Rastgele Ormanlar
yonteminin (%96.68) gosterdigi tespit edilmistir. Tespit edilen bu sonucun karar agaclari
kategorisinde en iyi performansi gosteren yontemler olmasi bakimindan Yasar vd. (2015),
Yasar (2016) ve Nawaiseh & Abbod (2020) tarafindan yapilan calismalarla uyumlu
oldugu goriilmiistiir. Bu sonuglardan hareketle, literatiirde yapilan bircok calismayla
benzer bi¢imde bu arastirmada kullanilan on iki modelin denetim goriis tahmininde

basaril1 bir sekilde performans gosterebilecegi ifade edilebilir.

Denetim goriislerini tahmin etmede kullanilan 6nceki model performanslarina
bakildiginda, (Laitinen & Laitinen 1998 (%62); Spathis 2003 (%78); Spathis vd. 2003
(%78.83); Doumpos vd. 2005 (%73); Gaganis vd. 2007a (%84); Gaganis vd. 2007b
(%72.20); Kirkos vd. 2007b (%82.22); Zarei vd. 2020 (%72.90) ve Saeedi 2021
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(%75.60)) %85’in altinda dogru smiflandirma basarist gostermektedir. Arastirmada
kullanilan modellerin sagladigi genel dogru smiflandirma performanslart %85.36-
%96.68 araliginda gerceklestiginden %85’in iizerindedir. Siiflandirma dogrulugunun
yiiksek olmasi, arastirmada kullanilan modelin denetim goriisii tiirlerinin  tahmin

edilmesinde kullanisliligint artirmaktadr.

Bagimsiz denetim, finansal bilgilerin kalitesini garanti eden dis ydnetisim
mekanizmalarinin kimligini temsil etmektedir. Bu nedenle bir denet¢i raporu, finansal
bilgilerin kullanilabilirligini dogrulamak i¢in makul bir aragtir. Olumlu bir denetim
goriisii, finansal bilgileri kullanan birden fazla paydas i¢in bir giivence olabilirken,
olumlu dis1 bir denetim gorilisii giivenlerini sarsabilecek olumsuz bir bilgi olabilir.
Bagimsiz denetim raporlari, yatirimcilarin ve kreditorlerin karar vermesinde dnemli ve
0zel bir rol oynadigindan, denetim raporlarinin olmadigi durumlarda veya siiphe
durumunda, 6zellikle gelismekte olan ekonomilerde, miisterinin finansal tablolarinin
durumunu kontrol etmek ve denetim raporlarinin kalitesini kontrol etmek igin veri

madenciligi yontemlerini kullanmalar1 tavsiye edilmektedir.

Calisma kapsaminda yapilan analizde kullanilan degiskenler, yalnizca kamuyu
aydinlatma c¢ergevesinde paylasilan bilgilerle smirhidir. Denetim  sirketlerinin
misterisiyle ilgili kamuya agik olmayan bilgilere de erisebilme imkanlari1 vardir. Tabii Ki,
daha fazla tahmin degiskeni ve daha ilgili veri arayisi devam eden bir siirectir. Burada
onerilen modeller, daha dogru bir model gelistirmek i¢in mevcut spesifik bilgilerle
desteklenebilir. Mesleki muhakeme, denetim goriisiine karar verme siirecinin dogasinda
vardir. Bu nedenle, modeller yalnizca karar vermeye yardimcidir ve profesyonel

muhakemenin yerini almasi s6z konusu degildir (Monroe & Teh, 1993: 105).

Tiirkiye’deki sirketler i¢in denetim goriis tiirlinli tahmin etmek igin gelistirilen
model sonuglar1 cesaret vericidir. Arastirmada kullanilan ¢er¢eve tasarimi, hem i¢ hem
de bagimsiz denetciler, muhasebeciler, hissedarlar, sirket yoneticileri, vergi otoriteleri ve
diger kamu kurumlari, bireysel ve kurumsal yatirimcilar, borsalar, hukuk sirketleri,
finansal analistler, kredi derecelendirme kuruluslar1 ve bankacilik sistemi i¢in faydali
olabilir (Kirkos vd., 2007). Denetim raporlarin1 hazirlama sorumlulugu olan denetim
meslegi agisindan bu arastirma sonuglarinin faydali olmasi umulmaktadir. Bu arastirma,
denetim goriis tiirlerini tahmin etmek i¢in on iki farkli veri madenciligi yonteminin

performans sonuglarini karsilastirarak muhasebe ve denetim arastirmalarina katkida
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bulunmasi beklenmektedir. Gelistirilmis yeni istatistiksel teknikler ve daha fazla sayida

degisken ile daha giiclii bir analitik ara¢ gelistirmek miimkiin olacaktir.

Bu ¢alismada gelistirilen modeller, Monroe & Teh (1993) tarafindan da ifade
edildigi gibi denetgiler i¢in potansiyel miisterileri degerlendirirken ve potansiyel denetim
risklerini degerlendirirken bir karar destek araci olarak kullanilabilir. Ornegin model,
olumlu dis1 denetim goriisii alma olasiliginin olup olmadigmi degerlendirmek icin
potansiyel bir miisterinin finansal tablolarina uygulanabilir. Muhtemel denetim goriist,
miisteri degerlendirme siirecinin bir parcast olarak diisiiniilebilir. Model, denet¢inin
planlama asamasinda olumlu dis1 denetim goriisii almast muhtemel mevcut miisterileri
belirlemek i¢in kullamilabilir. BIST, SPK ve KGK gibi kurumlar tarafindan sirket denetim
raporlariin incelenmesinde de kullanilabilir. Model tarafindan tahmin edilenden farkl
bir denetim goriisii alan sirketler, adil raporlama sorusturmalart i¢in hedef alinabilir.
Diger bir ifadeyle, modeller diizenleyici otoriteler tarafindan “denetimin denetimi”
yiritiliirken tamamlayic1 bir “gézetim arac1” olarak kullanilabilir. Ayrica model
sonuclartyla, olumlu dis1 denetim goriislerinin hisse senedi fiyatlar1 {izerindeki etkiside

incelenebilir.

Bu c¢aligmada gelistirilen modeller, bir denetci tarafindan hazirlanan denetim
raporu tiirlinii tahmin etmek icin kullanilabilir (Dopuch vd., 1987). Ek olarak denetgiler,
yeni miisterileri degerlendirirken, davalarda savunma olarak ve benzeri durumlarda kendi
denetim calismalarin1 (Laitinen & Laitinen 1998) veya meslektaslarinin denetim
caligmalarin1 gézden gegirmelerine yardimei1 olmak i¢in modelleri kullanabilirler (Saeedi,
2022). Burada sunulan ¢ergeve, diinya ¢capindaki denetim ve finans uzmanlari tarafindan
denetim planlama ve risk degerlendirme siirecine yardimeci olacak tahmine dayali
modelleri gelistirmek ve test etmek icin kullanilabilir. Bell ve Tabor (1991), denetgilerin
modellerin sonuclarini, kabul edilebilir bir denetim riski diizeyine ulagmak igin
uygulanabilecek 6zel denetim prosediirlerini planlamak i¢in kullanabilecegine isaret
etmektedir. Kleinman & Anandarajan (1999), bu modellerin ayn1 zamanda bir denetim
slirecinin son asamasinda veya gozden gecirme asamasinda bir kalite kontrol araci olarak

da kullanilabilecegini ifade etmislerdir.

Bu ¢aligma, bagimsiz denetim goriis tiirlinii tahmin etmeye yonelik kapsamli bir
veri madenciligi smiflandirma arastirmasi olmasi nedeniyle 6zgilin bir ¢alismadir. Bu
calismanin bagimsiz denetim sektoriine yonelik WEKA yaziliminda on iki farkli veri

madenciligi yontemi analiz edilerek, tahmine dayali modellerin performanslarinin
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karsilagtirilmasi ile ilgili literatiire katki saglamasi beklenmektedir. Bununla birlikte
calismanin glinlimiiz is problemlerinin ¢dziimiinde, is gelistirmede yardimci olan veri
madenciliginin daha net bir sekilde tanimlanmasinda yol gosterecegi diistiniilmektedir.

Gelecekte bu alanda yapilacak arastirmalara 151k tutmasi beklenmektedir.

Gelecekteki arastirmalar, denetim goriis tiirlinii tahmin etmek i¢in alternatif diger
veri madenciligi veya derin 0grenme yontemlerine odaklanabilir. Ayrica, modeller
entegre bir modelde birlestirilerek hibrit modeller gelistirilebilir. Ikincisi, finansal ve
finansal olmayan degiskenler genisletilebilir ve sonuglar bu c¢alismanin sonuglariyla
karsilastirilabilir. Son olarak, farkli veri madenciligi yazilimlari kullanilarak (Pyton, R,

Orange, Rapidminer, Knime vb.) sonuglar degerlendirilebilir.
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EKLER

Ek 1: Orneklemde Yer Alan Sirketlerin Listesi

Sira

No Sektor Kod Sirket Unvam
1 BRSAN | BORUSAN BIRLESIK BORU FABRIKALARI SAN. TIC. A.S.
2 BURCE |BURCELIK BURSA CELIK DOKUM SANAYII A S.
3 BURVA | BURCELIK VANA SANAYI VE TICARET A.S.
4 CELHA | CELIK HALAT VE TEL SANAYIi AS.
5 CEMTS | CEMTAS CELIK MAKINA SANAYI VE TICARET A.S.
6 DMSAS | DEMISAS DOKUM EMAYE MAMULLERI SANAYI A S.
7 ANA METAL DOKTA | DOKTAS DOKUMCULUK TICARET VE SANAYI A.S.
8 SANAYI ERBOS | ERBOSAN ERCIYAS BORU SANAYIi VE TICARET A.S.
9 EREGL |EREGLI DEMIR VE CELIK FABRIKALARIT.A.S.
10 IZMDC | iZMIR DEMIR CELIK SANAYI A S.

KRDMA, . . . ) .
KRDMB, | KARDEMIR KARABUK DEMIR CELIK SAN. TIC. A.S.

11 KRDMD
12 SARKY | SARKUYSAN ELEKTROLITIK BAKIR SAN. TiC. A.S.
13 DOBUR | DOGAN BURDA DERGI YAYINCILIK VE PAZARLAMA A.S.
14 BILGI VE [LETISIM HURGZ | HURRIYET GAZETECILIK VE MATBAACILIK A.S.
15 TCELL | TURKCELL ILETiSIM HiZMETLERI A.S.
16 TTKOM | TURK TELEKOMUNIKASYON A S.
17 DIiG. IMALAT SAN. | ADEL ADEL KALEMCILIK TICARET VE SANAYT A.S.
18 EGITIM. SAGLIK BJKAS | BESIKTAS FUTBOL YATIRIMLARI SAN. TiC. A.S.
19 SPOR VE Dicil® FENER | FENERBAHCE FUTBOLAS. . .
20 SOSYAL HiZM. GSRAY | GALATASARAY SPORTIF SINAI VE TICARI YAT. A.S.
21 TSPOR | TRABZONSPOR SPORTIF YATIRIM VE FUTBOL iSL A S.
22 AKENR | AKENERJI ELEKTRIK URETIM A S.
23 ELEKTRIK GAZ VE | AKSUE | AKSU ENERIJi VE TICARET A.S.
24 BUHAR AYEN | AYEN ENERJI AS.
25 ZOREN | ZORLU ENERJi ELEKTRIK URETIM A.S.
26 GAYRIMENKUL IHLGM | IHLAS GAYRIMENKUL PROJE GELISTiRME VE TIC. A.S.
27 FAALIYETLERI SONME | SONMEZ FILAMENT SENTETIK IPLIK VE ELYAF SAN. A S.
28 AEFES | ANADOLU EFES BIRACILIK VE MALT SANAYIi A.S.
29 BANVT | BANVIT BANDIRMA VITAMINLI YEM SANAYIi AS.
30 CCOLA | COCA-COLA iCECEK A.S.
31 DARDL | DARDANEL ONENTAS GIDA SANAYI A S.
32 ERSU ERSU MEYVE VE GIDA SANAYI A S.
33 FRIGO |FRIGO-PAK GIDA MADDELERI SANAYI VE TICARET A.S.
34 KENT KENT GIDA MADDELERI SANAYIi VE TICARET A S.
35 KERVT | KEREVITAS GIDA SANAYI VE TICARET A.S.
36 KNFRT | KONFRUT GIDA SANAYI VE TICARET A.S.
37 GIDA, ICECEK KRSTL |KRISTAL KOLA VE MESRUBAT SANAYI TICARET A.S.
38 VE TUTUN MERKO | MERKO GIDA SANAYI VE TICARET A.S.
39 PENGD |PENGUEN GIDA SANAYI A.S.
40 PETUN |PINAR ENTEGRE ET VE UN SANAYIi A.S.
41 PINSU | PINAR SU VE ICECEK SANAYI VE TICARET A.S.
42 PNSUT | PINAR SUT MAMULLERI SANAYIi A.S.
43 SELGD | SELCUK GIDA ENDUSTRI IHRACAT ITHALAT A.S.
44 TATGD | TAT GIDA SANAYI A.S.
45 TBORG | TURK TUBORG BIiRA VE MALT SANAYII A.S.
46 TUKAS | TUKAS GIDA SANAYI VE TICARET A.S.
47 ULKER | ULKER BIiSKUVI SANAYI A.S.
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Ek 1 (Devam) : Orneklemde Yer Alan Sirketlerin Listesi

Sira

No Sektor Kod Sirket Unvam
48 INSAAT VE EDIP EDIP GAYRIMENKUL YATIRIM SAN. VE TIC. A.S.
49 BAYINDIRLIK ENKAI__| ENKA INSAAT VE SANAYI A §.
50 YYAPI | YESIL YAPI ENDUSTRISI A.S.
51 ALKA | ALKIM KAGIT SANAYI VE TICARET A.S.
52 BAKAB |BAK AMBALAJ SANAYI VE TICARET A S.
53 KAGIT VE KAGIT DURDO |DURAN DpGAN BASIM VE AMBALAJ SANAYI A S.
54 URUNLERI BASIM | KAPLM_| KAPLAMIN AMBALAJ SANAYI VE TICARET A S.
55 KARTN | KARTONSAN KARTON SANAYI VE TICARET A S.
56 MNDTR | MONDI TURKEY OLUKLU MUKAVVA KAGIT VE AMB. A_S.
57 VKING | VIKING KAGIT VE SELULOZ A.S.
58 AKSA | AKSA AKRILIK KIMYA SANAYII A S.
59 ALKIM | ALKIM ALKALI KIMYA A S.
60 AYGAZ | AYGAZ AS.
61 BAGFS | BAGFAS BANDIRMA GUBRE FABRIKALARI A.S.
62 BRISA | BRISA BRIDGESTONE SABANCI LASTIK SAN. VE TiC. A.S.
63 ) ) DYOBY |DYO BOYA FABRIKALARI SANAYI VE TICARET A.S.
64 KIMYA ILAC EGGUB | EGE GUBRE SANAYIi A.S.
65 IF:i-g?‘IOIé_VE EGPRO | EGE P.ROFiL TICARET VE SANAYi AS.
66 PLASTIK EMNIS | EMINIS AMBALAJ SANAYI VE TICARET A.S.
67 URUNLER EPLAS | EGEPLAST EGE PLASTIK TICARET VE SANAYI AS.
68 GOODY | GOODYEAR LASTIKLERIT.A.S.
69 GUBRF | GUBRE FABRIKALARIT.A.S.
70 HEKTS | HEKTAS TICARET T.A.S.
71 MRSHL | MARSHALL BOYA VE VERNIK SANAYII A.S.
72 SASA SASA POLYESTER SANAYI A S.
73 TUPRS | TUPRAS-TURKIYE PETROL RAFINERILERI A S.
y MADENCILIK VE ALMAD :'LS].“INYAG MADENCILIK VE ENERJI YAT. SAN. VE TiC.
75 TAS OCAKCILIGI PRKME |PARK ELEKTRIK URETIM MADENCILIK SAN. VE TIC. A.S.
76 ALCAR | ALARKO CARRIER SANAYI VE TICARET A.S.
77 ARCLK | ARCELIK A.S.
78 ASUZU | ANADOLU ISUZU OTOMOTIV SANAYI VE TICARET A S.
79 BFREN | BOSCH FREN SISTEMLERI SANAYI VE TICARET A.S.
80 DITAS | DITAS DOGAN YEDEK PARCA IMALAT VE TEKNIK A.S.
81 EGEEN | EGE ENDUSTRI VE TICARET A S.
82 EMKEL |EMEK ELEKTRIK ENDUSTRISI A.S.
83 FMIZP | FEDERAL-MOGUL iZMIT PiSTON VE PiM URETIM TES. A.S.
84 METAL ESYA FROTO |FORD OTOMOTW SANAYT AS. .
85 MAKINE GEREL | GERSAN ELEKTRIK TICARET VE SANAYI A S.
86 ELEKTRIKLI IHEVA | IHLAS EV ALETLERI IMALAT SANAYI VE TICARET A S.
87 CIHAZLAR KARSN | KARSAN OTOMOTIV SANAYIi VE TICARET A S.
88 VE ULASIM KLMSN | KLIMASAN KLIMA SANAYI VE TICARET A.S.
89 ARACLARI MAKTK | MAKINA TAKIM ENDUSTRISI A.S.
90 OTKAR | OTOKAR OTOMOTIV VE SAVUNMA SANAYI A.S.
91 PARSN |PARSAN MAKINA PARCALARI SANAYIi A.S.
92 PRKAB | TURK PRYSMIAN KABLO VE SISTEMLERI A.S.
93 SILVR | SILVERLINE ENDUSTRI VE TICARET A.S.
94 TOASO | TOFAS TURK OTOMOBIL FABRIKASI A.S.
95 TTRAK | TURK TRAKTOR VE ZIRAAT MAKINELERI A.S.
96 VESBE | VESTEL BEYAZ ESYA SANAYI VE TICARET A.S.
97 VESTL | VESTEL ELEKTRONIK SANAYI VE TICARET A.S.
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98 ORMAN URUNLERI | DGNMO | DOGANLAR MOBILYA GRUBU IMALAT SAN. VE TIC. A.S.

99 VE MOBILYA GENTS | GENTAS DEKORATIF YUZEYLER SAN. VE TiC. A.S.

100 AVTUR | AVRASYA PETROL VE TURISTIK TESISLER YAT. A.S.

101 AYCES | ALTIN YUNUS CESME TURISTIK TESISLER A.S.

102 OTELLER VE MAALT | MARMARIS ALTINYUNUS TURISTIK TESISLER A.S.

103 LOKANTALAR MARTI | MARTI OTEL ISLETMELERI A.S.

104 PKENT | PETROKENT TURIZM A.S.

105 TEKTU | TEK-ART INSAAT TICARET TURIZM SAN. VE YAT. A.S.

106 AFYON | AFYON CIMENTO SANAYIT.AS.

107 AKCNS | AKCANSA CIMENTO SANAYI VE TICARET A.S.

108 BSOKE | BATISOKE SOKE CIMENTO SANAYII T.A.S.

109 BTCIM | BATICIM BATI ANADOLU CIMENTO SANAYII A S.

110 BUCIM | BURSA CIMENTO FABRIKASI A.S.

111 CIMSA | CIMSA CIMENTO SANAYI VE TICARET A.S.

112 CMBTN | CIMBETON HAZIRBETON VE PREFABRIK SAN. VE TiC. A.S.

113 TAS VE TOPRAGA | CMENT | CIMENTAS iZMIR CIMENTO FABRIKASI T.A.S.

114 DAYALI DOGUB | DOGUSAN BORU SANAYIi VE TICARET A.S.

115 EGSER | EGE SERAMIK SANAYI VE TICARET A.S.

116 GOLTS | GOLTAS GOLLER BOLGESI CIMENTO SAN. VE TiC. A S.

117 KONYA | KONYA CIMENTO SANAYIi AS.

118 KUTPO | KUTAHYA PORSELEN SANAYI A.S.

119 NUHCM | NUH CIMENTO SANAYI A S.

120 OYAKC | OYAK CIMENTO FABRIKALARI A.S.

121 USAK | USAK SERAMIK SANAYI A.S.

122 ALCTL | ALCATEL LUCENT TELETAS TELEKOMUNIKASYON A.S.

123 ARENA | ARENA BILGISAYAR SANAYI VE TICARET A.S.

124 ASELS | ASELSAN ELEKTRONIK SANAYI VE TICARET A.S.

125 DGATE | DATAGATE BILGISAYAR MALZEMELERI TICARET A.S.

126 ESCOM | ESCORT TEKNOLOJI YATIRIM A.S.

127 TEKNOLOJi INDES | INDEKS BILGISAYAR SISTEMLERI MUH. SAN. VE TiC. A.S.

128 INGRM | INGRAM MICRO BILISIM SISTEMLERI A.S.

129 KAREL | KAREL ELEKTRONIK SANAYI VE TICARET A.S.

130 LINK LINK BILGISAYAR SIST. YAZ. VE DON. SAN. VE TiC. A.S.

131 LOGO |LOGO YAZILIM SANAYI VE TICARET A.S.
PLASTIKKART AKILLI KART ILETISIM SIST. SAN. VE TiC.

132 PKART |[AS.

133 ARSAN | ARSAN TEKSTIL TICARET VE SANAYI A.S.

134 ATEKS | AKIN TEKSTIL A S.

135 BOSSA | BOSSA TICARET VE SANAYI ISLETMELERI T.A.S.
BIRKO BIRLESIK KOYUNLULULAR MENS. TIC. VE SAN.

136 BRKO |AS.

137 BRMEN | BIRLIK MENSUCAT TICARET VE SANAY] ISLETMESI A.S.
DERIMOD KONFEKSIYON AYAKKABI DERI SAN. VE TIC.

138 o DERIM [AS.

139 | TEKSTIL, GIYIM DESA | DESA DERi SANAYI VE TICARET A.S.

140 | FSYASIVEDERL  Mopps | KORDSA TEKNIK TEKSTIL A S.

141 KRTEK | KARSU TEKSTIL SANAYIi VE TICARET A.S.

142 LUKSK | LUKS KADIFE TICARET VE SANAYII A.S.

143 MNDRS | MENDERES TEKSTIL SANAYI VE TICARET A.S.

144 SKTAS | SOKTAS TEKSTIL SANAYI VE TICARET A.S.

145 SNPAM | SONMEZ PAMUKLU SANAYII A.S.

146 YATAS | YATAS YATAK VE YORGAN SANAYI TICARET A.S.

147 YUNSA | YUNSA YUNLU SANAYI VE TICARET A S.
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148 BIMAS | BiM BIRLESIK MAGAZALAR A.S.
149 CRFSA CARREFOURSA CARREFOUR SABANCI TiC. MERKEZI A.S.
150 DOAS | DOGUS OTOMOTIV SERVIS VE TICARET A.S.
151 INTEM INTEMA INSAAT VE TESISAT MALZ. YAT. VEPAZ. A.S.
152 ggRP;ﬁ';l\\l/ DEE KUVVA KUVVA GI‘DA TICARET VE SANAYI YATIRIMLARI A.S.
153 TICARET MGROS | MIGROS TICARET A.S.
154 MIPAZ MILPA TICARI VE SINAI URUNLER PAZ. SAN VE TIC. A.S.
155 SANKO | SANKO PAZARLAMA ITHALAT IHRACAT A.S.
156 SELEC SELCUK ECZA DEPOSU TICARET VE SANAYT A.S.
157 VAKKO | VAKKO TEKSTIL VE HAZIR GIYIM SAN. iSL. A.S.
158 CLEBI | CELEBI HAVA SERVISI A.S.
GSD DENIZCILIK GAYRIMENKUL INSAAT SAN. VE TIC.
159 gégg{fa’[: VE GSDDE | A.S. ’
160 RYSAS REYSAS TASIMACILIK VE LOJISTIK TICARET A.S.
161 THYAO | TURK HAVA YOLLARI A.O.
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