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COK AMACLI OPTIMIZASYON YONTEMLERI ILE iISARET AYRISTIRMA

Hiisamettin CELIK

Erciyes Universitesi, Fen Bilimleri Enstitiisii
Doktora Tezi, Nisan 2024 5
Damisman: Prof. Dr. Nurhan KARABOGA

OZET

Isaret isleme alaninda birgok problem, K&r Kaynak Ayristirma problemleri olarak
formiile edilmistir. Klasik olarak bu problemler kaynak isaretlerine iliskin bir ayristirma
kriterinin optimizasyonu yoluyla c¢ozilmektedir. Ancak bir¢cok pratik durumda
kaynaklara iliskin birden fazla bilgi bulunmaktadir ve dolayistyla sorunun ¢éziimii i¢in
birden fazla ayristirma kriteri olusturulabilmektedir. Bu nedenle bu ¢alisma, kor kaynak
ayrigtirma problemlerini ¢6zmek i¢in, SPEA2 yontemi ile birden fazla kriterin es zamanl
optimizasyonu ile elde edilen ¢ok amacl bir yaklagim uygulanmasini 6nermektedir. Bu
yaklagimin uygulanabilirligini ortaya koymak amaciyla dnce ti¢ kisiye ait konusma sesleri
ve sonrasinda biyomedikal isaretlerin ayristirilmasi test edilmistir. Ayrica bu tez
caligmasinda kullanilan ¢ok amagli kor kaynak ayristirmasinin performansini artirmak
igin 6n iglemler uygulanarak isaret ayristirmadaki basarim orani olumlu sekilde test
edilmistir. Ayrica isaretlerin ornek sayisinin azaltilmasi amaciyla Ayrik Dalgacik
Doniigtimii uygulanarak zaman-frekans ekseninde gerekli analizler yapilmistir. Bu analiz
sonucunda elde edilen karisik isaretler ¢ok amagli kor kaynak ayirma yontemine
uygulanmis ve Onerilen yontemlerle performansin arttirilabilecegi goriilmiistiir. Ayni
zamanda Onerilen yontemlerin islem maliyetleri artmasina ragmen islem siirelerinde az
da olsa azalma saglanmigtir. Uygulama sonuglari, birbirine karigmis konusma sesleri veya
birbirine karismis biyomedikal isaretlerin ayristirilmasinda Onerilen yontemin

kullanilabilecegini gdstermistir.

Anahtar Kelimeler: Kor Kaynak Ayristirma, Cok Amaglh Optimizasyon, SPEA2, Ayrik

Dalgacik Déniisiimii, Beyazlatma, Isaret Ayristirma.
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SIGNAL SEPARATION WITH MULTI-OBJECTIVE OPTIMIZATION
METHODS

Hiisamettin CELIK

Erciyes University, Graduate School of Natural and Applied Sciences
PhD Thesis, April 2024
Supervisor: Prof. Dr. Nurhan KARABOGA

ABSTRACT

Many problems in the field of signal processing have been formulated as Blind Source
Separation problems. Classically, these problems are solved by optimizing a separation
criterion for the source signals. However, in many practical cases, there is more than one
information about the resources and therefore more than one separation criterion can be
created to solve the problem. Therefore, this study proposes to apply a multi-objective
approach obtained by simultaneous optimization of multiple criteria with the SPEA2
method to solve blind source separation problems. To demonstrate the feasibility of this
approach, first the speech sounds of three people and then the parsing of biomedical
signals has been tested. In addition, to increase the performance of the Multi-Objective
Blind Source Separation used in this thesis study, the performance rate in signal
separation has been tested by applying pre-processing. In addition, in order to reduce the
number of samples of the signals, the necessary analyzes were obtained on the time-
frequency axis by applying the Discrete Wavelet Transform. The mixed signals obtained
as a result of this analysis have been applied to the multi-objective blind source separation
method and it has been seen that the performance could be increased with the proposed
methods. At the same time, although the transaction costs of the proposed methods
increased, a slight decrease has been achieved in the processing times. Application results
have shown that the proposed method can be used to separate entangled speech or
biomedical signals. Application results have shown that the proposed method can be used

in separating mixed speech sounds or mixed biomedical signals.

Keywords: Blind Source Separation, Multi-Objective Optimization, SPEA2, Discrete

Wavelet Transform, Whitening, Signal Separation.
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GIRIS

Dogada bir¢cok ses farkli kaynaklarin karisimi olan isaretlerin toplamindan olusur.
Insanlar giiriiltiilii veya karmasik isitsel ortamlarda mevcut davranissal acidan en alakali
bilgiyi ¢ikarmak i¢in dikkatini tek bir sese odaklama yetenegine sahiptir. Bu durum klasik
olarak Kokteyl Parti Etkisi (CPE, Cocktail Party Effect) veya Kokteyl Parti Problemi
(CPP, Cocktail Party Problem) olarak adlandirilmaktadir. CPP probleminde, insanlarin
konusmak i¢in bir araya geldigi bir kokteyl partisinin oldugu varsayilir. Konusmacilarin
isaretlerini toplamak i¢in bir mikrofon kullanirsa, toplanan isaretler ayni anda konusan
birgok kisinin karigimi olacaktir. Bu durumda kaynaklar olarak bilinen, bireysel seslerin
bu karisik isaretten nasil ayirt edilecegidir. Bu sorun genel olarak Kor Kaynak Ayristirma

(BSS, Blind Source Separation) olarak bilinir.

BSS hem orijinal verileri hem de karigtirma isleminin parametrelerini géz ardi ederek, bu
tiir kaynaklarin bir dizi karisimindan bir dizi kaynak isaretini kurtarmay1 amaclayan isaret
isleme problemidir. Bu problemle ilgili olarak, gézlenen karigimlar arasindan karigimlari
olusturan isaretleri tahmin etmek amacglanmaktadir. Bu yonteme, her ne kadar kor oldugu
sOylense de c¢oziilebilmesi i¢in kaynaklarin ve karistirma siireci hakkinda bazi 6n
bilgilerin verilmesini gerektirmektedir. Bu bilgiye dayanarak, karisik isaretlerin

ayristirilmasi igin bir optimizasyon kriteri olusturulabilir.

BSS, Jutten ve Hérault tarafindan ortaya atilmis ve sonraki yillarda kaynaklarin ¢ok ¢esitli
ozelliklerine iliskin ¢esitli optimizasyon kriterleri gelistirilmistir [1]. Bunlar arasinda
istatistiksel bagimsizliga, korelasyona, zamansal yapiya ve isaretlerin seyrekligine
dayananlari sayabiliriz [2]. Bu kriterleri temel alan tiim modellerde optimize edilecek tek
bir amag fonksiyonu bulunmaktadir. Tek amagli yontemler basarili olsa da bazi zorluklar
s0z konusudur. Tek amagli yontemlerin araciligiyla belirlenen kaynaklarin sayis1 verinin
boyutunu asamaz. Electroensefalogram (EEG) isaret analizi gibi uygulama alanlarinda,

isarete yonelik kaynak sayisi her zaman veriyi toplayan elektrot sayisindan daha fazladir.



Ornegin, EEG verilerine ek olarak isaret, kas ve gdz hareketlerinden kaynaklanan
artefaktlarla karisarak istenen sonugclar elde edilmez. Ancak kaynaklar hakkinda 6nceden
bilgi setinin bulundugu ve bu nedenle sorunu ¢ézmek icin birden fazla optimizasyon
kriterinin olusturulabilecegi durumlar da vardir. Bu durumlarda genellikle kriterler,
kaynak isaretlerinin tiim Ozelliklerini hesaba katan tek bir amag¢ fonksiyonunda

birlestirilmesidir.

Kaynak isaretlerine iliskin birden fazla bilginin varligi bir¢ok uygulamada yaygin
oldugundan ve bu sayede bir dizi optimizasyon kriteri elde edilebildiginden, bu ¢alisma
kor kaynak ayirma problemlerini Cok Amagli Optimizasyon (MOO, Multi-Objective
Optimization) yoluyla ele almay1 amaglamaktadir [3]. Bu sekilde kriterleri tek bir amag
fonksiyonunda birlestirmek yerine es zamanli olarak optimize edilmesi planlanmaktadir.
Onerilen yaklagimda, problemin ¢dziimiiyle sonuglanan tek amach yaklasimdan farkli

olarak bir dizi Pareto optimum ¢6ziim iretilecektir [4].

Boylece, karar vericinin kriterler igin agirliklart Onceden belirlemesine gerek
kalmayacak, bunun yerine kararina dayanak olusturacak esit derecede optimal ¢éziimlere
sahip olacaktir. Bir amag¢ fonksiyonunun formiilasyonunda birden fazla kriteri dikkate
alan caligmalar olmasina ragmen, bunlarin eszamanli optimizasyonunun kor kaynak

ayrimi baglaminda ¢ok az arastirildigi bilinmektedir [5].

Bu tez calismasinin temel amaci, BSS problemlerinde ¢ok amacli optimizasyonun
uygulanabilirligi gosterilerek performansinin gelistirilmesidir. Cok amagli optimizasyon
modellerinden olan Giiglii Pareto Evrimsel Algoritmasi 2 (SPEA2, Strength Pareto
Evolutionary Algorithm) yontemine dayali bir teknik kullanilarak c¢oziilecektir. Bu
nedenle bu c¢alismada bu teknigin ve burada ele alinan problemlere uygunlugunun
arastirilmasi1 gerceklestirilecektir. Bahsedilen bu amaglara ek olarak, ¢ok amach
optimizasyon kor kaynak ayrimi baglaminda ¢ok az arastirildigi i¢in bu ¢alisma ayni

zamanda bu konudaki arastirmalari tesvik etmeyi de amaglamaktadir.

Bu tezde, uygulama igin ti¢ farkli ses isareti olarak iki kadin ve bir erkek konusma ses
karigiminin ayristirilmasi incelenmistir. Ayni1 yontemlerle iki erkek konusma sesi ve bir
Beyaz Gauss Giiriltii isaretinin ayristirtilmast da saglanmistir. Bu konusma sesleri
iletisim, giivenlik, biyomedikal, kontrol sistemleri ve istihbarat gibi analiz gerektiren

bircok alanda yol gosterici olarak kullanilmaktadir. Iletisim icin konusma isaretlerinin



kodlanmasi ve kodunun ¢6ziilmesi, giivenlik i¢in konusma sesi tanima, biyotipta hastalik
teshisi, konusma bozukluklar1 ve diizeltilmesi, kontrol alaninda sesli komut kontrol
sistemleri ve istihbarat alaninda kelime yakalama gibi uygulamalarda siklikla

kullanilmaktadir.

Uygulama gergek hayattan esinlenerek planlanmis ve her kogsmada isaretler yapay olarak
rastgele matris kullanilarak birbirine karistirilmistir. Onerilen ydntemde kullanilan
algoritmanmn 50 kosma sonucu ortalama Isaret-Giiriiltii Oran1 (SNR, Signal-to-Noise
Ratio) degerleri alinarak performans analizleri yapilmistir. Kullanilan y6ntemlerin
performanslarini kanitlamak i¢in biyomedikal isaretler lizerinde de uygulama yapilmistir.
Birbirine rastgele olarak karistirilmis Fetal Electrocardiogram (EKG) isareti, beyaz Gauss
guriiltii isareti ve anne EKG isaretlerinin ayristirilmasi saglanmistir. Ayrica birbirine

karistirilmis EEG ve beyaz Gauss giiriiltii isaretlerinin ayristirilmasi da test edilmistir.

Tez galigmasina gore Onerilen yontemle BSS probleminin ¢oziimiinde SPEA2 yontemi
kullanilmis, boylece es zamanli olarak belirlenen amag¢ fonksiyonlar1 ile karigmis
isaretlerin ayristirilmast saglanmistir. Devaminda Onerilen yontemin performansini
artirmak i¢cin On islem olarak beyazlatma kullanilmasi Onerilmistir. Ayrica isaretler
tizerinde Ayrik Dalgacik Doniistimii (DWT, Discrete Wavelet Transform) kullanilarak
gerekli analizler sonucunda Cok Amagli Kér Kaynak Ayristirma (MO-BSS, Multi-
Objective Blind Source Separation) ile isaret ayristirmadaki basarim oraninda artis

saglanmustir.

Tez calismasinin ilk boliimiinde insan sesinin olusumu, yapisi, 6zellikleri ve bu seslerin
isitilme stireci anlatilmistir. Devaminda EKG isareti, CPP ve BSS yontemleri
anlatilmistir. Ikinci béliimde ¢ok amagli optimizasyon algoritmalar1 ve bu algoritmalarin
BSS yonteminde kullanimlari hakkinda bilgi verilmistir. Ugiincii béliimde ydntemlerin
isaret ayristirmadaki performanslarini arttirmak i¢in onerilen 6n islem ve ayrik dalgacik
dontisiimii hakkinda bilgi verilmistir. Ayrica bu yontemlerin performanslarini 6l¢mek igin
performans metrikleri anlatilmistir. Dordiincii bolimde MO-BSS yontemi ile ses
isaretleri ayrnistirilmigtir. Ayrica tasarlanan 6n islemli MO-BSS ve DWT MO-BSS
yontemleri ile konusma sesleri ve biyomedikal isaretler ayristirilmis ve sonuglar tablo ve
grafiklerle yorumlanmistir. Son béliimde ise g¢alismanin deneysel sonuglarina gore

degerlendirme yapilmistir.



1. BOLUM

KONUSMA SESI, EKG VE KOR KAYNAK AYRISTIRMA
HAKKINDA GENEL BILGILER

Kor kaynak ayristirma birden fazla isaretin karistmini igeren isaretlerden kaynaklar
hakkinda baska hicbir ek bilgi olmadan her bir kaynagin tahmin edilmesi islemidir. Ses
uygulamalarinda 06zellikle ortam dinlemelerinde sensorlerle kaydedilen karigim
isaretlerinden orijinal kaynak seslerine ulagsmak i¢in yaygin bir sekilde kullanilir. Hayatin
her asamasinda kullanilan isaretlerin giiriiltiisiiz ve orijinaline yakin bicimde elde
edilmesi haberlesme, biyomedikal ve giivenlik gibi birgok alanda ¢ogu zaman hayati
onem tasimaktadir. Konugma seslerinde kulagimiz her ne kadar istenmeyen sesleri
ayrigtirsa da ¢ogu isaretlerde yetersiz kalmaktadir. Bu durumda isaret ayristirma
algoritmalarindan faydalanilarak karigmig isaretlerden orijinaline en yakin kaynak

isaretlerin elde edilmesi amacglanmaktadir.

1.1. Kullamlan Isaretler

[saret ayristirma yontemlerinde en yaygin kullanilan isaret olarak insan sesleri
gelmektedir. Bu tezde onerilen yontemler ile farkli insan sesleri ayristirilacak olup
devaminda biyomedikal isaretler de ayristirilacaktir. Insan seslerinin ve EKG isaretlerinin

detayl1 incelenmesi asagida verilmistir.

1.1.1. insan Sesinin Yapisi

Insan sesi, konusma ve isitme siireci, bircok kompleks mekanizmanin bir araya
gelmesiyle olusur. Konusma ve ses tiretimi, girtlak (Larenks), solunum sistemleri olarak
akciger, gogiis ve karin kaslari, ¢cene, dudaklar ve dilin koordinasyonu ile gergeklesir.
Isitme ise, kulaklarin dis, orta ve i¢ kisimlar1 arasinda gergeklesen bir dizi mekanik ve

elektriksel siireglerden sonra beyne iletilen isaretlerle ortaya ¢ikar.



Ses iiretimi, girtlak adi verilen bir organda ger¢eklesir. Girtlak, solunum yolunun {ist
kisminda yer alir ve bir¢ok dnemli fonksiyona sahiptir. Ses telleri, girtlak i¢inde bulunan
iki ince elastik yapiya sahiptir. Ses telleri, hava akimi gegtigi zaman titreserek ses
olustururlar. Bu titresimler, sesin temel frekansini belirler. Ses tellerinden ¢ikan ses, agiz
ve burun bogluklarindan gegerken sekillendirilir. Dil, dudaklar, disler ve ¢ene gibi yapilar,
sesin seklini degistirebilir ve farkli sesleri olusturabilir. Bu sekillendirme siireci, konugma
sirasinda harflerin ve kelimelerin dogru bir sekilde olusmasini saglar. Konusma sistemi
ve organlar Sekil 1.1’de gosterilmistir. Ayn1 zamanda sesler erkek ve kadinlarda farkli
tonlarda olusur. Erkeklerin ses telleri genellikle daha kalin ve daha uzundur, bu da daha
diistik bir ses tonuna neden olur. Kadinlarin ses telleri ise genellikle daha ince ve daha
kisa oldugu i¢in daha yiiksek bir ses tonuna sahiptir. Bu farklilik, cinsiyet hormonlarindan
kaynaklanir. Bununla birlikte, her bireyin ses tonu birbirinden farklidir ¢iinkii ses

tellerinin boyutu ve sekli genetik faktorlere, yasa ve kullanima bagli olarak degisebilir.

Ses

Telleri Dil

Yemek
Borusu

Sekil 1.1. Konugma sistemi ve konusma ile ilgili organlar [6]

Konusmanin akcigerlerde degil beyinde basladigini ve bunun i¢in de konusma
organlarimiz tarafindan yerine getirilebilmesi amaciyla zihnimizde birtakim komutlara
ihtiya¢ duyulmaktadir. Yani bir ses bilime (fonetik plana) ve bir motor plana (dil, dudak
ve damak hareketleri) ihtiyacimiz vardir [7]. Bu islemlerden sonra seslerin fiziksel
iretimine baglanir. O halde konusma, akcigerlerden gelen ve nefes borusu ile agiz ve

burun bosluklarindan gegen bir hava akimi tarafindan iiretilir. Bu da dort stireci igerir:



Baglatma, fonasyon/seslendirme, oro-nazal siire¢ ve artikiilasyon yani ses ve sozciiklerin

olusmas: siirecidir.
Baslatma siireci, havanin akcigerlerden disar1 atildigi andir.

Fonasyon stireci girtlakta meydana gelir. Girtlak, hava gecisinde iki yatay doku kivrimina
sahiptir; bunlar ses telleridir. Bu kivrimlar arasindaki bosluga glottis denir. Glottisin
kapatilmas1 ile hava gecisi engellenir veya ses tellerini titreterek ‘“sesli sesler”
iiretebilecek dar bir aciklia sahip olabilir. Son olarak, normal nefes almada oldugu gibi
tamamen agik olabilir ve bdylece ses tellerinin titresimi azaltilarak "sessiz sesler" {iretilir.
Hava, girtlak ve farenksten yani yutaktan gectikten sonra burun veya agiz bosluguna
girebilir. Oro-nazal siire¢ sayesinde burun {instizleri (m, n) ile diger sesler ayirt edilebilir
hale gelir. Son olarak artikiilasyon yani sesletim siireci en bariz olanmdir, yani agizda
gerceklesir ve konusma seslerinin ¢ogunun ayirt edilebildigi siirectir. Alinan havanin
girtlaktan gegerek artikiilator dedigimiz st ve alt dudaklar, tist ve alt disler, dil ve damak
tarafindan bi¢imlenerek ses, hece ve konusma sesine doniistiiriilmesidir. Boylece

konusma sesleri, sdylendigi yer ve nasil sdylendigi agisindan birbirinden ayrilir [8].

Sesler dis diinyayla bir¢ok iletisim kurdugumuz isaretlerdir, elbette fikirlerimiz, ayrica
duygularimiz ve kisiligimizdir. Ses, konugsmanin dokusuna silinmez bir sekilde
dokunmus, konusmacinin amblemidir. Bu anlamda, konusulan dildeki her bir ifademiz
yalnizca kendi mesajin1 tagimakla kalmaz, ayn1 zamanda vurgu, ses tonu ve alisilmis ses
kalitesiyle belirli toplumsal ya da bolgesel gruplara iyeligimizin, toplumsal
cinsiyetimizin sesli bir beyanidir. Sesimiz bireysel, fiziksel ve psikolojik kimligimiz ve
anlik ruh halimizin bir aynasidir. Sesler ayn1 zamanda bizim i¢in 6nemli olan ailemizin
tiyeleri, medya kisilikleri, dostlarimiz ve diismanlarimiz gibi diger insanlar1 ¢ogu zaman
basarili bir sekilde tanimamizi saglayan araglardan biridir. Her ne kadar DNA analizinden
elde edilen deliller, seslerden elde edilen delillerden potansiyel olarak ¢cok daha etkili olsa
da DNA konusamaz. Bir sucun planlanmasi, gerceklestirilmesi veya itiraf edilmesi kayit
altina alinamaz. Bu kadar agik bir sekilde dogrudan suclayici olamaz. Hizli bir sekilde
ortaya ¢ikacagi gibi, sesler son derece karmasik isaretlerdir ve adli-fonetik yontemin
dogasinda olan bazi sinirlamalar, kismen bunlarin karmasikligi ile kullanildiklar1 gergek

diinya arasindaki etkilesimin bir sonucudur [9].



Ses belirli bir kisi tarafindan cikarildigr ve bu sekilde taninabilecegi disiiniildiigiinde

farkli kisilerce de seslendirmeler yani taklitler olabilir.
Bu yaklasimda tartisilmasi gereken {i¢ 6nemli konu vardir:

e Ses kalitesi ile fonetik kalite arasindaki fark,
e Sestonu,
e Ses modeli.

Bir noktada, ilk ikisini, bir sesi Oncelikle dinleyicinin bakis ag¢isindan yani isitme
acisindan ve modeli de konusmacinin bakis acisindan ele almak ve onu karakterize etmek
mimkiindiir. Ses modeli bir dereceye kadar ses kalitesi/fonetik kalite ayrimim
varsaydigindan Oncelikle bu ayrim ses tonuyla birlikte ele alinir. Dilsel, dil dis1 ve dil
Otesi veya parafonolojik terimleri genellikle sirastyla fonetik kalite, ses kalitesi ve ses

tonunu isaret etme islevi goren dzellikleri nitelendirmek igin kullanilir [10].

1.1.2. Ses Kalitesi ve Fonetik Kalitesi

Daha once de belirttigimiz gibi, birinin konusmasi duyuldugunda oncelikle iki seyin
farkina varilir: sdylenenler ve bunu sdyleyen kisinin ozellikleri. Sesin igerigi ve
kaynagina iligkin bu iki tiir yargiya en yakin sekilde karsilik gelen ses yonleri, sirasiyla

fonetik kalite ve ses kalitesi olarak adlandirilir [11].

1.1.3. Fonetik Kalite

Fonetik kalite, bir sesin dilsel 6zellikle fonolojik bilgiyi isaret eden yonlerini ifade eder.
Daha teknik terimlerle ifade edersek, fonetik kalite, tinlii ve {insiiz ses birimleri gibi dilsel

birimlerin tam olarak belirlenmis ger¢eklesmelerini veya ses birimlerini olusturur [12].

Fonetik kalite, iinsiizler ve tinliiler gibi boliimsel seslerle sinirli degildir; ayn1 zamanda
tonlama, ton, vurgu ve ritim gibi bolimler tstii dilsel kategorilere de baglidir. Bu nedenle,
“HAKARET” ve “hakaret” arasindaki vurgu farki ayni zamanda fonetik kalitenin bir
yoOniinii olusturur, ¢iinkii bir fiil ile bir isim arasindaki dilsel farkliliga isaret eder. Bir¢ok
fonetikei, fonetik kalite kavramini, farkli dilleri veya lehgeleri karakterize eden ve bir dili
/lehgeyi digerinden farkli kilan seslerin ozelliklerini de kapsayacak sekilde

genigletmektedir [13].



1.1.4. Ses Kalitesi

Ses kalitesi, fonetik kalite kaldirildiginda kisinin duyabilecegi kalitedir; 6rnegin birisinin
bir kapmin arkasinda konustugunun duyulabildigi ancak aslinda sdylediklerinin

duyulamadigi veya anlagilamadigi durumlardir [10].

Ses kalitesinin genellikle iki bilesene sahip oldugu anlasilir: bir organik bilesen ve bir
ayar bileseni. Organik bilesen, sesin, belirli bir konusmacinin ses yolu anatomisi ve
fizyolojisi tarafindan belirlenen, 6rnegin ses yolu uzunlugu veya burun boslugunun hacmi
gibi ve iizerinde higbir kontrolii olmayan yonlerini ifade eder. Bir konugmacinin anatomik
donanimu tipik olarak ses 6zelliklerinin kapsamina sinirlar getirir; dolayistyla anatomik
olarak belirlenmis bir 6zellige iyi bir 6rnek, konusmacinin temel frekans araliginin {ist ve

alt smirlar1 olacaktir [14].

Cogunlukla ortam veya artikiilator ortam olarak adlandirilan ses kalitesinin ikinci
bileseni, bireyin konusurken benimsedigi alisilmis kas ortamlarini ifade eder. Bir
konusmaci aliskanlik olarak hafif yuvarlak dudaklarla, 6rnegin genizle veya diisiik perde
araligiyla konusabilir. Bu ayar 6zellikleri kasitli olarak benimsendiginden, konusmacinin

kontrolii altinda olmasi agisindan ilk bilesenden farklilik gostermektedir.

Ses kalitesi ile fonetik kalite arasindaki fark, fonetik 6zelliklerin algilanmasindaki farkl
rolleri agisindan da agiklanabilir. Ses kalitesinin, fonetik kalite rakaminin
degerlendirilmesi igin gerekli arka plani sagladigina dikkat cekilmistir. Ornegin, bir
konusmacinin dilsel perdesi yani bir ton dilinde yiiksek ton ile al¢ak ton arasindaki farki
isaret eden perde yalnizca genel perde araligimin arka planina goére dogru sekilde

degerlendirilebilir [10].

Bazen konugmanin hem ses hem de fonetik Kkalitesini  duyabilmek
miimkiindiir. Dolayisiyla, bir ses dilini konusan bir erkek ve bir kadin konusmacinin
yiikselip algalan tona sahip bir kelime sdylemesini dinlediginizde, fonetik perdenin ayni
oldugu duyulabilir [14]. Ayrica ses kalitesi perdesine dikkat edip, fonetik kalite kimligine
ragmen kadmin erkekten farkli, daha yiiksek bir ses kalitesi perdesine sahip oldugu da
fark edilebilir. Ancak bu, yiiksek tonlu sarki soyleme gibi 6zel tekniklerin diginda vokal
kalitesiyle miimkiin degildir. Ornegin hem kadm hem de erkegin ayni sesli harfi aym

fonetik kalitede sdyledigini duymak muhtemeldir, ancak eslik eden ses kalitesi farkini



cinsiyet disinda formant yani insan ses yolunun akustik rezonansindan kaynaklanan genis

frekans bolgesi frekanslarinda duymak imkansizdir [15].

1.1.5. Ses tonu

Varsayimsal olarak bazi kisilerin gergekte ne sdyledigini duyamasak da bunu nasil
soylediklerine dair bir seyler duyabilmemiz akla yatkindir. Omegin kizgmn ya da
sizlantyor gibi goriinebilirler. Bu bilgiyi ileten ses 6zellikleri, ses tonu olarak adlandirilir
ve bu nedenle ses tonu, gegici duygusal durumlari sozlii olarak isaret ettigimiz ana

yollardan biridir [16].

Ses tonunun, fonetik kalite ve ses kalitesiyle ayn1 ses boyutlarini paylagsmast belki de
slirpriz  olmayacaktir. Fonetik kalite, ses kalitesi ve ses tonu ayni boyutlarda
gerceklestiginden, farkliliklari nasil algiladigimiz sorusu ortaya ¢ikar. Fonetik kalite, ses
kalitesi ve ses tonu Ozellikleri arasindaki farkin oncelikle 6zelliklerin ne kadar stireyle
korunduguna bagl oldugu varsayilmaktadir. Ses tonu 6zellikleri, yar1 kalict ses kalitesi

ile anlik fonetik kalite 6zellikleri arasinda bir siire boyunca korunur [9,10].

1.1.6. Isitme Siireci

Konusma olayr devaminda isitme siirecini baslatir. Isitme, etraftaki seslerin kulak
vasitasiyla algilamaya doniistiigii  siiregtir. Dis ortamdaki ses titresimlerinin  sinir
uyarilarina  dondstiiriilerek beyne iletilmesi ve burada ses olarak yorumlanmasidir.
Sesler, gitarin kopmus teli gibi titresen nesneler, daha ¢ok ses dalgalar1 olarak bilinen

ve titresen hava molekiillerinin basing darbelerini iirettiginde meydana gelir.

Isitme sistemi genel olarak ii¢ kisma ayrilir; dis kulak, orta kulak ve i¢ kulak. Dis kulak,
basin disindaki kulaktan kulak zarina kadar her seyi icerir. Orta kulak, kulak zarindan
koklea’ya (kafatasinin i¢indeki salyangoz kabugu yapis1) kadar olan boslugu ve yapilari,
i¢ kulak ise i¢cindeki tiim yapilarla birlikte koklea’y1 ve sesi beyne tasiyan isitme sinirini
anlatir. Isitme sisteminin bu {i¢ béliimiiniin her biri isitmeye ve isitme kaybina neden

olabilecek bazi sorunlara katkida bulunur.

Dis Kulak: Ses ilk olarak kulak kepgesinden yani kulagin basimizin digindan goériinen
kismindan disar1 ¢ikar. Kulak kepgesi ses dalgalarini toplar ve bunlari kulak kanalindan

kulak zarna iletir.
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Orta Kulak: Orta kulak, kulak zari ile koklea’nin oval penceresi arasinda kalan
kisimdir. Di1s taraftan gelen ses dalgalar1 orta kulaga girdiginde kulak zarini
titrestirir. Kulak zarmmin arkasinda viicuttaki en kiiclik kemikler olan ii¢ orta kulak
kemigini iceren hava dolu bir bosluk vardir. Kulak zari titrestiginde orta kulaktaki
kemiklerin de titresmesine neden olur. Orta kulakta sorun varsa kulak zarmin veya orta
kulaktaki kemiklerin hareketini kisitlayabilir ve gegmesi gereken sesin azalmasina neden

olabilir.

I¢ Kulak: Isitme ve denge organimiz olan koklea, isitme siniriyle birlikte i¢ kulak olarak
adlandirilir. Ses, bir ucu kokleaya bagli olan orta kulak kemiklerinin titresimleriyle i¢
kulaga geger. Koklea i¢indeki minik tiiy hiicreleri, ses titresimlerini elektriksel uyarilara
dondistiirlir ve bu uyarilar, sesi isitme sinirinden beyne tasir ve burada ses ve konusma

olarak yorumlanir [17,18].

Ses, parcaciklarin komsu parcaciklara enerji aktarirken ileri geri titrestigi uzunlamasina
bir dalga olarak hareket eder. Sesin 6zelliklerini kesfederken sesi enine bir dalga olarak
gorsellestirilebilir. Kulak, dalgalarin farkli fiziksel 6zelliklerini algilayip analiz ederek
sesin yiiksekligi ve perdesi gibi farkli 6znel yonlerini ayirt edebilir. Perde, ses dalgalarinin
frekansinin algilanmasidir; yani birim zamanda sabit bir noktadan gecen dalga boyu
sayisidir. Frekans genellikle saniye basina devir veya hertz cinsinden 6l¢iliir. Frekans ne
kadar yiiksek olursa diger bir deyisle dalga boyu kisa olursa, perde de o kadar yiiksek
olur. Bir ses dalgasinin siddeti genligiyle ilgilidir. Daha biiyiik bir genlik daha yiiksek bir
sese neden olur. Ses yiiksekligi, sesin yogunlugunun, yani ses dalgalarinin kulak zarina
uyguladigi basincin algilanmasidir. Genlikleri veya giigleri ne kadar biiyiik olursa, sesin
basinci veya yogunlugu ve dolayistyla ses yiiksekligi de o kadar biiyiik olur. Insan kulag1
1.000 ile 4.000 hertz arasindaki frekanslara en duyarlidir ve bunlar1 en kolay sekilde
algilar, ancak en azindan normal genc¢ kulaklar i¢in tiim duyulabilir ses aralig1 yaklasik
20 ila 20.000 hertz arasindadir. Sesin yogunlugu, sesin goreceli biiyiikliigiinii logaritmik
Olcekte ifade eden bir birim olan desibel (dB) cinsinden Ol¢iiliir ve raporlanir. Bagka bir
deyisle desibel, herhangi bir sesin yogunlugunu, kulagin en hassas oldugu araliktaki bir
frekansta, normal insan kulagi tarafindan ancak algilanabilen standart bir sesle
karsilagtiran bir birimdir. Desibel olgeginde, insanin igitme araligi, 0 dB neredeyse

duyulamayan yani en diisiik ses seviyesi, 30 dB fisiltili konusma, 60 dB normal konusma,
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90 dB trafik giirtiltiisii ve 130/140 dB ise ¢ok asir1 ses yani insana ac1 verici hale geldigi
seviye olarak kabul edilmektedir [19].

1.1.7. Istenmeyen Seslerin Algilanmasi

Isitme siirecinde kulak sadece istenen kaynaktan gelen sesleri algilamaz. Bunu yaninda
istenmeyen bir¢ok ses veya giiriiltii de ayn1 zamanda isitilir. Mutlak sessizlik yalnizca
boslukta var oldugundan, ayni anda veya birbiri ardina meydana gelebilecek yararl veya
istenmeyen ses kaynaklartyla siirekli olarak karsi karsiya kalinir. Basitce sdylemek
gerekirse, kulaklarimiz bize ulagan farkli ses mesajlarini kodlar ve beynimiz, dikkat ve
hafizay1 kullanarak bunlar1 yeniden yapilandirma ve siralama gorevini yerine getirir. Bu,
ornegin farkli sesleri tanimamiza, konusmay1 anlamamiza, etrafta bagka sesler varken bir
konusmay1 takip etmemize veya karmasik bir sesin farkli 6gelerini ayirt etmemize olanak
tanir. Her zaman bu siirecin gecerli olmasi veya seslerin ayirt edilmesi miimkiin
olmamaktadir. Ayni anda birden fazla kisinin konusmaci olmasi ya da ¢ok giiriiltiilii
ortamlarda sesleri ayirt etmek ¢ogu zaman imkansiz hale gelmektedir. Bu soruna gegerli
bir ¢6ziim bularak elde edilen sesler bir¢ok alanda 6nemli rol oynamaktadir. Daha 6nce
belirttigimiz gibi kontrol sistemleri, giivenlik sistemleri, tip, haberlesme gibi pek cok

alanda sesleri ayirt etmemiz teknolojik ag¢idan dnemli roller tistlenmektedir [20].

Sadece konugma sesi olarak degil ayn1 zamanda tip alaninda EKG, Fetal EKG, EEG ve
EMG gibi giiriiltiili isaretlerin ayristirilmasi, miizik enstriimanlarinin ya da sarki
sOzlerinin birbirinden ayristirilmasi, ortam dinlemelerinde seslerin ve giiriiltiiniin
ayristirilmasi, haberlesme alanindaki isaretlerin ayristiritlmasi ve goriintii ayristirma gibi
pek cok alanda istenen isaretlerin istenmeyen isaretlerden ayristirilmasi igin birgok

calisma yapilmaktadir.

Bu tez ¢alismasinda kor kaynak ayristirma olarak tanimlanan ve literatiirde kokteyl parti
problemi olarak gecen yontemle Onerilen yontem kullanilarak birbirine karismis olan
isaretlerin birbirlerinden ayristirllmasi saglanmistir. Kor kaynak ayrigtirma islemine ¢ok
amagcli optimizasyon yontemi olan SPEA2 yontemi uygulanmis ve iki amag fonksiyonu
ile ayristirma islemi yapilmistir. Ayrica konusma ve biyomedikal isaretler {izerinde
denemeler yapilarak sonuglar gorsel ve nicel olarak yorumlanmistir. Asagida bu tezde
kullanilan biyomedikal isaretlerden anne EKG, beyaz Gauss giiriiltii ve Fetal EKG

isaretleri hakkinda bilgi verilmistir.
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1.2. EKG Isareti

Insan saglig1 acisindan ve erken tedavi icin Slgiilen biyomedikal isaretler giiriiltiiden
ayristirilmig sekilde elde edilmelidir. Bu tez kapsaminda onerilen yontem ile birbirlerine
karistirtlmis anne EKG, beyaz Gauss giiriiltii ve Fetal EKG isaretlerinin ayristirtlmasi

saglanmustir.

EKG, insan kalbinin farkli kalp rahatsizliklar1 hakkinda o6nemli bilgiler
vermektedir. EKG isaretinin analizi, yagsami tehdit eden kalp durumlarini tespit etmek ve
onlemek igin arastirma toplulugunun ana hedefi olmustur. Geleneksel isaret isleme
yontemleri, makine 6grenimi ve bunun derin 6grenme gibi alt dallari, EKG isaretini analiz
etmek ve siniflandirmak ve esas olarak kalp rahatsizliklarin ve aritmilerin erken tespiti ve

tedavisine yonelik uygulamalar gelistirmek i¢in popiiler tekniklerdir [21-23].

Elektrokardiyografi, bir asirdan fazla bir siire 6nce Hollandal1 fizyolog Willem Einthoven
tarafindan icat edilmistir. EKG, insan kalbinin elektriksel aktivitesini gosterir ve EKG
isaret morfolojileri, farkli kalp kosullarina bagli olarak c¢esitli aritmi tiirleri hakkinda bilgi
saglar. EKG dalga grafiginden aritminin hizli ve dogru bir sekilde tanimlanmasi,
potansiyel olarak birgok hayat kurtarabilir ve diinya ¢apinda saglik bakim maliyetleri
acisindan c¢ok fazla tasarruf saglayabilir. Bu bizi, EKG analizinin ayrintili bir
incelemesini yapmaya ve EKG isaret analizinin her asamasinin akigini ve énemini daha
fazla acikliga kavusturmak ve kategorize etmek i¢in EKG isaretlerinin saglikl bir sekilde
elde edilmesine motive etmistir. Etkin EKG isaret analizinin halk saglig1 ve ekonomi
tizerinde sundugu muazzam etkiyle birlikte, donanim ve yazilim araglarinin yani sira
gercek zamanli izlemenin yani sira, tagmabilir ve giyilebilir cihazlar kullanarak EKG
isaretini asamalara dayali bir siire¢ halinde analiz etmek icin c¢esitli uygulamalar
sunulmugstur. Fakat tim bu c¢aligmalarin temelinde EKG isaretinin dogru
yorumlanabilmesi i¢in ilgili kisiden giiriiltiisiiz ve en az hata oran1 ile EKG isaretinin elde

edilmesi gerekir.

Elektriksel aktivite, kalp dokular: tarafindan iiretilen ve EKG elektrotlarinin elektrotlar
araciligiyla toplanan kiigiik potansiyel bicimindedir. Minyatiir isaretler giiclendirilir ve
EKG olarak kaydedilir. Elektriksel aktivite normalde Siniis Diglimiin (SA digiimii)
otomatiklik sergileyen &zel hiicreleri tarafindan kendiliginden fiiretilir. Impulsun

olusmasi, normal dinlenme durumunda dis ylizeyi daha pozitif yiiklii olan kalp hiicre
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duvarinin elektriksel polaritesinin tersine ¢evrilmesinden kaynaklanmaktadir. Bu tersine
cevirme, hiicre duvarinin dis ylizeyinde, bitisik kalp dokusuna bir uyar1 olarak yayilan

olumsuzluklar tiretmektedir [21,22].

1.2.1. EKG Dalga Formlari

Viicut yiizeyinde Olclilen EKG, kalp kasinin agsamali aktivasyonunun bir sonucudur ve
Sekil 1.2°de gosterilen PQRST kompleksi ile sonuglanir. Bu harf gosterimi ilk kez 1895
yilinda Einthoven tarafindan icat edilmistir [24—26].

QRS

—
T
H H

PR { R | ST

QT
Sekil 1.2. Normal bir EKG periyodu [27]

Farkli EKG dalgalar1 alfabetik sirayla P, QRS ve TU dalgalar1 olarak
adlandirilir. Sekilleri, genlikleri ve zaman araliklar1 saglik ve kalbin durumu hakkinda
onemli bilgiler vermektedir. P dalgasi atriyal depolarizasyonu yansitir. QRS kompleksi
ventrikiiler depolarizasyonu yansitir. Ventrikiillerin repolarizasyonu TU dalgasi
tarafindan yansitilir. Elektrokardiyograf, depolarizasyon akimi ilgili elektrot telinin
pozitif kutbuna dogru yayildiginda EKG elektrot teli i¢in pozitif bir dalga kaydeder. Buna
karsilik akimin kutuptan uzaga yayilmast durumunda negatif bir dalga ortaya

cikmaktadir.

Saglikli bir bireyden 6l¢iilen EKG isaretine ait genlik ve zaman degerleri Tablo 1.1°de

gosterilmistir.



Tablo 1.1. EKG isaretine ait genlik ve zaman parametresi

EKG Dalgasi Genlik Degerleri EKG Araligi Stiresi (Sn)
P 0.25 mV P-R 0.12-0.20 sn
R 1.6 mV Q-T 0.35-0.44 sn
Q R’nin % 25’ S-T 0.05-0.15 sn
T 0.1-0.5mVv Q-R-S 0.09 sn
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1.2.2. Biyomedikal Isaretlerde Giiriiltii Giderme

EKG analizi ve smiflandirmasi, birincil giris olarak dnceden kaydedilmis veya gercek
zamanl EKG isaretlerini gerektirir. Her iki durumda da EKG verisi alimi, sensorlerin ve
kablolarin viicuda takilmasiyla saglanir. EKG isaretinin alinmasi sirasinda, orijinal
isaretle birlikte giiriiltii de yakalanir ve bu EKG'nin kalitesini ve siniflandirmasini énemli
Olciide etkiler. Gliriiltiiniin giderilmesine ve farkli anormallikleri dogru bir sekilde
tanimlamak icin EKG isaretinden giiriiltiiyli ¢ikarmak arastirmacilarin en biiyiik ilgi
alanlarindan birini olusturmustur. EKG isaretinin giiriiltiisiinii gidermeye yonelik
geleneksel yontemler, kaliteyi dogrulamak i¢in 6rnek entropili bant gegiren filtrelerin
(0,05-45Hz) uygulanmasini igerir. Giiriiltii, saglik durumunun degerlendirilmesinde
hayati 6nem tasiyan yanlis alarmlara neden olabilir. Giiriiltii herhangi bir bi¢imde olabilir
ancak iki ana bicimde kategorize edilebilir: dahili gdmiilii giiriiltii ve harici giirtiltii. Dis
giiriiltli, elektrik hatti giiriiltiisii veya baska herhangi bir beyaz giiriiltii olabilir. EKG
analizinde  giiriiltii  genellikle veri kaynaklarindan veri alindiktan sonra
giderilir. Giriiltili isareti temizlemenin bir¢ok farkli yontemi vardir. EKG isaretinin
kalitesi Yapisal Benzerlik Indeksi Olgiisii (SSIM, Structural Similarity Index
Measure) ile kontrol edilebilir ve isaret-giiriiltii oran1 gibi dl¢iimlerle degerlendirilebilir
[28]. EKG giiriiltii giderme asamasinda arastirmacilar tarafindan bildirilen diger
performans Ol¢iimleri arasinda Dogruluk (acc), Ortalama Kare Hatas1 (mse), Ortalama
Karekok Hatasi (rsme) veya Yakinsama Orani yer almaktadir [22]. Bu tezde giiriiltii
giderme islemi MO-BSS yontemleri yardimiyla giiriiltii ayristirma yapilacak ve sonuglar

SNR cinsinden degerlendirilecektir.
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1.2.3. Fetal EKG

Fetal elektrokardiyogram ilk kez 1906 yilinda M. Cremer tarafindan gézlemlenmistir
[29]. Bu alandaki ilk ¢aligmalar, fetal isaretlerin genliginin ¢ok diisiik olmasi nedeniyle
sinirl1 olan 0 zamanin galvanometrik cihazlar kullanilarak gergeklestirilmistir. Olgiim ve
amplifikasyon teknikleri gelistikce fetal elektrokardiyografi daha uygulanabilir ve
popiiler hale gelmistir [30,31]. 1960°’da fetal EKG i¢in farkli yontemler uygulansa da
istenen seviyede isaretler elde edilememistir [32]. Sonrasinda bilgisayar bilimi ve isaret
isleme tekniklerindeki gelismelerle birlikte, fetal R dalgas1 tespiti ve abdominal
elektrotlardan annenin kalp girisiminin iptali i¢in otomatik isaret isleme ve uyarlamali
filtreleme teknikleri kullanilmigtir [33]. Bununla birlikte, teknikler higbir zaman yaklasik
fetal kalp hiz1 tahminlerinden daha fazlasini saglayamamis ve fetal EKG analizi konusu,
0 zamandan beri hem biyomedikal hem de isaret isleme topluluklari i¢in zorlu bir sorun
olarak kabul edilmistir. 2000 y1lina kadar fetal EKG isaretlerinden saglikli bir sekilde veri
elde edilmesi pek saglanamamistir. Yaklastk son 20 yilda oOzellikle fetal
Manyetokardiyografiye (MCG, Magnetocardiography) olan ilgi yeniden artmistir. Bu
kismen yeni diisiik giiriiltiilii ve diistik fiyatli 6l¢ciim ve dijitallesme sistemlerinin bir
sonucu olarak, kismen de bir dizi isaret isleme ve uyarlanabilir filtreleme tekniklerindeki

geligsmelere baglanmustir.

1.2.4. Fetal Kalp Gelisimi

Kalp, fetiiste gelistirilen ilk organlardan biridir ve hamileligin ¢ok erken evrelerinde
onemli miktarda biiyiimeye ugrar. Bu gelisimin en kritik donemi, basit kalp tiipiiniin dort

odacikli kalp seklini aldig1 dollenmeden sonraki 3 ile 7°nci hafta arasindaki stiregtir.

Kalbin yasamin 3’ilincli haftasinda atmaya basladigima ve kendi kanini, kendi kan
grubuyla ayr1 bir kapali dolagim sistemi araciligiyla pompaladigina inaniliyor. Kisa bir
slire sonra goz, kulak ve solunum sistemleri olusmaya baglar. Fetal kalp daha sonra 7 ile
9’uncu haftalarda ultrason goriintiileme ile harici olarak izlenebilir; ancak bu adimda
yalnizca belirsiz goriintiiler kaydedilebilir. Kalp dalga formlar1 ve kalp atis hizinin
atimdan atima degiskenligi ultrason goriintiilemede dlgiilemez. 20°nci haftada, fetal kalp
atis1, dakikada yaklagik 120-160 atisla amplifikasyon olmadan duyulabilir, ancak kalp
atis hizinin tlizerindeki oskiiltasyondan (stetoskop ile dinleme) ¢ok az ilave tani bilgisi

elde edilebilir [24].
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Bu nedenle kalp aktivitesinin morfolojik bilgisini i¢eren fetal EKG ve MCG biiyiik ilgi
gormistiir. Bu isaretler, gebe kaldiktan sonraki 18 ile 20’nci haftalar gibi erken bir

dénemde annenin karnindan kaydedilebilir [34].

Hamileligin sonlarina dogru, yaklasik 26’nc1 haftada fetlis nefes alip vermeye
baslar. Elbette ki fetiis bu hareketle hava solumuyor ve kani oksijenlendirmiyor. Bunun
ylzey aktif madde iiretimine yardimci oldugu ve dogumdan 6nce solunum sistemini
calistirdigr diisliniilmektedir. Her ne kadar fetiis 23-24 haftada rahim disinda
yasayabiliyor olsa da dogumda bu erken kabul edilir ve normal gebelik siiresi yaklasik 40
haftadir. Aslinda 23 haftada rahim disinda yasama sansi yalnizca %15'tir ve yasama

olasiligi 24 haftada %56'ya, 25 haftada ise %79'a yiikselir [35].

Annenin karin boélmelerindeki deri ve deri alti yaginin iletkenligi de zayiftir; kas
dokusundan yaklasik on kat daha kiiciiktiir. Bu nedenle, yiizey elektrotlar ile i¢ dokularin
araylizii olan bu iki katmanin, kaydedilen fetal EKG tlizerinde 6nemli bir etkisi vardir. Bu
farkli doku ve katmanlarin tiimii, fetal kalp isaretlerinin annenin viicut yiizeyine kadar
yayildigi, hacim iletkeni olarak adlandirilan bir yap1 olusturur. Bu hacim iletkeni sabit bir
iletken degildir ve elektrik iletkenligi ve geometrik sekli gebelik boyunca siirekli
degismektedir. Spesifik olarak, EKG ve MCG'nin harici elektrotlardan kaydedilebildigi
gebeligin ikinci yarisinda yani 20°nci haftalar, amniyotik sivinin, plasentanin ve fetiisiin
hacminin arttig1 bilinmektedir. Iletkenligi ¢ok diisiik olan bebegin cildindeki ilk
koruma tabakas1 gebeligin 28’inci ve 32’nci haftalari arasinda olusur. Fetiise neredeyse
elektriksel olarak koruma saglar ve fetal yiizey EKG'sinin kaydedilmesini ¢ok
zorlastirir. Ancak normal gebeliklerde veya prematiire olmayan dogumlarda bu tabaka

gebeligin 37 ile 38’inci haftalarinda yavag yavas erir [36,37].

Fetal kalbin mekanik islevi yetigskin kalbinden farkli olsa da atigtan atima elektriksel
aktivitesi olduk¢a benzerdir. Kalbin dalga benzeri pompalama hareketi, kalbin kasilip
gevsemesinden sorumlu olan ve kalp kasini olusturan tabaka boyunca dagitilan ve onun
diizenli kasilmasini1 ve gevsemesini koordine eden bir sinir lifleri ag1 tarafindan kontrol

edilir.

Morfolojik olarak yetiskinler ve fetiisler olduk¢a benzer EKG modellerine sahiptir; ancak
fetal komplekslerin goreceli genlikleri gebelik boyunca ve hatta dogumdan sonra 6nemli

degisikliklere ugrar. En 6nemli degisiklik fetiisler ve yenidoganlar i¢in oldukc¢a zayif olan
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T dalgalariyla ilgilidir [34]. Su anda fetal EKG analizi klinik alanda neredeyse tamamen

kalp atis hizini ve iliskili degiskenligi analiz etmek i¢in kullanilmaktadir.

1.2.5. EKG Isaretlerin Ol¢iimii ve Onemi

Gozlemlenen isaretleri ayristirmak ya da giiriiltiilii kisimlarini ayirmak i¢in dogrusal veya
dogrusal olmayan doniistimler kullanilir. Elbette dogrusal olmayan doniisiimler daha
cok gecicidir ve isaretin istenen ve istenmeyen kisimlari hakkinda bazi 6n bilgiler
gerektirmektedir. [38] nolu kaynakta dogrusal olmayan yontemler kullanilarak bir dizi
anneye ait EKG’nin iptali ve fetal EKG’nin ise iyilestirme yontemleri gelistirilmistir. Bu
yontemler, isaretin durum-uzay gosterimini olusturmak igin giirtiltiilii isaret ve onun
gecikmeli versiyonlarini kullanmayi, geleneksel veya Temel Bilesen Analizi (PCA,
Principal Component Analysis), uygulamalar1 kullanarak durum-uzay yoriingesini
yumusatmay1 ve ornekleri zaman-alani1 gésterimine geri aktarmayi igerir. Bu yontemler
tek bir anne karin kanalina kadar uygulanabilmesi agisindan oldukga caziptir. Bununla
birlikte, gerekli zaman gecikmelerinin se¢imi kalp isaretlerinin atimlar arasi onemli
degisimleri, durum-uzay1 yumusatma sirasinda silinebilir. Ustelik dogrusal yéntemlerle
karsilastirildiginda daha yiiksek hesaplama karmasikligina sahiptirler ve giiriiltii
istatistikleri degistik¢e dogru yerlestirme boyutu da degisebilir.

Daha onceki c¢aligmalarda, ¢ok kanalli ayrigtirma yontemleri, gozlemlenen isaretlere
oldukca 'korii korline' yaygin olarak uygulanmistir ve genellikle fetal bilesenlerin ayri
bilesenler olarak ¢ikarilmasinin garantisi olmadig1 anlasiimistir. Bu nedenle 6nemli bir
konu, uygun 6n isleme ve isaret/giirtiltii karisimlar: hakkindaki 6n bilgilerin kullanilmasi
yoluyla fetal bilesenlerin farkli yontemler ile elde edilme olasiliginin arttirilmasi ve ayrica
elde edilen isaret bilesen kalitesinin iyilestirilmesidir. Bu, hatasiz fetal EKG c¢ikarma

yontemleri gelistirmek i¢in gerekli bir adimi1 olusturur.

lgili diger bir konu da ¢ok kanalli kaynak ayirma teknikleriyle ¢ikarilan bilesenler igin
fizyolojik yorumlarin bulunmasidir. Bu yontemler genellikle istatistiksel bagimsizlik gibi
oldukca soyut istatistiksel kriterlerin en iist diizeye ¢ikarilmasina dayansa da gergek
verilere uygulandiginda ortaya ¢ikan bilesenlerin fiziksel olarak neye karsilik geldigi cok
acik degildir. Kalbin noktasal bir kaynak degil, dagitilmis bir kaynak oldugu dikkate

alindiginda, kalp isaretleri agisindan bu konu daha da 6nem kazanmaktadir.
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Yetiskin klinik elektrokardiyografisi, isaret isleme teknikleri ve hizli dijital islemcilerdeki
onemli ilerlemelere ragmen, fetal EKG'lerin analizi heniiz baslangi¢c asamasindadir. Bu
kismen standart veri tabanlarinin bulunmamasindan, kismen de fetal EKG'in anne
EKG'sine kiyasla nispeten diisiik isaret-giiriiltii oranina bagl olmasindan veya fetal kalp
ile Olclim elektrotlar1 arasindaki ¢esitli ortamlardan ve fetal kalbin daha kiigiik
olmasindan ve kismen fetal kalp fonksiyonu ve gelisimine iligskin klinik bilginin daha az

olmasindan kaynaklanmaktadir.

Kalp kusurlar1 en sik goriilen dogum kusurlar1 arasindadir ve dogum kusurlarina baglh
Oliimlerin 6nde gelen nedenidir. Kusur, bebegin dogumdan sonra uzun yillar saglikli
goriinmesine neden olacak kadar hafif olabilecegi gibi, yasamini dogrudan tehlikeye
sokacak kadar ciddi de olabilir. Dogustan gelen kalp kusurlari, kalbin olustugu
hamileligin erken evrelerinde ortaya ¢ikar ve kalbin herhangi bir b6liimiinii veya islevini
etkileyebilir. Genetik bir sendrom, kalitsal bir bozukluk veya enfeksiyonlar veya ilag
kotiiye kullanimi  gibi ¢evresel faktorler nedeniyle kalp atis bozuklugu ortaya
cikabilir. Ancak dogum eylemi disinda, fetal EKG spesifik yapisal bozukluklarin
goriintiilenmesinde etkili bir ara¢ oldugu kanitlanmamistir. Bunun yerine fetal EKG,
gbbek kordonunu bogan spesifik fetal pozisyon nedeniyle genel kansizlik gibi daha global

sorunlarla sinirlandirilmigtir [39,40].

Fetal kalp hiz1 izlemenin ortaya ¢ikisindan bu yana, dogum sirasinda fetal izlemede klinik
olarak anlamli bir ilerleme kaydedilmemistir. Ayrica, Amerika Birlesik Devletleri'ndeki
dogum olaylarinin %85'inden fazlasinda siirekli fetal izleme kullanilmaktadir ve bakim
standardin1 temsil etmektedir. Glinlimiizde fetal izleme tamamen fetal kalp hizina
dayanmaktadir ve hem cocuklarin hem de yetiskinlerin kardiyak degerlendirmesinin
temel tasi olan fetal EKG dalga bigimi 6zelliklerini igermemektedir. Bu en Kritik bilgi
kaynaginin klinik uygulamadan hari¢ tutulmasinin birincil nedeni, fetal EKG'yi glivenilir

bir sekilde 6lgecek teknolojinin biiyiik 6l¢iide mevcut olmamasidir [41].

Cogu kalp kusuru, elektrokardiyografi ile kaydedilen ve geleneksel ultrasonik
yontemlerle karsilastirildiginda ¢ok daha fazla bilgi igerdigine inanilan kalp elektrik
isaretlerinin morfolojisinde bazi belirtileri vardir. Ancak higbir isaret isleme teknigi,
annenin viicut yiizeyinden kaydedilen fetal EKG'nin diisiik SNR nedeniyle anne karnina

yerlestirilen elektrotlardan giivenilir bir sekilde bozulmamis bir fetal EKG isareti
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iletememistir. Bu nedenle fetal elektrokardiyografinin uygulanmasi neredeyse kalp atist
analizi ve dogum sirasinda fetal kafa derisine bir elektrot yerlestirilmesi ile smirh
olmustur. Su anda fetal EKG dalga formunu giivenilir bir sekilde 6l¢gmenin tek yolu bu
olsa da, yalnizca siirli klinik kosullar altinda gerceklestirilebilir ve fetiisiin giivenligi igin

risk olusturur [24,42].

1.3. Beyaz Gauss Giiriiltiisii

Beyaz Gauss giiriiltiisti, diiz frekans spektrumuna sahip bir tiir rastgele sinyal veya
giiriiltiiyii ifade eder. Bu, tiim frekanslarda esit giice sahip oldugu anlamina gelir. "Gauss"
terimi, Gauss veya normal dagilima uyan giiriiltiiniin genliginin olasilik dagilimini ifade
etmektedir. Pratik anlamda, beyaz Gauss giiriiltiisii genellikle elektronik iletisim
kanallari, elektronik bilesenler ve gevresel giiriiltii gibi sinyal ve sistemlerdeki gesitli

rastgele bozulma tiirlerini modellemek i¢in kullanilir.

1.4. Kokteyl Parti Problemi

Kokteyl parti problemi, kiginin kalabalik ve giiriiltiilii bir ortamda isitsel dikkatini belirli
seslere odaklayip, diger istemedigi sesleri filtreleyerek duyma disinda birakma siirecidir
[43]. Kor kaynak ayrimi ilk olarak 1982'de Bernard Ans, Jeanny Hérault ve Christian
Jutten ile sinir bilimci Jean-Pierre Roll arasinda omurgalilarda hareket kodunun
¢oziilmesi hakkinda yapilan basit bir tartismayla baslamustir [20]. Isaretleri bagimsiz bir
sekilde ayristirma fikri ise ilk olarak Jutten ve Herault tarafindan 1991 yilinda ortaya
cikmustir [1].

Insanlar, birden fazla konusmacinin ve arka plan giiriiltiilerinin oldugu durumlarda
akustik arka plan1 maskeleyerek isitsel dikkati belirli bir sese odaklama konusunda
dikkate deger bir yetenege sahiptir. Buna kokteyl parti etkisi veya kokteyl parti sorunu
denir. Bu olaganiistii yetenek iic asamadan olusur: diisiik seviyeli uyaran niteliklerinin
dogru sekilde islenmesi, isitsel bilgilerin tutarl seslere ayrilmasi ve daha yiiksek seviyeli
islemeyi kolaylagtirmak icin digerlerinin hari¢ tutulmasiyla bir sese secici olarak
katilmaktir. Konugma ayirma, insanin ilk iki asama olan dogru isleme ve ayirma

yetenegini taklit ederek bu kokteyl parti sorununu ¢6zmeyi amaglamaktadir [20].

Kokteyl parti problemi Sekil 1.3’te ii¢ sesin karisim modeli olarak gosterilmektedir.

Genel olarak bagimsiz kisilerden gelen ses dalgalarinin iist {iste bindirildigi ve uzaysal
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olarak ayrilmig ancak diger agilardan ayn1 veya farkli olan mikrofonda biraz farkli faz ve
hacimlere sahip karistk kaynak vektorii olarak kaydedildigi bu paradigmayi
gostermektedir [44]. Bu problemlerde kaynak isaretlerin bilinmeyen karisim ve filtreleme
islemlerine gore matematiksel ve fiziksel modelleme olarak farkli yontemler

uygulanabilir.
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Sekil 1.3. Kokteyl parti problemi

CPP’de, en az iki konugmacinin ayn1 ortamda rastgele olarak birbirleri ile konustugu ve
bu konugmalarin en az iki mikrofon ile kaydedildigi diisiiniiliir. Buradaki amag, S; ve S,
kaynaklar olarak konusmacilarin sesleri ve a;; karisim islemini yani ortamin 6zelligini
bilmeden, sensorler ile kaydedilmis x; ve x, karisim isaretlerinden her bir kaynak

isaretlerin yeniden olusturulmasidir [45].

Karismis halde bulunan/kaydedilmis isaretlerin birbirinden ayristirilmasi siirecinde BSS
yontemi uygulanmaktadir. Bu siirecte isaret kaynaklarinin ve bu kaynaklarin birbirine
nasil karistig1 hakkinda ¢ok az bilgi ya da hicbir bilgi olmaksizin gézlemlenen istatistiksel
olarak bagimsiz karisimlardan her bir kaynak isaretin ayrigtirilmasi saglanmaktadir

[43,44].

Kor terimi, karigtirma islemi veya mevcut kaynak isaretleri hakkinda 6zel bir bilginin
bulunmadigi anlamina gelir. BSS’de dogrusal olarak karisik gozlemlerin kdkenine iliskin

herhangi bir 6n bilgi eksikligi, tiim kaynaklar arasinda istatistiksel olarak giiclii ancak
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fiziksel olarak makul bir istatistiksel bagimsizlik varsaymmi ile iyi bir sekilde telafi
edilebilir [46-48]. Dogrusal karistirmaya iliskin bu hipotez, dogal veya tipik bir akustik
ortam i¢indeki isaret yayilimi agisindan gercek¢i olmayabilir. Yankilanan ortamda her
mikrofon, kaynaklarin ¢oklu zaman gecikmeli versiyonlarinin agirlikli toplamini yakalar;
bu aslinda her isaretin odanin veya mekanin akustik transfer fonksiyonuyla
evrisimidir. Buna gére BSS'nin gorevi, yalnizca mikrofon dizisinin her bir giris kanalinda
yakalanan gozlemlenen evrisimli karisimlardan elde edilen bilgilerin birlestirilmesine
dayanarak bilinmeyen oda transfer fonksiyonlarini veya bunlarin tersini tahmin etmeye

esdeger hale gelmektedir [43].

BSS’nin bazi uygulama alanlar1 arasinda biyomedikal isaret analizi, jeofizik veri isleme,
veri madenciligi, kablosuz iletisim ve sensor dizisi isleme yer almaktadir [49]. Kor
Kaynak Ayristirma sorunu Sekil 1.4°te gosterildigi gibi bir dizi kaynak siireci, bir karisim

modeli ve bir dizi varsayimla tanimlanir.
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Sekil 1.4. Kor kaynak ayristirma yonteminin blok diyagrami

Genel olarak bir partide m karismis sensor isareti x;(t) (i = 1,2,...,m), n tane sifir
ortalamali, birbirinden bagimsiz ve giriiltii isaretlerinin dogrusal karisimi olarak

matematiksel gosterimi;
xi(t) = ;'l_l aij S](t) + Ui(t) (l = 1,2, ,m) (11)

ile ifade edilir. Bu denklemde x;(t) sensérler tarafindan alman karisik isaretleri, s;(t)

kaynak isaretlerini, v;(t) i'inci sensoriin gézlem giiriiltisiinii belirtir. Bu ifadeler
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dogrultusunda Denklem (1.1), bir matris olarak Denklem (1.2)’de gosterildigi gibi ifade
edilebilir.

x(t) = As(t) + v(t) (1.2)

Belirtilen bu denklemde x(t) ve s(t) birer vektor olarak su sekilde ifade edilir [50].

x(t) = [x1(6), %2(), oo, X (O] (1.3)
s(t) = [51(8), s2(8), ., s (O]T (1.4)

A ise m X n boyutlu tam ranka sahip karigtirict matristir. Ustteki her iki denklem fiziksel
olarak ifade edilecek olursa bir dizi sensor (mikrofon, anten, doniistiiriicli) vasitasi ile
kaydedilen isaretler, kaynaklarin dogrusal karigimi olarak elde edilmektedir. Uygulamada
bu kaynaklar sifir ortalamali, zamanla degisen, birbirlerine gore bagimsiz veya tam olarak
bagimsiz olduklar1 ve sayilarmin bilinmedigi varsayilir. Buradaki amag¢ kor kaynak
ayristirmada sadece sensor isaretleri x(t) yardimiyla ve uygun bir yontem ile kaynak
isaretlerin tahmin edilmesidir. BSS’nin blok diyagraminda goriildiigii gibi rastgele
degisken olarak verilen kaynak isaretlerinin (s(t)) tahmini olan y(t) isaretlerinin

bulunmasi i¢in;
y() = Wx(t) (1.6)

denklemi kullanilir. Denklemde W matrisi kullanilarak dogrusal bir doniisiim ile y(t)
tahmini isaretler bulunur. Doniisiim ile bulunan isaretlerin miimkiin oldugunca
birbirlerinden bagimsiz olduklar1 varsayilir. BSS’de gergek kaynak isaretleri bagimsiz
olmasalar bile bulunmaya galisilir. Bu islemi yaparken sadece ikinci dereceden istatistik
kullanilir [51,52]. Ikinci dereceden istatistik kaynaklarin ilintisiz olduklarini varsayar.

Ayrica ikinci dereceden istatistik birden fazla Gauss isareti lizerine uygulanabilir.

[saret isleme kapsaminda kor kaynak ayristirmanin diger alanlardaki uygulamalarindan

bazilar1 sunlardir:

Makine izleme: Isaret ayirma, akustik 6zelligi ile hasar esnasinda mekanik bir aygit

tarafinca yayilan ses ve potansiyel olarak normal ¢aligma parcalar1 da dahil olmak {izere



23

diger kaynaklarin karisimindan olusan bir ortamdan izole ederek muhtemel mekanik

arizalar1 belirlemek i¢in kullanilabilir.

Tibbi teshis: Birgok tibbi aygit ¢cogunlukla insan viicudundan gelen birgok isareti mesela
EEG isaretleri veya EKG isaretlerini elde etmek i¢in kullanilir. Bunun sonucunda mevcut
olabilecek belirli bir bedensel fonksiyona/uyaranlara baglanabilecek sensorler yardimriyla
alman isaretler hasta teshisi ve tedavisi i¢in ayristirilir. Isaretlerin elde edilmesinde
problardan, kisinin kas hareketlerinden yada 6l¢iim sirasinda ¢evresel nedenlerden dolay1
giiriiltli karisabilmektedir. Bu sayede sistemdeki giriltiiniin etkisinden kaynaklanan

yanlis teshisleri dnleyebilmek amaciyla kullanilabilir.

Miizik Performansi: Bu, genellikle miizik performanslarinin kaydedilmesinde, yalnizca
kayitlardaki belirli enstriiman seslerine ve sarki sozlerine odaklanmak icin siklikla
kullanilabilen uygulamalarin basinda gelmektedir. Bu bilhassa belirli bir enstriimanin,
ornegin normalden biraz daha yiiksek veya diisiik olmas1 gereken bir enstiiman aletinin

sesini yiikseltmek veya farkli bir amag i¢in kullanilabilir.

Sismik Izleme: Sismik aktivitenin uzun vadeli tahmini ¢ogu zaman diinyanin tektonik
plakalarinin hareketlerine iliskin prensipte yapilabilecek bir seydir. Ancak kisa vadeli
tahmin sorunlar olusturabilir. Genellikle bir depremi karakterize eden seylerden biri,
akustik dalgalar ve bunlarin iyonosfer boyunca nasil yayildiklar1 hakkinda elde edilen
farkli isaretlerdir. Bu isaretleri izole etmek igin kor kaynak ayirma teknikleri
kullanilabilir. Boylece depremin kisa bir siire 6nce tahmin edilmesi saglanabilmekte ve

bu alanda ¢aligmalar devam etmektedir [53].

1.5. Ses isleme

Sesin iglenmesi bir¢ok farkli uygulamay1 igerir. Bu bdliimde tez i¢in ses islemenin ilgili
kisimlar1 basit bir sekilde sunulmus ve agiklanmistir. Yontemlerin uygulanmasini ve
sonuglart anlamak i¢in ses islemeyle ilgili temel bir anlay1s gereklidir. Basit¢e sdylemek
gerekirse, ses isleme, onu iyilestirmek icin bir ses igareti iizerinde bazi1 uygulamalar
gerektirir. Ses isleme, giirtiltiiyii filtreleyerek, arka plan giiriiltiistinii baskilayarak veya

isareti sezgisel bir sekilde temsil ederek gergeklestirilebilir.
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Uzak mikrofonlarla kaydedilen konusma isaretleri, hoparlorden, giiriiltiden ve
yankilanmadan dolay1 kaginilmaz olarak bozulur; bu da yakalanan konusma isaretlerinin

algisal kalitesini ciddi sekilde bozmaktadir.

Konusma ve diger bircok dogal ses kaynagiyla ilgili dikkate deger olaylardan biri,
enerjinin zaman-frekans diizleminde yayilmasi ve eszamanli kaynaklarin bu sekilde
temsil edildiginde siklikla yogun bir sekilde serpistirilmis olmasidir. Bu nedenle, ses
kaynaklar1 genellikle ¢ok sayida frekans iirettiginden ve zamanla degistiginden, yalnizca
cevresel frekans ayrisimma dayali  olarak ¢ogunlukla istenen performans

saglanamayabilir.

Olas1 bir ¢6ziim, kaynaklarin karakteristik degerlere sahip olabilecegi bir 6zellik uzayina
yansitma yapmaktir. Ses yliksekligi, ses perdesi veya tini gibi algisal boyutlar iyi adaylar
gibi goriinmektedir ve baskalar tarafindan yapilan calismalarin sonuglar, isitsel algisal
organizasyonun biiyiik 6l¢iide bu gibi boyutlardaki sesler arasindaki benzerlik temelinde
gergeklestigini gostermektedir. Bu nedenle algisal olarak benzer olan sesler ayni1 kaynaga
atanma egilimindedir. Bu, kaynaklarin eszamanli olmasina ragmen ilgili 6zelliklerin
tahmin edilebilecegini ve sorunun, ses Ozelliklerinin zaman iginde uygun sekilde
baglanarak kaynaklara atanmasi yani akis sorunu veya akis ayrimi oldugunu varsayar.
Her ne kadar oOzniteliklerin tahmini ile bunlarin kaynak tahminleri halinde
gruplandirilmasi arasinda etkilesimler olsa da, ¢ogu durumda bunlar biiyiik Olcilide

ayrilabilir problemler olabilir [54,55].

BSS kullanilirken ¢ogu zaman birgok farkli Sonlu Diirtii Yanith (FIR, Finite Impulse
Response) filtrenin kullanilmasi gerekir ve gergekei senaryolarda binlerce filtre katsayisi
bulunmalidir. Geleneksel uyarlanabilir filtreleme teknikleri yalnizca zaman alaninda
calismayi secer; bu durumda filtre giincellemeleri 6rnek bazinda gergeklestirilir. Bu gibi
durumlarda algoritmanin karmagsikligi engelleyici hale gelebilir. Bunun yerine, asiri
hesaplama gereksinimlerini azaltmak ve karmasikliktan 6nemli Olcilide tasarruf etme
potansiyeli elde etmek i¢in, Hizli Fourier Doniigiimiiniin (FFT, Fast Fourier Transform)
verimli kullanimina gilivenerek ¢erceve tabanli veya diger adiyla blok tabanh

uygulamalarda kullanilabilir [43].



2. BOLUM

COK AMACLI OPTIMIZASYON ALGORITMALARININ KOR
KAYNAK AYRISTIRMADA KULLANILMASI

Cok Amagli Optimizasyon Algoritmalarinin (MOOA, Multi-Objective Optimization
Algorithm) BSS problemleri ¢6ziimiinde kullanimi 2016 yilina dayanmaktadir [5,56]. Bu
yontemlerin karigmis isaretlerin ayristirilmasindaki kullanimai ile literatiirde ¢ok amacl
BSS olarak adlandirilmaktadir. Evrimsel Algoritma (EA, Evolutionary Algorithm) olarak
literatiirde kullanilan SPEA2 yontemi BSS yonteminde kullanilarak karigsmis isaretler
ayristirtlmistir. Tez calismasiin bu boliimiinde ¢ok amagli optimizasyon ve SPEA2
yontemi ile ilgili genel bilgiler agiklandiktan sonra literatiirdeki ¢ok amacgli BSS
algoritmalarinin tasarim ve performanslari analiz edilmistir. Sekil 2.1’de ¢ok amagli BSS
modelinin blok diyagrami verilmistir. Ayrica, literatiirdeki cok amagli BSS metotlar ile
ilgili baz1 ¢ikarimlar ve yorumlar yapilmis ve Onerilen yontemlerin hesaplama

karmasikliklar1 6zetlenmistir.

Kaynak isaretlerin elde
edilmesi

}

Rastgele karigtirma islemi

h

Cok Amacli SPEA?2 yontemi
ile kér kaynak ayristirma

h 4

Tahmini kaynaklarin secimi

Sekil 2.1. Cok amagli kor kaynak ayrigtirma blok diyagrami
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2.1. Cok Amagh Optimizasyon Algoritmalari

Problemi ¢6zmek i¢in farkli MOO yontemleri vardir. Bu algoritmalar evrimsel
algoritmalarin ve optimizasyon yaklasimlarinin gelistirilmesine biiyiik katkilar

saglamaktadir. Asagida en yaygin kullanilan yontemlerden kisaca bahsedilmistir [57].

(1) NSGAII: Yiiksek hesaplama karmasikligini, segkinlik eksikligini = ve
Baskilanmayanlar1 Siralayan Genetik Algoritma'nin (NSGA, Non-Dominated Sorting
Genetic  Algorithm) paylasim  parametresinin  belirlenmesini  ¢dzmek  i¢in
onerilmistir. NSGAII'de, ebeveyn popiilasyonu ve yavru popiilasyonunu birlestirmek igin
bir ¢iftlesme havuzu olusturularak bir se¢im operatorii tasarlanmistir. Algoritmada baskin

olmayan siralama ve kalabaliklagma mesafesi siralamasi da uygulanmaktadir [58].

(2) PAES: Parcto-Arsivlenmis Evrim Strateji (PAES, Pareto Archived Evolution
Strategy) basit bir evrimsel algoritmadir. Algoritma, bir kisilik bir popiilasyondan yerel
aramay1 kullanan ancak mevcut ve aday c¢oOziim vektorlerinin yaklasik baskinlik
siralamasini belirlemek i¢in 6nceden bulunan ¢6éziimlerin referans arsivini kullanan (1 +

1) bir evrim stratejisi olarak kabul edilmektedir [59].

(3) SPEAZ2: Gii¢lii Pareto evrimsel algoritmasi, 1999 yilinda Zitzler tarafindan
onerildi. SPEA'ya dayanarak, ayrintili bir uygunluk atamasi, bir yogunluk tahmin teknigi
ve gelismis bir arsiv kesme yOntemini iceren gelistirilmis bir versiyon, yani SPEA2

yontemi Onerilmistir [60].

(4) MOEA/D: Ayrnistirmaya Dayali Cok Amagli Evrimsel Algoritma (MOEA/D, Multi-
Objective Evolutionary Algorithm Based on Decomposition), Li ve Zhang tarafindan
onerildi. Cok amagli bir optimizasyon problemini ¢ok sayida skaler optimizasyon alt
problemine ayristirir ve bunlari es zamanli olarak optimize etmektedir. Her alt problem
yalnizca komsu alt problemlerden gelen bilgiler kullanilarak optimize edilir, bu da

algoritmayi etkili ve verimli kilmaktadir [61].

(5) MOPSO: Cok Amach Pargacik Siirii Optimizasyonu (MOPSO, Multi-Objective
Particle Swarm Optimization), Pareto baskinliina ve mevcut liderlerin listesini
filtrelemek i¢in ses ¢ikarma faktoriiniin kullanimima dayanmaktadir. Farklt mutasyon
operatdrleri siiriiniin farkli alt bolimlerine etki etmektedir. Epsilon-baskinlik kavrami da

algoritmaya dahil edilmistir [62].
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2.2. Cok Amach Evrim Algoritmalarinin Temel Prensipleri

Evrimsel Hesaplama (EC, Evolutionary Computation) algoritmalar1 dogadan ilham alan
yontemlerdir. Esas olarak optimizasyon problemlerini ¢6zmek ic¢in kullanilirlar, bir
¢Oziim popiilasyonu saglarlar ve bu noktalar arasindaki etkilesim, bir arama alan1 boyunca
optimizasyon siirecini yonlendirir. Temel mekanizmalari basit olmasina ragmen evrimsel
hesaplama algoritmalari, diger optimizasyon yontemleriyle ¢oziilemeyen veya zorlukla
coziilebilen sorunlara bagka c¢oziimler iiretebilen genel, saglam ve giicli bir arama
mekanizmasi olarak kendilerini kanitlamistir. Kapali optimizasyon yontemlerinin ¢ogu
ileri siiriilen varsayimlara dayanir. Ornegin, gradyan inisine dayali yontemler, amag
fonksiyonlarin tiirevini hesaplama becerisini gerektirir. Dogrusal Programlama gibi
diger yontemler yalnizca tek amagli problemleri ¢ozebilir ve cogu zaman her degiskenin
biitiinliik kisitlamasini kaldirarak bir gevseme gerektirir. Ayrica, bir¢ok gercek problem
dogrusal degildir ve dogrusal olmayan fonksiyonlara dogrusal fonksiyonlarla yaklagsmak
gercekten tatmin edici olmayabilir. EC algoritmalar1 problem ¢oziimii i¢in arzu edilen
cesitli 6zelliklere sahiptir. Kontrol edilemeyecek kadar biiyiik ve son derece karmagik
arama alanlarinda birden fazla celisen hedefi ele alma yetenegine sahiptirler.
Kombinatoryal optimizasyonda, arama alaninin genis oldugu problemlerde, Evrimsel
Algoritmalar sonlu bir ¢éziim kiimesinden en uygun ¢Oziimii bulmaya calisirlar.
Coziimler, belirli bir problem 6rnegini ne kadar iyi ¢ozdiiklerini belirleyen bir uygunluk
fonksiyonu araciligiyla degerlendirilir. Darwin’in dogal segilim ilkesine benzer sekilde,
en giiclii bireyler hayatta kalir ve daha uyumlu ¢oziimler iiretecek sekilde evrimlesir.
Popiilasyonun en 1iyi iyelerine odaklanarak ve kiiciik varyasyonlar (mutasyon) ve
ciftlesme islemleri uygulayarak, popiilasyonun makul bir siire i¢inde iyi ve hatta optimal

¢oziimlere dogru evrilmesi beklenir [63].

Gercek diinyadaki optimizasyon problemleri genellikle tek bir hedefle degil, aday
coziimlerin degerlendirilmesi gereken bir dizi kriterle karakterize edilir. Tek-amagl bir
baglamda "optimizasyon" iyi anlagilmig bir gorev olsa da yani amag fonksiyonunun ug
noktasini bulmak anlamina gelirken, ¢ok-amacli problemler i¢in ayni sey sOylenemez.
Cok amagh bir problemin hedefleri siklikla birbiriyle celisir; yani, hedeflerden birini
iyilestiren bir ¢6ziim, eninde sonunda digerlerinden en az birini bozacaktir. Sonug olarak,
tek bir kiiresel ¢oziim yoktur ve bir Pareto Cephesini (PF, Pareto Front) dolduran bir dizi

optimal noktanin, yani bir Pareto Kiimesinin belirlenmesi gereklidir. Sekil 2.2°de Pareto
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cephesinin genel yapisi gosterilmistir. Pareto kiimesinin olusturulmasi hesaplama
acisindan pahali olabilir ve temeldeki uygulamanin karmasikligi kesin yontemlerin
uygulanmasini engellediginden ¢ogu zaman gergeklestirilemez [64]. Bu nedenle
Evrimsel Algoritmalar igin bir dizi stokastik arama stratejisi gelistirilmistir. Bunlar
genellikle optimum dengeyi belirlemeyi garanti etmezler ancak iyi bir yaklasim, yani
amagc vektorleri optimal amag vektorlerinden ¢ok da uzakta olmayan bir ¢6ziim kiimesi

bulmaya ¢alisirlar.

/
f2(x) Pareto Cephesi

® ® < Baskilanmis Coziimler

.
0 . o

e ) < Pareto Optimal Coziimler

@)

Sekil 2.2. Pareto cephesi kavraminin gosterimi

1980’lerin sonlarinda Cok Amagli Evrimsel Algoritmalar (MOEA, Multi-Objective
Evolutionary Algorithm), artik birden fazla hedefi ayni anda dikkate almasi ve vektor
degerli bir maliyet fonksiyonunun bilesenlerini optimize etmeye calismasi gereken
optimizasyon problemlerini ¢ozmek i¢in kullanilmaktaydi [65]. Tipik olarak, MOEA'lar
uygunluk atamasinda baskinlik kavrammi kullanir. Ik olarak Goldberg tarafindan
Evrimsel algoritmalara tanitilan bu fikir, gok amagli problemin tek bir objektif probleme
doniistiiriilmesini gerektirmeyen avantaja sahiptir [66]. Ayrica, Pareto optimal, Sekil
2.2'de yer alan bir dizi ¢esitlendirilmis ¢6ziimii tek seferde iiretebilirler. Bu yiizeydeki her
nokta, bir maliyet vektorii bileseninde, geri kalan bilesenlerden en az birinde bozulmaya
yol agmayan hicbir iyilestirmenin elde edilemeyecegi anlaminda optimaldir. Bu, tim
hedeflerde digerinden daha kotii olmayan ve ayni anda en az bir hedefte kesinlikle
digerinden daha iyi olan bir ¢dzlimiin digerine hilkkmedildigi Pareto hakimiyeti kavramina

yol agmaktadir.
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Hakimiyet temelli yaklagimlarda muhtemelen birbiriyle ¢elisen iki 6nemli hedef vardir:
yakinsama ve c¢esitlilik. Yakinsama, Pareto-optimal cephede yer alan bir ¢6ziim kiimesi
bulma yetenegini ifade ederken, c¢esitlilik, Pareto-optimal cephenin tiim araligim
kapsamasi gereken bu tiir ¢oziimlerin heterojenligini ifade etmektedir. Cogu MOEA,
yogunluk bilgisini se¢im siirecine dahil ederek mevcut Pareto kiimesi yaklagimi igindeki
cesitliligi korumaya c¢alismaktadir. Belirli bir bireyi se¢gme olasilifi, cevresindeki
bireylerin yogunlugu arttitkca azalir. Bu konu, istatistikte olasilik yogunluk

fonksiyonlarinin tahmini ile yakindan ilgilidir.

Optimum cepheye olan mesafe minimuma indirilirken, {iretilen ¢ézlimlerin gesitliligi
maksimuma ¢ikarilmalidir. Bununla birlikte, farkli MOEA'lar, farkli Cok Amach
Optimizasyon Problemler (MOOP, Multi-Objective Optimization Problem) i¢in belirgin
yakinsama ve ¢esitlilik ile baskin olmayan ¢éziimler sunar. MOEA'min c¢esitliligini ve
yakinsamasini iyilestirmek i¢in, 1990'lardan beri ek bir elitizm kavrami ¢ok popiiler hale
geldi. Elitizm, rastgele etkiler nedeniyle optimizasyon siirecinde iyi c¢oziimlerin
kaybedilmesi sorununu ele almaktadir. Bu sorunla basa ¢ikmanin bir yolu, arama
strasinda bulunan baskin olmayan veya en ¢ok tercih edilen tiim ¢éziimlerin saklanmasina
izin veren, arsiv adi verilen harici bir kiimeyi siirdiirmektir. Bu arsiv, temel olarak
optimizasyon silirecinde bu c¢oziimlerin kaybolmasint Onlemeyi amaclamaktadir.
Alternatif olarak, eski popiilasyon ve o kaynak, yani varyasyondan sonraki ¢iftlesme
havuzu, eski popiilasyonun modifiye edilmis ¢iftlesme havuzuyla degistirilmesi yerine
deterministik bir se¢im prosediirii uygulanarak birlestirilir. Hepsi tutulacak ¢6ziimlerin
secildigi varyant kriterleri tanimlayarak segkinligi siirdiirmek i¢in farkl: stratejiler olarak
baskinlik kriteri ve yogunluk tahmini gibi Kriterler 6nerirler. Sonu¢ olarak, farkli
MOEA'larin farkli avantajlar1 ve dezavantajlari vardir ve sonug olarak, farkli problemler

i¢in esit derecede 1y1 ¢ozlimler sunmayabilir.

2.3. Cok Amagh Optimizasyon Problemi

Cok amagli bir optimizasyon problemi, kisitlamalara ve degisken sinirlara tabi olarak
minimize edilmesi veya maksimize edilmesi gereken birden fazla amag fonksiyonu

icerirler. m adet optimizasyon hedefini i¢eren bir MOOP, su sekilde formiile edilebilir:

Minimize F(x) = [f1(x), (), ..., frn () 17;
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gij(x) <0, j=1..]; (2.1)

L )
xl.( ) <x; < xi(U), i=1,..,n

burada uygun bir ¢oziim x € X™, n karar degiskeninin bir vektoriidiir, x = (xl,xz, s xn).
Karar uzayindaki uygulanabilir ¢oziimler kiimesi, g;(x) < 0 kisitlamalar1 ve degisken
siirlar tarafindan tanmimlanir. Cok amacgh fonksiyon vektori F € X™ X Y™, burada
fi: X" =Y, i=1,..,m, belirli bir ¢coziimiin kalitesini Y™, ama¢ uzayinda bir amag
vektori ()’1,3’2. ...,ym) atayarak degerlendirir, Sekil 2.3’te karar uzay1 ve amag¢ uzayi

genel yapisi gosterilmistir.

X
2 Karar Uzay! Pareto 3’2“ Amac Uzayl
Kiimesi |
|
@ -
(] Pareto ® i
Kiimesi ! ‘ _____ |
@ / Yaklagimi I. !
_____| ]
o o B b
. _____
x: Vi

(x1, %2, %) ——> [ ———» 1,2, 0)
Sekil 2.3. Genel olarak ¢ok amagli problemin gosterimi

Ornek olarak, amag uzayimnin gergek sayilarin, yani Y < R'nin bir alt kiimesi oldugunu ve
optimizasyonun amacinin tek bir hedefi m = 1 en aza indirmek oldugunu varsayalim.
Boyle tek amacli bir optimizasyon probleminde, y; = F(x;) ve y, = F(x;) olmak {izere
V1 <Y, ise x; € X™ ¢oziimi diger x, € X™ ¢oziimiinden daha iyidir. Karar uzayinda
birka¢ optimal ¢6ziim bulunabilmesine ragmen, hepsi ayn1 amag¢ degerine eslenir, yani

amag uzayinda yalnizca tek bir optimum bulunmaktadir.

Y™ c R™vem > 1ile vektor degerli F degerlendirme fonksiyonu durumunda, x; ve x,
¢Oziimlerini karsilastirma durumu daha karmasiktir. Pareto hakimiyeti kavramini takiben,
y1'in higbir bileseni y,'nin karsilik gelen bileseninden biiytlik degilse ve bilesenlerinden
en az biri daha kiigiikse, bir y; amag vektoriiniin baska bir y,(y; < y,) hedef vektoriine

baskin oldugu sdylenir. Buna gore, bir x; ¢6zlimiiniin baska bir x, ¢dziimiinden daha iyi
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oldugunu sdyleyebiliriz, yani xq,x,(x; < x3)’ye baskindir, eger y; = F(x1), y, =
F(x,) tzerinde hakimse, yani (y; < y,) diyebiliriz. Burada, optimal ¢6ziimler, yani
baska herhangi bir ¢oziimiin baskin olmadig1 ¢oziimler, farkli amag¢ vektorlerine
eslenebilir. Baska bir deyisle, hedefler arasinda farkli degis tokuslar1 temsil eden birkag

optimal amag vektorii olabilir.

Genel bir stokastik arama algoritmasi ii¢ boliimden olusur:

a) O anda dikkate alinan ¢6ziim adaylarini iceren bir ¢alisma bellegi,
b) Bir se¢im modiili,

¢) Bir varyasyon modiilii.

Secim prosediirleri, ¢iftlesme ve ¢evresel se¢cim olarak siiflandirilir. Ciftlesme se¢imi,
varyasyon i¢in umut verici ¢oziimler segmeyi amaglar ve genellikle stokastik bir tarzda
gerceklestirilir. Buna karsin gevresel se¢im, onceden depolanan ¢oziimlerden ve yeni
olusturulan ¢o6ziimlerden hangisinin dahili bellekte tutulacagini belirlemektedir.
Varyasyon modiilii bir dizi ¢oziim alir ve yeni ¢oziimler iiretmek icin bu ¢dzlimleri
sistematik veya rastgele degistirilir. Bir stokastik optimize edicinin bir yinelemesi, ardigik
eslestirme secimi, varyasyon ve ¢evresel se¢im adimlarini igerir; bu dongi belirli bir

durdurma kriteri saglanana kadar tekrarlanir (Sekil 2.4).

Bellek Secim Varyasyon
. o
> letlejsn’.le Q » Ciftlesme
Secimi w
4 Cg:éiiel Mutasyon

Sekil 2.4. Cok amacli problemin bilesenleri

2.4. NSGAII Algoritmasi

Hakim olmayan siralama ve paylasimi kullanan ¢ok amagli evrimsel algoritmalar, bir
siredir hesaplama karmasikliklari, elitizm olmayan yaklagimlar1 ve bir paylasim

parametresi belirleme ihtiyaci nedeniyle elestirilmistir. NSGAII, bu sorunlari ele almay1
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amaclamaktadir. NSGAII algoritmasi, ¢cok amaglt bir optimizasyon probleminde birden

¢ok Pareto-optimal ¢6zlimii bulmaya calisirken, ii¢ ana fikre odaklanmaktadir:
1) Elitist bir ilke kullanir;

2) Acik bir ¢esitlilik koruma mekanizmasi kullanir;

3) Domine edilmemis ¢ozlimleri vurgular.

Cogu yonden, bu algoritmanin orijinal NSGA ile pek ¢ok benzerligi yoktur, ancak

yazarlar, olusumunu ve mense yerini vurgulamak i¢in NSGA-II adin1 korumustur [67].

Her nesilde, ilk olarak ana popiilasyon iizerinde uygulanan genetik operatorler
kullanilarak yavru popiilasyon olusturulur. Bu durumda, ¢ogaltma islegleri yukarida Tek
Amaclh Evrimsel Algoritmalar (SOEA, Single-Objective Evolutionary Algorithm) icin
tanimlananla ayni olacaktir. iki ¢dziim seti daha sonra 2N biiyiikliigiinde yeni bir
poplilasyon olusturmak icin birlestirilir ve buradan baskinliga dayali se¢im yoluyla N
boyutlu bir popiilasyon olusturulur. NSGAII algoritmasinin temel yapisi su sekildedir
[68].

Algoritma 1. NSGA-II Algoritmasi
1: Tanimlar, NSGA-II (ebeveyn, ¢ocuk ve referans noktalari olustur)
2: Popiilasyonu baslat
3: Popiilasyonu hedeflere gore degerlendir
4: Pareto hakimiyetine gore Siralama ata
5: Yeni birey (¢ocuk) niifusu olusturun
5.1: Ebeveyn ikili turnuva se¢imi
5.2: Rekombinasyon ve Mutasyon
6: while Durdurmama kosulu do
6.1: for Popiilasyondaki her Ebeveyn ve Cocuk i¢in do
6.2: Pareto'ya gore siralama atayin
6.3: Pareto cephesi boyunca baskin olmayan vektor kiimeleri olustur
6.4: Ik cepheden baglayarak N birey bulunana kadar sonraki nesile
coziimler ekleyerek dongii yapin ve her cephedeki noktalar arasindaki

kalabaliklasma mesafesini belirle
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6.5: end for
6.6: On alt taraftaki yani daha diisiik siradaki noktalar1 segin
6.7: Gelecek nesili olustur
6.7.1: Ebeveyn ikili turnuva se¢imi
6.7.2: Rekombinasyon ve Mutasyon
7: end while

8: sonlandir

2.5. Giiclii Pareto Evrimsel Algoritmasi (SPEA)

SPEA ve SPEA-II, 1999 ve 2001'de Zitzler ve ark. tarafindan sunulmustur. SPEA,
SPEA-II'nin  temelini  olusturdugundan burada SPEA'min kisa bir 0Ozeti
verilmektedir. SPEA ¢ok amagli bir optimizasyon algoritmasidir ve ayni zamanda
evrimsel cok amagli algoritmalar alanina da aittir. Gtiglii Pareto'nun SPEA'da 6nemli bir
roli vardir ¢ilinkii bu, c¢oOziimlerin birinci siraya ne kadar yakin oldugunu
gostermektedir. Algoritmanin amaci, bir dizi baskin olmayan ¢oziimii, ideal olarak
bir Pareto optimal ¢oziim kiimesini tanimlamak ve korumaktir [60,69]. Pareto optimal
¢ozlimlerinin timiine Pareto optimal seti denir. Pareto optimal seti, amag¢ uzayindaki en
iyi baskin olmayan ¢oziimlerden olusur. Her ¢6ziim i¢in iki ana parametre dikkate alinir:
ilk durum, asagidaki gibi tanimlanan Pareto kuvvetidir:

S = — (2.2)

N+1

burada N popiilasyon biiyiikligiidiir ve n , bireysel i'nin hakim oldugu veya ona esit olan
bireylerin sayisidir. Bu nedenle, baskin ¢6ziimler, Denklem (2.2)'ye gore digerlerinden
daha distk glice sahip olan yanitlardir. Ayrica ikinci parametre, asagidaki

tanimla j bireyi i¢in uygunluk degeridir [70]:
F()=1+%i;S®) (2.3)

Denklem (2.3)’e gore popiilasyondaki j bireyinin F(j), (<) baskin olan veya j bireyine
esit olan tim dis popiilasyon iiyelerinin gii¢ degerleri S(i)’nin toplami kullanilarak
hesaplanmaktadir. Bu uygunluk atama yontemi, daha diisiik uygunluk degerine sahip bir

¢Ozlimiin daha iyi oldugunu 6ne siirmektedir [70,71].
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SPEA'nin genel adimlari asagidaki gibi agiklanabilir:

Tanimlar: T maksimum nesil sayisidir, t yineleme sayisidir ve dis kiime Pareto optimal
¢ozlim kiimesidir. Coziimlerin harici olarak depolandigint ve ayrica siirekli olarak
yukseltildigini unutmayimn. Son olarak bu sette saklanan ¢oziimler Pareto optimal setini

temsil etmektedir.
(1) Baslatma: ilk popiilasyon olusturulur ve bos harici Pareto optimal seti olusturulur.

(2) Pareto optimal seti giincellenir. Pareto optimal kiimesinin boyutu 6nceden
tanimlanmis bir smir1  asarsa, diger Pareto kiimeleri bir kiimeleme teknigiyle
silinir. Pareto setini yonetilebilir bir boyuta indirmek ig¢in ortalama baglanti
bazli hiyerarsik kiimeleme algoritmasit kullanilir. Gerekli sayida grup elde edilene kadar

bitisik kiimeleri birlestirerek yinelemeli olarak gerceklestirilir [70].
(3) Uygunluk degerleri dis Pareto optimal seti ve popiilasyon i¢in hesaplanir.

(4) Ikili turnuva se¢imi: popiilasyon ve dis kiimedeki bireyler birlestirilir ve herhangi iki
birey rastgele secilir. Uygunluk fonksiyonlarina gore daha iyi olan c¢iftlesme havuzuna
tasinir. Ciftlesme havuzu, ¢apraz gecen bir popiilasyon kiimesidir ve yeni bir popiilasyon

tiretmek i¢in bunlar lizerinde mutasyon islemleri gerceklestirilir.
(5) Mutasyon ve ¢aprazlama islemleriyle yeni bir popiilasyon iiretilir.

(6) t = t + 1'i ayarlaym. Durdurma kriteri (¢ > T) karsilanmazsa Adim 2'ye gidin; ya da

arsiv iiyeleri Pareto optimal kiimesi olarak sunulur [69].

2.6. Giiclii Pareto Evrimsel Algoritmasi 2 (SPEA2)

NSGA-II, yeni popiilasyonu doldurmak i¢in ¢oziimlerin baskinlik derinligi siralamasini
kullanirken, SPEA2 kismen sirali ¢6ziim uzayinda baskinlik saymmi ve baskinlik
siralamasi siralama stratejilerine bagvurur. Baskinlik siralamasi stratejisinde, bir ¢6ziimle
iligkilendirilen siralama, popiilasyondaki ele alinan ¢6ziime hakim olan ¢dziimlerin
sayistyla iligkilidir. Bu tezde, SPEA2 siiriimii kullanilmistir, ¢iinkii bu siirlim selefinin
yani SPEA’nin aksine ince taneli bir uygunluk atama stratejisi, bir yogunluk tahmin

teknigi ve gelismis bir arsiv kesme yontemi igermektedir.
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SPEA2'min SPEA'ya kiyasla temel farkliliklart sunlardir:

Her bir birey i¢in, kendisinin ve kendisinin kag kisi tarafindan domine edildigini hesaba
katan gelistirilmis bir uygunluk atama semasi1 kullanilir. Arama siirecinin daha kesin bir

sekilde yonlendirilmesine izin veren bir en yakin komsu yogunlugu tahmin teknigi dahil

edilmistir [60].
( BASLA )
h 4
Py olustur,
Py, ={}olustur, t =0
Y
- Pt ve 150 l(;l]]
- uygunluklari hesapla
Y
P, ve Py yi Py @
kopyala
Yanlis
P, doldur
Dogru
Caprazlama
ve B
Mutasyon, P, azalt
t=t+1
Yanlis
P, se¢im
Dogru ¢
P=Py

Cow )

Sekil 2.5. SPEA2 blok diyagrami
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Temel SPEA icin sunulan adimlara benzer sekilde, gelistirilmis algoritmanin, yani
SPEA2'nin ayrintilar1 asagidaki paragraflarda verilmektedir. Ayrica Sekil 2.5’te
SPEA2’nin blok diyagrami verilmistir.

Tanmmlar: P, (t yinelemesindeki ana popiilasyon), P, (t yinelemesindeki arsiv

popiilasyonu), N (arsiv boyutu) ve T (maksimum nesil say1st).

Baslatma: t = 0 '1 ayarlayin ve baslangi¢ popiilasyonunu olusturun P, ve bos arsiv P, =

Q.

Bireyler i¢in uygunluk degerlerini hesaplaym. P, ve P, (hem popiilasyon hem de arsiv

setleri).

Arsivdeki her bir kisi icin P, ve niifus P;, giic degeri S(i) asagidaki denklem kullanilarak

hesaplanir:
S@ = 1{jlj € P+ P Ai > j} (2.4)

+ sembolii ¢oklu kiime birlesimini temsil ederken, sembol > Pareto baskinlik iliskisine

karsilik gelir ve sembol A VE anlamina gelir.
SPEAZ2 i¢in F (i) su sekilde tanimlanir:
F(i)=R@{)+ D) (2.5)
i birey i¢in hesaplanan uygunluk R (i) degeri asagidaki denklemle hesaplanir:
R() = Xjep,+p,j>iSU) (2.6)

Ancak optimizasyon hedefi simge durumuna kiigiiltiilmiis bir arama ise F(i) , ham
uygunluk burada en aza indirilmelidir, yani, R(i) = 0, baskin olmayan bir bireye karsilik
gelir [60].

Uygunluk fonksiyonu genelde Pareto baskinligi sayesinde iyi bir siniflama saglasa da
bircok bireyin birbirini domine etmedigi durumlarda basarisiz olabilir. Bu gibi
durumlarda ayrim saglamak amaciyla baska yogunluk bilgilerine bakmak gerekmektedir.

(i) ¢Oziimiinlin yogunlugu;
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. 1
D(l) = m (27)

esitligi ile bulunur. Paydas1 0 < D(i) < 1 oldugundan paydaya 2 eklenir.

SPEA2'de kullanilan yogunluk tahminleme teknigi k. en yakin komsuluk metodunun bir
uyarlamasidir. Bir noktadaki yogunluk k. en yakin veri noktasina olan uzakligin azalan

bir fonksiyondur.

k=+N+N (2.8)

Yogunluk fonksiyonu olarak k. en yakin komsuya olan uzakligin tersi alinmaktadir. Yani,
her bir birey i i¢in arsiv ve popiilasyonlardaki tiim bireylere olan uzakliklar hesaplanir ve

bir listede tutulmaktadir. Liste artan sirada siralandiktan sonra, i'ninci ve k’ninci en yakin

komsular arasindaki amag-uzay mesafesini temsil eder ve O'l-(k) olarak gosterilir [72,73].

2.7. Cevresel Secim

SPEA2'deki arsiv glincelleme islemi, SPEA'dakinden iki agidan farklilik gosterir: 1)
arsivde yer alan bireylerin sayist siirekli fazla mesaidir ve ii) kesme yontemi, sinir
cozlimlerinin kaldirilmasini engeller. Cevresel se¢im sirasinda ilk adim, baskin olmayan
bireylerin tamamini, yani uygunlugu birden diisiik olanlar1 arsivden ve popiilasyondan

gelecek neslin arsivine kopyalamaktir [60]:

Giincellenmis arsiv kiimesi P,.,'in boyutu, secilen sabit boyut N'yi asarsa P,.,'in
boyutunu azaltmak igin bir kesme operatdrii kullanilmaktadir. P,.;'in boyutu N'ye esitse

islem tamamlanir. Aksi takdirde N'nin boyutu N'den daha biiyiik veya daha kiigiiktiir.

Eger kiime N'den kiigiikse, 6nceki arsivdeki N — | P, ;| nin baskin oldugu en iyi bireyler
yeni arsive kopyalanir. Kiime N'yi asarsa, bireyleri P,.'den |P,.;| = N 'ye kadar
cikarmak igin bir arsiv doniistiirme yontemi kullanilir. Her yinelemede, tiim j € P, + 1
icin i <, j olan birey i secilir ve

i<4j © VO<k<|Pyl :0f=0Fv

J

3 0<k<|Pysl :[(VO<I<kigl =0)Ad] <f] (2.9)
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burada o, i bireyinin i'nin P, 'deki k 'inci komsusuna olan uzaklhigidir. Her asamada,
minimum mesafeli komsu kaldirilmak {izere secilir ve bir sonraki en kiiclik mesafeye

sahip olan komsular art arda kaldirilarak baglar koparilir.

Bu c¢aligmalar 1s1ginda SPEA2 algoritmas:t yakinsama ve ¢esitlilik agisindan iyi
performans saglamistir. Boylece SPEA'dan daha i1yi performans gosterir ve iyi bilinen
cesitli test problemlerinde Pareto Zarflama Temelli Se¢im Algoritmasi (PESA, Pareto
Envelope-Based Selection Algorithm) ve NSGA-II ile karsilastiriimali uygulamalar
yapilmaktadir.

2.8. Cok Amach Evrimsel Algoritmalardaki Sorunlar

Pareto-optimal kiimenin yaklasimi muhtemelen birbiriyle ¢elisen iki hedefi igerir:
optimal cepheye olan mesafenin en aza indirilmesi ve iiretilen ¢ozliimlerin ¢esitliliginin
yani amag veya parametre degerleri agisindan maksimize edilmesidir. Bu baglamda, ¢ok
amagh bir evrimsel algoritma tasarlanirken iki temel konu vardir: ¢iftlesme se¢imi ve
cevresel secimdir. Ilk konu, aramanin Pareto-optimal cepheye dogru nasil
yonlendirilecegi sorusuyla dogrudan ilgilidir. Bir birey havuzu verildiginde, yavru
iiretimi icin hangi bireylerin se¢ildigi temelinde uygunluk degerleri atanmalidir.
Ciftlesme havuzunu doldurma prosediirii genellikle rastgele segilmektedir. ikinci konu,
evrim siirecinde hangi bireylerin tutulacagi sorusunu ele almaktadir. Siirli zaman ve
depolama kaynaklar1 nedeniyle, belirli bir nesildeki bireylerin yalnizca belirli bir kismi
bir sonraki neslin havuzuna kopyalanabilir. Burada deterministik bir se¢im kullanmak

yaygin bir uygulamadir.

Cogu modern MOEA algoritmasinda, bu iki kavram, ayrintilar farkli olsa da su sekilde

gergeklestirilir:

Cevresel secim: Niifusun yani sira, su ana kadar ele alinan tiim ¢oziimler arasinda baskin
olmayan cephenin bir temsilini iceren bir arsiv tutulur. Arsivin bir iiyesi ancak i) ona
hakim olan bir ¢6ziim bulunursa veya ii) maksimum arsiv boyutu agilirsa ve arsiv iyesinin
bulundugu 6n kisim asir1 kalabaliksa kaldirilmaktadir. Genellikle tesadiifen meydana
gelebilecek saf tiremeye ek olarak, bir bireyin birkag nesil boyunca hayatta kalabilmesinin
tek yolu arsive kopyalanmasidir. Bu teknik, rastgele etkiler nedeniyle mevcut baskin

olmayan cephenin belirli kisimlarini kaybetmemek i¢in dahil edilmistir.
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Ciftlesme sec¢imi: Her nesildeki birey havuzu iki asamali bir siiregte degerlendirilir.
Oncelikle tiim bireyler, bu coklu kiime iizerinde kismi bir diizen tanimlayan Pareto
baskinlik iliskisi temelinde karsilastirilir. Temel olarak, her bireyin hakim oldugu, veya
kayitsiz kaldigi bilgiler, nesil havuzunda bir siralama tanimlamak i¢in kullanilmaktadir.
Daha sonra, bu siralama, yogunluk bilgisinin dahil edilmesiyle iyilestirilir. Belirli bir
bireyin bulundugu yerin boyutunu O6l¢mek i¢in ¢esitli yogunluk tahmin teknikleri

kullanilmaktadir.

Prensip olarak, her iki se¢im semasi da birbirinden tamamen bagimsizdir. Bdylece,
birincisi Pareto tabanli olabilirken ikincisi uygunluk degerlerini hesaplamak ig¢in
agirliklandirma yaklasimini kullanabilir. Bununla birlikte, bir¢ok evrimsel yontemle her

iki kavram da benzer sekilde uygulanmaktadir.

Ornegin, PESA'da, eslestirme segimi yalnizca gegerli baskin olmayan kiimeyi depolayan
arsivde gergeklestirilir [74]. Histogram teknigi olarak simiflandirilabilecek belirli bir
yogunluk Olgiisii, arsiv elemanlarinin  kalabaliklasma derecesine gore farkl
orneklenebilmesi saglanir. Gergek popiilasyonu olusturan olusturulan ¢ocuklar daha
sonra arsive dahil edilmek iizere kontrol edilmektedir. Arsive girmeyen Kkisiler, bir
sonraki nesil dongiisii baglamadan 6nce kaldirilir. Bu yaklagimla, ¢iftlesme ve cevresel
sec¢im, se¢im kriterleri yani mevcut baskin olmayan cephenin tiyesi agisindan aynidir ve
yalnizca se¢im siirecine gore farklilik gosterir. Ayni sey gelecek vaat eden diger bir
algoritma olan NSGA-II i¢in de gegerlidir [60,75]. Burada bireyler havuzu dnce Pareto
hakimiyeti kavramina gore farkli cephelere ayrilir. Birinci baskin olmayan cepheye ait
bireyler en yiiksek riitbeye, ikinci hakim olmayan cephedekilere ikinci en yiiksek riitbeye
vb. atanir. Her sira iginde, bireyler arasinda bir siralama tanimlamak igin her hedef
boyunca en yakin iki bireye olan mesafelerin toplamini temsil eden 6zel bir diglama
Olctisti kullanilir. Bu siralama temelinde hem ¢evresel hem de ¢iftlesme se¢imi yapilir.
Ebeveyn popiilasyonu ve yavru popiilasyonu birlestirip en kotii %50'y1 silerek birey
havuzu kesilir. Daha sonra, bir sonraki yavru popiilasyonu olusturmak i¢in kalan bireyler
tizerinde ikili turnuvalar gergeklestirilir. PESA'nin aksine, arsivin yalnizca baskin
olmayan bireyleri degil, ayn1 zamanda baskin bireyleri de igerebilece§ini unutmayin;
NSGA-II ile arsiv her zaman tamamen doldurulurken, PESA ile sadece kismen

doldurulabilir [60].



3. BOLUM

COK AMACLI OPTIMIZASYON ALGORITMALARINDA
PERFORMANS ARTIRMA YONTEMLERI

MO-BSS algoritmalarinin hem iglem performanslarini artirmak hem de islem siirelerini
iyilestirmek i¢in karisim isaretleri {izerinde bir dizi yontemler uygulanmistir. On islem ve
DWT yontemlerinin kullanimina dayali yeni yontemler dnerilmistir. On islem olarak
beyazlatma doniisiimii yontemi Onerilmistir. Bu yontem ile kovaryans matrisine sahip
rastgele degiskenlerden olusan bir vektorii korelasyonsuz ve varyansi bir olan yeni
vektore dontisimii saglanir. Boylece verilerin istatistiksel oOzelliklerini degistirerek
giiriiltiiyli azaltmak veya 6zellik ¢ikarmay1 kolaylastirmak i¢in kullanilmaktadir. DWT
ise bir sinyalin temel fonksiyonlarin oldugu frekans bilesenlerini bulmak igin onerilen
diger bir yontemdir. Bu yontemler yapisi ve MO-BSS’ye uygulanmasi hakkinda genel
bilgiler su sekildedir:

3.1. On Islemler Yéntemi

Gozlemlenen isaretler iizerinde ayristirma islemini basitlestirmek ve islem yiikiinii
azaltmak amaciyla isaretler 6n isleme tabi tutulmasi algoritmalarin performansini
artiracaktir. Isaret islemede beyazlatma yaygin olarak kullanilan 6n isleme teknigidir.
Beyazlastirma, bir veri kiimesindeki tiim dogrusal bagimliliklart ortadan kaldirir ve tiim
boyutlar boyunca varyansi normallestirir; bu islem sezgisel olarak veri kiimesini kiiresel
olarak simetrik bir dagilim saglar. Beyazlastirma islemi; PCA’da 6zellik ¢ikarma ve veri
sikistirmada yaygin olarak kullanilan ve Hotelling doniisimii olarak da bilinen bir
tekniktir. Elde edilen verileri ayristirmadan once 6n islem olarak bilinen beyazlatma
isleminin kullanilmasi isaretler izerinde olumlu etkiye sahip olacaktir. Genel olarak PCA

veri boyutu indirgeme amaciyla kullanilmistir. Beyazlastirma isleminde sifir
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ortalamasina sahip rastgele bir vektor (x) beyazsa, bilesenleri iligkisizdir ve kovaryans
matrisi X birim matrise (/) esittir.

T=E{xxT}=1 (3.1)

Beyaz olmayan verileri doniisiim matrisi kullanarak beyazlastirmak i¢in gozlemlenen bir

vektor x, dogrusal bir doniisiimle beyaz bir vektore z doniistiiriilebilir [1].
z="Vx (3.2

Beyazlatma i¢in bircok farkli doniisiim yontemleri bulunmaktadir. Bunlardan en ¢ok
kullanilan1 kovaryans matrisinin 6zdegerlerinin ayristirilmasidir. Bu yontemde E
ozdegerlerin ortogonal matrisi ve E{xx"} ve D = diag(d, . d,) dzdegerlerden olusan

kosegen bir matristir.
E{xx"} = EDET (3.3)

Denklem (3.3)'e uygun olarak beyazlatma matrisi V, Denklem (3.4)teki gibi

olusturulabilir.

V=ED 2ETx (3.4)
D2 = diag (d; K 2 .., d; K 2) esitligi, karigtirma matrisi A nin {izerindeki etkisi,

V =ED /2ETAs = As (3.5)
ile bulunur ve A matrisi ortogonal matris olarak hesaplanir [76-83].

On islem olarak beyazlatma yontemi koér kaynak ayristirma olarak c¢ok amagh
optimizasyon algoritmalarina uyarlanmasi Sekil 3.1 ile gosterilen blok diyagraminda
verilmistir. Go6zlemlenen karisik veriler dnce beyazlatma islemine tabi tutulur ve

sonrasinda MO-BSS yontemi ile isaretler ayristirilir.
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Sekil 3.1. Onerilen 6n islemli MO-BSS algoritmasinin blok diyagrami

3.2. Dalgacik Doniisiimii Yontemi

MO-BSS’de 6nerilen bir diger yontem dalgacik doniisiimiidiir. Dalgacik doniigiimii isaret
ve gorilintli isleme, Orlintli tanima ve bilgisayarli gérme, astronomi, akustik ve jeofizik
gibi ¢esitli alanlarda uygulama alan1 bulan popiiler bir tekniktir. Bu popiilerligin iki temel
nedeni vardir. Birinci neden, iyi bir zaman frekansi lokalizasyon 6zelligine sahip olan
dalgacik dontisiimiiniin i¢sel dogasindan kaynaklanmaktadir. Bunu anlayabilmek i¢in
oncelikle standart Fourier tekniklerinin incelenebilir. Bu teknikler, sonsuz iistel dalgalar
kullanarak bir isaretin toplam frekans igerigini analiz eder. Fourier donisiimii (FT,
Fourier Transform), periyodik isaretlerin analizi i¢in uygun oldugundan, eger bir isaretin

belirli bir zamandaki frekans igerigi gerekiyorsa, 0rnegin; igarette bir ylikselisin meydana



43

geldigi an gerekliyse FT bilgiyi saglayamayacaktir. FT'nin eksikligi, iyi bir frekans

yerellestirmesi saglamasi ancak zaman yerellestirmesi saglayamamasidir.

Bu sorunun iistesinden gelmek i¢in, pencereli iistel dalgalar1 kullanarak isareti belirli
zaman konumlarinda analiz eden Kisa Zamanli Fourier doniisiimii (STFT, Short Time
Fourier Transform) gelistirilmistir. Bu, iistel dalgalarin gerekli zaman aninda ortalanmis
uygun bir pencere fonksiyonu ile g¢arpilmasi yoluyla yapilmaktadir. Bu calismada
kullanilan Gabor doniisiimii, pencere fonksiyonu olarak Gauss c¢ekirdegini kullanan
STFT'nin 6zel bir durumudur. Gabor bu pencereyle STFT'nin en iyi ortak zaman-frekans
lokalizasyonuna ulastigini kanitlamistir [18]. Iyi ortak zaman-frekans yerellestirme
ozelliginin yan sira, STFT hala pencere fonksiyonunun neden oldugu 6l¢ek bagimlilig
sorununu sunmaktadir. Bunu anlamak igin, isaretteki ani yiikselisin zaman konumu g6z
Oniline alinmaktadir. Yiikselisin genisligi analiz penceresinin genisliginden ¢ok daha
kiigiik veya daha biiyiikse, yine de yiikselisin meydana geldigi zaman aninin
belirlenememe sorunu olacaktir. Bu sorunun listesinden gelmek i¢in, bir isareti farkl
zaman konumlarinda, farkli boyutlardaki c¢ekirdeklerle analiz eden WT, cekirdeklerin,
ana dalgacik adi verilen bir prototip fonksiyonun Gtelenmesi ve genisletilmesiyle
olusturuldugu yerde kullanilmaktadir. Dalgacik doniisiimiiniin popiilaritesindeki ikinci
faktor Mallat'tan kaynaklanmaktadir [11]. Gergeklestirilen ¢alismada ¢oklu ¢oziintirliiklii
ayristirma fikrini kulland1 ve dalgacik katsayilarinin ayni isaretin iki farkl ¢oziiniirlik
versiyonu arasindaki bilgi farkini temsil etmeye uygun oldugunu gostermistir. Bu,

WT'nin ayri1 bir versiyonunun verimli bir sekilde uygulanmasini saglamistir [84].

DWT'nin ismine ilk yayinlanan referans Daubechies [85] tarafindan yapilmustir. I¢
carpimlar1 almak yerine, vektor olarak sakladigimiz zaman serileri ile filtrelerin

evrisimleri kullanilarak ayrik doniistimler alinmaktadir.

Tez ¢aligmasinda isaret analizi i¢in yaygin olarak kullanilan iki tiir dalgacik doniisiimiine
odaklanilmistir: Siirekli Dalgacik doniisiimii (CWT, Continuous Wavelet Transform) ve
ayrik dalgacik doniisiimleridir. Ismine ragmen CWT siklikla ayrik isaret analizi igin
kullanilmaktadir. Ana dalgacik ad1 verilen siirekli bir fonksiyondan tiiretilen 6l¢eklenmis
ve c¢evrilmis dalgaciklar cinsinden bir isaretin yedekli bir temsilini saglarken DWT, bir

isaretin bir dizi ayr1 ortonormal dalgacik araciligiyla yedeksiz bir temsilini saglamaktadir.
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3.2.1. Siirekli Dalgacik Doniisiimii Yontemi

CWT, denklemle ana dalgacik v 'dan tiiretilen dlgeklenmis ve ¢evrilmis dalgaciklar i ;

ile bir isareti temsil eder.

Siirekli dalgacik doniisiimii, ana dalgaciktan tiiretilen Ol¢eklenmis ve ¢evrilmis
dalgaciklar agisindan bir fonksiyonun yedekli bir temsilini saglar. CWT'nin matematiksel

tanimi su sekildedir.

Poe(®) = =9 (57) (36)

s ve T parametrelerine dlgek ve oteleme adi verilir. CWT uygulamasi genellikle isaretin
katsayilarindan yeniden olusturulmasini icermez. Ancak islemin tersinirligi bize orijinal
isaretteki tiim bilgilerin CWT'de de mevcut oldugunu garanti eder. Bu nedenle yeniden
yapilandirmaya gerek olmasa da kabul edilebilir dalgaciklar yaygin olarak

kullanilmaktadir [86,87].

3.2.2. Ayrik Dalgacik Doniisiimii Yontemi

Dalgacik doniistimlerini hesaplarken CWT'nin yaklasik bir sonucunu elde etmek igin,
ayrik dalgacik doniigiimii, Fourier dontisiimiine bir yaklasim hesaplanirken ayrik Fourier
dontigimiiniin kullanildigi gibi kullanilabilir. x(t) isaretine ayrik bir yaklagim igin

asagidaki denklem yazilir,
x(t) = XjkajxPji(t) (3.7)

burada a; , katsayilarmna x(t) isaretinin DWT'si denir. DWT'nin arkasindaki fikir CWT

ile aynidir ancak yontemler farklidir.

CWT, dalgacig1 dogrudan isaretle evristirirken DW'T, giris isaretini bir alcak gecis ve bir
yiiksek gecis filtresiyle eszamanli olarak evristirir. Iki filtre birbiriyle iliskilidir ve bir
sonraki paragrafta sunulan Dortlii Ayna Filtresinin (QMF, Quadrature Mirror Filters)
kriterlerini karsilar. Sekil 3.2 QMF'nin arkasindaki fikri gostermektedir. Algak ge¢isli bir
filtre, yiiksek gecisli bir filtre olusturmak i¢in yansitilir. Ikisinin birlestirilmesi, yalnizca
belirli frekanslarin gegmesine izin veren bir bant geciren filtre olusturur. QMF, tipik

olarak yalnizca birkag sifir olmayan degerin bulundugu g,, dizisi tarafindan tanimlanan
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bir algak gecis filtresi kullanilarak olusturulur. Daha sonra algak gecis degerleri

kullanilarak h,, sirasina sahip bir yiiksek gecis filtresi olusturulur:

hp = (=1)"g1-n (3.8)
Her iki filtre de i¢ ortogonalligi karsilar

S b zj = 0 (3.9)
tiim tamsayilar i¢in j # 0 ve karelerin toplamina sahip

Ynhn=1 (3.10)
Karsilikli diklik iligkisi

S hin Gns2j = 0 (3.11)
tiim tamsayilar i¢in j 'nin de saglanmasi gerekmektedir.

Her filtrenin uzunlugu isaretin uzunlugunun yarist kadardir. Her iki filtreyi de isaretle
evrigtirdikten sonra, her iki ¢ikis da iki kat asag1 orneklenir. Birlestirilen iki ¢ikis, giris
isaretinin uzunluguna sahiptir. Yiiksek gecisli filtreleme yapildiktan sonraki ¢iktiya detay
katsayilari, algak gecisli filtrelemeden sonraki ¢iktiya ise yaklasim katsayilar adi verilir.
Filtreleme sonucu olusan katsayilarin 6rnek sayisi alt 6rnekleme (downsampling) ile

yartya indirgenir. Siire¢ Sekil 3.2°de gosterilmistir.

Yaklasim
katsayilari
Ay

—» Alcak geciren filtre

A 4

12

x(n) >

Detay

katsayilari
2 D,

—» Yiiksek geciren filtre

A 4

Sekil 3.2. Ayrik dalgacik doniistimiinde isaretin filtrelenmesi

Sekilde, giris isaretini ¢esitli bilesenlere ayiran, agac yapihi bir filtre dizisi olan bir filtre
bankasi1 gosterilmektedir. Her diizeydeki ¢ikt1 bilesenleri daha da filtrelenerek agac yapili

sekle ulasilabilir. Frekans c¢oziniirliglinii arttirmak i¢in ayristirma tekrarlanabilir.
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Yaklasim katsayilar1 bir sonraki ayristirma seviyesinin girdisidir ve hesaplamalar,
¢iktinin uzunlugu bir olana kadar tekrarlanabilir. Baslangigtaki algak geciren filtre, daha

sonra anlatilacak olan 6l¢geklendirme fonksiyonu kullanilarak olusturulur.

Genisleme o ve Oteleme T olan bir dalgacik fonksiyonu Denklem (3.12)'de
tamimlanmustir. o ve T parametrelerini, o genislemesinin logaritmik ayriklastirilmasiyla
orneklenir. Daha sonra, ayriklagtirilmis bir dalgacik fonksiyonu elde etmek igin,
genisleme o ile orantili olan her bir 7 'ye ayr1 adimlarla hareket ederek ¢eviri parametresi

T 'ye baglant1 kurulur:

V() = T2 () (312)

burada o, > 1 ve t, > 0 'dir ve genisleme ve 6teleme m ve n tarafindan belirlenir. Daha

sonra siirekli bir x(t) isaretinin ayrik dalgaciklar ile dalgacik doniisiimii tanimlanir:

T = [0, 2(0) (06 ™"t — nrg)dt (3.13)

Kaynak isaretlerin elde edilmesi

!

Rastgele karistirma islemi

h 4

Ayrik dalgacik doniisimu

¥

Cok amacli SPEA2 yontemi ile kor
kaynak ayristirma

Y

Ters ayrik dalgacik doniistimii

v

Tahmini kaynaklarin secimi

Sekil 3.3. Onerilen ayrik dalgacik doniisiimlii MO-BSS algoritmasimin blok diyagrami
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Dalgacik katsayilar1 veya detay katsayilari olarak da adlandirilan ayrik dalgacik doniisiim

degerleri Ty, ,, m, n lizerinden bir genisleme-oteleme 1zgarasinda su sekilde verilir,

X(t) = Z?ﬁz:—oo Z?f:—oo Tm,nlpm,n(t) (3-14)

ve Ters Ayrik Dalgacik Doniistimii (IDWT, Inverse Discrete Wavelet Transform) formiile
edilir [88].

DWT yonteminin MO-BSS algoritmasina uyarlanma islemine ait blok diyagrami Sekil

3.3’te gosterilmistir.

3.2.3. DWT Dalga Formlar1 Yontemi

Kullanilan dalgacik doniistimii teorisinin karmasikligi, dalgacik yapismasinin orijinal
isaret tasvirine yakinligimi belirler. Bir isaretin bu tasviri, genis bant alicisinin
performansinin  iyilestirilebilmesi  igin  doniisim  alanindaki  isaretin  farkli
¢oOziiniirliiklerine yonelik bir kriterin olusturulmasini gerektirir. Degisen karmagiklik
derecelerine sahip bir sistem entegrasyonunda kullanilabilecek birkag¢ dalgacik dontistimii
semas1 vardir; bu semalar, doniisiim se¢imini donanim karmasikligi ile orijinal isaretin
dogrulugu arasinda bir denge haline getirerek esikleme kesimini giiriiltiiniin daha dogru

bir sekilde ortadan kaldirilmasini saglar [89].

Sonraki aileler 6zellikle DWT'de kullanilmak iizere tasarlanmistir. Bu dalgaciklar
kompakt bir sekilde desteklenir ve ortogonal veya biortogonaldir. Bir QMF yapisi
olusturabilen bir yiiksek gecis ve algcak gecis analizi ve sentez filtresi ile karakterize
edilirler. Her aile, dort filtreye yol agan belirli tasarim kurallarina gore tasarlanmugtir.
Filtreler birkag sira i¢in olusturulabilir, ancak ¢cogu aile daha diisiik derecelerle sinirlidir.
Bu filtrelerden, dalga bi¢imleri hi¢ diizgiin gériinmeyebilir, ancak dalgacik filtrelerinin
hepsi frekans alaninda diizglin gegis bantlarina sahiptir. Genel olarak, daha yiiksek
diizeylerde islevler zaman alaninda daha diizglin hale gelir ve bu da onlar1 gercek

hayattaki isaretleri analiz etmek i¢in daha uygun hale getirmis olur.

Dalgacik doniisiimiinde yaygin olarak kullanilan Daubechies olarak da bilinen dalgacik
doniistimii kullanilir. Ayrik zamanda dalgacik analizini uygulanabilir hale getiren

kompakt destekli ortonormal dalgacigi icat edilmistir. Olceklendirme fonksiyonlarina
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gore farkli katsayilar igeren bir aileden olusur. Bu ailenin birinci dereceden iiyesi ayni

zamanda Haar dalgacigi olarak da bilinir.

3.2.4. Haar Dalgacik Doniisiimii Yontemi

Bu dalgacik doniisiimii, dontstiiriilmekte olan dalga formunun seklini ve ayrintisini
tahmin edecek temel yaklagim fonksiyonlarini kullanan dikddrtgen bir fonksiyona
dayanir. Basitlestirilmis Haar dalgacik doniigiimii, adim fonksiyonunun bir varyasyonu

olan yaklasik bir fonksiyon kullanir.

Haar'in temel doniisiimii, bitisik adim ¢iftini daha genis bir adim ve bir dalgacikla
degistirerek f fonksiyonuna dalgaciklarla yaklagsmayi ifade eder. Daha genis adim, ilk
adim ¢iftinin ortalamasini Olgerken, iki alternatif adimdan olusan dalgacik, ilk adim
ciftinin farkini 6lger [90,91]. Bu yontem temel dalgacik doniisiimii olup, genis bantl bir
alic1 tasarimindan beklendigi gibi yliksek ¢oziintirliiklii isaretler icin uygun degildir. Daha
diisiik (4 ila 6 dB) iki isaret dinamik aralig1 i¢in kabul edilebilir olsa da elde edilen isaret
adim fonksiyonlar1 olarak tanimlandigindan +18 dB'de benzer performans beklenemez.
Dolayisiyla bu doniistirme yontemi, isaret spektrumunun daha dogru bir sekilde
tanimlanmasina ve dolayisiyla daha dogru giiriiltii gidermeye dayali olarak sistem

performansinin iyilestirilmesine uygun bir aday degildir.

3.2.5. Daubechies Dalgacik Doniisiimii Yontemi

Ingrid Daubechies, Daubechies dalgacik donilisiimiiniin Haar'in siireksiz adim
tasarimindan ziyade siirekli bir isaret olmas1 acisindan Haar'in dalgacik doniisiimiinden
farkli olan dalgaciklari kullanarak doniisiim yapan yeni bir algoritma serisini tanitmistir.
Siirekliligin bir sonucu olarak siirekli isaretler daha dogru bir temsile sahiptir; ancak bu
stirekliligin karmagik denklemler ve uygulamalar kullanma maliyeti vardir ve bu da daha
karmasik donanimlarla sonuglanir. Bu fonksiyonlarin bazilar1 matris hesaplamalarina
dayanmaktadir. Zaman acisindan verimli ve sistem kullaniminda uygulanabilir siirekli
dalgaciklar tasarlamak i¢in Daubechies, ¢ ile gosterilen temel bir yapi1 blogu veya
Olceklendirme fonksiyonu tamitilmistir. Baslangic kosullart icin  Daubechies

dalgaciklarinin nasil hesaplandigina dair bir 6rnek asagida belirtilmistir [89-91]:
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®(0) =0
o(1) = 1+v‘
1-V3
@(2) =——
9(3)=0 (3.15)

Bu kosullar su kosulu karsilar:

3+\/—

o(r) =125 o(2r — 1) +

—<p(2 —2)+— (2r —3) (3.16)

Ayrica, @ degerlerinin ortalama veya agirliklandirma faktorleri olarak gorev yapabilmesi

i¢in baglangi¢ degerlerinin toplaminin 1 olmasi da gereklidir.

9(0) + (D) + 92 + 9 =0+22 4+ 18 0= (3.17)

¢ fonksiyonu, 1 ile gosterilen ve asagidaki gosterimle tanimlanan ilgili dalgacik i¢in

temel yap1 tas1 gorevi gérmektedir:

1+\/— 3+\/—

Y(r) = p@2r—1)+ o(2r) —
By@r+ 1)+ 22 pr +2) (3.18)
= —hypR2r —1) + hyp(2r) — h,e(2r + 1) + hyp(2r + 2) (3.19)

= (=D'hy_10@2r — 1) + (=1)°hy_o@2r — 0) +
D7 hyi_ce@Cr — [-1D + (1) hy_[—z02r — [-2]) (3.20)

Daubechies dalgacigi bu sekilde hesaplanir. Daubechies dalgacik yonteminin kaybolan
momentleri kullandig1 goriilmektedir. Kaybolan anlar, fonksiyonda frekans ekseninin
altina distiigii bir nokta olarak tanimlanir. Kaybolan anlar, doniistiiriilen dalgacigin

diizgiinliigline katkida bulunur ¢iinkii sistemin, pahali donanim uygulamasindan 6diin
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vermeden transfer fonksiyonundaki farkliliklari telafi etmesine olanak tanir [89].
Daubechies dalgacik doniisiimiinde isaret yapigsmasi, Haar dalgaciginkinden daha
belirgindir, bu da Daubechies dalgacik doniisiimiinii ayrik dalgacik doniisiimiiniin daha
popiiler uygulamalarindan biri haline getirmektedir [92]. Bu doniisiim ve esikleme
yontemi, alicinin  sistem performansint iyilestirme konusunda Haar dalgacik

dontisiimiinden ¢ok daha umut verici hale gelmistir.

3.2.6. Esik Belirleme ve Giiriiltii Giderme

Daha once tartisildig gibi, dalgacik doniisiimii zamana dayali isareti ayrintilara ve isaret
icin genel bir forma ayirir. Frekans genligi agisindan ayrintilar ¢ok daha kiigiik
oldugundan, giirtiltiiniin biiylik kism1 ayrintilarda sorun yaratir. Giiriiltiilii katsayilarin
oldugu yere sifir eklemek, daha temiz bir isaret olusturmak i¢in olas1 bir ¢oziimdiir [93].

Bu yontemin ana motivasyonlar1 asagidaki varsayimlar ve gézlemlerle 6zetlenebilir:

1. Dalgacik doniisiimiiniin korelasyonsuzlagtirma ozelligi seyrek bir isaret yaratir:

dokunulmamis katsayilarin ¢ogu sifira yakindir veya sifirdadir.
2. Giiriiltii tiim katsayilara esit olarak yayilir.
3. Giiriiltii seviyest, isaretin giiriiltiiden ayirt edilemeyecek kadar yiiksek olmamasi.

Belirli bir degerin altina sifir ekleyen bir esik eklemek, isaretin basit ve etkili bir tasarimla
temizlenmesini saglar. Bu basitlik, esiklemeyi bir isaretteki giiriiltiiyii azaltmak igin
yaygin bir ¢oziim haline getiren seydir. Belirli bir esik degerinin altindaysa kiiciik
katsayilarin sifirla degistirilmesine sert esikleme adi verilir. Bir katsaymin tizerindeki
katsayilarin mutlak bir degere indirildigi baska bir yontem, katsayilarda daha fazla
stireklilik saglar. Giiriiltii katsayilari ile igaret katsayilari arasinda temiz bir gegis vardir.
Yumusak esikleme ad1 verilen bu yontem 6zellikle matematiksel kontrol edilebilirligin
korunmasinda etkilidir; 6rnegin siirekli isaretler i¢in yapilmis bir sistemde siireksiz bir
isaret kullanilamaz veya bazi istenmeyen sonuclara neden olabilir. Bu durumlarda
stirekliligi saglayan yumusak esik, siireksiz sert esik yonteminden agik¢a daha iyi bir
secim olacaktir. Ancak esik tiiriiniin ayarlanmasi, ayarlanmasi gereken parametrelerden
yalnizca biridir. Onemli bir parametre esik secimidir. Bu esik birkag oOgeye
dayandirilabilir: varyans sapmalari, yani ortalama mutlak sapma ve sayisal standart

tahmin veya ortalama karesel hata kullanan esik tahmin edicileri. Ortalama karesel hata,
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oncelikle yumusak esikleme i¢in bir esik tahmincisi olarak kullanilir ve uygulamalar, ses

islemenin yani sira goriintii islemeyi de igerir [93].

Girtlti giderme i¢in kullanilabilecek ¢ok sayida DWT dalga formu vardir. Dalgacik
katsayilar isaret ve dalgacik arasindaki benzerligin bir 6l¢iisii oldugundan, dalga bigimi
ayristirmanin kalitesini belirler. En iyi sonuglar, dalga bi¢imi isarete iyi uydugu zaman
elde edilir. Cogu isaret i¢in, 6zellikle de kontrolde, diizgilin bir dalga bicimi se¢ilmelidir.
Kontroldeki dlgiimlerin ¢ogu, algak gegis davranisina sahip nedensel sistemler tarafindan
uretilir, dolayisiyla c¢iktilar1 diizgiin olacaktir. Bununla birlikte, yiliksek dereceli
dalgaciklar daha diizgiin oldugundan, dalga bigimlerinin diizglinliigii ile hesaplama stiresi
arasinda her zaman bir denge olacaktir. Bu drnekte, az ¢ok keyfi olarak, “Db1” dalgacig1

secilmistir [94] .

Ters ayrik dalgacik doniisiimii, tiiretilen yaklasim ve detay katsayilarindan bir isareti
yeniden olusturur. Her ayristirma seviyesinde yarim bant filtreleri, frekans bandinin
yalnizca yarisim1 kapsayan isaretler iiretir. Bu yontemle zaman ¢ozlntirligi ytliksek
frekanslarda iyi olurken, frekans ¢6ziiniirliigii diisiik frekanslarda iyi hale gelir. Filtreleme
ve yok etme islemine istenen seviyeye ulasilincaya kadar devam edilir. Maksimum seviye
sayis1 igaretin uzunluguna baglhdir. Orijinal isaretin DWT'si daha sonra ayristirmanin son

seviyesinden baslanarak elde edilir.

A —> T2

v

Q
=

[

-

f(n)

D, —»| T2

A 4
=
=
[l

Sekil 3.4. Ters Ayrik dalgacik doniisiimiinde isaretin yeniden yapilandirilmasi [96]

Sekil 3.4’te orijinal isaretin dalgacik katsayilarindan yeniden yapilanma siireci
gosterilmistir. Yeniden yapilanma siireci ayristirma silirecinin tersidir. Her seviyede
yaklagiklik ve detay katsayilari iki ile Gist orneklenir (upsampling), algak gegis ve yiiksek
gecis filtrelerinden gegirilir ve daha sonra toplanir. Orijinal isaret elde edilinceye kadar

bu isleme devam edilir [95].
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3.3. Coziimlerin PF Yakinhigim Ol¢mede Kullanilan Metrikler

Cok amacli optimizasyon problemleri, ayn1 anda optimize edilecek bir¢ok birbiriyle
celisen hedefi igerir [67,97-100]. Cok amagli evrimsel algoritmalar gibi ¢ok sayida
yaklagim, su anda miihendislik, finans, lojistik gibi alanlarda yaygin olan problemleri
¢ozmek igin etkili ve farkli yontemler gelistirilmistir [101-104]. Farkli yaklasimlar
degerlendirmek i¢in ¢esitli baglamlarda uygun performans 6l¢timlerini tasarlamak kritik
oneme sahiptir. Ornegin, Tek Amach Optimizasyon Problemlerinin (SOOP, Single-
Objective Optimization Problem) amaci, minimizasyon veya maksimizasyon agisindan
en uygun ¢oziimii bulmaktir. SOOP'lerde iki ¢oziimii karsilastirmak ve daha iyi uyuma
sahip olani Ustiin olarak gormek nispeten kolaydir. Ancak MOOP'lerde ¢6ziim
istiinliigiinii degerlendirmek, ¢atisan hedeflerin varligi nedeniyle ¢ok daha karmasiktir.
Cesitli yaklasimlar siklikla Pareto baskinlik kavramina gore esit derecede adil olan bir
dizi ¢oztimden olusan bir optimal ¢oziim seti elde eder [105]. Bununla birlikte, Cok
amagh optimizasyonda farkli optimal ¢6ziim kiimelerinin niceliksel bir karsilastirmasin
saglamak da 6nemli derecede etkilidir. Bugiine kadar, MOOP'de ¢6ziim seti optimalligini
tanimlamak ve MOEA'larin degerlendirilmesi igin bir dizi niceliksel 6l¢iim Onerilmistir
[106,107]. Her metrik, bir veya daha fazla performans kriterini dikkate alan bir bakis

acistyla tasarlanmistir.

Tipik performans kriterleri, baskin olmayan ¢6ziim kiimesinin kapasitesini, ¢oziimlerin
gercek Pareto cephelerine yakinsamasini, amag¢ uzayindaki ¢oziimlerin ¢esitliligini,
referans kiimelerine gore baskin ¢dziim hacmi gibi durumlari igerir. Ornegin Van
Veldhuizen ve ark. baskin olmayan c¢ozlimlerin sayisini hesaplamak i¢in metrikler
tasarlamiglardir [107]. Coziimlerin ger¢ek PF'lere yakinligini 6lgmek i¢in Nesil Mesafesi
(GD, Generational Distance) metrigi tanitilmistir [58,108]. Zhou ve ark. yiiksek boyutlu
MOOP'lerdeki ¢oziim g¢esitliligini 6lgmek i¢in Genellestirilmis Yayilim (A*), Li ise
Yayilma o6l¢ii (SP, A, Spread) metrigini tanitmiglardir [109]. Zitzler ve ark. ise referans
setlerine gore optimal ¢oziim setlerinin hakim hacmini hesaplamak i¢in popiiler Hiper
Hacim (HV, Hypervolume) metrigini gelistirmislerdir [69,106]. Son yirmi yilda 6nerilen
performans metriklerinin ¢okluguyla birlikte, MOOA metrikleri iizerine yapilan
arastirmalara yodnelik ¢aligmalarda bulunmaktadir [110-114]. Ornegin Okabe ve ark.
arastirmalarinda MOOA metriklerini 6nem, mesafe, hacim, dagilim ve yayilma acisindan

smiflandirmustir [110].
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Zitzler ve ark. MOOA metriklerini matematiksel bir ¢ergeve kullanarak siniflandirmigtir
[111]. Klasik MOOA metriklerini analiz ettikten sonra Tan ve ark., Diizgiin Dagitim (UD,
Uniform Distribution) parametresine bagli bir 6l¢tim 6nermislerdir [112]. Wu ve ark. 6te
yandan, HV ile iligkili alt1 6l¢iim ¢esidini 6zetlemis ve bunlart MOOA’lar iizerinde
uygulamasi yapilmistir [115]. MOO metrikleri {izerine yapilan birgok Onemli anket,
deneysel ¢alisma ve analizin bireysel metrige odaklanmakla sinirli oldugunu belirtmekte
fayda vardir [110-114]. MOO o6l¢iimleri arasindaki iliskileri kurmaya yonelik bugiine
kadar ¢ok az ¢alisma yapild1 veya hi¢ calisma yapilmadi. Dolayisiyla bu makale bu
boslugu doldurmaya caligmaktadir. Bu tezde, ¢ok amacgli optimizasyonun farkl
hedeflerine yonelik farkli algoritmalar arasindaki sayisal karsilastirmayr gostermek igin
yaygin olarak kullanilan temel performans kriterlerine gore Ters Nesil Mesafesi (IGD,
Inverted Generational Distance), HV ve SP dahil olmak lizere ii¢ temsili olgiit dikkate

alinarak uygulama sonuglari test edilmistir [116].

Metriklerden IGD ve HV algoritmalarin hem yakinsama hem de cesitlilik basarisini
Olcerken, SP metrigi c¢esitlilik basarisin1 6lgmektedir. Bu metriklerden HV metriginin
degeri maksimum olmasi istenirken diger IGD ve SP metrik degerinin minimum olmasi

istenmektedir [117].

3.3.1. IGD Metrigi

Bu gosterge, ¢ok amagli optimizasyonun yakinlik ve ¢esitlilik hedefi i¢in niceliksel bir
Olclim saglayan temsili bir 6l¢limdiir. Adindan da anlasilacagi gibi GD'nin tersi olan IGD,
Pareto cephesinin elde edilen ¢oziim kiimesine ne kadar yakin oldugunu 6lgmek igin

kullanilir.

IGD metriginde Py, nesnel uzayda esit olarak dagilmis noktalarin bir kiimesidir. Py,
onerilen algoritma tarafindan elde edilen baskin olmayan ¢6ziim kiimesidir ve Pr'den Py'a

olan ortalama mesafe su sekilde tanimlanir [118]:

Yvepr dist(v,Po)

(3.21)

burada dist(v, Py) iki nokta arasindaki minimum Oklid mesafesini gosterir. Hesaplanan
IGD degerinin diisiik olmas1 Py ile P, arasindaki mesafenin yakinligini gésterir. Onerilen

algoritmalar i¢in bu degerin diisiik olmasi tercih edilir [57,119-121].
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IGD, bir ¢oziim kiimesinin kalitesini dort yoniin tamami agisindan yansitma yetenegine
sahiptir: yakinsama, yayilma, tekdiizelik ve dnem. Ancak IGD'nin 6nemli bir zayifligi,
degerlendirme sonuglariin biiyiik 6l¢iide referans kiimesinin davranigina bagli olmasidir.
Pareto cephesi boyunca yogun ve diizgiin bir sekilde dagitilmis ¢éziimlerden olusan bir
referans seti gereklidir; aksi takdirde kolayca yaniltict sonuglar verebilir [122]. Referans
seti normal olarak elde edilen tiim ¢dzlimlerin toplanmasindan olusturuldugu icin bu
durum 6zellikle Arama Tabanli Yazilim Miihendisliginde (SBSE, Search-Based Software
Engineering) sorunludur; dagitimi kontrol edilemez. Ek olarak, referans kiimesinin
olusturulma sekli, IGD'nin, dikkate alinan ¢oziim kiimelerinin ¢ogunluguyla tutarl,
belirli bir dagitim modelini tercih etmesine neden olur [122]. Baska bir deyisle, eger bir
¢Oziim seti digerlerinden ¢ok farkli bir sekilde dagitilirsa, o zaman setin gercek dagilimi

ne olursa olsun, muhtemelen zayif bir IGD degeri atamast muhtemeldir [119].

3.3.2. HV Metrigi

IGD gibi HV de bir ¢oziim kiimesinin kalitesini dort agidan degerlendirir. Arzu edilen
pratik kullanilabilirligi ve teorik Ozellikleri nedeniyle, HV muhtemelen SBSE'de
tartigmasiz en yaygin kullanilan gostergelerden biridir [123-131].

Bu hiper hacim metrigi, tiim hedeflerin en aza indirilecegi MOEA'lar tarafindan elde
edilen baskin olmayan ¢ozliim setlerinin iiyeleri tarafindan kapsanan hacmi (hedef

uzayinda) hesaplar [132]. Belirtilen HV su sekilde hesaplanabilir:
HV = volume (Uliicil 6}) (3.22)

burada §; referans noktasina gére baskin hypervolume olarak adlandirilir. Yiiksek bir HV
degeri tercih edilir. HV gostergesinin bir sinirlamasi, hedeflerin sayisina gore katlanarak
artan hesaplama siiresidir. Gostergenin 10'dan fazla hedefe sahip veya makul bir kiime
boyutu altinda bir ¢6ziim kiimesinde uygulanabilir olmasini saglayan teorik ve pratik
olarak caligma sliresini azaltmak i¢in bir¢cok ¢aba sarf edilmistir. Daha 6nce belirtildigi
gibi, HV bir ¢6ziim kiimesinin diz noktalar1 lehinedir, dolayisiyla karar verici
problemlerin Pareto cephesinin diz noktalarini tercih ettiginde iyi bir se¢imdir. Ayrica

referans noktasinin ayarlar1 degerlendirme sonuglarini etkileyebilir [57,119].
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3.3.3. SP Metrigi

SP, ¢oziimler arasindaki yayilmanin dagilimini ve kapsamini dlgmede kullanilir. SP
gostergesi ve onun varyantlart [58,109,133], alandaki ¢6ziim kiimelerinin gesitliligini
yani, yayilma ve tekdiizelik Ozelliklerini degerlendirmek i¢in yaygin olarak
benimsenmistir [129,134-138]. Ozellikle ¢oziimlerin yayilmasi sonucunda elde edilen
komsu Pareto optimal ¢dziimlerin Oklid uzakliklarmin ortalamasini verir. Pareto optimal
cozlimlerinin dagilimi ayni bicimde yinelenen oldugunda yayilma sifira esittir. Spesifik
olarak, iki amagl bir senaryoda bir ¢oziim kiimesi A'nin gostergesi A asagidaki gibi

tanimlanir.

M_ ag+3? a-al

3z
A = T —1di+leld

(3.23)

Burada d;, di ve d&, sirastyla ardisik ¢dziimler arasindaki Oklid uzakligmni, Oklid

uzakliginin ortalamasini (d;) ve Pr Ve Py ug ¢oziimleri arasindaki mesafeyi belirtir [126].

Kiimenin hem yayilma hem de tekdiizelik agisindan 1yi bir dagilimini gosteren kiigiik bir
A degeri tercih edilir. A = 0, kiimedeki ¢oziimlerin esit uzaklikta oldugu ve sinirlarinin

Pareto cephe uglarina ulastigi anlamina gelmektedir.

A'nin (varyantlar1 da dahil olmak tizere) 6nemli bir zay1flig1, baskin olmayan ¢oziimlerin
her iki hedefte de ardisik olarak konumlandirildig: iki amagli problemlerde giivenilir bir
sekilde calismasidir. Daha fazla hedef oldugunda, bir hedefteki ¢6ziimiin komsusu, baska
bir hedefteki ¢oziimiin ¢ok uzaginda olabilir [139].

Bu sorun herhangi bir mesafeye dayal cesitlilik gostergesi igin gegerlidir. Ikiden fazla
hedefi olan problemler i¢in bdlge boliinmesine dayali gesitlilik gostergeleri daha
dogrudur [122]. Tipik olarak alani bir¢ok esit boyutlu hiicreye bolerler ve daha sonra
¢oziimler yerine hiicreleri dikkate alirlar (6rnegin, bu hiicrelerin sayisini saymak). Bu,
daha ¢esitli coziimlerin genellikle daha fazla hiicreyi doldurdugu gergegine
dayanmaktadir. Bununla birlikte, bu tiir gostergeler, tipik olarak her hiicrenin bilgisini

kaydetmeleri gerektiginden, boyut olumsuzlugundan zarar gorebilir.
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3.4. Kullanilan Amac¢ Fonksiyonlari

Genel olarak BSS’de tek amagli optimizasyon problemlerinde W ayristirma matrisinin

¢Ozimi:
m]}Vn JW) (3.24)

ile ifade edilirken, J(W) kaynaklarin seyreklik, Gauss olmama veya zamansallik gibi
ozellikleri icerir. Bu nedenle, kaynak ayriminin istenen 6zelligi temsil etmede J(W)
ayirma kriterine gii¢lii bir sekilde bagli oldugu belirtilebilir. Bu baglamda J (W) kaynak
isaretlerinin mitkemmel bir sekilde ayrilmasini sagladiginda kontrast fonksiyonu gibi
davrandig1 soylenebilir [4]. Ancak pratik durumlarda bu her zaman miimkiin degildir,

¢linkii 6rnegin rastgele giiriiltiinlin karigmasi s6z konusu olabilir.

Denklem (3.24)’lin ¢6ziimiinde dikkate deger bir diger husus, kisinin BSS problemi i¢in
tek bir ¢ozlime, yani kaynak kiimesinin tek bir tahminine ulagsmasidir. Ancak biyomedikal
isaret isleme gibi gercek uygulamalarda karar vermek i¢in birden fazla olasi tahminin
olmasi istenebilir. Belirli kriter ¢cer¢evesinde problemi tek amacli ¢6zmek yerine, sunulan
problemlerin ¢6ziimii i¢cin ¢ok amaglh optimizasyon uygulanmasi Onerilmistir. Bircok
pratik durumda birden fazla kaynak karakteristigine iliskin bilgi mevcut oldugundan
optimizasyon probleminde birden fazla kriter kullanilabilir. Bu durumda birden fazla
kriteri dikkate alan ancak bunlar1 tek bir maliyet fonksiyonunda birlestiren bazi
yaklasimlar sunulmustur. Bu durumla ilgili olarak, problem i¢in bir dizi optimal ¢dziime
yol acan ¢ok amagli optimizasyona dayali bir yaklasim olarak birden fazla kriteri dikkate

alan modeli su sekilde gosterebiliriz.

m]}lp AT (W) + A, J,(W) + ..+ Ak Je (W) (3.25)

burada A = (4,4, ..., 1) agirhk vektoridiir. A’y1 onceden belirleyerek problem
coziiliirse optimal bir ayrigtirma matrisi elde edilebilir. A agirlik degerleri degistirilirse
farkli ¢oziimler elde edilebilir. Bu da farkli kaynaklar i¢in farkli ¢oziimler elde etmemize
sebep olabilir. Kaynak isaretlerin iki 6zelligine iliskin iki farkli kriterden olusan bir
optimizasyon modeli Denklem (3.26)’da verilmistir. Seyreklik ve korelasyon olarak iki
farkli amag¢ fonksiyonu isaret ayristirma icin kullanilacaktir. Bu sekilde, her bir kriter

kombinasyonu i¢in bir sonug ¢6ziimii olacaktir. Cok amagli optimizasyonda bir kaynagin
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seyrekligi ve aralarindaki iliski hakkinda bilgi oldugunu varsayalim. Seyreklik ve

korelasyon kriterlerine dayali optimizasyon problemi su sekilde verilmektedir:
mwi/n Al]seyreklik (W) + AZ ]korelasyon (W) (3-26)

Bazi alanlarda seyrek oldugu sdylenen isaretleri ¢ikarmak icin kullanilan optimizasyon
kriteri olarak l;-normu sunulmaktadir. Cok amagli Optimizasyon i¢in onerilen ;-normu
yeniden agirliklandirilmis minimizasyon problemine bagli olarak isaret tahmininde
kullanilmaktadir. Bu sekilde istenen seyreklik degerinin elde edilmesi [;-norm
minimizasyon yontemi ile elde edilmektedir. Kaynak isaretlerine iligkin bir dizi bilgiyi
hesaba katmay1 amaclayan, ancak A agirlik kiimesinin onsel tanimindan kaginarak, BSS
problemleriyle basa ¢ikmak icin ¢ok amaghi bir optimizasyon yaklasim

uygulanmasini asagidaki denklem ile ¢oziimii verilmektedir.
mwi/n[]seyreklik (W)' ]korelasyon (W)] (3-27)

Verilen bu denklem ile kullanicinin problem hakkindaki 6znel bilgisine gore en iyi olani
secmesine temel olarak kullanilabilecek bir dizi baskin olmayan tahmin kiimesi elde
edilir. Bu tez kapsaminda optimizasyon kriterlerini formiile etmek i¢in hem seyreklik hem

de zaman korelasyon kriterleri kullanilmigtir.

[lk kriter olarak [;-norm minimizasyonu yoluyla alinan kaynaklarmn seyrekligini hesaba
katan bir ayirma kriteri olusturularak islem yapilmistir. Olgeklendirme sorunlarindan

kaginmak i¢in [;-normunu normallestirebiliriz;

w2 W@l
]1(W)_ i=1||WiTx(t)||2

(3.28)
burada W, i. kaynagin tahminiyle iliskili W ayristirma matrisinin i. satirin1 temsil eder.

Ikinci olarak, minimizasyon problemine uyarlanmis optimizasyon islemi Denklem

(3.29)’de verilmektedir.

Jo(W) = = XL [EW x(£)x(t — ) 'wi]| (3.29)
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Jo(W)'nin hesaplanmasinin 6nceden tanimlanmis bir t gecikmesine bagli olarak
belirlenir. Bu parametre, zamansal yapinin gorsel olarak daha belirgin oldugu

karisimin otokorelasyon fonksiyonundan dogrudan bulunabilir.

Dikkate alinan her iki kriterin de farkli 6zelliklere sahip oldugunu belirtmekte fayda var.
Seyreklik, elemanlarmin ¢ogunun sifira yakin oldugu vektorlerle ilgilidir. Ote yandan,
otokorelasyon, alinan kaynaklarin zamansal yapisindan yararlanir. Bu nedenle ¢ok amaclh

problemin ¢oziimii

T
ey WL,
min P TR
u [21—1||wfx<on;

LA EWT x(©)x(t —7)Tw]| ] (3.30)

ile ifade edilir. Boylece her iki 6zellik arasindaki dengeyi temsil eden ve baskin olmayan

cozlimlerin elde edilmesi saglanir.

Kor kaynak ayristirma uygulamasinda, yapay olarak olusturulmus bir A matrisinden,
literatiirden alinan kaynaklar kullanilacak ve karistirilacaktir. Karigik veriler daha sonra
baskin olmayan ¢oztimler bulmak i¢in ¢ok amagli algoritmaya sunulacaktir. Her iki amag
fonksiyonunda da ¢ok amagli modelin ¢6zlimii, soruna yonelik bir dizi baskin olmayan
¢oziimle sonuclanir. Bu ¢alismada gergeklestirilen deneyler, kaynaklarin bazi spesifik
Ozelliklerinin kullanimini icerse de, ¢ok amacli modelin herhangi bir veri seti ve

optimizasyon kriterine genellenebilecegini dogrulamaktadir [81].

3.5. Benimsenen Cok Amach Algoritma Hakkinda Genel Hususlar

Kor kaynak ayrimi kapsamindaki amag¢ fonksiyonlariin digbiikeylik agisindan analiz
edilmesi zor oldugundan, ozellikle ¢ok amacli optimizasyonda es zamanli olarak ele
alindiginda deneyler i¢cin SPEA2 algoritmas1 tercih edilmistir. Bu nedenle, maliyet
fonksiyonlar1 tanimlandiktan ve ¢ok amacgli model formiile edildikten sonra sorunun
¢oziimii i¢cin SPEA2 uygulanmistir. Algoritmanin her yinelemesinde, degiskenler
(¢1karma vektorii, ayirma matrisi, dogrusal olmayanlarin veya kaynaklarin parametreleri
ve ele alinan soruna bagli olarak karistirma matrisi), baskin olmayan ¢oziimlere yaklasana
kadar evrimsel operatorlerden gecer. Ayrica, bu calismada gergeklestirilen tiim deneyler

i¢cin baz1 baslangi¢ degerlendirmeleri yapilmistir. Bunlar:
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Girdi: Tim deneylerde dikkate alinan rekombinasyon orani ¢ = 0,5’tir. Ters problem
baglamindaki deney haricinde, baslangi¢ popiilasyonu P; 'in bireyleri rastgele olusturuldu
ve tiim arama uzayini kapsayabildi. Cikarma vektorii veya ayirma matrisi ile ilgili bireyler
durumunda, [-1, 1] aralig1 dikkate alinmistir, ¢iink{i BSS tekniklerinin dogasinda bulunan

Olcek belirsizligi goz oniline alindiginda, bu, kaynak kurtarma islemiyle ilgisizdir.

Varyasyon: ¢ = 0,5 rekombinasyon oranina gore, varyasyon popiilasyonunun %50'si
rekombinasyona, %50'si ise mutasyona ugrar. Ayrica bu asamada dikkate alinmasi
gereken 6nemli bir nokta da bu operatorlerin kac¢ de§iskene gore hareket edecegidir.
SPEA2'nin yakinsamasini hizlandirmak i¢in, bu miktari, se¢im mekanizmasindaki
rastgele bir karaktere ek olarak, algoritmanin bulundugu mevcut nesil ve maksimum nesil
sayist T'nin bir fonksiyonu olarak belirledik. Boylece ilk nesillerde daha fazla degisken
degistirilebiliyor, algoritma ilerledik¢e bu say1 azaliyor. Asagida her operator i¢in bu

miktar1 elde etme mekanizmasini (buna B diyecegiz) sunuyoruz.

Rekombinasyon: Nvar her bireydeki elementlerin (degiskenlerin) sayisi ve g mevcut
neslin sayis1 olsun. Ilk olarak, rekombinasyonun etki edecegi elementlerin B sayisini su
sekilde belirleriz:

(g—1)*(1-(Nvar—1))
T-1

B = randi (1, round ( + (Nvar — 1))) (3.31)

burada round (), ¢ikist §’ya en yakin tam say1 olan bir fonksiyondur ve randi(9,,9,)
cikig1 [9;,9,] araliginda bir tam say1 olan rastgele bir liretegtir. Daha sonra, varyasyon
popiilasyonundan iki bireyi i ve j’yi rastgele segiyoruz. B pozitif tamsayilar z =

[21, ..., zg], burada 0 < zz < Nvar bigiminde ifade edilir.

Rekombinasyon, bireysel i 'nin z elemanlarinin, j bireyinin z elemanlari ile degistirilmesi
ve bunun tersi ile yeni bireyler i’ ve j olusturularak gergeklestirilir. Yeniden birlestirilen
bireylerin orijinallerle ayni olmasi durumundan kag¢inmak i¢in, rekombinasyon

operatdriinde dikkate alinan maksimum B 'nin Nvar — 1 oldugunu belirtmek gerekir.

Mutasyon: Mutasyon durumunda B 'yi elde etme mekanizmasi, rekombinasyon
mekanizmasina benzer, yalnizca Nvar i¢in maksimum degerini degistirir (bu da ilk
nesillerdeki tiim elementlerde mutasyona izin verir). Boylece, Denklem (3.32) ile B

sayisini belirlenir.
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(g—-1)*(1—Nvar)
T-1

B = randi (1,r0und ( + Nvar)) (3.32)

Burada varyasyon popiilasyonundan rastgele bir i bireyi ve 0 < z; < Nvar olan B pozitif
tamsayilar z = [, ..., 3g|'yi se¢iyoruz. Mutasyon bireyin 3, elemanlarini degistirerek
gerceklestirilir ve burada b = 1,2, ..., B olmak iizere i bireyin i;B = (1+ 0,1 *randn) =

Iz, olarak bulunur. Ayrica i, , i bireyin z,'inci elemanidir, i; de i’ bireyin z,'inci

zZB!
elemanidir. randn ise , ortalamasi 0 ve standart sapmasi 1'e esit olan Normal dagilimdan

elde edilen rastgele bir sayidir [4,81].



4. BOLUM

MO-BSS YONTEMI iLE iISARETLERIN AYRISTIRILMASI

Baslangicta uygulamaya ait gerekgeler sunulacak ve sonrasinda onerilen sorunlarin
¢Oziimii i¢in disiiniilen modeller sunulmustur. Benimsenen ¢ok amacli algoritmaya

iliskin ek hususlar da gosterilmistir.

Kor kaynak ayristirmada genelde tek amagli optimizasyon yontemleri kullanilmaktadir.
Bu da ayristirmanin dogrulanmasi yoniinde soru isaretlerine sebebiyet vermektedir. Cok
amagli optimizasyon ile ayristirma isleminin dogrulugunun teyit edilmesi ve farkli amag

fonksiyonlar1 ile sonug¢ degerlendirmenin daha verimli olmasi saglanacaktir.

Tez galigmasimin uygulama boliimiinde kullanilan yontemlerden MO-BSS, On islemli
MO-BSS ve DWT MO-BSS yontemlerinin SNR degeri ile performanslart ve islem
stireleri test edilmistir. Uygulamada kullanilan test isaretleri konusma ve biyomedikal
isaret olarak iki farkli tirde aynstirilmis ve algoritmalarin  performanslar
degerlendirilmistir. Konugma isareti olarak iki kadin ve bir erkek konusma sesi
kullanilmistir. Algoritma performanslarinin teyitti i¢in birbirlerine karigsmis iki erkek ve
bir giiriiltii isaretinin ayristirilmasi yapilmistir. Ayrica biyomedikal isaret olarak Anne
EKG, Fetal EKG ve beyaz Gauss giiriiltii isaretleri kullanilmigtir. Ayni zamanda EEG ve
beyaz Gauss giiriiltii isaretlerinin ayristirilmasi da ayn1 yontemler ile test edilmistir. Tez
kapsaminda BSS i¢in SPEA2 algoritmasi ile ¢ok amagh ayristirma yapilarak SNR
degerleri Olgiilmistiir. Kor kaynak ayristirma i¢in  kullanilacak olan SPEA2
algoritmasindan Once isaretler rastgele karistirilarak 6n islemler uygulanmasi ve bu
sayede veri iglemeyi kolaylagtirmanin yani sira boyut indirgeme ve hizli yakinsama
saglanmistir. Sonrasinda MO-BSS yontemine ayrik dalgacik yontemi uygulanarak test

islemleri ayrica degerlendirilmistir.
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Bazi calismalarda isaret sayisina gore sabit karistirma matrisleri kullanilirken yani iki
isaret i¢cin Denklem (4.1)’de verilen ifadeler yaygin sekilde ele alinirken bu ¢alismada
glinliik hayatta isaretlerin nasil karistigimi bilmedigimizden rastgele olusturulmus

karistirma matrisleri kullanilmistir (A = rand_orth(2)).

a=[L 08

05 1 ]veyaA = [ 1 0i7] v.b. (4.2)

0.7

Degerlendirmede SNR degeri asagidaki denklem ile hesaplanmustir.
P
SNR;5 = 101 = 4.2
dB 0910 (Pn) (4.2)
burada P,ve P, sirasiyla isaret ve giiriiltii isaretlerinin giictinii temsil etmektedir.

4.1 Arastirma Modeli ve Uygulama

Yapay ve dogrusal sekilde karistirilmis isaretleri birbirinden ayirmak i¢in yapilan bu
calismada ti¢ farkli kaynaktan alinan isaretler ii¢ sensor tarafindan kaydedilmis ve tekrar
kaynak isaretleri elde etmek i¢in farkli algoritmalar ilizerinde uygulamalar yapilmistir.
Isaretlerin karistirlmasinda kaynak ve sensor uzakliklari esit kabul edilerek dogrusal
karisim rastgele matris kullanilarak yapilmistir. Rastgele matris kullanilarak daha dogal

ve ayristirilmasi zor olan karigimlar elde edilmistir.

Uygulamalar iki farkli isaret gruplari iizerinde yapilmustir. Ik uygulama konusma sesleri
lizerinde, ikinci uygulama ise biyomedikal isaretler iizerinde yapilmustir. ilk yapilan
uygulamalarda belirlenen amag¢ fonksiyonlar1 dogrultusunda iki kadin ve bir erkek
konusma seslerine ait veriler ile gerekli simiilasyon ¢alismalar1 yapilmistir. Bu tezde
kullanilan konusma sesleri [140] numarali kaynaktan alinmistir. Ug sese ait veriler her
seferinde farkli karistirma matrisleri ile karistirilmak suretiyle algoritmalarin 50 kosma
sonucundaki degerleri incelenmis ve elde edilen tahmini isaretler yorumlanmustir.
Oncelikle MO-BSS algoritmasinda uygulamalar yapilmistir. Sonuglar 50 kosmanin her
adiminda SNR degerleri kaydedilmis ve bunlarin ortalamasi da alinarak grafik ve tablolar
esliginde sunulmustur. Aym1 zamanda algoritma performans metrikleri ile de
degerlendirilmistir. Her algoritma i¢in ayrica ¢alisma siirelerinin ortalamalar1 da tablo

seklinde verilmistir.
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MO-BSS algoritmasinin hesaplama performansini artirmak i¢in 6n islem yontemi
dedigimiz beyazlatma islemi uygulanmistir. MO-BSS algoritmasinda yapilan simiilasyon
calismalar1 ve degerlendirme yontemleri bu algoritma i¢in de yapilmis olup kiyaslama

sonuglari tablolarda gosterilmistir.

Onerilen &n islemli MO-BSS uygulamasindan sonra DWT ile MO-BSS uygulamasi
yapilmistir. Aym sekilde tim sonuglar diger algoritma verileri ile de karsilastirilarak
ayrintili olarak SNR ve performans metrikleri tablo seklinde gosterilmistir. Tiim
uygulamalarda veriler degerlendirilirken 1000, 2000, 5000, 10000, 20000 ve 30000 6rnek
sayist dikkate almarak farkli uzunluktaki veri miktarlarina gére SNR oranlar

degerlendirilmistir.

Sekil 4.1°de kullanilan iki kadin ve bir erkek konusma isaretlerinin 10000 6rnek sayisi

olarak gosterimi verilmistir. Bu veriler kaynak veri veya kaynak isaret olarak

adlandirilmaktadir.
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= ‘ |\""l‘-| iy, I "‘I""'. Ll Il
5 of Ll (e -‘ﬁllf"rfJ‘W!‘J‘{“ifl']'i""'” RS T SR |
&) ! [T
-0.2

0 1000 2000 3000 4000 5000 6000 7000 80700 9000 10000

. Ornek Sayisi
Orijinal 2. Kadin Ses Isareti

0.2 )
= M T —r T Ot A
é 0 il ,W,W.‘.‘w——".ﬂ‘;‘ﬁj“‘]m‘["l"l"l"*l";- T ”"W,“,"“.',l",'\‘.','J.‘,'ﬁ','ﬁ‘,"‘l'""""ﬂl‘ﬂ\wllﬂ.’- A+
-0.2
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
02 _ Orijinal Erkgk Ses isareti Omek Says1
A y .‘Ih‘l‘l‘”\. T i
= 1 H'”“ml[h‘ (e Al p |\|\I|\|\|\|\H- NI Qe
(=] 0 Bl i ! . il "‘Iu il I iy I - ,.w_,}‘” Wi .|
8 i H "I\.uu-wl“H W I Hﬂ. “,Willlﬂlhlﬂlln II\IH (L
-0.2

0 10.00 2000 30.00 4000 50.00 6000 7000 8000 9000 10000
Ornek Sayist

Sekil 4.1. Tki kadin ve bir erkek konusma sesine ait kaynak isaretler

Bu ii¢ isaret rastgele karistirtlarak MO-BSS algoritmasina uygulanmis ve performans
sonuclar1 kaydedilmistir. Bu algoritmanin kararligini1 6lgmek icin her isaret ayristirma
adiminda rastgele karistirma matrisi degistirilmis ve 50 kosma olarak Monte Carlo
uygulamasi yapilmistir. Monte Carlo simiilasyonu bir¢cok alanda problem ¢oziimlerinde

kullanilmaktadir [141]. Burada Monte Carlo simiilasyonu her kosmada farkli karigtirma
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matrisleri kullanarak kaydedilen SNR degerlerinin ortalamasi alinmaktadir. Bu yontem
ile algoritmalarin ger¢ek performanslar1 degerlendirilmistir. Onerilen SPEA2
simiilasyonunda kullanilan parametre degerleri popiilasyon biiyiikliigii 100, harici kiime

biiyikligii 50, capraz gecis orani 50 ve maksimum yineleme sayist 60 olarak
belirlenmistir.

Uygulamada Sekil 4.2'de goriildigii gibi orijinal kaynak isaretler, rastgele karisim
isaretler ve MO-BSS algoritma sonucu tahmin edilen kaynak isaretlerin daha iyi
gozlemlenmesi i¢in 4000 6rnek biiylkliigiindeki degisimleri gosterilmektedir. Sekilde
karisim isaretleri ii¢ isaretin karisimi oldugundan genlik durumlarina goére karigim
oranlar1 degisiklik gostermektedir. Isaret ayristirma sonucunda elde edilen tahmini
isaretler ne kadar orijinal isaretlere benzese de gorsel olarak bunu anlamak ¢ok zordur.

Dolayisiyla SNR ve metrik degerleri gercek tahmini isaretler hakkinda bilgi verecektir.
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Sekil 4.2. Kullanilan orijinal kaynak isaretler, karistirilmis isaretler ve tahmin edilen

kaynak igaretler

Uygulamada SPEA2 algoritmasi kullanilarak baskin olmayan kiimenin yani sira her bir

kriteri ayr1 ayr1 en aza indiren ¢oziimler ve baskin olmayan kiimedeki en 1y1 ¢oziim Sekil
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Imektedir. Isaretler rastgele karistirildigi icin her kosmada Pareto

cephesindeki ¢6ziimler de degismektedir.

T T
X
X X Baskin olmayan ¢oziimler
9105 >>§ Zaman-Korelasyon ¢6ziim i
91 X O Li-norm ¢éziim
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Sekil 4.3. Algoritmanin kosma sirasinda rastgele alinan Pareto cephesi

MO-BSS algoritma performansin1 daha ayrintili incelemek i¢in Tablo 4.1°de verilen

degerler SNR ¢

insinden kaydedilmistir. Kullanilan isaretler 1000, 2000, 5000, 10000,

20000 ve 30000 ornek boyutlarinda ayristirma islemine tabi tutulmustur. Bu 6rnek

sayilar1 rastgele

se¢ilmis olup algoritmanin performansi hakkinda yeterince bilgi sahibi

olmaya yeterlidir. Tablodaki degerler algoritmanin 50 kosma sonucundaki ortalama

degerlerini gostermektedir.

Tablo 4.1. Ornek sayilarina gére MO-BSS yonteminin SNR degerleri

Orek Sayist 1.Kadin Sesi i¢in | 2.Kadimn Sesi I¢in | Erkek Sesi i¢in
MO-BSS MO-BSS MO-BSS
1000 20.56 21.09 24.64
2000 22.41 20.35 25.37
5000 23.18 22.94 22.61
10000 25.64 23.15 24.33
20000 22.73 21.11 23.15
30000 26.10 25.84 27.42




66

Cok amagli optimizasyon yardimiyla karismis isaretlerin ayristirilmasinda Tablo 4.1°deki
degerler incelendiginde oOzellikle kadin seslerinde birbirine yakin sonuglar dikkat
cekerken erkek sesinin ayrigtirilmasinin daha iyi sonuglar verdigi gézlemlenmistir. Kadin
seslerinde Ornek sayisi arttikga SNR degerinin de arttig1, erkek ses isaretinde ise artig
oraninin sinirl kaldig: gériilmektedir. Birinci kadin sesinde en iyi ayristirma degeri 26.10
dB ile 30000 6rnek boyutunda en diisiik ayristirma ise 20.56 dB ile 1000 6rnek boyutunda
oldugu goriilmektedir. ikinci kadm sesinin ayristirilmasinda, en yiiksek 25.84 dB ile
30000 6rnek boyutunda en diisiik ise 20.35 dB ile 2000 6rnek boyutunda hesaplanmustir.
Erkek sesinde ise 6l¢iilen en yiiksek 27.42 dB ile 30000 6rnek boyutu ve en diisiik deger
olarak 22.61 dB ile 5000 6rnek boyutundaki verilerde elde edilmistir.

Birinci kadin sesinin ayristirilmasinda algoritmanin 50 kosmada alinan her bir SNR
degeri Sekil 4.4’te verilen grafikte gosterilmistir. Bu degerler 10000 6rnek boyutunun
ayrigtirllmasindan alinmistir. Birinci kadin ses isareti i¢in algoritmanin her kogsmadaki
SNR degerleri tam say1 olarak alimmis olup 18 dB ile 32 dB arasinda degistigi
anlagilmaktadir. Bu degisik normal olup isaretlerin her 6rnek adimindaki genlik degerleri

ve karistirma matrisinin her kogsmada farkli degerler almasindan kaynaklanmaktadir.

351 ml

0 5 10 15 20 25 30 35 40 45 50
Algoritma Kosma Say1s1

Sekil 4.4. Birinci kadin sesi igin algoritmanin 50 kosma sayisindaki SNR sonuglari

Sekil 4.5’te ikinci kadin ses isaretinin algoritmanin 50 kogsmadaki ayristirilmasinda SNR

degerleri 17 dB ve 35 dB arasinda degisiklik gostermistir. 10000 6rnek boyutundan alinan
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bu degerlerin ortalamasi1 23 dB olarak hesaplanmistir. Birinci kadin sesinde oldugu gibi

burada da degerler degiskenlik gostermistir.

35

5 10 15 20 25 30 35 40 45 50

Algoritma Kosma Sayist

Sekil 4.5. Tkinci kadi sesi i¢in algoritmanin 50 kosma sayisindaki SNR sonuglar

351 ml
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Sekil 4.6. Erkek sesi i¢in algoritmanin 50 kosma sayisindaki SNR sonuglari

Sekil 4.6°da gosterilen erkek ses isaretinin ayristirilmasin da ise degerlerin tam sayisi
alinarak 19 dB ile 35 dB arasinda degisen SNR degerleri elde edilmistir. Ortalama SNR
degeri ise 24 dB’dir. Burada kaynak isaretlerin iki kadin ve bir erkek sesi olarak se¢ilmesi
algoritmanin performansini olumsuz yonde etkileyen verilerdir. Genel olarak

calismalarda iki isaret kullanilmakta ve bu isaretlerin biri ses olurken digeri giiriiltii
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seklinde verilmektedir. Dolayisiyla bu isaret karisimlarin ayristirilmast nispeten daha
kolay olacagindan SNR degerleri de yliksek c¢ikabilmektedir. Tezde kullandigimiz
isaretler ve kaynak sayis1 gercek hayatta karsilasacagimiz dogal ortamlar goz Oniine
aliarak ti¢ farkli isaret olarak secilmis ve en zor sartlarda bu isaretlerin ayristirilmasi

saglanmistir.

MO-BSS algoritmasmin performans degerleri 6lgmek igin ise performans metrikleri
kullanilmistir. Tablo 4.2’de IGD metrigi i¢in en iyi deger, en kotii deger ve ortalama
degerleri verilmistir. Metrik degerlerinin 6l¢iimii i¢in de verilerin 6rnek boyutlar1 ayni
degerler kullanilarak simiilasyonlar yapilmistir. IGD degerinin kii¢iik olmas1 istenirken
ornek sayisi arttikca en iyi, en kotli ve dolayisiyla ortalama degerlerinde arttigi
gosterilmistir. En 1yi IGD degeri 0.00012 ile 5000 6rnek boyutunda en kotii IGD degeri
ise 0.12644 ile 30000 6rnek boyutunda hesaplanmistir. Ortalama degerler incelendiginde,

isaretlerin 6rnek sayisi arttikca IGD degerlerinin de arttig1 gdzlemlenmistir.

Tablo 4.2. MO-BSS yonteminin IGD metrik degerleri

4 IGD Metrigi
Ornek Sayisi .
En Iyi Deger En Kotii Deger Ortalama Deger

1000 0.00013 0.01348 0.00557
2000 0.00016 0.02910 0.00612
5000 0.00012 0.07097 0.00916
10000 0.00057 0.05611 0.01648
20000 0.00346 0.08078 0.01935
30000 0.00448 0.12644 0.02354

Tablo 4.3’te HV metrigi i¢in 6lglimler yapilmistir. Ortalama degerlere baktigimizda en
1yi degerin 10000 6rnek boyutunda 0.65848 deger aldig, en kiitli ise 1000 6rnek boyutu
ile 0.22645 deger aldig1 tabloda gosterilmistir. Genelde 6rnek sayisina gore artis olsa da
isaret karisimlarindan dolay1 baskin olmayan ¢6ziim setlerindeki verilerin degerleri farkli
olacaktir. Bu da oOrnek sayisindan bagimsiz olarak tiim metrikler de degiskenlik

gostermektedir.
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Tablo 4.3. MO-BSS yonteminin HV metrik degerleri

) HV Metrigi
Ornek Sayisi -
En Iyi Deger En Koétii Deger Ortalama Deger

1000 0.80568 0.02318 0.22645
2000 0.83521 0.03684 0.23634
5000 0.76841 0.04582 0.34405
10000 0.97748 0.03845 0.65848
20000 0.96826 0.05461 0.52021
30000 0.98645 0.05867 0.54244

Tablo 4.4’te ise SP metriginin 6l¢iim sonuglar verilmistir. Burada metrik degerlerinin
kiigiik degerler almasi istenir. Dolayisiyla en iyi 5000 6rnek boyutunda 0.66842 degeri
ve en koti deger olarak 20000 ornek boyutundaki 1.69834 degeri gormekteyiz.
Ortalamaya baktigimizda ise istenen metrik degeri 2000 6rnek boyutunda 1.15457 olarak

hesaplanmustir.
Tablo 4.4. MO-BSS yonteminin SP metrik degerleri
Ornek Sayist . 5P Metrigi
En lyi Deger En Kotii Deger Ortalama Deger
1000 0.68425 1.60145 1.25843
2000 0.71121 1.51641 1.15457
5000 0.66842 1.59831 1.18412
10000 0.74645 1.56112 1.17398
20000 0.88684 1.69834 1.21780
30000 0.94365 1.48079 1.23452

Tasarlanan algoritmanin ¢aligma siireleri 6rnek sayilarina gore incelenmistir. Tablo 4.5°te
belirtilen degerler 50 kogsmada Monte Carlo analizi sonucundaki ortalama siirelerdir.
Ornek sayist arttikca hesaplama yiikii de artacaktir. Yalniz &rnek sayisina gore ayni
oranda artis olmamustir. Tablo 4.5’te verilen siireler tek amacgli optimizasyon

algoritmalarma gore yiiksek olsa da ¢ok amacgli optimizasyon algoritmalarinin islem
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yiiklerinden dolay1 yiiksektir. Ciinkli islem yiikii tek amacgli optimizasyonlara gore

fazladir.

Tablo 4.5. MO-BSS yo6nteminin farkli 6rnek sayilarina gore ¢alisma siireleri

Ormnek Sayis1 MO-BSS
(sn)
1000 3.36
2000 5.67
5000 7.39
10000 11.42
20000 18.24
30000 23.69

Genel olarak bakildiginda MO-BSS algoritmasinin c¢alismasinda SNR degerlerinin
yiiksek olmasi istenmektedir. Bu dogrultuda algoritmanin performansini artirmak i¢in bir
dizi iglemler yapilmistir. Ayristirma islemine baslamadan 6nce isaretleri korelasyonsuz
bir degiskene doniistiiriip isaretlerin daha yiliksek SNR degerlerinde ayristirilmasi
amaglanmistir. Bu yontem o6n islem dedigimiz beyazlatma islemi olarak isaretlere

uygulanarak algoritmanin iglem performansi incelenmistir.

4.2. On islem ve Ayrik Dalgacik Déniisiimii Uygulamasi

Cok amagl optimizasyon yontemi ile uygulanan SPEA2 algoritmasina 6n islem olarak
beyazlatma uygulanip sonuglar degerlendirilmistir. Devamindaki uygulamada ise MO-
BSS yontemine DWT uygulanmis ve bu sayade isaretlerde boyut indirgeme yapilarak

algoritmanin basarim orani test edilmistir.

4.3. On Islem Uygulanarak isaret Ayristirma

Bu boliimdeki ilk uygulamada MO-BSS ile 6n islemli MO-BSS algoritmalarinin
karsilastirmali bir degerlendirilmesi yapilmistir. Sekil 3.1’deki blok diyagramina gore
algoritma tasarlanmis ve ayni isaretler ile uygulama yapilmistir. Algoritma performansi

daha ayrintili incelemek i¢in Tablo 4.6’da verilen degerler SNR cinsinden kaydedilmistir.
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Bu tabloda ilk yapilan uygulama ile 6n islemli MO-BSS algoritmalarinin sonuglari
kiyaslama agisindan birlikte verilmistir. Ayni sekilde isaretler 1000, 2000, 5000, 10000,
20000 ve 30000 6rnek boyutlarinda ayristirma iglemine tabi tutulmustur.

Tablo 4.6. Ornek sayilarina gére 6n islemli MO-BSS yonteminin SNR degerleri

1. Kadin Sesi I¢in 2. Kadin Sesi I¢in Erkek Sesi I¢in

Ornek On L On
. On [slemli )
Sayis1 | MO-BSS Islemli MO-BSS MO-BSS Islemli
MO-BSS
MO-BSS MO-BSS

1000 20.56 29.08 21.09 31.37 24.64 32.47
2000 22.41 34.61 20.35 33.28 25.37 36.31
5000 23.18 32.13 22.94 32.17 22.61 35.92
10000 25.64 35.71 23.15 34.63 24.33 37.34
20000 22.73 33.52 21.11 36.97 23.15 37.63
30000 26.10 38.02 25.84 38.36 27.42 39.18

Tablo 4.6°daki degerler algoritmanin 50 kosma sonucundaki ortalama degerleridir. On
islemli MO-BSS algoritmasinin her ii¢ ses isaretinin ayristirilmasinda daha iyi sonuglar
verdigi tabloda gosterilmistir. Ayrica ikinci kadin sesisin birinci kadin sesinden daha iyi
aynistirlldigl, erkek sesinin ise Ornek sayisi arttikca SNR degerinin de arttifi
gozlemlenmistir. Bu durum isaret ayristirma tekniklerinde 6rnek sayist ile SNR degerinin
artmast genel olarak paralellik gostermektedir. Tablodaki degerler ayrintili olarak
incelendiginde MO-BSS algoritmasinda birinci kadin sesinin en diisiik SNR degeri 20.56
dB iken 6n islemli MO-BSS’de 29.08 dB’ye yiikselmistir. En yiiksek deger ise 26.10
dB’den 38.08 dB’ye ¢ikarilmistir. Bu sonuglar ile yaklasik %45 oraninda performans
artis1 saglanmistir. ikinci kadin sesinin ayristirilmasinda MO-BSS algoritmasinda en
diisitk SNR degeri 20.35 dB olarak hesaplanmisken 6n islemli MO-BSS algoritmasinda
bu deger 33.28 dB’ye cikarilmistir. En yiliksek 25.84 dB olarak hesaplanan deger ise 38.36
dB’ye yiikseltilmistir. Genel olarak tiim 6rnek sayisindaki degerlere bakildiginda yaklasik
%50-65 arasinda artig oldugu hesaplanmaktadir. Erkek sesinin ayrigtirma siirecinde ise
MO-BSS algoritmasinda en diisiik SNR degeri 22.61 dB olarak hesaplanirken 6n islemli
MO-BSS algoritmasiyla bu deger 35.92 dB’ye yiikseltilmistir. En yiiksek hesaplanan
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27.42 dB degeri de onerilen algoritma yontemi ile 39.18 dB’ye ¢ikarilmigtir. Tiim 6rnek
sayilarindaki SNR degerleri incelendiginde yaklasik %40-60 arasinda algoritmanin

performans artis1 saglanmistir.

10000 6rnek boyutundaki birinci kadin sesinin ayristirilmasinda 50 kez ¢alistirilan Monte
Carlo analizinin her kogsmadaki 6n islemli MO-BSS algoritmasmin SNR degerleri ise
Sekil 4.7°deki grafikte gosterilmistir. SNR degerleri 22 dB ile 43 dB arasinda degiskenlik
gostermektedir. 10000 6rnek sayisindaki ortalama SNR degeri MO-BSS’de 25 dB iken
On islemli algoritmada 35 dB ile kayda deger bir artig saglanmustir.

45 -

0 5 10 15 20 25 30 35 40 45 50
Algoritma Kosma Sayis1

Sekil 4.7. Birinci kadin sesi i¢in 6n islemli MO-BSS’nin 50 kogsmadaki SNR sonuglar1

Ikinci kadi sesi igin ise SNR degerleri 21 dB ile 47 dB arasindaki degisen degerler ile
Sekil 4.8’de gosterilmektedir. 10000 6rnek sayisindaki ortalamaya bakildiginda SNR’si
34 dB degeri ile MO-BSS algoritmasinda 6lgiilen 23 dB degerinden oldukea iyi oldugu

anlasilmaktadir.

Erkek sesinin ayristirtlmasinda SNR degerinin 29 dB ile 45 dB arasinda degisen grafigi
Sekil 4.9’da gosterilmistir. Erkek sesinde diger iki sese nazaran SNR degerleri arasindaki
farkin yani en diisiik ile en yiiksek degerlerin birbirine yakin oldugu goriilmektedir. Bu
degisikliklerin ana nedeni karigtirma matrisidir. Daha 6nce de belirtildigi gibi karistirma

matrisi rastgele olusturulmustur.
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Sekil 4.8. ikinci kadin sesi igin &n islemli MO-BSS’nin 50 kosmadaki SNR sonuglar1
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Sekil 4.9. Erkek sesi i¢in 6n islemli MO-BSS’nin 50 kogsmadaki SNR sonuglar1

Algoritmalarin performanslarini daha 1y1 gormek ve karsilastirmak i¢in Tablo 4.7°de IGD
metrik degerleri verilmistir. On islemli MO-BSS algoritmasinin IGD degerleri MO-BSS
yonteminden daha iyi oldugu ve oOzellikle 30000 6rnek sayisindaki performansinin
basarili oldugu goriilmektedir. En iyi degerler kategorisi incelendiginde 10000 6rnek
boyutu hari¢ diger IGD metrik degerlerinde azalma goriilerek basarim saglanmistir. En
kotii degerler kisminda 1000 6rnek boyutu hari¢ diger ornek boyutlarinda istenen

sonuglar elde edilmistir. Ortalama degerle kategorisinde ise Onerilen yontemin IGD



metrik degerleri

anlasilmaktadir.

incelendiginde

tim oOrnek boyutlarinda basarim
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Tablo 4.7. On islemli MO-BSS yonteminin IGD metrik degerleri

IGD Metrigi
. En Iyi Deger En Kétii Deger Ortalama Deger
Omek Py Py .
On On On
Sayisi ) ) _
MO-BSS | Islemli | MO-BSS | Islemli | MO-BSS | Islemli
MO-BSS MO-BSS MO-BSS
1000 0.00013 | 0.00011 | 0.01348 | 0.01813 | 0.00557 | 0.00548
2000 0.00016 | 0.00010 | 0.02910 | 0.02437 | 0.00612 | 0.00564
5000 0.00012 | 0.00011 | 0.07097 | 0.04534 | 0.00916 | 0.00837
10000 0.00057 | 0.00061 | 0.05611 | 0.04916 | 0.01648 | 0.01241
20000 0.00346 | 0.00127 | 0.08078 | 0.06852 | 0.01935 | 0.01608
30000 0.00448 | 0.00189 | 0.12644 | 0.05054 | 0.02354 | 0.01385
Tablo 4.8. On islemli MO-BSS yénteminin HV metrik degerleri
HV Metrigi
. En lyi Deger En Kétii Deger Ortalama Deger
Omek Py Py Py
On On On
Sayis1 _ _ _
MO-BSS | Islemli | MO-BSS | Islemli | MO-BSS | Islemli
MO-BSS MO-BSS MO-BSS
1000 0.80568 | 0.80845 | 0.02318 | 0.02387 | 0.22645 | 0.22942
2000 0.83521 | 0.84789 | 0.03684 | 0.03945 | 0.23634 | 0.24181
5000 0.76841 | 0.79645 | 0.04582 | 0.04834 | 0.34405 | 0.34975
10000 0.97748 | 0.93411 | 0.03845 | 0.04127 | 0.65848 | 0.66337
20000 0.96826 | 0.97086 | 0.05461 | 0.05864 | 0.52021 | 0.51845
30000 0.98645 | 0.98048 | 0.05867 | 0.05785 | 0.54244 | 0.55013
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Tablo 4.8’de HV metrigine ait veriler gosterilmis olup MO-BSS ile 6n islemli MO-BSS
algoritma arasinda farkin ¢ok az oldugu gdésterilmistir. En iyi deger incelendiginde 10000
ve 30000 ornek boyutlarinda 6n islemli MO-BSS algoritma sonuglarinin MO-BSS
algoritmasina gore diisiik ¢iktig1 goriilmektedir. Diger 6rnek sayilarinda istenen sonuglar
elde edilmistir. En koti deger kisminda 30000 ornek boyutu hari¢ diger ornek
boyutlarinda onerilen algoritmanin performanst MO-BSS algoritmasina gore yiiksek
degerler bulunmus ve HV metriginde istenen sonuglar elde edilmistir. Ortalama degerlere
bakildiginda sadece 20000 ornek boyutunda diisiik deger c¢iktigi, yani MO-BSS
algoritmanin performansinin daha iyi oldugu ve diger 6rnek sayilarinda ¢ok az da olsa

yiiksek degerler dl¢iildiigii tabloda gosterilmistir.

SP metrigine ait algoritmalarin performansini gosteren degerler Tablo 4.9°da
gosterilmistir. En 1yi degerlerde 20000 6rnek boyutunda az da olsa MO-BSS algoritmasi
Onerilen algoritmadan daha iyi sonug¢ vermistir. Diger 6rnek sayilarinda ise Onerilen
algoritmanin performansinin basarili oldugu goriilmektedir. En iyi degerler her iki
algoritmada da yakin sonuglar verirken en kotii degerlerde kayda deger degiskenlik
gbzlemlenmistir.

Ortalama verilere bakildiginda ornek sayisi1 arttikga Onerilen

algoritmanin metrik degerinin daha iyi sonug¢ verdigi goriilmektedir.

Tablo 4.9. On islemli MO-BSS yénteminin SP metrik degerleri

SP Metrigi
) En Iyi Deger En Kotii Deger Ortalama Deger
Omek [Ty [T [Ty
On On On
Sayis1 ) _ _
MO-BSS Islemli MO-BSS Islemli MO-BSS Islemli
MO-BSS MO-BSS MO-BSS
1000 0.68425 0.67576 1.60145 1.53786 1.25843 1.11678
2000 0.71121 0.69785 1.51641 1.59345 1.15457 1.14875
5000 0.66842 0.65374 1.59831 1.24560 1.18412 1.17067
10000 0.74645 0.73045 1.56112 1.42457 1.17398 1.15236
20000 0.88684 0.88757 1.69834 1.33485 1.21780 1.16104
30000 0.94365 0.93478 1.48079 1.19748 1.23452 1.11352
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MO-BSS ve 6n islemli MO-BSS algoritmalarinin 6rnek boyutlarina gore ¢alisma stireleri
Tablo 4.10°da verilmistir. Her iki algoritmanin da ¢alisma siireleri benzer olup ¢ok az fark
vardir. Islem yogunlugu dikkate alinirsa 6nerilen algoritmanin MO-BSS’den az da olsa
islem siiresinin diisiik olmas1 olumlu etki yaratmaktadir. Islem siireleri saniye cinsinden
dlciilmiistiir. Ozellikle 30000 6rnek sayisindaki veri ayristirtlirken dnerilen algoritmanin
islem maliyeti MO-BSS algoritmasina gore 1.5 saniye daha kisa siirede sonug

vermektedir. Diger 6rnek sayilarinda ise kayda deger fark olmadigi tabloda gosterilmistir.

Tablo 4.10. MO-BSS ve 6n islemli MO-BSS yo6ntemlerinin ¢alisma siireleri

On Islemli
) MO-BSS
Ornek Sayis1 MO-BSS
(sn)
(sn)
1000 3.36 3.11
2000 5.67 5.58
5000 7.39 7.46
10000 11.42 11.02
20000 18.24 17.49
30000 23.69 22.37

Sekil 4.10°da islem siirelerinin daha iyi anlasilmasi amaciyla grafiksel gosterimi
verilmistir. 1ki algoritma arasinda degisim az da olsa bar grafiginde daha net

anlasilmaktadir.

Genel olarak her iki algoritmanin SNR degerlerine bakildiginda 6n islemeli MO-BSS
algoritmasinda basarili sonuglar elde edilmistir. Performans metriklerindeki degerler de
bunu desteklemektedir. Hesaplama maliyeti bakimindan onerilen yontemlerin igslem yiikii
arttigindan istenen seviyede islem siiresi olmasa da yaklasik olarak ayni siireyi korumus

veya ¢ok az da olsa islem siiresinde azalmalar gorilmiistiir.
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Sekil 4.10. MO-BSS ve 6n islemli MO-BSS yontemlerinin ¢aligsma siirelerinin grafiksel

gosterimi

Kullanilan algoritmanin hesaplama yiikiinii azaltmak i¢in ¢alismalara devam edilmistir.
Bu dogrultuda isaretin zaman ve frekanstaki davranislar1 incelenmistir. Isaretin diisiik ve
yiiksek frekansl bilesenlerine ayirdigimizda diisiik frekansli bilesenler genellikle isaretin
taninma 6zelligi hakkinda bilgi verdiginden bu dogrultuda caligmalar yapilmstir. Isaret
bilesenleri hakkinda yeterince bilgiye ulasilmas1 durumunda isaret ayristirmada olumlu
etki yaratmistir. Bunun i¢in algak gegiren filtreler ile isaretin bilesenlerine ayristirilmasi
saglanmistir. Bu dogrultuda tasarlanan MO-BSS algoritmas1 igin Dalgacik

Doniisiimiinden (WT, Wavelet Transform) yararlanilmistir.

4.4. Ayrik Dalgacik Doniisiimii Uygulanmis MO-BSS Algoritmasi

Onerilen bu ikinci ¢alismada ayn1 kaynak isaretler kullanilarak rastgele karisimlari elde
edilmistir. Sonrasinda ayrik dalgacik doniisiimii ile uygun filtreleme yapilip ve
devaminda SPEA?2 yontemi ile de kor kaynak ayristirma islemi yapilmistir. Elde edilen
isaretler tekrar ters ayrik dalgacik doniistimii ile kaynak isaretlerin tahmini degerlerine
ulasilmigtir. Tezde Onerilen bu ikinci yontemle 6n islemli MO-BSS’de oldugu gibi isaret
ayristirma SNR cinsinden ve performans metrikleri dikkate alinarak uygulamalar

yapilmis ve sonuglar MO-BSS algoritmasiyla karsilagtirilmistir.
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Sekil 4.11°de iki kadin ve bir erkek ses isaretlerinin zaman-frekans eksenindeki orijinal,
karismis ve tahmini ayristirilmis sekilleri gosterilmektedir. Bu kisimdaki tim
uygulamalarda da isaretlerin 1000, 2000, 5000, 10000, 20000 ve 30000 6rnek sayilarina

gore testler yapilmustir.

Orijinal 1. Kadin Ses Isareti Orijinal 2. Kadin Ses isareti Orijinal Erkek Ses isareti
N 400 400 - ¥
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Sekil 4.11. Ses isaretlerinin zaman-frekans eksenindeki orijinal, karigsmis ve tahmini

ayristirllmis sekilleri

DWT ile yapilan uygulama sonuglarinin SNR degerleri Tablo 4.11°de gdsterilmistir.
Tablodaki degerler algoritmalarin 50 kosma sonucundaki ortalama degerleridir. Tabloda
MO-BSS, 6n islemli MO-BSS ve DWT MO-BSS yontemlerinin SNR degerleri verilmis
ve DWT MO-BSS yonteminin diger iki yontemlerden da basarili sonuglar verdigi

goriilmektedir.

Birinci kadin ses isaretinde 1000 6rnek sayisinda 38.30 dB ile en diisiik deger, 20000
ornek sayisinda 52.47 dB ile de en yiiksek SNR degerleri elde edilmistir. DWT MO-BSS
yontemiyle MO-BSS yonteminin SNR degerleri karsilastirildiginda yaklasik olarak
%100’lik bir artis oldugu goriilmektedir. On islemli MO-BSS yontemi ile
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karsilagtirildiginda degisen Ornek sayisina gore yaklasik %30-55 arasinda SNR

degerlerinde artis oldugu hesaplanmustir.

Ikinci kadin ses ayristirilmasinda en diisik SNR degeri 37.87 dB ile 1000 6rnek
boyutunda, en yiiksek 50.78 dB ile de 30000 6rnek boyutlarinda elde edilmistir. DWT
MO-BSS yontemiyle MO-BSS yonteminin SNR degerleri karsilastirildiginda farkli
ornek boyutlarinda %100’{ asan basarili bir performans saglanmistir. Ayni sekilde DWT
MO-BSS yontemiyle 6n islemli MO-BSS karsilastirildiginda ise degisen ornek sayisina
gore yaklasik %20-40 arasinda SNR degerlerinde artis oldugu hesaplanmaistir.

Tablo 4.11. Ornek sayilarina gore MO-BSS, 6n islemli MO-BSS ve DWT MO-BSS
yontemlerinin SNR degerleri

1. Kadin Sesi I¢in 2. Kadin Sesi Igin Erkek Sesi I¢in

= On On On

Ornek , DWT , DWT . DWT

MO- Islemli MO- Islemli MO- Islemli

Say1st MO- MO- MO-
BSS MO- BSS MO- BSS MO-

BSS BSS BSS
BSS BSS BSS

1000 | 20.56 | 29.08 | 38.30 | 21.09 | 31.37 | 37.87 | 24.64 | 3247 | 42.21
2000 | 22.41 | 34.61 | 4357 | 20.35 | 33.28 | 41.43 | 25.37 | 36.31 | 45.34
5000 | 23.18 | 32.13 | 49.62 | 22.94 | 32.17 | 45.57 | 22.61 | 35.92 | 49.63
10000 | 25.64 | 35.71 | 50.15 | 23.15 | 34.63 | 48.51 | 24.33 | 37.34 | 53.72
20000 | 22.73 | 33.52 | 52.47 | 21.11 | 36.97 | 50.08 | 23.15 | 37.63 | 55.46
30000 | 26.10 | 38.02 | 51.13 | 25.84 | 38.36 | 50.78 | 27.42 | 39.18 | 56.04

Erkek ses isaretinin ayristirilmasin da ise 42.21 dB ile 56.04 dB arasinda degisen SNR
degerleri gosterilmistir. Kadin seslerinde oldugu gibi DWT MO-BSS yo6ntemi ile MO-
BSS yonteminin SNR degerleri karsilastirildiginda farkli 6rnek boyutlarinda %100’
asan degerler bulunmustur. Ayni sekilde DWT MO-BSS yontemi ile 6n islemli MO-BSS
karsilagtirildiginda ise degisen Ornek sayisina gore yaklasik %30-50 arasinda SNR
degerlerinde artis oldugu hesaplanmistir. Tiim ornek sayilari igcerisinde DWT MO-BSS
yontemi ile en yiiksek SNR degeri 56.04 dB olarak 30000 6rnek boyutundaki erkek sesi
aynistirilmigtir. Ozellikle erkek ses isaretinin daha iyi ayristirildigi ve drnek sayisinin

artisina gére SNR degerlerinin de arttig1 goriilmektedir. Bu sonuglara gdre algoritmanin
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basarim oraninda ¢ok iyi derecede iyilestirmeler yapildigi uygulama sonuglari ile

gosterilmistir.
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Sekil 4.12. Birinci kadin sesi i¢gin Monte Carlo analizinin DWT MO-BSS’nin 50
kogmadaki SNR sonuglar1

DWT MO-BSS yontemi i¢in 10000 ornek boyutundaki birinci kadin sesinin
ayristirllmasinda 50 kez calistirilan Monte Carlo analizinin her kosmadaki SNR
degerlerinin grafigi ise Sekil 4.12°de gosterilmistir. 50 kosma igerisinde tam say1 olarak
alinan 42 dB ile 58 dB arasinda degisen degerler ile diger yontemlere gore daha sabit

degerler elde edildigi goriilmektedir.

Sekil 4.13’te verilen ikinci kadin sesi i¢in 10000 6rnek boyutundaki SNR degerleri 40 dB
ile 56 dB arasinda degismektedir. Bu araliktaki degerlerin ortalamasi ise 48 dB’dir.
Ortalama degerlere bakildiginda her iki kadin sesinin ayristirilmasindaki degerler

birbirine yakindir.

Erkek sesi i¢in 50 kez galistirilan Monte Carlo analizinin SNR degerleri ise Sekil 4.14’te
gosterilmistir. En diisiik 44 dB ve en yliksek 60 dB arasinda degisen degerler ile isaret
ayristirma icin basarili sonuglar elde edilmistir. Ortalama SNR degeri ise 10000 6rnek
boyutunda 53 dB olarak en yiiksek degere ulagilmistir. Tiim kaynak isaretler i¢erisinde
ortama SNR degeri 56 dB ile 30000 6rnek boyutundaki erkek sesinin ayristirilmasi

olmustur.
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Sekil 4.13. kinci kadin sesi i¢in Monte Carlo analizinin DWT MO-BSS nin 50
kosmadaki SNR sonuglari
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Sekil 4.14. Erkek sesi i¢in Monte Carlo analizinin DWT MO-BSS’nin 50 kogsmadaki
SNR sonuglar1

DWT MO-BSS yonteminin de performans metrikleri incelenmistir. Asagida verilen
tablolarda 6n islemli MO-BSS ile DWT MO-BSS yontemlerinin metrik degerlerinin
karsilastirilmasi yapilmistir. Tablo 4.12°de verilen IGD metrigi incelendiginde en iyi
olarak degerlendirilen kategoride 6rnek sayisinin yiiksek oldugu 20000 ve 30000’de
metrik degerlerinin diisiik oldugu goriilmektedir. IGD metrigi i¢in degerinin diisiik olmas1

algoritmalarda istenen bir durumdur. 1000, 2000, 5000 ve 10000 &rnek degerlerinde 6n
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islemli MO-BSS yonteminin MO-BSS’ye gore daha basarili oldugu anlagilmaktadir. En
kotii degerler kategorisi incelendiginde genel anlamda 6n islemli MO-BSS yontemine
gore daha diisiik degerlerin 6l¢iilmesi ile beklenen durumun elde edildigi kanitlanmustir.
YOntemlerin ortalama degerleri incelendiginde de DWT MO-BSS yonteminin 6n iglemli
MO-BSS yontemine gore daha iyi sonuglar verdigi tablodan anlasilmaktadir. On islemli
MO-BSS yonteminde ortalama degerler daha fazla degiskenlik gostermistir.

Tablo 4.12. On islemli ve DWT MO-BSS yontemlerinin IGD metrik degerleri

IGD Metrigi

Ornek En Iyi Deger En Koétii Deger Ortalama Deger

Sayisl On islemli | DWT MO- | On islemli | DWT MO- | On Islemli | DWT MO-
MO-BSS BSS MO-BSS BSS MO-BSS BSS
1000 0.00011 0.00028 0.01813 0.01249 0.00548 0.00364
2000 0.00010 0.00050 0.02437 0.01768 0.00564 0.00438
5000 0.00011 0.00041 0.04534 0.03141 0.00837 0.00433
10000 0.00061 0.00075 0.04916 0.03298 0.01241 0.00364
20000 0.00127 0.00086 0.06852 0.03482 0.01608 0.00418
30000 0.00189 0.00116 0.05054 0.03640 0.01385 0.00462

Tablo 4.13. On islemli ve DWT MO-BSS yontemlerinin HV metrik degerleri

HV Metrigi

Ornek En lIyi Deger En Kotii Deger Ortalama Deger

Sayist On Islemli | DWT MO- | On Islemli | DWT MO- | On islemli | DWT MO-
MO-BSS BSS MO-BSS BSS MO-BSS BSS
1000 0.80845 0.92548 0.02387 0.01732 0.22942 0.33847
2000 0.84789 0.93684 0.03945 0.01768 0.24181 0.35621
5000 0.79645 0.97325 0.04834 0.01245 0.34975 0.36314
10000 0.93411 0.86478 0.04127 0.01261 0.66337 0.45871
20000 0.97086 0.89641 0.05864 0.01295 0.51845 0.52389
30000 0.98048 0.92175 0.05785 0.01364 0.55013 0.59642
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Tablo 4.13’te HV metrigine ait degerler verilmistir. En iyi degerler kategorisindeki DWT
MO-BSS yontemi i¢in 6rnek sayisinin 1000, 2000 ve 5000 oldugu durumlarda isaretlerde
ayristirma islemi daha iyi yapilirken 6rnek sayilarinin 5000’in tizerine ¢ikildig1 durumda
da ise on islemli MO-BSS daha iyi performans sergilemistir. En kotii degerler
kategorisinde Onerilen yontemlerin her biri i¢in elde edilen degerler ¢ok degiskenlik
gostermemistir. Ancak on islemli MO-BSS yonteminin DWT MO-BSS yonteminden
daha iyi sonuglar verdigi de tablodan goriilmektedir. Ortalama degerler de ise 10000
ornek boyutu hari¢ diger ornek sayilarinda 6n islemeli MO-BSS yo6nteminden daha

yiiksek sonuglar elde edilmesi saglanmastir.

SP metrik degerlerinde ise Tablo 4.14’te gosterilen en iyi degerler kategorisinde 6n
islemli MO-BSS yontemiyle 6lgiilen degerlerden diisiik olmasiyla istenen veriler elde
edilmistir. En kotli degerler kategorisinde ise 5000 6rnek sayis1 hari¢ digerlerinde daha
iyi sonuglar elde edilmistir. Ortalama degerlere bakildiginda DWT MO-BSS yontemi ile
elde edilen sonuglarin daha diisiik olmasi sebebiyle 6n islemli MO-BSS yontemine gore

daha basarili oldugu yani isaretleri daha iyi ayristirdigi anlasilmaktadir.

Tablo 4.14. On islemli ve DWT MO-BSS yontemlerinin SP metrik degerleri

SP Metrigi

Ornek En lyi Deger En Kot Deger Ortalama Deger

Sayisi On islemli | DWT MO- | On islemli | DWT MO- | On islemli | DWT MO-
MO-BSS BSS MO-BSS BSS MO-BSS BSS
1000 0.67576 0.60154 1.53786 1.51684 1.11678 1.00584
2000 0.69785 0.61364 1.59345 1.52486 1.14875 1.00837
5000 0.65374 0.70485 1.24560 1.49854 1.17067 1.01681
10000 0.73045 0.71254 1.42457 1.12682 1.15236 1.09632
20000 0.88757 0.79545 1.33485 1.30125 1.16104 1.08365
30000 0.93478 0.76451 1.19748 1.16436 1.11352 1.09965

MO-BSS, 6n islemli MO-BSS ve DWT MO-BSS yontemlerinin ¢alisma yani kogma
siireleri Tablo 4.15°te gosterilmistir. Islem yiikii artmasina ragmen islem siirelerinde

kiiciik degerlerde olsa azalma oldugu tabloda gosterilmistir.
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Tablo 4.15. MO-BSS, 6n islemli MO-BSS ve DWT MO-BSS yontemlerinin kogsma

stireleri
On Islemli DWT
Ornek Sayisi MO-BSS MO-BSS MO-BSS
e (sn) (sn)

1000 3.36 3.11 3.15
2000 5.67 5.58 5.55
5000 7.39 7.46 7.12
10000 11.42 11.02 10.78
20000 18.24 17.49 17.37
30000 23.69 22.37 21.18

Ozellikle 30000 &rnek sayisindaki veriler ayrigtirilirken 6nerilen DWT MO-BSS
yonteminin islem maliyeti MO-BSS yontemine gore yaklasik 2.5 saniyeye yakin daha
kisa siirede, 6n islemli MO-BSS yontemine gore ise 1.2 saniyeye yakin daha kisa siirede
islem sonuglar1 elde edilmistir. Diger 6rnek sayilarinda ise yaklasik bir saniyenin altinda
degisen farkli siirelerde algoritmalar ¢alismalarini tamamlamistir. Algoritmalarin kogsma
stireleri Sekil 4.15°te ki grafikte daha iyi goriilecegi lizere drnek sayisi arttikca islem

stirelerinde de azalma oldugu net bir sekilde gosterilmistir.
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Sekil 4.15. MO-BSS ve onerilen her iki yontemin kogma siireleri
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Bu béliimde, karigmis isaretlerin birbirinden ayristirilmasinda birden fazla optimizasyon
kriterinin mevcut olmasi ve sorunlarla ilgili nesnel bilgiye dayali olarak gergeklestirilen
bu ¢alismada ele alinan metodoloji incelenmistir. Tezde kullanilan BSS yontemi, SPEAZ2
yontemi ve bu yontemlerle ilgili performans artig1 saglamak i¢in yapilan ¢alismalar ve

deneysel sonugclar aciklanmistir. Onerilen ydntemler farkli ses gruplarina uygulanmis ve

algoritmalarin sergiledikleri performanslar incelenmistir.

4.5. Onerilen Yontemlerin Farkh Seslere Uygulanmasi

MO-BSS ve onerilen yontemler ile birbirine karistirilmig iki erkek ve bir beyaz Gauss
giirliltii isaretinin ayristirilmasi saglanarak algoritmalarin performanslari test edilmistir.
Sekil 4.16°da orijinal isaretler, karigim igaretleri ve onerilen yontemler yardimiyla tahmin

edilen isaretlerin 4000 6rnek sayisindaki sekilleri gosterilmistir.
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Sekil 4.16. Iki erkek sesi ve giiriiltii isaretine ait kaynak isaretler

MO-BSS, 6n islemli MO-BSS ve DWT MO-BSS algoritmalarinin performanslari
belirtilen igaretlerde test edilmis ve SNR degerleri Tablo 4.16°da gosterilmistir.
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Birinci erkek ses isaretinin MO-BSS yontemi ile ayristirilmasinda en diisiik SNR degeri
16.84 dB ile 1000 6rnek boyutunda hesaplanmis, en yiiksek SNR degeri 24.31 dB ile
30000 6rnek boyutunda elde edilmistir. MO-BSS yontemi iizerinde yapilan 6n islemli
uygulamada 1000 6rnek boyutunda 19.37 dB ile diisiik, 30000 6rnek boyutunda 32.39 dB
ile en yiiksek SNR degeri bulunmustur. En yiiksek %40’a yakin bir artis ile 5000 6rnek
boyutunda SNR degeri hesaplanmistir. Ayni 6l¢iimler DWT MO-BSS yontemi ile de
yapilmis ve en diisiik 30.34 dB ile en yiiksek 41.18 dB arasinda degisen SNR degerleri
hesaplanmistir. DWT MO-BSS ile MO-BSS arasinda %100’i gecen en fazla ayristirma
degeri 1000 6rnek boyutunda saglanmistir. Ayrica ayrik dalgacik doniisiimii uygulanan
yontemin 6n islemli MO-BSS yonteminden ise %70 oraninda daha basarili sonug elde

edildigi goriilmektedir.

Tablo 4.16. Ornek sayilarina gore erkek sesleri ve giiriiltii isaretinin SNR degerleri

1. Erkek Sesi I¢in 2. Erkek Sesi I¢in Gurtlti Sesi Igin

= On On On

Ornek , DWT _ DWT . DWT

MO- Islemli MO- Islemli MO- Islemli

Say1s1 MO- MO- MO-
BSS MO- BSS MO- BSS MO-

BSS BSS BSS
BSS BSS BSS

1000 | 16.84 | 19.37 | 33.02 | 15.67 | 20.04 | 29.37 | 13.05 | 20.37 | 28.37
2000 | 20.04 | 2344 | 30.34 | 19.27 | 21.18 | 3791 | 13.16 | 19.16 | 28.16

5000 | 18.19 | 25.23 | 36.67 | 22.31 | 27.45 | 36.53 | 1537 | 21.46 | 31.65
10000 | 21.67 | 22.68 | 38.29 | 21.05 | 25.97 | 38.12 | 18.75 | 22.67 | 32.02
20000 | 23.38 | 28.82 | 39.34 | 20.34 | 32.64 | 39.24 | 20.61 | 25.37 | 32.37
30000 | 2431 | 32.39 | 41.18 | 22.08 | 35.82 | 40.76 | 23.37 | 29.61 | 34.62

Ikinci erkek sesinin MO-BSS ydntemi ile ayristirilmasinda 15.67 dB ile 22.08 dB
arasinda degisen SNR degerleri elde edimistir. On islemli MO-BSS yéntemi ile 1000
ornek boyutunda 20.04 dB ile en diisiik, 30000 6rnek boyutunda 35.82 dB ile en yiiksek
ayristirma orani saglanmistir. Boylece MO-BSS yontemine gore %60 oraninda en yliksek
ayristirma 20000 6rnek boyutunda elde edilmistir. DWT MO-BSS yonteminde ise 29.37
dB ile 40.76 dB arasinda degisen SNR degerleri ile ayristirma en iyi sekilde saglanmustir.
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Giiriltd isaretinin MO-BSS algoritmasi ile ayristirilmasinda ise 1000 6rnek boyutunda
13.05 dB ile en diisiik, 23.37 dB ile 30000 6rnek boyutunda en yiiksek SNR degeri
hesaplanmistir. On islemli MO-BSS ydnteminde ise 2000 érnek boyutunda 19.16 dB ile
en diisiik, 30000 6rnek boyutunda 29.61 dB ile en yiiksek SNR degeri elde edilmistir.
Boylece en yiiksek oran olarak yaklasik %55 oraninda MO-BSS yontemine gére bagarim
saglanmistir. DWT MO-BSS yonteminde ise en yiiksek 34.62 dB ile 30000 6rnek
boyutunda SNR degeri elde edilmistir.

Genel olarak incelendiginde erkek seslerinin giiriiltiiden daha 1yi ayristirtildig1 ve 6nerilen
yontemlerin kararl bir sekilde ayristirma islemi yaptig1 goriilmektedir. Ornek sayilarina
gore en iyi ayrigtirma 30000 6rnek boyutunda birinci erkek sesinin DWT MO-BSS

yontemi ile ayristirilmasinda saglanmistir.

Sekil 4.17°de gosterilen grafikte 10000 Ornek boyutu igin birinci erkek sesinin

ayrigtirllmasinda algoritmalarin 50 kosma i¢in Monte Carlo analizinin sonuglari

verilmigtir.
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Sekil 4.17. Birinci erkek ses isareti i¢cin Monte Carlo analizinin MO-BSS, 6n islemli
MO-BSS ve DWT MO-BSS’nin SNR sonuglar1

On islemli MO-BSS, 6nerilen birinci ydntem olarak ve DWT MO-BSS ise onerilen ikinci
yontem olarak ifade edilmigtir. MO-BSS yontemi i¢in en diigsiik SNR degeri 17 dB ve en
yiiksek SNR degeri ise 28 dB araliginda degismektedir. MO-BSS ile onerilen birinci

yontem grafikte benzer gibi goriinse de dnerilen birinci yontem 16 dB ile 30 dB arasinda
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degisen SNR degerlerine sahiptir. Birinci erkek sesi i¢in Onerilen ikinci yontemin basarisi
acik bir sekilde grafikte gosterilmistir. En diisiik 27 dB ve en yliksek 48 dB olan SNR

degerleri ile en iyi ayristirma saglanmistir.

Sekil 4.18’de ise bar grafigi olarak algoritmalarin 10 kosma sonucundaki SNR
degerlerindeki farkliliginin net anlasilmasi i¢in verilmistir. Onerilen ikinci yontemin agik

ara isaret ayristirmadaki performansi goriilmektedir.
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Sekil 4.18. Birinci erkek ses isareti igin MO-BSS ve 6nerilen iki yonteminl10 kosmadaki
SNR degerleri

Sekil 4.19°da verilen grafikte ikinci erkek sesinin ayristirilmasinda algoritmalarin 50
kosma sonucundaki SNR degerleri verilmistir. MO-BSS yontemi i¢in 16 dB ile 29 dB
arasinda de@isen SNR degerlerinin ayristirilmasi saglanmigtir. Onerilen birinci yéntem
de en diisitk SNR degeri 17 dB ve en yiiksek 33 dB arasinda degisen degerler ile MO-
BSS yonteminden daha iyi bir ortalama SNR degerine sahiptir. Ikinci dnerilen yontem de
ise 31 dB ve 45 dB arasinda degisen SNR degerleri ile en iyi sekilde ayristirma islemi

saglanmustir.
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Sekil 4.19. Ikinci erkek ses isareti i¢in Monte Carlo analizinin MO-BSS, 6n islemli MO-

BSS ve DWT MO-BSS’nin SNR sonuglar1

Sekil 4.20°de bar grafigi olarak gosterilen verilerde algoritmalarin 10 kosma sonucundaki

SNR degerleri gosterilmistir. Algoritmalarin farkli kosmalarinda MO-BSS ve 6n islemli

MO-BSS yontemlerinin SNR degerleri degiskenlik gdsterse de onerilen ikinci yontem

her kosmada en iyi SNR degerine sahiptir.
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Sekil 4.20. Tkinci erkek ses isareti icin MO-BSS ve 6nerilen iki yéntemin 10 kosmadaki

SNR degerleri
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Giiriiltii isaretinin ayristiritlmasi igin algoritmalarin 50 kosma sonucundaki SNR degerleri
ise Sekil 4.21°de gosterilmistir. 10000 6rnek boyutundan alinan veriler i¢in MO-BSS
yontemi 13 dB ile 24 dB arasinda degisen SNR degerleri ile ayristirilmistir. Onerilen
birinci yontemde 14 dB ile 28 dB arasinda degisen degerler alirken, Onerilen ikinci

yontemde 25 dB ile 40 dB arasinda degisen SNR degerleri ile basarili bir sekilde isaretler

ayristirilmstir.
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Sekil 4.21. Giiriilti isareti icin Monte Carlo analizinin MO-BSS, 6n islemli MO-BSS ve
DWT MO-BSS’nin SNR sonuglari
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Sekil 4.22. Giiriiltii isareti icin MO-BSS ve onerilen iki yontemin 10 kogsmadaki SNR

degerleri



91

Sekil 4.22°de algoritmalarin 10 kosmadaki SNR degerleri verilmis olup karistirma
matrislerindeki degisikliklere gore MO-BSS ve Onerilen birinci yontem arasinda
degisimler daha net gosterilmistir. Giirliltii isareti i¢in Onerilen ikinci yontemin her

kosmasinda SNR degeri en yliksek seviyeyi yakalamistir.

Genel olarak degisen SNR araliklarinda isaretler ayristirilsa da ortalama degerlere
bakildiginda onerilen birinci ve ikinci yontemler MO-BSS yontemine gore daha yiiksek

degerlerde isaretler ayristirilmistir.

Her ne kadar ses isaretleri lizerinde yapilan Matlab uygulamalarinda basarili sonuglar elde
edilmis ve kanitlanmis olsa da farkli isaretler iizerinde de deneysel islemler yaparak
Onerilen yoOntemlerin performansini gérmemiz gerekir. Bu dogrultuda oOnerilen
yontemlerde de biyomedikal isaretler (Fetal EKG, Anne EKG, EEG ve beyaz Gauss

giiriiltii) icin gerekli uygulamalar yapilmistir.

4.6. Cok Amach Optimizasyon Algoritmalar ile EKG Isaretlerin Ayristirilmasi

Tasarlanan yontemler ayni zamanda karismis EKG isaretlerinin ayristirilmasinda da
uygulanmistir. Uygulamada ti¢ farkli isaret olarak fetal EKG isareti, beyaz Gauss giiriiltii

isareti ve anne EKG isaretleri kullanilmistir.

Fetal EKG lsareti
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Sekil 4.23. Fetal EKG, giiriiltii ve Anne EKG’ye ait kaynak isaretler

[saretlerin karistirilmas:1 dogrusal olarak ve karisim rastgele matris kullanilarak

yapilmustir. Ses isaretlerinde oldugu gibi biyomedikal isaretlerin ayristirilmasinda da
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algoritmalarin 50 kosma sonucundaki her bir degeri ve bunlarin ortalamalar1 alinmistir.
MO-BSS, 6n islemli MO-BSS ve DWT MO-BSS yo6ntemlerinin islem sonuglart SNR
cinsinden verilmistir. Uygulamada kullanilan isaretler [142] numarali kaynaktaki veri
tabanindan alinmistir. Beyaz Gauss giliriiltii ise yapay olarak olusturulmustur. Sekil
4.23’te kullanilan biyomedikal isaretlerin 2000 6rnek sayist olarak gdsterimi verilmistir.

Bu veriler kaynak veri, kaynak isaret veya orijinal isaret olarak adlandirilmaktadir.

Tim uygulamalarda veriler degerlendirilirken 1000, 2000, 5000, 10000, 20000 ve 30000
ornek sayisi dikkate alinarak farkli uzunluktaki veri miktarlarina gére SNR oranlari
degerlendirilmistir. Uygulamada kullanilan biyomedikal isaretler rastgele karistirilarak
once MO-BSS, On islemli MO-BSS ve sonrasinda DWT MO-BSS yontemlerine

uygulanmis ve performans sonuglar1 kaydedilmistir.
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Sekil 4.24. EKG ayristirmada kullanilan orijinal kaynak isaretler, karistirilmig isaretler

ve tahmin edilen kaynak isaretler

Uygulama sonucunda Sekil 4.24’te gortildiigii gibi orijinal isaretler, rastgele karigim
isaretleri ve MO-BSS yo6ntemlerinin islem sonucu tahmin edilen kaynak isaretlerin sekli

gosterilmektedir. Sekilde karigim isaretleri {i¢ isaretin karigimi oldugundan genlik
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durumlarina gore karisim oranlar degisiklik gostermektedir. Isaretlerin 2000 6rnek
boyutlar1 dikkate alinarak grafikler olusturulmustur.

Tablo 4.17’de yontemlerin her kogsmada farkli karistirma matrisleri kullanarak kaydedilen
SNR degerlerinin ortalamasi gosterilmistir. Ug¢ yontemin 6rnek sayilarina gére SNR

degerleri tek tabloda verilmistir.

Tablo 4.17. Ornek sayilarina gore Fetal EKG ve giiriiltii ve Anne EKG isaretlerinin

SNR degerleri
Fetal EKG Isareti I¢cin Giiriiltii Isareti I¢in Anne EKG isareti I¢in
N On On On
Ornek . DWT . DWT . DWT
MO- Islemli MO- Islemli MO- Islemli
Say1s1 MO- MO- MO-
BSS MO- BSS MO- BSS MO-
BSS BSS BSS
BSS BSS BSS

1000 | 22.26 | 23.41 | 38.95 | 20.56 | 21.67 | 38.35 | 21.33 | 21.91 | 37.06
2000 | 2443 | 2530 | 38.46 | 2347 | 2548 | 39.91 | 2143 | 20.32 | 36.57
5000 | 23.08 | 28.61 | 42.38 | 21.39 | 26.38 | 41.54 | 2447 | 28.71 | 43.76
10000 | 24.49 | 33.78 | 44.21 | 2252 | 27.23 | 40.67 | 25.09 | 32.76 | 42.85
20000 | 27.67 | 34.67 | 45.73 | 24.03 | 31.06 | 41.17 | 26.67 | 32.81 | 43.41
30000 | 30.88 | 38.34 | 47.02 | 25.32 | 34.19 | 4239 | 29.62 | 37.64 | 46.85

Fetal EKG isaretinin MO-BSS yontemi ile ayrigtirilmasinda en diisiik SNR degeri 22.26
dB ile 1000 6rnek boyutunda, en yiiksek SNR degeri 30.88 dB ile 30000 6rnek boyutunda
hesaplanmistir. MO-BSS yoOntemi {izerinde yapilan 6n islemli uygulama ile ayn1 isaret
tekrar ayrigtirilmistir. Bu kez 1000 6rnek boyutunda 23.41 dB ile en diisiik, 30000 6rnek
boyutunda 38.34 dB ile en yiiksek SNR degeri elde edilmistir. Disiik 6rnek boyutlarinda
MO-BSS ile 6n islemli MO-BSS arasinda SNR degerleri birbirine yakinken 6rnek sayisi
arttikca SNR degerinde de artis saglanmistir. En yiiksek %40’a yakin bir artis ile 10000
ornek boyutunda SNR degeri hesaplanmigtir. Ayni islemler DWT MO-BSS yontemi ile
de yapilmis ve en diigiik 38.95 dB ile en yiiksek 47.02 dB arasinda degisen SNR degerleri
hesaplanmisttr. DWT MO-BSS ile MO-BSS arasinda %80’i gegen ayristirma
performansi saglanmistir. Ayrik dalgacik doniisiimii uygulanan yontemin 6n iglemli MO-

BSS yonteminden ise %50 oraninda daha basarili sonug elde edildigi goriilmektedir.
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Genel olarak her li¢ yontemde de Ornek sayisi arttikga SNR degerlerinin de arttig1

goriilmektedir.

Beyaz Gauss giiriiltii isaretinin ayristirilmasinda ilk 6nce MO-BSS yontemi uygulanmis
ve en diistik 20.56 dB ile 1000 6rnek boyutunda, en yiiksek 25.32 dB ile 30000 6rnek
boyutunda SNR degerleri tabloda gdsterilmistir. On islemli MO-BSS yontemi ile yapilan
ayristirmada ise en diisiik 21.67 dB ile 1000 6rnek boyutunda, en yiiksek 34.19 dB ile
30000 6rnek boyutunda SNR degerleri hesaplanmistir. Bunun sonucunda 6n islemli
yontemin MO-BSS yontemine gore en fazla %40 SNR degerleri ile daha basarili oldugu
hesaplanmistir. Ayrik dalgacik doniisiimii uygulanan MO-BSS yonteminde de en diisiik
38.35 dB ile 1000 6rnek boyutunda, en yiiksek 42.39 dB ile 30000 6rnek boyutunda SNR
degerleri tabloda gosterilmistir. Ayrica Tablo 4.17°de sadece giiriiltii isaretinin DWT
MO-BSS ile ayrigtirilmasindaki tiim Ornek sayilarina bakilirsa hesaplanan SNR
degerlerinin birbirine yakin oldugu yani 1000 6rnek boyutu ile 30000 6rnek boyutu
arsindaki ayristirmada yaklasik 4 dB degerinde fark oldugu goriilmektedir. Bu yontemin
MO-BSS yo6ntemine gore en fazla %90 oraninda, 6n islemli MO-BSS yontemine gore de

en fazla %80 oran ile 1000 6rnek boyutunda basarim sagladigi kanitlanmigtir.

Anne EKG isaretinin MO-BSS yontemi ile ayristirilmasinda farkli 6rnek boyutlarina
21.33 dB ile 29.62 dB arasinda degisen SNR degerleri hesaplanmistir. On islemli MO-
BSS yonteminde ise 20.32 dB ile 37.64 dB arasinda degisen degerler bulunmustur. Diisiik
ornek boyutlarinda MO-BSS ile yaklasik ayni degerler elde edilmisken ornek sayisi
arttikca SNR degerlerinde de artig paralellik gostermistir. MO-BSS yonteminden yaklasik
olarak en fazla %30 oraninda performans artis1 saglanmistir. 2000 6rnek boyutunda ise
MO-BSS yonteminde daha diisiik bir ayristirma elde edilmistir. Ayrik dalgacik doniigiimii
uygulanan MO-BSS yonteminde en disiik SNR degeri 36.57 dB ile 2000 ornek
boyutunda hesaplanirken, en yiiksek SNR degeri 46.85 dB ile 30000 6rnek boyutunda
hesaplanmistir. DWT MO-BSS ile MO-BSS arasinda yaklasik %80’1 oraninda ayrigtirma
performansi saglanmigtir. Ayrik dalgacik doniistimii uygulanan yontemin 6n islemli MO-

BSS yonteminden ise en fazla %75 oraninda daha basarili sonug verdigi goriilmektedir.

Sekil 4.25°te Fetal EKG isaretinin 10000 6rnek boyutundan alinan 50 kosma i¢in Monte
Carlo analizinin SNR sonuglari verilmistir. Grafikte 6n islemli MO-BSS, 6nerilen birinci

yontem olarak ve DWT MO-BSS ise onerilen ikinci yontem olarak ifade edilmistir. MO-
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BSS yontemi i¢in en diisiik SNR degeri 16 dB ile 32 dB arasinda degisen degerler ile
Fetal EKG isareti ayristirilmistir. Onerilen birinci yontem de 25 dB ile 42 dB arasinda
degisen degerler alirken, dnerilen ikinci yontemde 35 dB ile 51 dB arasinda degisen SNR
degerleri ile Fetal EKG isareti basarili bir sekilde ayristirildig: goriilmektedir.

55 ‘ .
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Algoritmalarin Kogma Sayisi

Sekil 4.25. Fetal EKG isareti i¢cin Monte Carlo analizinin MO-BSS, 6n islemli MO-BSS
ve DWT MO-BSS’nin SNR sonuglar1
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Sekil 4.26. Fetal EKG isareti icin MO-BSS ve 6nerilen iki yontemin 10 kosmadaki SNR

degerleri
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Sekil 4.26’da algoritmalarin 10 kosmadaki SNR degerleri verilmis olup karistirma
matrislerindeki degisikliklere gore her kosmada farli SNR degerleri elde edilmistir.
Onerilen birinci ve ikinci yontemin, MO-BSS yéntemine kiyasla yiiksek sonuglar verdigi
daha net anlasilmaktadir. Onerilen ikinci yontem ise tiim 6rnek boyutlarinda agik¢a Fetal

EKG isaretini ¢ok daha iyi ayristirdig1 goriillmektedir.

Sekil 4.27°de giiriiltii isaretinin 50 kosma i¢in ayristirilma degerleri verilmistir. 10000
ornek boyutunda 6l¢lilen MO-BSS yonteminin SNR degerleri i¢in en diistik 17 dB iken
en yiiksek 30 dB olarak hesaplanmustir. Onerilen birinci yontem de SNR degerleri 20 dB
ile 37 dB arasinda degisirken 6nerilen ikinci yontemde 30 dB ile 48 dB arasinda degisen

degerler ile giiriiltii isaretinin ayristirilmas: saglanmstir.
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Algoritmalarin Kosma Sayi1s1
Sekil 4.27. Giiriilti isareti icin Monte Carlo analizinin MO-BSS, 6n islemli MO-BSS ve
DWT MO-BSS’nin SNR sonuglari

Sekil 4.28’de algoritmalarin 10 kosmadaki SNR degerleri verilmis olup karigtirma
matrislerindeki degisikliklere gore Onerilen ikinci yOntemin genel anlamada yliksek
sonuglar verdigi, MO-BSS ile Onerilen birinci yontemin ise kosma sayilarina gore
degiskenlik gosterdigi anlasilmaktadir. Grafige gore Onerilen birinci yOontemin
kullanilabilirligi yine de MO-BSS yonteminden iyi SNR sonuglar1 verdigi grafikten

goriilmektedir.
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Sekil 4.28. Giiriiltii isareti icin MO-BSS ve onerilen iki yontemin 10 kogsmadaki SNR

degerleri

Sekil 4.29’da anne EKG isaretinin her yontem igin 50 kosma sonucundaki SNR
degerlerinin grafigi gosterilmistir. MO-BSS yontemi ile SNR degerleri 19 dB ve 32 dB
arasmda degisen degerler hesaplanmistir. Onerilen birinci yéntem de ise 25 dB ile 39 dB
arasinda degisen degerler ile anne EKG isaretinin daha yiiksek degerlerde ayristirildigt
gozlemlenmistir. Onerilen ikinci yontem de 32 dB ile 49 dB arasinda degisen degerler ile

anne EKG isaretinin ayristirilmasi basarili bir sekilde tamamlanmustir.
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Algoritmalarin Kosma Sayis1

Sekil 4.29. Anne EKG isareti igin Monte Carlo analizinin MO-BSS, 6n islemli MO-BSS
ve DWT MO-BSS’nin SNR sonuglari
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Sekil 4. 30’da verilen bar grafiginde algoritmalarin 10 kosmadaki SNR degerleri
incelendiginde o6zellikle Onerilen birinci yontemin diger yontemlere nazaran daha
degisken degerler aldig1 goriilmektedir. Kullanilan her ii¢ isarette de Onerilen ikinci

yontemin isaret ayristirmadaki basarisi agikca grafiklerden goriilmektedir.
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Sekil 4.30. Anne EKG isareti icin MO-BSS ve 6nerilen iki yontemin 10 kosmadaki SNR

degerleri

Yapilan bu caligmalar farkli ses isaretleri ya da biyomedikal isaretler olsun 6nerilen her
iki yontemin de birbirlerine karigmis olarak elde edilen isaretleri basarili bir sekilde
ayristirdigi anlasilmaktadir. 10000 6rnek boyutunda ses isaretleri ile biyomedikal
isaretlerin SNR degerleri karsilastirildiginda Onerilen birinci yontemin biyomedikal

isaretlerde MO-BSS yonteminden daha iyi sonuglar verdigi grafiklerde goriilmektedir.

Ayrica [83] nolu kaynakta yapilan calismada da anne EKG, Fetal EKG ve beyaz Gauss
gliriiltii isaretinin ayristirilmasi yapilmistir. Yapilan calismada tek amagli optimizasyon
yontemi ile en fazla 5000 6rnek boyutu olarak isaretler ele alinmistir. Tablo 4.18’de [83]
nolu kaynaktaki SNR degerleri ile bu tez calismasinda Onerilen yontemlerin SNR

degerleri verilmistir.
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Tablo 4.18. Onerilen yéntemlerin SNR cinsinden performans karsilastiriimasi

Fetal EKG Isareti I¢in Giriilti Isareti Igin Anne EKG Isareti I¢in
- On On On
Omnek | [83] | . DWT [83] | . DWT [83] | . DWT
Islemli Islemli Islemli
Sayisi | Nolu MO- Nolu MO- Nolu MO-
MO- MO- MO-
kaynak BSS kaynak BSS kaynak BSS
BSS BSS BSS

1000 | 35.18 | 23.24 | 3839 | 9.08 | 2142 | 38.15 | 1256 | 21.77 | 37.61
2000 | 34.64 | 25.68 | 3857 | 11.19 | 25.71 | 39.69 | 14.44 | 20.23 | 36.38
5000 | 37.94 | 28.17 | 42.08 | 14.34 | 26.33 | 41.24 | 19.03 | 28.62 | 43.47

Tablodaki degerlere gore, kiyaslanan ¢alismada Fetal EKG isareti 6n islemli MO-BSS
yontemine gore yiiksek SNR degerleri ile dikkat ¢ekerken DWT MO-BSS yontemine
gore diisiik SNR degerleri hesaplanmistir. Giiriiltii ve Anne EKG isaretlerinde 6nerilen
her iki yontemde [83] nolu kaynaktaki yontemden daha iyi sonuglar verdigi

goriilmektedir.

4.7. EEG ve Beyaz Gauss Giiriiltii Isaretlerinin Ayristirilmasi

Onerilen yéntemler, iki isaretin karistmi olan EEG ve beyaz Gauss giiriiltii isaretleri
tizerinde de test edilmistir. EEG isaretleri beyin aktivitesi olarak epilepsi, beyin tiimorleri,
beyin hasari, uyku bozukluklar1 ve fel¢ gibi hastaliklarin teshisinde siklikla
Ol¢iilmektedir. Tiim biyomedikal isaretlerde oldugu gibi EEG isaretinin de giiriiltiisiiz bir
sekilde Olgiilmesi gerekir. Bu kapsamda ele alinan isaret sayisi iki farkli sekilde
belirlenmis ve bu isaretlerin ayrigtirillmasinda kullanilan yontemlerin performanslari

Olgtilmiistiir.

Sekil 4.31°de EEG ve beyaz Gauss giiriiltii isaretine ait 2000 6rnek boyutunda kaynak
isaretler gosterilmistir. Bu ikKi isaret rastgele karistirilarak ii¢ yonteme uygulanmis ve

performans sonuglar1 kaydedilmistir.

Tablo 4.19°da isaretlerin farkli 6rnek boyutlarinda ayristirma sonuglarinin SNR degerleri
verilmistir. Genel olarak bakildiginda DWT MO-BSS yontemin SNR degerleri diger iki
yontemin SNR degerlerinden yiiksek oldugu goriilmektedir.
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Ornek Sayisi

Sekil 4.31. EEG ve giirtiltiiye ait kaynak isaretler

EEG isareti igin MO-BSS yontemi 26.48 dB ile 41.52 dB arasinda degisen SNR degerleri
hesaplanmistir. On islemli MO-BSS yéntemindeki degerler incelendiginde en yiiksek
43.04 dB ile 30000 6rnek boyutunda ayristirma saglanmistir. En fazla artis ise 5000 6rnek
boyutunda saglanmis ve MO-BSS yontemine gore %10’luk bir artis olmustur. Onerilen
ikinci yontem olan DWT MO-BSS yonteminde ise 33.55 dB ile 47.64 dB arasinda
degisen SNR degerleri hesaplanmistir. Oransal olarak incelendiginde Onerilen ikinci
yontemin SNR degerlerindeki artisin daha fazla oldugu goriilmektedir. Her iki isaretin
ayristirilmasinda MO-BSS yontemi ile onerilen birinci yontem birbirlerine yakin SNR
sonuglar1 verse de Onerilen birinci yontemin daha iyi ayristirma yaptigir tabloda

gosterilmistir.

Girtlti isaretinin ayristiritlmasinda MO-BSS yontemi ile 6n islemli MO-BSS yontemi
arasinda SNR degerleri olarak ¢ok fark olmasa da on islemli MO-BSS ydnteminin
isaretleri daha iyi ayristirdig1 tablo 4.19°da gériilmektedir. Onerilen ikinci yontemde ise
en diislik 32.24 dB ile en yiiksek 45.64 dB arasinda degisen degerler alarak basarili bir
sekilde giiriiltii isareti ayristirilmistir.
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Tablo 4.19. Ornek sayilarina gére EEG ve giiriiltii isaretlerinin SNR degerleri

EEG Isareti i¢in Giiriiltii Isareti Icin
Ornek Sayist MO-BSS On Islemli | DWT MO- MO-BSS On Islemli | DWT MO-
MO-BSS BSS MO-BSS BSS
1000 26.48 28.73 33.55 26.47 27.08 32.24
2000 28.94 29.67 34.47 26.89 27.37 33.67
5000 30.73 33.33 37.83 28.48 29.67 36.61
10000 29.42 30.70 36.91 29.39 31.48 38.22
20000 37.11 38.16 44.87 37.73 38.93 42.08
30000 41.52 43.04 47.64 40.17 41.74 45.64

Isaret sayilarina gére incelendiginde birbirine karismus iki isaretin ayristirilmasinin iic

isaretin ayristirilmasima oranla SNR degerlerinin daha yiiksek sonuglar verdigi yapilan

deneysel sonuglardan anlasilmistir.

Bu kapsamda oOzellikle birbirine karigmis

biyomedikal isaretlerde Onerilen yontemler kullanilarak giivenli bir sekilde hastalik

teshisi ve tedavisi i¢in isaret ayristirma islemi yapilabilir.



5. BOLUM

SONUC VE ONERILER

BSS, birbirine karismis isaretlerin frekans ozellikleri, sensor tarafindan elde edilme
konumlari veya kaynaklarin birbirine karistirtlma sekilleri hakkinda herhangi bir 6n bilgi
olmadan isaretlerin birbirlerinden ayristirilmasi problemidir. Bu problemle ilgili olarak,
gozlenen Kkarisimlar arasindan karisimlari  olusturan isaretleri tahmin etmek
amaclanmaktadir. Kor kaynak ayirma problemleri olarak formiile edilen ¢esitli durumlar
vardir. Hangi isaretlerin karistirildigini ve karigtirma isleminin parametrelerini bilmeden,
bu tiir verilerin karisimindan bir dizi girdi verisinin tahmin edilmesini igeren bu tiir
problemler, optimizasyon modelleri kullanilarak ¢oziiliir. Kural olarak bu modeller,
kaynak isaretlerine iliskin bir kriterin belirlenmesi yani tek amag fonksiyonu belirlenerek
en uygun ¢oziim aranmaktadir. Pratikte kaynak isaretleri hakkinda birden fazla bilgi
bulunabileceginden, bu ¢aligma, sorunun ¢ok amagli optimizasyon yoluyla ¢oziilmesi igin
bu bilgi kiimesinin dikkate alinarak ¢oziilmesini hedeflemistir. Bu dogrultuda ele alinan
MO-BSS yontemi ile uygulanan deneyler, dikkate alinan modelin uygulanabilirligini

dogrulamaktadir.

Kaynaklarin kor kaynak ayristirilmasma iligkin olarak, dogrusal karigimlarda hem
giiriiltiilii senaryolarda hem de giiriiltiisiiz senaryolarda ideale en yakin ¢6ziim, baskin
olmayan kiime i¢inde bulunur ve her iki senaryoda da ayristirma basarili bir sekilde
yapilir. Ayrica ayristirma isleminde Ornek sayisinin az olmasit nedeniyle ayirma
islemindeki zorlugun yiiksek oldugu gercek verilere uygulandiginda bile ayristirma

islemi basarili bir sekilde yapilmistir.

Elbette problemler kor oldugundan yani kaynaklar ve karigim matrisi bilgisi olmadan,
baskin olmayan kiime i¢inde hangisinin en iyi ¢6ziim oldugunu belirlemek imkansizdir.
Ancak problemin yer aldig1 baglamda yer alan karar verici, konuya iliskin bilgisine gore

en dogru goriinen ¢oziimii secebilecek bir dizi ¢dziime sahip olacaktir. Bu sekilde,
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problemin ¢6ziimii, kriterlerin agirliklandirilmasimin 6nceden secilmesiyle degil, esit

derecede optimal ¢oziimlerin bir kiimesiyle elde edilir.

Bu tez ¢alismasinda birbirlerine karismis farkli konusma sesleri ve biyomedikal isaretler
MO-BSS yontemi kullanilarak isaretlerin orijinal kaynak sekilleri tahmin edilmigtir. MO-
BSS yontemi ile Tablo 4.1°de iki kadin ve bir erkek sesinin ayristirilmasi, Tablo 4.6’da
ayn1 sesler ile 6n islemli MO-BSS yontemi ile ayristirma sonuglar1 ve Tablo 4.11°de ise
DWT MO-BSS yontemi ile isaretlerin ayristirma sonuglart SNR cinsinden verilmistir.
Ayni yontemler lzerinde farkli isaretlerin de testi saglanmistir. Bu kapsamda Tablo
4.16°da iki erkek ve bir beyaz Gauss giiriiltii isareti, Tablo 4.17°de anne EKG, beyaz
Gauss ve Fetal EKG isaretlerinin ayristirilma sonuglari, Tablo 4.19°da ise EEG ve beyaz

Gauss giiriiltii isaretlerinin ayristirilma sonuglart SNR cinsinden verilmistir.

Uygulama sonuglar1 6nerilen 6n islemli ve DWT MO-BSS yontemlerinin isaretleri
yiiksek SNR oranlar ile ayristirdigi kanitlanmistir. Genel olarak DWT MO-BSS
yonteminin 6n islemli MO-BSS yontemine gore isaretleri daha iyi ayristirdigi
goriilmiistiir. Islem siireleri agisindan incelendiginde onerilen yontemlerin islem yiikleri

artmasina ragmen ¢ok az da olsa islem siirelerinde azalma saglanmaistir.

Ancak sunulan sorunlarin ¢éziimiine yonelik literatiirde ¢cok az arastirilan bir yaklagim
olmas1 nedeniyle elde edilen sonuglar bu alanda ¢alismayi tegvik etmektedir. Deneyler
belirli veri setleri ve kriterleri icerse de diger durumlar i¢in gok amaglh yaklagim genel bir

basar1 saglamaktadir. Bu sayede ¢ok cesitli uygulamalarda kullanilabilir.

Gelecekteki diger calismalar, s6z konusu problemin c¢oziimiindeki yontemlerin
performanslarini karsilastirmak amaciyla BSS baglaminda farkli ¢ok amagh yontemlerin
uygulanmasini igermektedir. Bu nedenle bu yeni yaklasimda diger veri kiimeleri ve
optimizasyon kriterleri test edilecektir. Problemde mevcut olan ¢ok sayida degiskenle
basa ¢ikmak icin daha etkili tekniklerin arastirilmasi yapilacaktir. Ayrica, kullanilan
yontemlerin hesaplama siiresini azaltmak amaciyla, bulunan ¢éziimlerin yakinsamasi ve

cesitliligi ile ilgili durdurma Kriterleri arastirilacaktir.
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