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OZET

Yiiksek Lisans Tezi

VARYANS BILESENI TAHMIN YONTEMLERININ YUMURTA KALITE VE
AGIRLIGINA YONELIK BiR UYGULAMA ILE KARSILASTIRMASI

flkay DOGAN
Afyon Kocatepe Universitesi
Fen Bilimleri Enstitiisii
[statistik Anabilim Dal1

Damisman: Yrd. Dog. Dr. ibrahim KILIC

Bu arastirmada, varyans bilesenlerinin tahmin edilmesinde literatiirde yaygin olarak
kullanilan yontemlerden; ANOVA, Henderson III, ML, REML, MINQUE gibi 6nemli
yontemlerin dengeli ve dengeli olmayan veriler icin karsilastirmali olarak incelenmesi
amaglanmistir. Bu g¢ercevede, soz konusu yontemler ile sofralik yumurtalarin tazelik
veya bayatlik durumunu ifade eden Haugh birimi ve yumurta agirligina iligkin varyans
bilesenleri tahmin edilmistir. Calisma sonucunda dengeli olmayan verilerde Haugh
birimine iligkin varyans bilesenleri tahmininde ana yasimin etkisini en yiiksek oranda
tahmin eden yontem Henderson 111 (%36,59), en diisiik oranda tahmin ise ML yontemi
(%23,05) ile elde edilmistir. Yumurta agirligi tizerinde ana yasmin etkisinin
belirlenmesinde en yiiksek tahmini MINQUE (%72,31), en disiik tahmini ise ML
yontemi (%56,56) vermistir. Dengeli verilerde, gerek Haugh birimi gerekse yumurta
agirhigl igin varyans bilesenleri tahminleri dort yontemde birbirine esit bulunmus olup
ML yonteminde ise hata orani diger yontemlerden daha yiiksek bulunmustur. Aragtirma
sonuglariin, istatistik literatiirene katki sunmasimin yani sira bu yontemlere ihtiyag

duyan ve farkl alanlardaki arastirmacilara da katki saglayacagi kanaatine varilmstir.

2012, x + 73 sayfa

Anahtar Kelimeler: Varyans bilesenleri tahmini, ANOVA, Henderson yontemleri,
ML, REML, MINQUE



ABSTRACT
M.Sc Thesis

COMPARISON OF VARIANCE COMPONENT ESTIMATION METHODS WITH
AN APPLICATION ON EGG QUALITY AND WEIGHT

flkay DOGAN
Afyon Kocatepe University
Graduate School of Natural and Applied Sciences
Department of Statistic

Supervisor: Assistant Professor Ibrahim KILIC

In this study, some important methods such as; ANOVA, Henderson Ill, ML, REML,
MINQUE which are commonly used in literature to estimate variance components, are
aimed to investigate comparatively for balanced and unbalanced data. In this context,
the variance components related to egg weight and Haugh unit -describing the state of
freshness or staleness of table eggs- are estimated with these methods. As a result of this
study, with the unbalanced data for the estimation of variance components of Haugh
unit, the method that estimated the effect of hen age with the highest rate is Henderson
Il (36.59%), the method with the lowest rate is ML (23.05%). To determine the
influence of the hen age on the egg weight, the highest estimation is found by MINQUE
(72,31%) and the lowest estimation is found by ML (%56,56). In the balanced data, for
both Haugh units and egg weight, variance components estimates are found equal in
four methods, but error ratio in ML method is found higher than other methods. It is
expected that the research results will contribute to the statistical literature as well as the

researchers in different areas in need of these methods.

2012, x + 73 pages

Key Words: Variance components estimation, ANOVA, Henderson methods, ML,
REML, MINQUE
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1. GIRIS

Varyans bilesenlerinin tahmin edilmesine iliskin yontemlere yonelik degerlendirmeler,
son yillarda istatistik alaninda bilimsel ¢alisma yapan arastirmacilarin bir boliimi icin
oldukca onemli hale gelmistir. Uygulamali istatistik alaninda g¢alisan arastiricilar, fen
bilimleri ve 6zellikle saglik bilimleri alaninda varyans bilesenlerinin tahminine yonelik
duyulan ihtiyagtan dolayr bu konunun iizerinde Onemle durmaktadirlar. Nitekim
hayvancilik alaninda hayvan 1slahinda kullanilan modellerde toplam varyasyon iginde
genetik varyansin ve hata varyansmin belirlenmesi biiyiik 6nem tasimaktadir. Zira
genetik iyilestirmede anahtar parametre olan kalitim derecesinin belirlenmesinde,

hatanin yani sira diger sansa bagl etkilere ait bilesenlerin de tahmin edilmesi gerekir.

Varyans bilesenlerinin tahmin edilmesine iliskin yapilan bilimsel ¢aligmalarda, gerek
simiilasyonla tiiretilen, gerekse gercek wverileri kullanarak varyans bilesenlerinin
tahminlenmesi yapilsa da aynm1 amaci tasiyan farkli calismalarda farkli yontemler
kullanilmakta ve hangi yontemin hangi durumlarda daha iyi sonuglar verdigi tartisma

konusu haline gelmektedir.

Bu c¢alismada, varyans bilesenlerinin tahmin edilmesinde literatiirde yaygin olarak
kullanilan yontemlerden, ANOVA, Henderson 111, ML, REML, MINQUE gibi 6nemli
yontemlerin dengeli ve dengeli olmayan veriler icin karsilastirmali olarak incelenmesi
amaclanmistir. Bu cercevede, soz konusu yontemler ile sofralik yumurtalarin tazelik
veya bayatlik durumunu ifade eden Haugh birimi ile yumurta agirligina iliskin varyans
bilesenleri tahmin edilmistir. Calismada kullanilan veriler, Yilmaz ve Bozkurt (2008)
tarafindan yapilan calismada kullanilan verilerin bir boliimiinden olugmaktadir. Bu
baglamda calismada 28 ve 80 haftalik yastaki iki ticari yumurtaci siirtiden (Lohmann
White) elde edilmis toplam 696 adet sofralik yumurta verisi kullanilmistir. Dengeli
veriler i¢in yontemlerin karsilastirilmast amaciyla ise 416 yumurta verisi kullanilmistir.
Calismada, Haugh birimi ile yumurta agirhigina iliskin varyans bilesenleri tahmin

edilmesine yonelik verilerin analizinde SPSS paket programindan yararlanilmistir.



Calismada, oncelikle varyans bilesenleri tahmin yontemlerine iliskin genis bir literatiir
taramasi yapilmistir. Bu kapsamda, literatiir bilgileri baglig1 altinda varyans bilesenleri
ile ilgili genel bilgiler, varyans bilesenlerine iliskin bazi kavramlar, varyans bilesenleri
tahmin yontemleri ve varyans bilesenleri ile ilgili yapilan ¢alismalara yer verilmistir.
Bununla birlikte, ilerleyen bolimlerde materyal ve metot, verilerin analizi sonucunda

elde edilen bulgular ve tartigma-sonug boliimleri yer almaktadir.

Aragtirmanin yukarida belirtilen amacinin gerceklestirilerek varyans bilesenlerinin
tahminlenmesine iliskin yontemlerin karsilastirilmasi ve bu yontemlerin farklilik veya
benzerliklerinin belirlenmesinin, istatistik literatiiriine katki sunmasinin yani sira bu
yontemlere ihtiya¢ duyan ve farkli alanlarda bilimsel faaliyet gdsteren arastirmacilar

icin de dnemli olacagi diistintilmektedir.



2. LITERATUR BILGILERI

Varyans bilesenleri ile ilgili genel bilgileri iceren bu boliimde, varyans bilesenleri ile
ilgili genel bilgiler, varyans bilesenleri ile ilgili kavramlar, varyans bilesenleri tahmin

yontemleri ve varyans bilesenleri ile ilgili yapilmig ¢alismalara yer verilmistir.

2.1 Varyans Bilesenleri Ile ilgili Genel Bilgiler

Genel olarak grup ortalamalar1 arasindaki farkliligi belirli anlamlilik diizeyinde test
etmek i¢in kullanilan ANOVA, belirli yontemler ile toplanan verilerin diizenlenmesi,
analiz edilmesi ve elde edilen sonuclarin yorumlanmasini igeren bir bilim dali olarak
tanimlanan istatistigin en 6nemli konularindan biridir. Varyans analizi tablosu sadece
gozlemlenen degiskenligin boliimlere ayrilmasint gostermekle kalmamakta ayrica belli
varsayimlar altinda belli veri alt kiimelerinin ortalamalar1 arasindaki farkliliklarin test

edilmesini saglayan hesaplamalar1 da 6zetlemektedir.

Varyansin tanimini ilk olarak 1918 yilinda Fisher (1918) yapmis ve varyans analizi
yontemini gelistirmistir. Crump (1946, 1951) ve Eisenhart (1947) ise varyans analizi
yontemi kullanilarak varyans bilesenlerinin tahminini  dogrudan yapan ilk
arastirmacilardir. Aslinda ismi tam olarak ortaya konmasa ve gercevesi tam olarak
cizilmese de daha Onceki tarihlerde farklilik analizleri ile ilgili pek c¢ok c¢alisma
yapilmistir. Kempthorne (1977) Fisher’in 1918 yilinda kantitatif genetik teorisi ile ilgili
temel ve Ozgin bir c¢alisma yaptigini, varyans ve varyans analizi terimlerinin
kullanimin1 baglattigini, istii kapali bir sekilde varyans bilesenleri modellerini
kullandigin1 ve bilesenlerin neden oldugu toplam varyansin yiizdelerini tanimladigin
belirtmistir. Varyans bilesenleri ile ilgili daha onceki tarihi siire¢ Scheffe (1956) ve
Anderson (1978) tarafindan detayli bir sekilde anlatilmistir. En kiigiik kareler yontemi
ilk kez astronomi bilimine iliskin kuyruklu yildizlarin yoriingesiyle 1806 yilinda
ilgilenen Legendre ve 1809 yilinda konik Kesitler iizerinde calisan Gauss tarafindan
kullanilmistir. Daha sonra Legendre ve Gauss dogrudan olmasa da dolayli olarak

dogrusal modellerin sabit etkileri tizerinde ¢alismislardir (Searle et al. 2006).



Rasgele etkili dogrusal modelin bilinen ilk formiilasyonu 1861 yilinda Airy (1861)
tarafindan verilmistir. Airy (1861) tarafindan verilen bu formiilasyonu Scheffe (1956)
“tek yonlii diizen i¢in varyans bilesenleri modelinin ¢ok acik bir kullanimi™ seklinde
nitelemis ve formiile genel ortalama w’yii eklemistir. Scheffe (1956) Airy (1861)’nin
modelini dengeli veriler igin tiim gruplarda j = 1,2, ... ,n, ve dengeli olmayan veriler
icin j = 1,2, ... ,n; olmak iizere;

yij=ut+ate; i=12..,a (2.1)

Var(a;) = o; Var(e; j) = ¢2; (biitiin kovaryanslar sifir) (2.2)

bigiminde tanimlamaktadir. Scheffe’ye gore rasgele etkili modelleri ikinci kullanan kisi
Chauvenet (1863) olmustur. Chauvenet (1863) bazi modeller ileri siirmiis ve y ’nin

varyansini,

2
g,
oi+-=%

Var(y) = —* (2.3)

a

seklinde gostermistir.

Varyans bilesenleri modelinin olusturulmasina; varyans analizi yontemi tahmini olarak
bilinen ve varyans analizinden elde edilen kareler toplamlarini onlarin beklenen
degerlerine esitlemek seklindeki yontem biiylik bir katki yapmis ve bdylece varyans
bilesenleri tahmininde dogrusal bir denklem grubu elde edilmistir. Bu fikir tamamen
rasgele diizenlenmis verilerden sinif i¢i korelasyonun bir tahminini elde etmek igin
varyans analizi kullanimindan ortaya ¢ikmugtir. Tippett (1931) dengeli verilerde varyans
bilesenleri tahminini, varyans analizi yontemi ile agiklamakla kalmamis ayn1 zamanda
etkilesimsiz rasgele modelde iki yonlii ¢apraz siniflama igin gelistirmistir (Searle et al.
2006).

Yates and Zacopanay (1935) ve Neyman vd. (1935) rasgelelestirilmis bloklarin ve Latin
kareler diizenlerinin goreli etkinliklerini incelemisler ve Onceki g¢alismalarin aksine
dogrusal modellerin kullanimimi kapsamli bir sekilde matematiksel kavramlar ile
aciklamiglardir. Diger taraftan, varyans bilesenleri modelinde artiklara ait unsur igin

Neyman vd. (1935) “hata bilesenleri” terimini, Fisher (1935) ise “degiskenligin



bileseni” terimini kullanmislardir. Bununla birlikte, varyans bilesenleri modeli ile ilgili
Daniels (1939) ve Winsor and Clarke (1940) tarafindan yapilan ¢aligmalarda Fisher
(1925) ile aymi esitlikler elde edilmis ve “beklenen deger” kavrami kullanilmistir.
Ayrica, Eisenhart (1947) “sabit” ve “rasgele” modeller arasinda ilk kez kesin bir ayrim

yaparak “karigik model” veya “karigik varyans analizi” isimlerini ileri stirmiistiir.

1934 yilindan sonra karistk modeller veya rasgele modeller altinda Kkareler
ortalamalarin1 (ya da kareler toplamlarini) beklenen degerlerine esitlemekten olusan
genel varyans bilesenleri tahmin yontemi arttk ANOVA tahmin ydntemi olarak
bilinmektedir. 1940’larda bu yéntem igin bir takim eklemeler olmustur. Ornegin,
Ganguli (1941) k-yonlii i¢ ige kiimelerde, Crump (1946) rasgele modellerde iki yonli
etkilesimli c¢apraz smiflamada kullanmiglardir. Bununla birlikte, varyans bilesenleri
tahmin yonteminin zayif noktasina, yani veriye bagli olarak negatif tahmin {iretme
durumuna dikkat ¢ekmisler ve negatif degerleri sifira esitlemeyi 6nermislerdir. Fakat bu
durum ANOVA yonteminin yansizlik o6zelligini ortadan kaldirmasi bakimindan

onemlidir (Ganguli 1941, Crump 1946).

Anderson and Bancroft (1952) tarafindan yapilan ¢alismada, rasgele ve karigik modeller
icin dengeli verilerde varyans bilesenleri tahmini ayrintili bir sekilde yapilmis ve i¢ ice
smiflamalar igin dengeli olmayan veriler {izerinde c¢alisilmis ve eksik bloklar
tasarimlarin1 dikkate alarak birgcok arastirma problemi olusturulmustur. Bennett and
Franklin (1954) yapilan galismada ise varyans bilesenleri agisindan sonlu boyutlu
popiilasyonla ilgili detaylar igeren bir¢ok beklenen kareler ortalamasi sunulmustur. Bu

konu daha sonra Searle and Fawcett (1970) tarafindan ayrintili bir sekilde islenmistir.

Varyans bilesenleri tahmini i¢in dengeli olmayan verilerin nasil kullanilacagi sorusuyla
ilgili doniim noktasi olan bir ¢alisma Henderson (1953) tarafindan yapilmistir. Siit inegi
kayitlarinin istatistiksel analizleriyle ilgili olan bu ¢alismada, birgok capraz veya ic ige
smiflamada, rasgele veya karisik modellerde dengeli olmayan veri kullanimi igin iig
farkli yontem ileri stiriilmiistiir. Henderson 1, II, III yontemleri olarak bilinen bu ii¢
yontem, dengeli veriler icin varyans analizindeki kareler toplamlarinin beklenen

degerlerine esitlenmesi yontemi olan ANOVA yontemine goére diizenlenmistir.



Henderson (1953) Henderson I yonteminde dengeli verilerle benzer olarak kareler
toplamlarin1 dengeli olmayan veriler i¢in de kullanir. Henderson 11 yonteminde; model
igindeki biitiin sabit etkiler i¢in veriyi diizelterek daha sonra bu diizeltilmis veriler igin
Henderson | yontemi kullanilir. Henderson 111 ise uygun dogrusal model ve onun alt
modellerinden elde edilen sonuglarin kareler toplamlarina dayalidir. ANOVA
tahmininin ciddi zayifliklarinin farkina varilmasiyla birlikte giderek kullaniminin
azalmasinin yam1 sira Henderson I yonteminin sadece dengeli olmayan verilerde
kullanilmasi, Henderson II ydnteminin uygulamasindaki zorluk ve Henderson III
yonteminin hesaplama agisindan pratik olmamasi gibi sonuglar alternatif bir ¢6ziim olan

ML yonteminin ortaya ¢ikmasina sebep olmustur (Searle et al. 2006).

Dengeli ve dengeli olmayan veriler i¢in tek yonlii siniflama ile ilgilenen Crump (1947,
1951) dengeli olmayan verilerde elde edilen esitliklerin iteratif yontemle ¢oziilmesi
gerektigini belirtmistir. Herbach (1959) dengeli veri modelleri i¢in bazi tahmin
edicilerin negatif olmama sartin1 hesaba katarak ML tahmin edicisi elde etmistir. Diger
taraftan, dengeli veriler i¢in Orneklem varyansi ve yanliligi hakkinda c¢alismalar

yapilmustir (Corbeil and Searle 1976).

Hartley and Rao (1967), tim modellerin (karisik ve rasgele modeller, iliskili ya da
iligkisiz etkiler, dengeli ya da dengeli olmayan veri) ¢6ziimii icin ML tahminleme
yontemini gelistirmislerdir. Diger taraftan, Miller (1973, 1977) ve Searle (1970) dengeli
ve dengeli olmayan verilerde ML tahmini iizerine ¢alismiglardir. Hartley and Rao
(1967) tarafindan elde edilen ML esitliklerinde karisik modellere yonelik matris
tanimlamas1 yapilmistir. Bu esitlikleri bir veri seti i¢in ¢ozmek ve ML tahminlerini
hesaplamak igin esitlikler tizerinde oldukga gili¢ sayilabilecek iteratif hesaplamalar
icermektedir. Giliniimiizde, bilgisayarlarin ve yeni paket programlarinin gelismesiyle

birlikte bu problem ortadan kalkmustir.

ML tahmini tizerine ¢aligan Thompson (1962), ayn1 zamanda modeldeki parametrelerin
yerini degistirmeden olabilirligin belli bir parcasini maksimize etme fikrini ortaya
atmistir. Bu yontem giiniimiizde Kisitlanmis En Cok Olabilirlik (Restricted Maximum

Likelihood, REML) ydntemi olarak bilinmektedir. REML yontemi Patterson and



Thompson (1971) tarafindan dengeli olmayan veriler icin genis bir tabana
oturtulmugtur. ML’nin hesaplama zorluklart REML yontemi i¢in de gegerlidir. REML
yonteminin 6nemli bir 6zelligi, dengeli veriler icin REML esitliklerinin ¢6ziimiiniin
ANOVA tahmin edicilerine esit olmasidir. ML sabit etkilere iliskin serbestlik
derecelerini hesaba katmamasina ragmen REML ydntemi sabit etkilere iligkin serbestlik
derecelerini hesaba katar. ML ve REML o6zellikle dengeli olmayan veriler i¢in tercih

edilen yontemlerdir (Searle et al. 2006).

Diger taraftan, dogrusal modellerde ortalamanin en iyi dogrusal yansiz tahminine
benzer olan varyans bilesenlerinin minimum varyansli karesel sapmasiz tahmin
edicilerini (Minimum Variance Quadratic Unbiased Estimation, MIVQUE) bulma
calismalar1 Townsend (1968), Harville (1969) ve Townsend and Searle (1971) ile
baglamistir. Bu ¢alismalart Rao (1970, 1971a, 1971b, 1972)’nin minimum normliu
karesel sapmasiz tahmin edicilerine (Minimum Norm Quadratic Unbiased Estimation,

MINQUE) iligkin esitlikler iizerine ¢alismalar1 takip etmistir.

MIVQUE yontemi bagimli veya cevap degiskeni olan y’nin varyans-kovaryans matrisi
olan V’nin bilindigini kabul eder. V’nin bilinmedigi durumlarda popiilasyonun gercek
V’si onceki bilgiler kullanilarak minimize edilir. V’lerin aym1 oldugu durum minimum
varyans anlamma gelir. Modeldeki hata terimlerinin veya rasgele etkilerin dagilim
ozelliklerine ihtiya¢ duymayan MINQUE tahmini, iterasyonlar yerine sadece dogrusal
esitliklerin ¢6ziimiinii igerir. Kisacasi, MINQUE tahmini REML’in ilk iterasyonu ile
aynidir (Hocking and Kutner 1975, Brown 1976, Searle et al. 2006).

2.2 Varyans Bilesenlerine Iliskin Bazi Kavramlar

Varyans bilesenleri ve varyans bilesenleri tahmin yontemlerine yonelik yapilan
calismalarda pek ¢ok kavrama yer verilmektedir. Bu kavramlara iliskin genel
tanimlamalar asagida kisaca Ozetlenmistir (Smith and Hocking 1978, Seifert 1979,
Searle and Henderson 1979, Andrade and Helms 1984, Searle et al. 2006).



Faktor, Seviye ve Etkileri: Her verinin kaynagi ya da birimlerin arastirma konusuna
iliskin incelenecek oOzellikleri degisken olarak ifade edilebilecek bir faktorii
tanimlayabilmektedir. Ornegin; ii¢ ayr1 degisken olarak cinsiyet, medeni durum, ilag
tirti, vs. distintilebilir. Bir degiskene ait gruplar ilgili faktoriin “seviye”si olarak
adlandirilmaktadir. Ornek olarak, cinsiyet faktorii icindeki bay-bayan cinsiyet
faktoriiniin iki ayr1 seviyesidir. Bir faktoriin farkli seviyelerinin ilgilenilen degiskeni ne
kadar etkiledigi, ilgili faktore iliskin her bir seviyenin degisken iizerindeki etkisini
ortaya koymaktadir. Bu etkiler ii¢ ayr sekilde gruplanabilmektedir. Ilki bir faktoriin
sonlu sayidaki seviyelerinden olusan etkiye iliskin “sabit etki” (fixed effect) olarak
adlandirilmaktadir. Ornegin cinsiyet faktriiniin bay-bayan seviyeleri sabit etkidir.
Ikinci tiir etki ise veri i¢inde olusan bir faktoriin sonsuz sayidaki seviyelerinin arasindan
sadece rasgele oOrneklemle segilen “rasgele etki” (random effect) seklinde
tammlanmaktadir. Ornegin, ii¢ farkli sicaklikta pisirilen altisar ekmegin her bir
grubundan dort ekmek alinirsa burada sicakligin etkisi sabit etki olarak diisiiniilebilir
ancak her bir gruptan alinan ekmegin etkisi ise rasgele etki olarak diisiiniiliir. Ciinkii
ekmekler belli bir varsayima veya olasiliga dayali olarak segilebilmektedir. Sadece sabit
etkilerden olusan modellere “sabit etkili model” (fixed effect model) veya bazen de
sadece “sabit model”, sadece rasgele etkilerden olusan modellere “rasgele etkili model”
(random effect model) ya da kisaca “rasgele model” denmektedir. Bunun yaninda hem
sabit hem de rasgele etkilerden olusan modellere ise “karisik etkili model” (mixed

effect model) veya “karigik model” ad1 verilmektedir.

Dengeli — dengeli olmayan veri: Veri, her hiicrenin veya her grubun ayni sayida gézlem
icerip igermemesine bagli olarak farkli sekillerde karakterize edilebilir. Gruplara iliskin
gozlem sayilar1 esit oldugunda verinin dengeli dagildig: bilinir. “Dengeli” kelimesi
istatistik alaninda ¢esitli anlamlarda kullanilmasina ragmen alt siniflarin veya gruplarin
esit sayida veri igermesi “dengeli veri” olarak tanimlanmaktadir. Gruplara iligskin
gozlem sayilart esit olmadiginda ise veri “dengeli olmayan veri” olarak

tanimlanmaktadir.

Tek yonli smiflama igin rasgele etkili model ve sabit etkili modele iliskin 6zellikler

Cizelge 2.1°de sunulmustur (Searle et al. 2006).



Cizelge 2.1 Rasgele etkili model ve sabit etkili model 6zellikleri

- Sabit Etkili Rasgele Etkili
Ozellik Model Model
Model Denklemi Vij = U + o + ei]- Yij = U +a; + eij
yij nin beklenen E(yy) = 1+ E(yjjlo) = p+ o
degeri E(Yij) =n
e Sabit etki a;~B.0.D. (0,02%)
€jj ei = vy — E(vy) e;j = yij — E(yijla)
=y — (p+ o) =yij— (p+ o)
€ij~B.0.D.(0,02) €ij~B.0.D.(0,62)
E(ei]-ai) E(ei]-ai) = aiE(eij) =0 E(eijai) =0
Var(yy) Var(y;;) = 03 Var(y;;) = 04+02
o) o) = cor(yy 1) -
{cg,i =ivej=j icin 02+02,i=1vej=j icin
0, diger durumlarda 0%,i=ivej#ji¢in

0, diger durumlarda

B.0.D:Bagimsiz Ozdes Dagilim

Cizelge 2.1°de, faktorlere iliskin her bir seviyenin bir olasilik dagilimindan geldigi
varsayildiginda rasgele faktor gibi islem yapmak gerekmektedir ve ya rasgele etkilerin
varyanslari ya da rasgele etkilerin ger¢ek degerlerinin tahmin edicileri
hesaplanmaktadir. Buna karsilik faktorlere iliskin her bir seviyenin bir olasilik
dagilimindan geldigini varsaymak miimkiin olmadiginda ise sabit faktor gibi islem

yapmak gerekmektedir.

2.3 Varyans Bilesenleri Tahmin Yoéntemleri

Varyans bilesenleri tahmin yontemlerine (ANOVA, Henderson I-11-11I, ML, REML,
MINQUE ve MIVQUE) yonelik bilgiler ve formiilasyonlar asagida agiklanmustir.

2.3.1 Varyans Analizi Yontemi (ANOVA)
Fisher (1925)’in varyans analizi yontemini tanimlamasindan sonra, bu yontem tedavi

etkilerinin anlamliliginin test edilmesinde yaygin olarak kullanilmaya baglanmustir. Bir

bagimli degisken tizerinde birka¢ faktoriin etkisi incelenirse, her bir etkenin (faktoriin)



toplam varyanstaki orani, bir bagka ifade ile varyans bilesenleri hesaplanabilir. Crump
(1946)’ya gore, varyans analizinin diger bir kullanimi da s6z konusu bu varyans

bilesenlerinin tahmin edilmesini saglamaktadir.

2.3.1.1 Dengeli Verilerde Tek Yonli ANOVA

Yapilan bir ¢alismada 1 grup sayisini, j gozlem sayisini belirtmek iizere a sayidaki

grubun her birine iliskin gozlem sayis1 esit ve n oldugu varsayilirsa;
i=1,2,...,a ve j=1,2,...,n olmak tizere
yij = o+ g (2.4)
dogrusal modeli kullanilmaktadir. Bu modelde;
yi;j= 1. gruptaki j. gozlem
u = Genel popiilasyon ortalamasini (Biitiin y;;’lerin ortalamasi)
a; = i.grubun etkisini
&;j = Rasgele hata terimini gostermektedir.

Bu dogrusal modele iligskin varsayimlar asagida verilmistir (Searle 1971, Kaps and
Lamberson 2004, Sahai and Ojeda 2005, Searle et al. 2006, Senoglu ve Acitas 2010);

v' & hata terimleri 0 ortalamali ve o2 varyansli normal dagilima sahiptir.

v’ Hata terimlerinin varyanslari homojendir.

v’ Hata terimleri birbirinden bagimsizdir.

Genel ortalama ve i.grubun ortalamast;

_ _ Xj=1Vij

V. = 1; ij (2.5)
a n —

_ _ Xi=Xj=1Yij _ Xi. Vi

y, == = e (26)

formiilleri yardimiyla hesaplanmaktadir. Modelde,
&, a; = 0 olmaktadur. (2.7)

Gozlem degerleri ile genel ortalama arasindaki fark;
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vi— .=y —¥i) + T —7.) (2.8)
seklinde yazilabilmektedir. Her iki tarafin karesi alindiktan sonra i ve j lizerinden

toplamlar1 alinirsa (2.8) dogrusal esitligi;
L2 — 7)== X Dy — V)P + X DL (i — 5.7 (2.9)

bi¢ciminde yazilmaktadir. (2.9) esitliginin sol tarafi biitiin gézlemlerin ortalamalarindan
sapmalarmin genel kareler toplamin1 (GKT) ifade etmektedir. Esitligin sag tarafi ise
gozlem degerlerinin grup ortalamalarindan sapmalarinin kareler toplami (GIKT) ve
grup ortalamalarinin genel ortalamadan sapmalarinin kareler toplami (GAKT) olarak

ifade edilmektedir. (2.9) esitliginde verilen ifadeler acik olarak

GKT = ¥, it (v — ¥.)° (2.10)

GAKT =YL, YL (Fi. — ¥.)* = n XL, (i —7.)? (2.11)

GIKT = Y3, Xt (v — ¥i)? (212)

CAKO = 2= ZimGi=y)  n¥L,Gi-y)? (2.13)
a—1 a—1

GiKo = B Zm0i i) (2.14)

a(n—-1)

seklinde gosterilir (Searle et al. 2006, Senoglu ve Acitas 2010).

ANOVA yontemi kullanilarak varyans unsurlarinin tahmin edilmesindeki temel prensip,
kareler ortalamalarimin beklenen degerlerine esitlenmesi ve daha sonra elde edilen

dogrusal esitliklerin ¢oziilmesidir (Searle et al. 2006).

Varyans bilesenlerinin tahmini Kklasik varyans analizindeki kareler ortalamasinin
hesaplanmasi, kareler ortalamasinin kendi beklenen degerlerine esitlenmesi ve

bilinmeyen varyanslarin ¢6ziilmesi ile elde edilir (Henderson 1953).

Gruplar aras1 kareler ortalamasinin beklenen degeri alinirsa;

E(GAKO) = E(R2iz0iV), (2.15)

a—-1

11



bulunur ve (2.4) ve (2.5) formiillerinden

_ an +a;i+ e nu+n .+Zp= .. _
v, = j 1(ptoy 81])= RTNoT2j=1 &jj — |.,l+(li+81_ (216)

n n

esitligi elde edilir. Ayn1 sekilde,

(2.4), (2.6) ve (2.7) formiillerinden

_ XL Yt (pteitey) X (np+noi+Xil eg)
y" o an o an
anp+n Y o+ X, MiL & _
=T e L+ 8 (2.17)

an

bulunur ve (2.15) numarali esitlikte (2.16) ve (2.17) numarali esitlikler yerine yazilirsa,

n Ziazl(}_,i. - }_/)2
a

E(GAKO) = E( s )ZE(ailz(l—l‘i‘ai‘l' & —n—&)7)
i=1

= E(= X (o + § —8)%)
= [_(Zl 10«1 Z 1(81 8 )2 + 22 1(11(81 (C_;))]

= L[N0 + X E B —8)* + 238, wE(§ —8)]  (218)

a—

elde edilir. Burada &;;~N(0, 6%), & ~N(0, 02/n) ve £ ~N(0, 02/N) oldugundan

E(g —&)=0ve (2.19)
E(§, —¢)? = Var(g, —¢€) = var(§;) + var(g) — 2cov(§;, € )

c? o2 2 _ (a-1)c?
=—+——>var(g) =
—+— —-var(g;) ~

(2.20)

olur ve (2.18) numarali esitlikte (2.19) ve (2.20) esitlikleri yerine yazilirsa,

(a— 1)0

E(GAKO) = —[ ¢+ Yt bulunur.

] +n2111
-1

(2.4), (2. 14) ve (2.16) esitliklerinden yararlanarak E(GIKQ) hesaplanirsa,

E(GIKO) —F (Z?=1Zjn=1()’ii_yi_)2) _F (Z?=12?=1(H+Qi+81j_u—ai— 51_)2)

a(n-1) a(n—-1)
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= —— 3 Y, E(ey — 81) (2.21)

a(n 1)

E(gij — ?_‘,i_)z = Var(si]- — ?_‘,1) = Var(ai]-) + Var(éi,) - 2COV(8i]‘, 2_)1)

2
(n—-1)c?
= o2 + — = —var(su) " (2.22)
bulunur ve (2.22) numarali esitlik (2.21) esitliginde yerine yazilirsa,
N2
E(GiKO) = ——ya yn & ;)" = o2 (2.23)

seklinde bulunur (Kaps and Lamberson 2004, Searle et al. 2006, Senoglu ve Acitas
2010). Yukaridaki bilgiler dogrultusunda dengeli veriler igin varyans analizi tablosu

Cizelge 2.2°de verilmistir.

Cizelge 2.2 Dengeli veriler igin varyans analizi tablosu

Serbestlik Beklenen
Vé;yfgg n . Kareler Toplami Kareler Ortalamas1  F istatistigi Kareler
ynag Derecesi Ortalamasi
NAY GAKT GAKO YA o
Gruplar ZZ - -2 nYa o
a-l GAKT = i~ V. GAKO = —— F=—— 2 4 “4i=1
arast i=1 j:1(yl ) a—1 GIKO et a-1
.. ; - . GIKT
Grup ii a(n-1) GIKT = Z Z(Yij -¥)*  GIKO = —— o2
=l &= a(n—1)
i=1 j=1
a n
Genel an-1 GKT = 22(3’1; -y.)?
i=1 j=1

2.3.1.2 Dengeli Olmayan Verilerde Tek Yonlii ANOVA

Yapilan bir ¢alismada i grup sayisini, j gézlem sayisimi belirtmek iizere a sayidaki

grubun her birine iliskin gozlem sayisinin esit olmadig varsayilirsa;
1=1,2,...,a ve j=1,2,...,n; olmak iizere
yij = U + O + Sij (224)

dogrusal modeli kullanilmaktadir. Bu modelde;
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y;j= i.gruptaki j. gozlem
u = Genel popiilasyon ortalamasini (Biitiin y;;’lerin ortalamast)
a; = i.grubun etkisini

&;j = Rasgele hata terimini gostermektedir.

nj

_ Yi=1Yij

Vi == (2.25)

N=Yn (2.26)

y, = (227)
& nja; = 0°d. (2.28)

seklinde hesaplanir. Burada;

GKT =38, 37, (v~ 7.)° (2.29)

GAKT = 3%, X017, = ¥.)* = Xian (575 — 7.)° (2.30)

GIKT = X, X7L, (vij — 51.)° (2.31)

CAKO = I (717, _ IR mi@i-y)? 232
a—-1 a—1

CiKO — T 2, vi=i)? 239

N—-a

formiilleri yardimiyla hesaplanmaktadir. Kareler ortalamalarinin beklenen degerleri

alinirsa;

E(GAKO) = E (Z?ﬂ“i(yi-‘y--)z) (2.34)

a-1
esitligi elde edilir. (2.24) ve (2.25) formiillerinden

_ Z]'n=i1( utait gj) ni}l+niai+z;l=il &ij _
yi. = = =p+ote (2.35)

nj nj

elde edilir. Ayn1 sekilde, (2.24), (2.27) ve (2.28) formiillerinden

14



_ =1 Z?:il( n+ o+ Sij) _ 2is1 (niM + njo; + Zjnil 8ij)
B N B N

_ Nu+Xi, niail\;rZ?=1Z}1=1 &j _ n+E (2.36)

bulunur ve (2.34) numarali esitlikte (2.35) ve (2.36) numarali esitlikler yerine yazilirsa,

Y1 ni(7i-y.)? 1 = =
E(GAKO) = F (H22O0)) = By m(u+ o + & —p—5)?)

1 _ —
= EC Xz mi(os + & — £)%)
1 _ _ _ _
=E [; (Z‘il=1 niOLi2 + Xm0 (&, — £)°+2 Yieq niai(gi. — 8)]
1 _ _ _ _
= —[Z8 mo? + XL nE (& —8)% + 2 XL, maE(8, — £)] (237)
bi¢ciminde hesaplanir. Burada ;~N(0, 02), & ~N(0, o’ /ni) ve £ ~N(0, o2 /N)
oldugundan
E(g, —€)=0ve (2.38)
E(& —£)? =var(§ — &) = var(§) + var(g) — 2cov(E;, &)
2 __ [N(a-2)+anj]o?

o> o 2 _
= +— = var(g;) = Nan, (2.39)

olur ve (2.37) numarali esitlikte (2.38) ve (2.39) esitlikleri yerine yazilirsa,

[N(a—2)+anj]o?
Nan;

a 2
Zi:l nlal

a—-1

E(GAKO) = = [Z&inio + T,y I=0”+

a

bulunur.

(2.24), (2.33) ve (2.35) esitliklerinden yararlanarak E(GIKO) hesaplanirsa,

E(GIKO) —F <Z?=1Z?;1(Yij_yi,)2> _ <Z?=1Z?=il(u+ai+aij—u—ai—gi.)2>

N—-a N-a

1 ; _\2
= Nea =1 Z?:l E(Sij - Si.) (2.40)

bulunur. Burada;
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E(Si]‘ - ?_Ji.)z = Var(si]- - ?_Jl) = Var(si]-) + Var(éi_) - ZCOV(Sij,éi_)

(n 1)0

= o2 + ——= var(sll) (2.41)
oldugundan, (2.41) numaral esitlik (2.40) esitliginde yerine yazilirsa,
a (nl 1)0 2
E(GIKO) = —Y2 , Z =0 (2.42)

seklinde bulunur (Kaps and Lamberson 2004, Searle et al. 2006). Bu bilgiler
dogrultusunda dengeli olmayan veriler igin varyans analizi tablosu Cizelge 2.3’te

verilmistir.

Cizelge 2.3 Dengeli olmayan veriler i¢in varyans analizi tablosu

. Kareler Beklenen
Varyasypn Serbestllk Kareler F istatistigi Kareler
Kaynagi Derecesi Toplami Ortalamasi
Ortalamasi
a
Gruplar Z _ GAKT GAKO >a , nja.?
a-1 n; (V;, — GAKO = —— F=—— g2z42i=1710
arasi L, 13—V a-1 GIKO o, + 2—1
a nj .
. . _ . GIKT
Grup ici N-a Z Z(yu -¥)?  Giko = N2 aé
i=1 j=1 -
a n
Genel N-1 ZZ(YU - }_’..)2
i=1 j=1

2.3.2 Henderson Yontemleri

Henderson (1953) tarafindan gelistirilen Henderson yontemlerinin (I, 11 ve I11) temel
prensibi dengeli denemelerde uygulanan varyans analizi sonucunda elde edilen kareler
toplamlarinin, beklenen degerlerine esitlenerek elde edilen esitliklerin ¢6ziilmesinden
olusmaktadir. Henderson | ve Il yontemleri tamamen rasgele modeller igin
gelistirilmigken, Henderson 111 yontemi karigik modeller i¢in daha uygundur. Henderson
| yontemi, dengeli denemelere uygulanan varyans analizinden elde edilen kareler
toplamlarina karsilik gelen karesel formlari kullanmaktadir. Henderson Il yontemi,

modelde sabit etkilerin bulunmasi durumunda Henderson | yontemindeki varyasyonda
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bir diizeltme yaparak Henderson | yonteminin uygulamasindan olusmaktadir.
Henderson Il yontemi ise farkli model ve alt modellerin olusturulmasindan

kaynaklanan kareler toplamlarindaki azalmalar1 kullanmaktadir (Henderson 1953).

Aslinda varyans bilesenleri tahmini {izerine yapilan ¢ogu ¢alismada alt grup sayilari esit
tek yonli siniflama, i¢ ice smiflama ve faktoriyel siniflama ile ilgilenilmektedir.
Varyans bileseni tahmininin kullaniminda her zaman istenilen ozellikte veri elde
edilememektedir. Ozellikle arastirma verileri ve iyi planlanmis bir deney olsa bile alt
smiflarin daginikligindan kaynaklanan sayr biyiikliiklerinin esit olmamasi durumunda
bazen ANOVA uygun degildir (Henderson 1953, Sahai and Ojeda 2005, Searle et al.
2006). Bu ve buna benzer ortogonal (dikey) olmayan durumlarda varyans bilesenleri

tahmini i¢in ii¢ yeni yontem tanimlanmistir. Bu {i¢ yontem;

1. Uygun ortogonal (dikey) veride Kklasik varyans analizindeki gibi kareler
ortalamalar1 hesaplanmaktadir. Klasik varyans analizindeki varsayimlar altinda
kareler ortalamalari kendi beklenen degerlerine esitlenerek bilinmeyen

varyanslari ¢oziimlenmektedir.

2. Sabit etkilerin en kiiglik kareler tahminlerini elde edip, bu tahminlere gore veri
diizeltilmektedir. Daha sonra bu diizeltilmis verileri orijinal veri yerine koyup

birinci adim uygulanmaktadir.

3. Ortogonal (dikey) olmayan verinin klasik en kii¢iik kareler analizini kullanarak
kareler ortalamasi hesaplanmaktadir  (sabitlerin  uyumunun  yontemi,
agirliklandirilmis  kareler ortalamasi vs). Bu kareler ortalamalarini kendi

beklenen degerlerine esitleyip bilinmeyen varyans bulunmaktadir.

Bundan boyle bu 3 yontem; Henderson I, Henderson Il ve Henderson Il olarak
adlandirilmaktadir. Bu ii¢ yontem arasinda islemsel olarak Henderson | en basit olani,
Henderson Il ilk yonteme gore biraz daha zor, Henderson 11 ise en zor olanidir. Fakat
Henderson | modeldeki bazi elemanlar sabit veya bazilari etkilesimli ise yanli

tahminlere sebep olmaktadir. Henderson II’den elde edilen tahminlerde bu yanliliklar
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ilk islemde yoktur fakat ikinci islemde vardir. Henderson Il yansiz tahminler verir,

fakat hesaplamalar engelleyici olmaktadir (Henderson 1953).
2.3.2.1 Henderson-I

Uc yontem arasinda hesaplamasi en kolay olan ve bundan dolayr da varyans
bilesenlerinin tahmin edilmesinde en sik kullanilan yontemdir. Bu yontem varyans
analizi yontemi olarak da bilinmektedir (Henderson 1953).
I grup sayisi, j gozlem sayist olmak iizere a sayida grup oldugu varsayilirsa;
1=1,2,...,ave j=1,2,...,n; olmak lizere
Vij = m+ o+ g (2.43)

dogrusal modeli elde edilmektedir.
Henderson | asagidaki varsayimlarla kullanilabilmektedir (u haric):

1. Modeldeki unsurlarin hepsi iliskisiz degiskenler olmalidir.

2. Modeldeki unsurlarm hepsi 0 ortalamali ve 62, 62 varyansh olmalidir.

Asagidaki esitlikler hesaplanarak;

T =L, 2L, v (2.44)
A=y (2.45)
2
CF = % (CF: Correction Factor) (2.46)
N=Y% n (2.47)
2
K, = ?:1% (2.48)

daha sonra bu esitliklerin beklenen degerleri hesaplanmaktadir. p?’nin katsayilari ve

varyanslar Cizelge 2.4’de gosterilmektedir.
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Cizelge 2.4 u? nin katsayilari ve varyanslar

u? a? a? Hesaplanan Degerler
a n; ,
T 5y
=7t
a
2
A N N a Yi.
i T1;,
=1
y2
CF N K, 1 y:
N

Eger veri ortogonal (dikey) olsaydi, varyans analizindeki kareler toplami:

GAKT=A-CF

GIKT=T-A +CF
seklinde hesaplanirdi. Eger bu esitlikler verinin ortogonal (dikey) olmamasina ragmen
hesaplanir ve beklenen degerlerine esitlenirse, varyanslarin yansiz tahminleri bu
esitlikler ¢oziilerek elde edilebilir (Henderson 1953). Gerekli beklenen degerler Cizelge
2.4’den elde edilerek Cizelge 2.5°te sunulmaktadir. Ornegin;
E(GAKT)=E(A-CF)=E(A)-E(CF).

Cizelge 2.5 Esitliklerin beklenen degerleri

2 2

P 05 Hesaplanan Degerler
CyEy?
A-CF  N-K, a-1 Zb 2
n; N
a =1 a
n; 2 2
T-A+CF K,  N-a+l z Z yi =y Ly e
. n; N
Jj=1 n i.
i=1 i=1
Ik esitlik;
2 2
(N = K)og + (a= 1o =T, 2 = (2.49)
L.
seklinde bulunur ve ikinci esitlik;
2 2 a Y .2 a Y&, ¥
(KDoZ + (N —a+1)o? = T, Tjt vE - Tk, 2+ % (2.50)

seklinde elde edilir. Bu iki esitlik iki bilinmeyenli iki denklem seklinde ortak ¢oziiliirse

o2 ve 02 hesaplanmis olur (Henderson 1953).
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2.3.2.2 Henderson-11

Henderson II yontemi rasgele modellerde kullanilabilmektedir. Bu yontemde eger
modelde sabit etkiler varsa once veriler sabit etkilere gore diizeltilmektedir daha sonra

Henderson I yontemi uygulanmaktadir (Henderson 1953, Sahai and Ojeda 2005).

Modeldeki sabit elemanlarin rasgele degiskenler oldugu varsayimi nedeniyle varyans
bilesenlerinin tahminindeki yanliik Henderson II yo6ntemi kullanilarak ortadan
kaldirilabilmektedir. Ayni zamanda Henderson I’in basitligi elde tutulabilmektedir.
Henderson Il sabit etkilerin en kiiglik kareler ile tahminini igermektedir, veriler bu
tahminlere gore diizeltilip sonra diizeltilmis verilere Henderson | uygulanmaktadir.

(Henderson 1953, Sahai and Ojeda 2005).

Bu yontem Hazel ve Terrill (1945) tarafindan sabit etkiler disinda ortogonal olan veri
tizerinde kullanilmigtir. Hesaplama amaglar1 icin varsayimlar, sabit etkiler harig¢
diizeltilmemis verinin kareler toplamlarina karsilik gelen beklenen degerler, tahminler
icin yanhidir. Henderson Il bu yanliigi degerlendirmeye ve diizeltmeye olanak
saglamaktadir (Henderson 1953).

Dogrusal modelin;

Yo = b bixig + eq a=1,..,N (2.51)
oldugu varsayilirsa, burada x’ler bilinmekte; e’ler 0 ortalamali, 2 varyansh ve
iligkisizdirler. Varyans bilesenleri tahmini problemlerinde b’lerin hepsi sabit degildir.
Fakat ¢oziim yolu olarak b’lerin hepsinin sabit oldugu varsayilarak b’lerin tahminleri en

kiigiik Kareler esitlikleri ile elde edilmektedir. b’lerin tahminleri igin en kiiciik kareler

esitlikleri;
YP , Cubi=1; Cij = Ya=1%iaXjq
Zf:l CZiBi =Y, Y, = g=1 XiaYa
P Cpibi =Y, (2.52)

seklinde ifade edilmektedir (Henderson 1953, Searle et al. 2006). (2.52)’deki
denklemlerden bir ¢6ziim elde etmek i¢in bazen tahminler {izerinde bir veya daha fazla

dogrusal kisitlamalar koymak gerekmektedir (Henderson 1953).
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Biitiin i = 1, ..., s igin by, ..., bg’ler sabit oldugunda,

E(b; — b)* = K;0? (2.53)
esitligi bulunur. Biitliin en kiigiik kareler tahminleri bu 6zellige sahip degildir.
Henderson |1, sadece (2.53)’tin gegerli oldugu en kii¢iik kareler tahminini kullanarak
veriyi diizeltmek i¢in uygulanmaktadir. Veri:

Zg = Yo — Yiz1 bixiq (2.54)
ifadesiyle birlikte diizeltilmektedir (Henderson 1953).i # j oldugunda i,j=s+1,...,r < p
i¢in biitiin C;; = 0 varsayilirsa,

Z; = YaXiaZa (2.55)
bulunur. Daha sonra,

Zy=Y, — §=1Bicui

7 15 :256
. —_— ( " )

esitlikleri hesaplanmaktadir. 62 harig, by, ..., bs = 0 varsaymm ile (2.56)’nin beklenen

degeri ile (2.57)’nin beklenen degerinin ayni oldugu bulunmaktadir.

i1 X5=1 CUP; (2.58)
(2.58) ifadesinde C¥’ler C; ;j matrisinin ters matrisinin elemanlaridir (i,j=1,...,p) ve
Pop=Y", Cig—ici“”dlr. (2.59)

P Cyby =Y, i=1,..,s

5=1Cijbj + Cyby =Y, i=s+1,..,p (2.60)
(2.52)’deki en kiigiik kareler esitligi; (2.60) seklinde yazilabilirse veya s degeri kiiglikse,
(2.58)’in hesaplamasi basittir. (Henderson 1953).

Bu esitliklerde i # j oldugunda biitiin i,j = s + 1, ...,p ve C;; = 0°dur. (2.60) denklemi

yazilabildiginde C¥ ve b; (i,j = 1, ..., s);

o1 Ciibi =Y, (i=1,..,s) (2.61)
esitliklerinden hesaplanabilir (Henderson 1953). (2.61) esitliginde;
' CiuCiv
Cuvy = Cyp — ?=s+1(;—l.l.
' CiuYi
Y=Y, — X .., » (2.62)
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seklinde ifade edilmektedir. by, ..., bs’lerin en kiigiik kareler tahminleri (2.61) esitliginin
¢oziimiidiir ve CY(i,j =1,..,s) (2.61)’deki katsayilar matrisi icin ters matrisin

elemanlaridir (Henderson 1953).
2.3.2.3 Henderson-111

Hesaplanabilirligi miimkiin oldugunda, varyans bilesenlerini hesaplamak i¢in kullanilan
ic yontemden en uygun olam1 Henderson III yontemidir. Oncelikle bu ydntem
modeldeki sabit unsurlarin zorluklari etrafinda hareket etmektedir. Ikinci olarak,
modeldeki unsurlar iligkili olmalarmma ragmen, bu yontem tarafsiz tahminler
vermektedir. Ne yazik ki Henderson III dikey olmayan durumda, farkli siniflarin sayisi
kiiciik olmadiginda veya planlanan deney diizeni ortogonal olmayan durumu igermedigi
slirece hesaplanabilirligi uygun degildir. Sonu¢ olarak varyans analizlerinin kareler
ortalamalar1 en kiiciik kareler esitlikleri ¢oziilmeden elde edilebilmektedir. Bu iki

durumda da beklenen kareler ortalamalarini hesaplamak kolaydir.

Dogrusal model y, ile tanimlanirsa, a’nc1 gézlem;

Yo = Xh_y bixig + eg’dir. (2.63)
Burada x’ler biliniyor, e’ler 0 ortalamali, 62varyansli ve iliskisizdir. b’ler sabit ve
b’lerin hangi dagilima sahip oldugu belirtilmemektedir. bgy4,...,b, =0 ise
by, ..., bq nun en kiiciik kareler tahminleri;

byCy1 + byCrp + -+ + E;Cm =0

131621 + B;CZZ + -+ B;CZq =Y,

(2.64)

esitliklerinin ¢éztimiidiir (Henderson 1953). Bu esitliklerde,

Cij = Xg=1%Xia¥ja (2.65)

Y; = Xf=1%iaYa (2.66)
seklinde bulunmaktadir. by, ..., Bq ’lardan dolay1 kareler toplamlarindaki azalma,;

R(by, ...,by) = XL, b Y, (2.67)
bi¢iminde ifade edilir. Daha sonra

b; = X1_, CYY, (2.68)
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seklinde hesaplanir. Burada CY, C; j matrisinin invers matrisinin elemanlaridir (i, =
1, ...,q). (2.68) esitligi (2.67) esitliginde yerine yazilirsa;

R(by, ..,bg) = X1 29, CU VY, (2.69)
elde edilir. (2.69)’u kullanarak R(by, ..., b,) beklenen degeri,

E (R(by, .., b)) = T, B0, CYE(Y,Y) (2.70)
seklinde yazmak kolaydir fakat hesaplamak yeterince kolay degildir. (2.70) esitligi
bagka bir ifadeyle:

E (R(by, ., by)) = Ty B0y CEChiby) + I8 04y 2, CHE(biby)
+ X g1 Lmqr1 Ay E(bib)) + q'o¢ (2.71)
bi¢iminde yazilabilmektedir Burada;
Auw = Dimg Di=q CY [CuCjy + €G] UV oldugunda,
A = 2o -1 CY €y Cpy Olur, (2.72)
Bir¢cok varyans bilesenleri problemlerinde E (bibj) = 0 alinmaktadir (i # j). Boylece

sadece A;’nin hesaplanmas1 gerekmektedir. ¢  esitlik (2.64)’deki bagimsiz

degiskenlerin sayisini belirtmektedir (Henderson 1953).

Diizeltilmemis genel kareler toplamlarinin beklenen degeri,

EQN-1y2) = Z?lei-’:l CYE(b;b;) + No? (2.73)
seklinde kolayca hesaplanabilir. b’lere iligkin varsayimlar ne olursa olsun artik kareler
ortalamasmin ¢2’ye esit oldugu goriilmektedir (Henderson 1953). (2.71) esitligi
kullanilarak;

E (R(by .. by)) = 27, TP_, CyE(bib)) + p'a?. (2.74)
elde edilir. Boylece artik kareler toplaminin beklenen degeri;

E (zayg —R(by, ..., bp))

= [X-1 X-1 CyE(biby) + Nog] = [XiL, X, CE(biby) + p'of]

= (N —p)d? (2.75)
seklinde bulunur. bg 4, ..., by’lerin bagimsiz dagilima sahip 0 ortalamali ve o2 varyansh

oldugu varsayildiginda, bu varyans R(bl, ...,bp) - R(bl, ...,bq) esitliginin beklenen
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degeri alinarak tahmin edilebilmektedir. (2.71) ve (2.74) dikkate alinarak bu farkin
beklenen degeri;

M qgi1 2i=qe1(Cij = AiNE(bib;) + (0" — q) o

= Z?=q+1(cii — X))o+ (p' —q)aé (2.76)
bi¢iminde bulunur (Henderson 1953). (2.75)’den elde edilen of’nin tahmini
kullanilarak (2.76) esitligi i¢in ¢?’nin sapmasiz bir tahmini R(bl, ...,bp) —
R(by, ..., by) esitliginden elde edilebilmektedir. by, ..., b, ile ilgili yapilan varsayimlarin

hi¢bir 6neminin olmadigina dikkat edilmelidir (Henderson 1953).
2.3.3 En Cok Olabilirlik Tahmin Yoéntemi (ML)

Siirekli degiskenlerden olusan veride varyans bilesenlerinin en ¢ok olabilirlik tahmini

genellikle normallik varsayimina dayali durumlara 6zgilidiir. Dengeli olmayan veriler

icin y~N(uly,V = {dfff]nj + 0¢1,,}) ile (L) olabilirlik fonksiyonu,

1
exp|—>(y—u1n) Vv i(y—ulp)
L=LuVl]y) = [ : T ]
(2m)2" V|

2.77)

1
2

seklinde tanimlanmaktadir (Searle 1971, Sahai and Ojeda 2005, Searle et al. 2006).
Bu y’nin yogunluk fonksiyonu ile aynidir, genelde f (y|u, V) ile gésterilmektedir ve

L V]y) = f(y|p V) dir.

Bu iki sembol kesinlikle ayn1 fonksiyonu gostermektedir fakat her ikiside kendine 6zgii
kavramlarda kullanilmaktadir. f(y|w, V) formiilii y’'nin (1 ve V ile) yogunlugu ile
ilgilenildigi durumlarda kullanilmaktadir. L(u, V|y) ise verinin verilen bazi vektorleri
icin u ve V’nin fonksiyonu olarak yazilabilecegi vurgulanmak istendiginde
kullanilmaktadir. (2.77) formiili 4 ve V’nin en ¢ok olabilirlik tahmininin temelini
olusturmaktadir. V’nin en ¢ok olabilirlik tahmini 62 ve ¢Z’nin en ¢ok olabilirlik
tahminleri ile yer degistirmektedir (Searle 1971, Sahai and Ojeda 2005, Searle et al.
2006).

al + bJ seklinde olan (2.77) formiiliindeki V ile;
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vl= {ﬁ (Ini g2+n; Gz]n])}

VI =Tl 0l ™V (02 + mio)] (2.78)
esitlikler elde edilir. (2.78) formiilii yardimiyla,

2
exp {—2—2[2 Yiij—w? —le(yl n;u)?1}
L= (2.79)

O L R

elde edilmektedir. L parametre degerini maksimize etmek, L’nin dogal logaritmasini
maksimize etmek ile ayni oldugu icin [ =logL ile gosterilen fonksiyonu maksimize

etmek L’yi maksimize etmekten daha kolaydir. Bu kapsamda,

[ =logL =logL(u,V]y)
= —%Nloan —%(N — a)log 2 —lzilog(ae + n;c?)

i iij—m)?
— et —21 Tonz O~ )’ (2.80)

elde edilir (Searle 1971, Sahai and Ojeda 2005, Searle et al. 2006).
2.3.3.1 Dengeli Verilerde En Cok Olabilirlik Tahmin Yoéntemi

Dengeli veri Vi icin n; = n’dir. Bu log L’yi daha da basitlestirmekte ve;
l=logL = — %N log 2 — %a(n —1loga? — %a[log( 02 +no2)]

2 _
_ 2= | nog Rii-m?
202 202(02+noc?)

seklinde yazilabilmektedir (Sahai and Ojeda 2005, Searle et al. 2006). Son iki terim

(2.81)

yeniden diizenlenirse gruplar arasi kareler toplami ve hata kareler toplami;

2
_ ZiXjij-n)” | nPediFi-w)?
202 20%(0¢+nod)

__é[ZiZj(yu Yi. +yi. _.u) noa Z (YL .“)2]

O¢ +TLO'
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[ 2 o
=27 |GIKT + (1 - U;jjwé) Sin(i -, + 5. - w)?

1 (i 3 _
== Q{GIKT + Ugfmé [GAKT + an(y, — u)Z]} (2.82)

elde edilir. Parametrelerin bir fonksiyonunun en ¢ok olabilirlik tahmin edicisi,

parametrelerin en ¢ok olabilirliginin fonksiyonu ile ayni oldugu i¢in (2.81) formiiliinde

A =02+ no? (2.83)
yazilarak;
l=loglL = —%Nloan - %a(n — 1) logo? — %alogﬂ

GIKT GAKT an(y —u)?
202 22 22 (2.84)

esitligi elde edilir.
En ¢ok olabilirlik esitlikleri log L’nin u, 62 ve A’ya gore kismi tiirevlerinin alinip sifira
esitlenmesiyle;

al _ an(y, —w?

ou 22

0l -—am-1)  GIKT _ —a(n-1D[ 5  GIKT

o2~ 202 208 20% ¢ am-vf

0l _-a , GAKT , an(J -w)?  -a ( GAKT) an(y —p)?

Tz T T A PR RLYY (2.85)

denklemleri elde edilmektedir (Sahai and Ojeda 2005, Searle et al. 2006). Bu kismi

tiirevleri sifira esitlerken u, 02 ve A parametrelerinin sembolleri degistirilmektedir.

Yani, denklemlerin ¢oziimleri anlamina gelen g, 62 ve A sembolleri kullanilmaktadir.
(2.85) denkleminden;
n=y.,
62 = GIKO,
GAKT _ ( 1

i= = ——) GAKO,

a a

1 -Y\cako-Giko
52 =izt _ (1) (2.86)

n n

coziimler elde edilmektedir (Sahai and Ojeda 2005, Searle et al. 2006). Elde edilen bu

cOziimler en ¢ok olabilirlik denklemlerinin ¢dzlimleridir. Fakat bulunan bu ¢oziimler

u, 62 ve o2 degiskenleri igin L(u, 62,02 |y) nin maksimumu, L(i, 62,62|y) ile benzer
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olan, L(,V]y) olmasma ragmen gerekli olan en cok olabilirlik tahmin edicileri

degildir,

En c¢ok olabilirlik tahmin edicileri [I,62 ve 62 seklinde gosterilmektedir.
[, 62 ve 62’nin sirasiyla fi, 62 ve 62 olmamasi nedeni fi, 62 ve 62’lerin p,c? ve o2
parametre uzaylarinda bulunmama durumlaridir. Ozellikle (2.86) da 62 negatif olabilir
ve negatif oldugu zaman o2 (bir varyans ve negatif degildir, yani 0 < o2 <
o) tarafindan tanimlanan (0, c0) parametre uzayinda bulunmamaktadir. Béylece 5 nin
¢Oziimii negatif olmadiginda 62 en ¢ok olabilirlik tahmin edicisi olabilmektedir. En ¢ok
olabilirligin tanim1 geregince, olabilirligin parametre uzayi {izerinde maksimum olmasi
gerekmektedir. Bu yiizden en ¢ok olabilirlik tahmin edicileri 62 >0 ve 62 >0

parametre uzaylarinda olmalidir (Sahai and Ojeda 2005, Searle et al. 2006).

Buna ragmen, tek yonlii siiflamada en ¢ok olabilirlik ¢oziimleri olan g, 62 ve 62
¢oziimlerinden bir tek d5’nin parametre uzayinda olmama durumu vardir. Bu da
parametrelerin  sinirlarmdan  kaynaklanmaktadir (—o0 < u < 0,0 < g2 < 0 ve 0 <
02 < o). Sirasiyla fi,62 ve 62 ¢dziimleri diisiiniiliirse; ilk olarak g, 62 ve 62’ye
bagimli degildir ve gt =y, pu uzayinda oldugu i¢in p’niin en ¢ok olabilirlik tahmin
edicisi (Sahai and Ojeda 2005, Searle et al. 2006);

f=p=y’ dir. (2.87)
GIKO asla negatif olamayacag igin 62 = GIKO, 62 parametre uzayindadir. Fakat 62
62’ye bagimli oldugu icin sadece 62’nin sadece o2 parametre uzaymda oldugundan
degil, (62,62) tahmin edici ciftinin (02,062) tarafindan tanimlanan ikili uzayda
oldugundan emin olmak gerekmektedir. Sonu¢ olarak 62 = GIKO ¢2’nin en cok
olabilirlik tahmin edicisi degildir (Sahai and Ojeda 2005, Searle et al. 2006).

62 ve 62 en cok olabilirlik ¢oziimlerinden 62 ve 62 en ¢ok olabilirlik tahmin edicilerini
elde etmek icin 62 ve A =02+ no’ ele alinmaktadir. L, g2 ve A pozitif
parametrelerinin pozitif fonksiyonu olsun ve bu fonksiyon {i¢ boyutlu olarak
cizilebilmektedir. (62, 1) diizleminin pozitif ¢eyregi ele alinmaktadir (Sahai and Ojeda
2005, Searle et al. 2006).
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(62, 1) diizleminin pozitif béliimiinde 62 = A dogrusu diisiiniiliirse, 62 > 0 oldugu i¢in
A=02+noZ =02dir ve A=02 noktalan ¢ =2 dogrusunun alt kisminda
kalmaktadir. Bu bolge (4, 2) en ¢ok olabilirlik tahmininin olmas: gereken bolgedir. Bu
bolge “gegerli bolge” olarak adlandirilmaktadir. (4,62) noktast bu bélgede oldugu

zaman bu noktaya en ¢ok olabilirlik tahmini denir. Yani;

62 = 0 oldugu zaman 62 = 62 ve 62 = 2 dir. (2.88)

62 < 0 (1 < 62 oldugunda) oldugunda en ¢ok olabilirlik tahminlerini vermemektedir.
Bu durumda 62 <0 oldugunda 62 = 0 olmasim celiski kullanarak ispatlanmaya
calisilirsa; ayr1 ayr iki durum soz konusudur, 62 < 62 ve 62 > 62. Ik durum 62 < 62

ve (2.85) formiilii ile birlikte en ¢ok olabilirlik tahmini,

~2 = —_

dloglL _—am-1) [~ GIKT | _ —a(n-1) .5 .5

902 02=52 252 e am-nl 252 (O'e Ue) >0 (2-89)
seklindedir. Bu nedenle 4 ve ¢Z’nin fonksiyonu olan logaritma olabilirligini artirmak
icin 02’yi 62 olarak arttirilip ve A yerine A yazilmaktadir. Bu 62’nin bir en ¢ok
olabilirlik tahmini olmasi ile c¢elismektedir. Ikinci durum diisiiniiliirse, 62 >
dZoldugunda,

1=262=262>1 (2.90)

esitsizligi elde edilmektedir. ilk esitsizlik en ¢ok olabilirlik tahminlerinin gegerli
bolgede olmasini gerektirmektedir; ikinci esitsizlik ikinci durumu ifade etmektedir ve

liciincii esitsizlik 62 < 0 nedeniyle (2.85) formiilii ile birlikte;

dlogl ey = _Ta(i _ GAKT) 4 mO-y) _ —a (iI-i)<o (2.91)

a 222 YT

bulunur. Béylece, A°y1 A olarak arttirarak ve o2 yerine &2 yazarak logaritma olabilirligi

arttirilabilmektedir. Bu A’nin en ¢ok olabilirlik tahmini olmasi ile gelismektedir. Bu
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nedenle 62 < 0 oldugunda 62 > 0 durumuyla celiski elde edilmektedir ve sonug olarak

62 = 0 olmak zorundadir. Yani,

62 < 0 oldugunda 1 = &2 ve 62 = 0’dur. (2.92)

Dolayisiyla 62 = 0 oldugunda u ve ¢2’nin en ¢ok olabilirlik tahmin edicileri A = o2
kosulu altinda logL’yi maksimize ederek elde edilmektedir. Bu, model de A = ¢
dolayisiyla 62 = 0 almmasi anlamina gelmez fakat ii¢ boyutlu (L,02,1) uzaymnda
A = c? diizleminde logL’yi kisitlayarak basitce maksimize edilmektedir. Boylece
A = 02 oldugunda logaritmanin olabilirligi [(A = 02) olarak belirtilmektedir. (2.84)

denkleminde A = g2 yerine konularak;

GIKT+GAKT  an(y —p)?
202 202

I(A=02) = —>Nlog2m — > Nloga? (2.93)

elde edilir (Sahai and Ojeda 2005, Searle et al. 2006). u ve ¢2’ye iliskin i = i1 =y,

kosulu ile (2.93) denklemi maksimize edilirse;

~ GIKT+GAKT  GKT
G2 =100 = (2.94)

N an

1 —l) GIKO + —(1 - l) GAKO

1
n n a

__ (a-1)GAKO+a(n-1)GIKO _ (
= — =

= Gik0 +2[(1-2) 6AKO - GiKO|
= 6¢ + 67 (2.95)
< ¢?

elde edilir. (2.95) esitligi dikkatle incelenirse, 62 (2.95)’i negatif yapmak igin asla yeteri

kadar negatif olamaz (Ciinkii 62 = % de GKT asla negatif degildir). Boylece 62 < 0

oldugunda en ¢ok olabilirlik tahmin edicileri 62 = 0 ve 62 = % olur. Ozetle en ¢ok

olabilirlik tahmin edicileri;

(2.96)

. 1 .
oy {leo, (1—E)GAKOEGIK0
e

GKT (1—%)GAKO<GiKO

an '’
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1 .
52 _ M} (1-2)cako=6iko (2.97)
* 0 + (1-3)6AK0<GiKO

seklinde bulunur (Searle 1971, Sahai and Ojeda 2005, Searle et al. 2006).
2.3.3.1 Dengeli Olmayan Verilerde En Cok Olabilirlik Tahmin Yontemi

(2.77)’nin normallik varsayimi altinda logaritmik olabilirligi;

l= —%Nloan—%(N— a) logo? —%Zilog/li

LiXivi-w? | 1 in?
— S g L G- ) (2.98)

seklindedir (Searle 1971, Sahai and Ojeda 2005, Searle et al. 2006). Burada;

A = 62 + n;o2 dir. (2.99)

(2.98) denkleminin son iki terimi basitge yazilirsa;

I=—1Nlog2n (N - a)logoZ — 15 log 4, — 9 — 5,0 (3 100)

204 i
elde edilir. Basitlestirme (7 = 02 /02);

1— nog o _ 1
i Ai 1+n;T

(2.101)

tanimi1 kullanilarak kolayca elde edilebilir. En ¢ok olabilirlik esitlikleri ve ¢ozlimleri

% =1ve % = n; ile (2.100) denklemindeki log L’nin tiirevi alinirsa,

EDEES (2.102)

(N-a) 1w 1 . GIKT n;(¥; —u)?

loz = = 202 _EZiA_i-I_ 20 + 2 2,1?” (2.103)
1 i n (Vi—w)?

g = =3T3+ % e (2.104)

denklemleri bulunur. En ¢ok olabilirlik esitlikleri, (2.102), (2.103) ve (2.104)

denklemlerinin sag taraflari sifira esitlenerek elde edilmektedir. Daha sonra sirasiyla y,
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c? ve A; sembolleri i, 62 ve A; = 62 + n;62 sembolleri ile yer degistirmektedir.
Buradaki i, 62 ve 62 en ¢ok olabilirlik esitliklerinin ¢oziimleridir. Bu islemler (2.102)

denkleminde verilen [,’ye uygulanirsa;

3 i, Zl niYyi,
‘a _ ' Aj 0%"‘” ‘7%{ _ Zlyl/var(yl)
= o

Ziz_i Zlaf23+n 6% Zl[var(y )]

(2.105)

var(y;) = 62 + = (2.106)

esitlikleri elde edilir (Sahai and Ojeda 2005, Searle et al. 2006). 62 ve 62, (2.103) ve

(2.104) denklemlerinin sag taraflarinin sifira esitlenmesiyle;

GIKT (N a) ni(¥i—p)?
= R - Ty (2.107)
e e
nf (yi—i)* n
ZLT = l/'l_l (2.108)

seklinde elde edilmektedir. Bu esitliklerdeki toplam terimlerinin payda kisminda
bulunan A; = 62 + n;62 ile birlikte tahmin ediciler igin a¢ik bir analitik ¢6ziim
bulunmamaktadir. Oysaki verinin dengeli oldugu durumda bir ¢6ziim vardi (Searle et al.

2006).

En ¢ok olabilirlik tahmin edicileri; dengeli verilerdeki gibi g, 62 ve 62 ¢oziimleri ancak
(1, 62,62) ticliisii (u, 02,02) uzay: iginde ise en cok olabilirlik tahmin edicileridir.
Bunun saglandigindan emin olurken negatiflik problemi yeniden ortaya ¢ikmaktadir.
Her bir veri seti igin, (2.107) ve (2.108) esitlikleri dogrusal olmayan esitliklerin sayisal
¢oziimlerine uygun bazi iteratif yontemlerle sayisal olarak ¢oziilmelidir. Iteratif

yontemler uygulandiktan sonra en ¢ok olabilirlik tahmin edicileri;

62 = 0 oldugu zaman 62 = 62,62 =62 ve i = i (2.109)

62 < 0 oldugu zaman G2 = =% G2 = Ove i = 3, (2.110)
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seklinde elde edilmektedir (Searle 1971, Sahai and Ojeda 2005, Searle et al. 2006).

Ikinci durumda 62 < 0 iken 2 = 0 olmas1 dengeli verilerdeki ile aynidir.

2.3.4 Kisitlanmis En Cok Olabilirlik Tahmin Yontemi (REML)

Yerel degismezlik seklinde adlandirilan ve en ¢ok olabilirlik yonteminin bir uyarlamasi
olan kisitlanmis en c¢ok olabilirlik, olasiligin sadece belli bir kismini maksimize
etmektedir. Tek yonlii siniflama i¢in olasiligin u’yii icermeyen kismini maksimize

etmek anlamina gelmektedir (Searle 1971, Sahai and Ojeda 2005, Searle et al. 2006).

REML tahmininin siklikla bahsedilen faydalarindan birinin karakteristik 6zelligi; sabit
etkiler tahmini ile ilgilenmemesine ragmen bir en ¢ok olabilirlik yontemi olarak
modelin sabit etkilerine iliskin serbestlik derecelerini hesaba katmasidir (Searle 1971,
Sahai and Ojeda 2005, Searle et al. 2006).

2.3.4.1 Dengeli Verilerde Kisitlanmis En Cok Olabilirlik Yontemi

Dengeli veriler igin kisitlanmis olabilirlik kolayca elde edilebilmektedir. Bunu elde

edebilmek igin;

exp{—%
L, dé,0ily) = :
(2n)%a"a§ 261 )

GIKT | GAKT | (. —p)? B
2 T l T A
g b
€ an

(2.111)

esitliginden yararlanilmaktadir. ¥ , GIKT ve GAKT dan bagimsiz oldugu igin (2.111)
esitligi;

L(u,0Z,05y) = L(uly)L(0Z,05|GAKT, GIKT) (2112)

seklinde yazilabilmektedir. Burada L(u|y), ¥ ’ye bagh p’niin olabilirligi anlamina

gelmektedir. Yani,
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exp[—(yzzmz ]
Luly) = ——= (2.113)
@m2()’
1(GIKT GAKT
. Xpl—o\ ozt
L(c?,02|GAKT, GIKT) = ) (2.114)

1 1 n- 1 1
emz @ Vg [pa(n=1)] 5@ (an)z

seklindedir. (2.114) denklemi GAKT ve GIKT’e bagh ¢2 ve o¢2’nm olabilirlik
fonksiyonu anlamina gelmektedir. Bu, dengeli verilerle tek yonlii siniflama igin

kisitlanmig olabilirlik olarak adlandirilmaktadir (Searle 1971, Searle et al. 2006).

REML tahmini 62 > 0 ve 62 > 0 parametre uzaylarinda (2.114) denklemini maksimize
ederek 2 ve 62 igin tahmin edicilerin elde edilmesinden olusmaktadir. Bu fonksiyonun

logaritmasi lg:

Ir =logL (62,02|GAKT, GIKT)

= —%(an— 1) loan—%logan—%a(n— 1)logo?

1 GIKT ~ GAKT
—E(a—l)logl— 207 (2.115)
seklinde gosterilmektedir. Bu fonksiyonun tiirevleri;
I _ —a(n-1) | GIKT
Ro§ ~ 202 20%
—-(a-1) , GAKT
lpa = ——+ 0 (2.116)

seklinde bulunur. Bu denklemleri sifira esitleyip oZ ve A yerine 625 Ve Ag yazarak
¢Oziimler;
_ GAKT

Ar = ooy = GAKO

62 = GIKT
eR ™ 4(n-1)

= GIKO

62 = = (GAKO — GIKO) (2.117)

seklinde elde edilmektedir. Bunlar REML c¢oziimleridir fakat REML tahmin edicileri
degildir. (2.117) denkleminden elde edilen REML ¢oziimleri ML durumuna benzer
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olarak, ancak 62y ve 67 p sonuglari negatif degilse REML tahmin edicileridir. 625 asla

negatif olamaz fakat 6  negatif olabilmektedir. Bundan dolay1 I yi 645 = 0 kosulu

altinda maksimize etmek gerekmektedir. Bu durumda 62z = olur. Boylece

GKT
(an-1)
REML tahmin edicileri;

64 g = 0 oldugunda 655 = GIKO ve 65 = %(GAKO — GIKO) olur.

GKT
(an-1)

(2.118) sartlarinda oldugu gibi elde edilmektedir (Searle 1971, Sahai and Ojeda 2005,
Searle et al. 2006).

6% g < 0 oldugunda 625 = Ve 62x = 0 olur. (2.118)

2.3.4.2 Dengeli Olmayan Verilerde Kisitlanmis En Cok Olabilirlik Yontemi

Dengeli olmayan veriler i¢in olabilirlik fonksiyonu;

{ zzj(yl, w2 n%aa(yi,—u)z]}

20% Zag(a§+niaé)

L(u, 02, 0Zly) = (2.119)
iy 2[zN- )] L

@em2'o, L,(08+n08)2

bi¢iminde yazilmaktadir. Dengeli verilerde oldugu gibi y’niin bir fonksiyonunu segme

yani olabilirligin ¢arpanlara ayrilmasi durumu bulunmamaktadir. Fakat REML tahmin

edicileri i¢in denklemler ¢esitli iteratif yontemlerle birlikte elde edilebilmektedir (Searle

et al. 2006).

2.3.5 Minimum Normlu Karesel Sapmasiz Tahmin Yoéntemi (MINQUE) ve
Minimum Varyansh Karesel Sapmasiz Tahmin Yoéntemi (MIVQUE)

Minimum norm ve minimum varyans Ozelliklerini igeren karesel sapmasiz tahmin
edicileri elde etmek icin genel asamalar Rao (1970, 1971a, 1971b, 1972) tarafindan
yapilan ¢alismalarda sunulmaktadir. Rao (1970), Hartley vd. (1969)’un dogrusal
modelde ayr1 varyanslarin tahmini probleminden esinlenmistir. y,, y5, ..., Yy

Y =XB+e (2.120)
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modelinden clde edilen rasgele 6rneklem olsun. Burada; X bilinen N x m matris, 8
bilinmeyen parametrelerin m-vektorii ve e rasgele hata terimlerinin N-vektorii olup e,
02,02, ...,0% kosegen terimlerinden olusan diagonal (kdsegen) matris tarafindan verilen
varyans-kovaryans matrisine ve 0 ortalama vektoriine sahiptir. Buradaki problem biitiin
o/’ler esit olmadiginda o¢/’leri tahmin etmektir. C.R.Rao (1970) ¢/’lerin sapmasiz
tahmin edilebilirligini koruyarak X iizerine kosullar koymaktadir. Ayni zamanda
minimum normlu karesel sapmasiz tahmini (MINQUE) olarak bilinen tahmin sartlarin
sunmaktadir ve Hartley vd. (1969)’nin tahmin edicilerinin aslinda MINQUE oldugunu
gostermektedir. Rao (1972) de belirtildigi lizere ayri varyanslarin tahmini problemi

aslinda varyans bilesenleri tahmini probleminin 6zel bir durumudur.

MINQUE ve MIVQUE yo6ntemlerinin formiilleri asagida sunulmustur (Sahai and Ojeda
2005);

Genel dogrusal model;

Y =Xa+ Up (2.121)
bi¢iminde ifade edilebilmektedir. Burada U=1[Uy: Upi--iUp] ve
B’ =1[B; Py i Pp]dir. Genel dogrusal modelden;

E(Y) = Xa (2.122)
var(Y) = YF_, oV, (2.123)

sonuglart elde edilmektedir. Burada V; = U;U; i = 1,2, ..., p’dir.

Rao (1972) Y'AY karesel formunu kullanarak MINQUE ve MIVQUE i¢in ¢/ varyans
bilesenlerinin dogrusal kombinasyonlarini tahmin etmeyi amaglamaktadir. Burada A, a
icindeki degisiklikler i¢in tahmin edicinin de8ismezligini ve yansizligimi saglayan

sartlara bagl olarak secilen simetrik matristir.

P tio? (2.124)

(2.124) kullanilarak yansizlik i¢in;
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E(Y'AY) =YP 40} (2.125)

formiiliine gereksinim duyulmaktadir. Y ~N(u, 02) rasgele vektdr ve pozitif tanimli bir

A matrisi i¢in;

E(Y'AY) = E(Y)AE(Y) + tr[A Var(Y)] (2.126)
elde edilir. (2.122) ve (2.123), (2.126)’da yerine yazilarak;

E(Y'AY) = a'X'AXa + XF_, of[trAV;] (2.127)
bigiminde elde edilir. Bu nedenle (2.125)’deki yansizlik kosulu:

a'X'AXa + XV o [trAV] = XV, 40} (2.128)

seklinde olur. Boylece A,

sartlarim1  sagladiginda Y'AY tahmin edicisi yansizdir. a igindeki degisikliklerin

degismezligi igin (6rnegin biitiin a’lar icin @ = @ + a olarak doniistiiriiliirse);
Y+ Xap)'A(Y + Xa,) =Y'AY (2.130)

denklemi ancak ve ancak

AX =0 (2.131)
denklemi saglandiginda dogrudur. Boylece, (2.129) ve (2.131)’den a’nin degismezligi
ve yansizlidi i¢in sartlar;

AX = 0ve [trAV;] = ¢; (2.132)
biciminde elde edilir.
MINQUE ve MIVQUE yontemlerinin gelisimi asagida kisaca 6zetlenmistir (Sahai and
Ojeda 2005);
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MINQUE igin; (2.121) modelindeki B;’lerin gbzlenebilir rasgele vektorler oldugunu

varsayarak (2.124)’iin dogal tahmin edicisi

Xioy LiBiBi/n (2.133)
seklinde elde edilmektedir. Bu dogal tahmin edici;

B'AB (2.134)
bi¢ciminde de yazilabilmektedir. Burada A uygun olarak tanimlanmis diagonal matristir.
(2.124)’iin amaglanan tahmin edicisi ise:

Y'AY = (Xa + UB)' A(Xa + UB) = a'X'AXa + 2a'X'AUB + B'U'AUB  (2.135)
seklindedir. (2.132) kosullar1 (2.135) tahmin edici denkleminde yerine yazildiginda;

Y'AY = B'U'AUp elde edilmektedir. (2.136)
Amaglanan tahmin edici (2.136) ile dogal tahmin edici (2.134) arasindaki fark;

B'(U'AU — A)B’dur. (2.137)

MINQUE; bu iki tahmin edici arasindaki farki degismezlik ve yansizlik kosullarina

bagli olarak 6klidyen norm kullanarak minimize etmek islemlerinden olugmaktadir.

| U"AU — A | (2.138)
(2.138) de || . Il matrisin normu anlamina gelmektedir ve herhangi bir M matrisi i¢in
I M ll= {tr[M?]}¥/? dir. (2.139)

Verilen 6klidyen normun karesini alarak;

| U'AU — A 1?= tr[(U'AU — A)?] = tr[(AV)?] — tr[A?] (2.140)
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esitligi elde edilmektedir. Burada V =V, + --- + V,,’dir ve V; (2.123) de tanimlanmustir.
tr[A%] A’yr igermedigi icin, MINQUE problemi (2.132) sartlarina bagli olarak

tr[(AV)?]’i minimize etmek olarak degismektedir.

Alternatif olarak, Rao (1972) p;’lerin (glinkii hepsi ayni standart sapmaya sahip

olmayabilir) standartlastirilmasini diistinmiistiir.

ni = o; 'B; (2.141)

(2.137)’deki fark denklemi (2.141) kullanilarak;

1 1
n'Sz(U'AU — A)Zzn (2.142)
sekline doniismektedir. Buradan’ = (ny i - i np,) Ve
01 I,
s=| + -~ i |dr (2.143)
aglmp

(2.139) oklidyen normu kullanilarak (2.142)’nin minimizasyonu (2.132) kosullar

altinda tr[(AW)?]’nin minimizasyonu anlamina gelmektedir. Burada;
W = ofVy + -+ o5V, dir. (2.144)

(2.144)’deki W matrisinin taniminda bulunan ¢? agirhiklar: bilinmemektedir. Bu sorun

icin Rao (1972) asagidaki iki degisikligi onermektedir.

2 2
(1) Eger %, ...,GZ;1 oranlar1 yaklagik olarak bilindiginde, (2.144) de bunlari
D

p

yerine koyarak W hesaplanabilmektedir.

(ii) o?’lerin (2.144)’deki onceki agirliklart kullanilarak MINQUE tahmin
edicileri elde edilebilmektedir. Bu tahminler daha sonra (2.144) ile yer degistirerek
MINQUE asamalari tekrar edilmektedir. Bu asama iteratif MINQUE veya IMINQUE
olarak adlandirilmaktadir (Rao ve Kleffe 1988). Bu iteratif diizende, yansizlik 6zelligi
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genellikle bozulmaktadir. Rao (1971a) ¢7’lerin &nceki agirliklarindan bagimsiz olan

MINQUE sartlarini1 gostermektedir.

Rao (1972)’den dolayr kullanilan asagidaki teorem MINQUE asamalarinda

minimizasyon probleminin ¢éztiimiinde kullanilmaktadir.
TEOREM: Bir P matrisi:
P=XX'H'X)"X'H! (2.145)

seklinde tanimlanmaktadir. Burada X (2.121) modelinde yer alan matris ve H pozitif

tamiml1 bir matristir. O halde tr[(AH)?] nin asagidaki kosullar altinda minimumuna;

AX=0vetr[AV;]=¢;, i=1.2,..,p (2.146)

A" =3P  LRVR (2.147)
burada

R=H1(I-P)vel = (A, ..., 1) dir (2.148)

SA=1¢ (2.149)
(2.149) esitliginden karar verilmektedir. Burada

S={s;} ={rRViRV;},i,j = 1,...,pve #' = (€1, %, ..., £,) dir. (2.150)

ISPAT: (2.149)’dan;

A = §™ ¢ elde edilmektedir.
Yani, X¥_, #;07 nin yansiz bir tahmin edicisi varsa A vardir. Ayrica (2.149) denklemini
saglayan A’nin se¢iminden dolayt A*X = 0 ve tr[A*V;] = ¢, dir. Simdi, A = A"+ D
alternatif bir matris olmak tizere tr[DV;] =0,i =1,...,p olur. Dahas1i DX =0 =

RHD = D’dir. Sonra;
tr[A*"HDH] = Y!_, 4;tr[RV,RHDH] = ¥F_, A;tr[V;DHR]

= ?zllitr[ViD] =0 (2151)
esitligi elde edilir. Dolayisiyla;,
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tr[(A* + D)H(A* + D)H] = tr[(A*H)?] + tr[(DH)?] dir. (2.152)

Bu denklem minimumun A*’dan elde edildigini gostermektedir. Teorem MINQUE
problemi igin bilinmeyen varyans bilesenlerinin &nceki oranlart olan o;2, ...,ap*z icin
H=V,+-+V, veya H = 0;°V; + - + 6,2V, segerek uygulanabilmektedir. (2.147)
formiili  kullanilarak ~ YP_ £;,07 = #'0?’nin  MINQUE  tahmin edicisi

(0" = (01, ..., 07)),
062 =Y'A*Y = ¥P_  L,Y'RV;RY = YP_ Ay, dir. (2.153)

Burada y; = Y'RV;RY dir.
¥ = (Y1, -, ¥p) oldugunda (2.153) tahmin edicisi,

6% =2y (2.154)
bigiminde yazilabilmektedir. (2.154) i¢cinde A = S~ ¥ ile yer degistirilirse,

062 =4'S"y (2.155)
elde edilir. Boylece a2 nin MINQUE vektorii;

62=S"y (2.156)

seklinde verilmektedir. (2.156) ¢6ziim vektorii ancak bireysel bilesenler yansiz tahmin
edilebildiginde tektir. Fakat ' tahmin edilebiliyorsa (2.156) nin her ¢oziimii tek bir
tahmine sebep olmaktadir. MINQUE igin ¢oziim vektorii olan (2.156); tr[RV;RV;] (S
matrisinin (i,j)’nci eleman1), Y'RV;RY = tr[RV;RYY'] (y vektoriiniin i’nci bileseni),
(2.145)’de tanimlanan P matrisinin hesabimi iceren R = H™1(I — P) matrisi gibi

terimlerin hesaplanmasini icermektedir.

MIVQUE i¢in; Rao (1971b) yansizlik ve degismezlik igin (2.132) kosullarina bagh
olarak Y'AY’nin varyansini minimize (MIVQUE) etmeyi amaglamaktadir. Genelde,
fB;’nin elemanlar1 67 varyansina ve p,; dordiincii momentine sahip oldugunda Y’ AY ’nin

varyanst;

Var(Y'AY) = 2tr[(AW)?] + XP_, Ko7 tr (AV))? (2.157)
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bi¢iminde verilmektedir. Burada, W (2.144)’de tanimlanmistir ve K;, f; icindeki

degiskenlerin kurtosis katsayilaridir, 6rnegin K; = % — 3. Normallik varsayim altinda,

4

mesela f;’ler normal dagildigi zaman kurtosis terimleri sifirdir. Yani;
Var(Y'AY) = 2tr[(AW)?] dir. (2.158)

Bu yiizden normallik varsayimi altinda MIVQUE islemleri, (2.132) kosullariyla birlikte
(2.158) denkleminin minimizasyonunundan olusmaktadir. Boylece normallik varsayimi
alinda MIVQUE, MINQUE tahmin yonteminin alternatif bir formudur. Rao (1971b)
genel MIVQUE minimizasyonu problemi olarak (2.157) denklemini diisiinmektedir. Bu
anlamda (2.157) formiilii;

Var(Y'AY) = X7, X7_, Ayjtr[ AV AV)] (2.159)

biciminde de ifade edilebilmektedir. Burada,

2020?, i #]j
u={ AP (2.160)
(2+Ki)o-i 1 =]
seklinde verilmistir. A;;’ler bilinmedigi zaman;
Y XE_ tr[(AVAV)] (2.161)

esitligi minimize edilebilmektedir. Burada dikkat etmek gerekirse (2.161) denklemi
tr[(AV)?]’ye aynen esittir. Bu durumda MIVQUE, (2.140)’da segilen MINQUE

normuna 0zdestir.

2.4 Varyans Bilesenleri ile Tlgili Yapilan Calismalar

Varyans bilesenleri ile ilgili farkli alanlarda 6zellikle hayvancilik, biyoloji ve tip gibi
saglik bilimleri alaninda gerek uluslararasi gerekse ulusal literatiirde pek ¢ok ¢aligmaya
rastlamak miimkiindiir. Konu ile ilgili iilkemizde yapilan ve hem ulusal hem de

uluslararast literatiire katkida bulunan bazi ¢alismalar asagida sunulmustur.
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Akbag vd. (1993) tarafindan yapilan ve 43 babadan ii¢ kulucka dénemi sonunda elde
edilen 1940 bireyin kullanildig1 ¢alismada, yumurta verim dénemi sonunda her bireyin
yumurtaya baslama yasi, yumurta verimi, yumurta randimani ve ortalama yumurta
agirhi@r degerleri toplanmis ve tavuklarda yumurta verim 6zelliklerine ait bu kayitlardan
yararlanarak varyans bilesenlerinin Henderson III, ML, REML ve MIVQUE yo6ntemleri
ile tahmin edilmesi amaglanmigtir. Analizlerde, tahmin edilen varyans bilesenleri
bakimindan kullanilan yontemler arasinda genel olarak bir farklilik bulunmamaistir. Bu
durum verilerin dengeli bir desene sahip poplilasyondan elde edilmis olmasina

baglanmustir.

Dogan vd. (1999) arastirmalarinda Bala Tarim Isletmesinde yetistirilen Holstayn
siriisiiniin  1985-1992 yillar1 arasindaki siit verimine ait kayitlar kullanmislardir.
Calismada, tek etken iizerinden tekrarlanan iki etkene sahip deneme diizeninde varyans
bilesenlerinin ANOVA yontemiyle hesaplanarak, siit verimine ait kalitim derecesinin
tahmin edilmesi amaclanmis ve siit verimine ait kalitim derecesi 0,738 olarak

bulunmustur.

Esenbuga ve Dayioglu (2002) calismalarinda Atatiirk Universitesi Ziraat Fakiiltesi
Tarim Isletmesinde yetistirilen Ivesi ve Morkaraman koyunlarinin siirii verim 6zellikleri
tizerinde etkili olan gevre faktorlerini incelemisler ve ANOVA, MIVQUE, ML ve
REML yontemlerini kullanarak varyans bilesenleri tahminleri yapmislardir. ANOVA,
MIVQUE, ML ve REML yontemleri kullanilarak Ivesi ve Morkaraman 1rki koyunlarin
kog alt1 koyun basina gebe koyun sayisi, doguran koyun sayisi, canli dogan kuzu sayisi
ve siitten kesilen kuzu sayisi; doguran koyun basma canli dogan, siitten kesilen, 120.
giin ve 210. giin kuzu sayilart; kuzularin dogum agirligi, siitten kesim agirlig, siitten
kesime kadarki giinliik canli agirlik artisi, mera sonu agirligi ve meradaki giinliik canli

agirlik artigi icin varyans bilesenleri tahmini yapilmistir.
Saat¢i vd. (2002) tarafindan yapilan arastirmada, Welsh Mountain kuzularinin siitten

kesim agirliklarina etki eden (cevresel ve genetik) faktorler ve varyans bilesenleri

arastirtlmistir. Bu amagla dogal ve embriyo transferiyle elde edilen 253 kuzunun
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diizeltilmis 50. giin agirliklart  kullanilmistir. Calismada varyans bilesenlerinin

belirlenmesi igin REML tahmin yonteminden yararlanilmustir.

Ulutas vd. (2004) yapilan projede Gelemen Tarim Isletmesi Siyah Alaca siiriisiinde
1982-1997 yillar1 arasinda buzagilayan hayvanlarin ebeveyn bilgileri ile 305-giin siit
verimi ve buzagilama araligina ait verim kayitlar1 kullanilmistir. Buzagilama aralig ile
305 giinliikk siit verimine ait varyans bilesenleri REML yontemiyle tahmin edilmistir.
Sonug olarak, Gelemen Tarim Isletmesi’nde yetistirilen Siyah Alacalarda siit verimi igin
hesaplanan kalitim derecesi bu irk i¢in daha once hesaplananlarin bir¢oguna oldukga

yakin bulunmustur.

Unalan ve Cebeci (2004) siit verimine etkili olabilecek gevre faktdrlerinin etkilerinin
ortaya konulmas1 amagclanilan ¢alismalarinda, Ceylanpinar Tarim Isletmesi Siyah Alaca
stiriistinde 1990-1997 yillar1 arasinda dogum yapan 1816 bas inekten elde edilen toplam
3484 adet siit verim kaydindan yararlanarak REML yontemi ile varyans bilesenleri ve

siit verimleri i¢in kalitim dereceleri tahmin edilmistir.

Yolcu vd. (2004) tarafindan yapilan ¢alismada Beyaz Yeni Zelanda tavsanlari canli
agirliklarma iligkin  varyans bilesenlerinin farkli yontemlerle tahmin edilmesi
amaclanmistir. Bu amagla ¢alismada I. generasyonda 16 baba ve 68 ana ile bunlardan
elde edilen doller arasindan rastgele secilen 22 baba ve 84 ana ile II. generasyon
olusturulmustur. Bu iki generasyonun verileri kullanilarak ANOVA, ML ve REML
yontemleri ile siitten kesim yasindan 90. giine kadarki canli agirliklara ait varyans

bilesenleri ve kalitim dereceleri tahmin edilmistir.

Balcioglu vd. (2005) tarafindan yapilan arastirmada 90 baba, 293 ana ve bunlardan elde
edilen 1788 dol kullanilmistir. Calismada ANOVA, ML ve REML yontemleri
kullanilarak Japon bildircinlarinda canlt agirliklara ve canli agirlik artiglarina ait kalitim
derecelerinin tahmin edilmesi amag¢lanmigtir. Her {i¢ yontemle tahmin edilen kalitim

dereceleri oldukga yakin sonuglar vermistir.
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Duru ve Koyuncu (2005) arastirmada Imroz irki kuzularda dogum agirhigi icin varyans
bilesenleri tahmin edilmesi amac¢lanmistir. Calismada, Marmara Hayvancilik Arastirma
Enstitiisiinden 1999 ve 2000 yillarinda dogan 208 bas imroz kuzusuna ait dogum ve

pedigri bilgileri kullanilmistir.

Ekiz (2005) tarafindan yapilan ¢alismada, Tiirk Merinosu kuzularin siitten kesim 6ncesi
ve sonrasi glnliik canli agirlik artiglar lizerine anaya bagh etkilerin éneminin REML

tahmin yontemi ile incelenmesi amaglanmistir.

Orhan ve Kaygisiz (2007) arastirmada Van Tarim Meslek Lisesi Isletmesinde
yetistirilen esmer sigirlarda siit veriminin varyans bilesenlerini ANOVA ydntemi
kullanilarak tahmin edilmistir. Arastirmada 1rkin siit veriminin 1slahi i¢in gerekli temel

bilgi birikimine katkida bulunulmasi amaglanmuistir.

Gevrekei vd. (2009) caligmada et kalite ozelliklerinde (canli agirlik, gégiis et agirligy,
g6giis randimani) ML, REML MIVQUE yontemleriyle elde edilen varyans bilesenleri
ve kalitim dereceleri tahmin edilmistir. Calismada Japon bildircinlarinin ML, REML ve
MIVQUE yontemleriyle elde edilen varyans bilesenleri icin et kalite 6zelliklerinin

kalitim derecelerini karsilastirmak amaglanmistir.

Koyuncu ve Duru (2009) tarafindan yapilan aragtirmada Marmara Hayvancilik
Enstitiistinde Karacabey Merinosu kuzularin 1998-2002 yillar1 arasindaki dogum
agirhiklarinda direkt ve anaya bagh genetik etkiler igcin REML yontemi kullanilarak
varyans bilesenlerinin ve kaliim derecesinin tahmin edilmesi amag¢lanmistir. Bu amagla
yapilan analizler sonucunda dogum agirliklari igin direkt ve anaya ait kalitim derecesi

sirastyla 0,08 ve 0,05 olarak bulunmustur.

Giilbaba (1998) calismasi ile Karacam tiirliniin genetik yapisini fidan karakterlerini
kullanarak ortaya c¢ikarmak ve bu bilgileri kullanarak Gen Koruma ve Yonetim
Alanlarinin belirlenmesi i¢in Oneriler gelistirmeyi amaglamistir. Bu amagla Bolkar

Daglarindan belirlenen dort populasyona ait 190 aileden fidan yetistirilerek iki yil
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boyunca gozlemler yapilmis ve elde edilen verilerin varyans bilesenleri ANOVA

yontemi kullanilarak tahmin edilmistir.

Giilbaba (1999) tarafindan yapilan ¢aligmanin amaci; yurdumuzda okaliptiiste ilk defa
tesis edilen acik tozlagsma dol denemesi sonucunda elde edilebilecek genetik kazanci,
kalittm derecesini ve bu alani tohumdan gelen tohum bahgesine doniistiirmektir.
Calismada, varyans bilesenlerini tahmin etmek i¢in ANOVA yontemi kullanilmis ve
yapilan analizler sonucunda birey diizeyindeki kalitim derecesi boy i¢in 0,14; ¢ap i¢in

0,16; agac hacmi i¢in 0,17 bulunmustur.
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3. MATERYAL ve METOT

Sofralik yumurtalarin tazelik veya bayatlik durumunun bir gostergesi olan Haugh birimi
ile yumurta agirhgma iliskin varyans bilesenlerinin tahmin edilmesine yonelik
ANOVA, Henderson, ML, REML, MINQUE yo6ntemlerinin karsilastirilmasi amaci
tasiyan bu calismada kullanilan veri grubu, Yilmaz ve Bozkurt (2008) tarafindan

yapilan ¢alismada kullanilan verilerin bir boliimiinden olusmaktadir.

Calismada, 28 (geng ana) ve 80 (yaslh ana) haftalik yastaki iki ticari yumurtaci siiriiden
(Lohmann White) elde edilen toplam 696 adet sofralik yumurtaya ait veriler
kullanilmigtir. Yumurtalar 0.1g duyarh terazi ile tartilmis ve 0, 15, 30 ve 45 giinliik
periyotlarda depolanmistir. Depolama kosulu acisindan her bir depolama siiresindeki
yumurtalarin bir boliimii (Tablo 3.1°de belirtilen oranda) otomatik L Kesme Shirink
Ambalaj makinesi kullanilarak stre¢ film ile paketlenmis, bir bolimi de agikta
birakilmistir. Yumurtalarin sifir ve 45 giin arasindaki depolama siirecinde ortalama
sicaklik 21.77 °C ve ortalama relatif nem orani ise %45.13’tiir. Yumurtalara ait Haugh
birimi (HB), ak yiliksekligi (AY) ve agirliga (A) bagl olarak;

HB=100log(AY+7.57 — 1.7A*") (3.1)
bagintisi ile hesaplanmistir (Silversides 1994). Yumurtalar Tiirk Gida Kodeksi Yumurta
ve Yumurta Uriinleri Tebligi’nde belirtilen siniflamada Haugh birimine (HU) gore,
HU>79 i¢in “AA”, 55<HU<78 i¢in “A”, 31<HU<54 i¢in “B” ve HU<30 i¢in “C”
seklinde simiflandirilmaktadir (Sekeroglu 1994, Senkdylii 2001).

Diger taraftan, degiskenler arasindaki etkilesimlerin 6nemliligi ¢ok faktorlii varyans
analizi ile belirlenmis ve onemli bulunan etkilesimler varyans bilesenleri tahmininde
kullanilmigtir. Ana yasi, depolama siiresi, depolama kosulunun Haugh birimi ve agirlik
tizerindeki etkisine iligskin varyans bilesenleri ANOVA, Henderson, ML, REML ve
MINQUE yontemleri ile tahmin edilmistir. Varyans bilesenlerinin tahmininde
kullanilan matematiksel model;

Yija=p-tai+bj+ci+[(ab)ij+(ac)ic+(be)+(abc)ijd +eij (3.2)
seklinde ifade edilmistir. Modelde; Yij«:i. ana yasi, j. depolama siiresi ve k. depolama

kosulu grubundaki I. yumurtaya ait gozlem, p: genel ortalama, a;: i. ana yasinin etkisi,
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bj: j. depolama siiresinin etkisi, C k. depolama kosulunun etkKisi, ejj ise N(O,oz)
parametreli tesadiifi hatay1 gostermektedir. Ayrica (ab);j, (ac)ik, (bc)j ve (abc)ij ise ana
yagl, depolama siiresi ve depolama kosulu arasindaki etkilesimlere ait etkiyi
gostermekte olup etkilesimlerin 6nemli bulundugu bagimli degiskene (Haugh birimi) ait
modelde kullanilmistir. Yumurta agirhigi iizerinde ise ana yasi, depolama siiresi ve
depolama kosulu arasindaki etkilesimler 6nemli bulunmadigi i¢cin modelde yer
verilmemistir (Yij=ptai+bj+ceteij). Modelde yer alan tiim etkenlerin sansa baglh
(rasgele) oldugu varsayilmis olup arastirmada dengeli ve dengeli olmayan veriler
acisindan varyans bilesenleri tahmin yontemlerini karsilagtirmak i¢in olusturulan farkl
deneme diizenlerinde alinan gruplara iliskin frekans degerleri Cizelge 3.1°de

sunulmustur.

Cizelge 3.1 Dengeli ve dengeli olmayan veriler i¢in frekans ve yiizde dagilim

Dengeli olmayan veri icin Dengeli veri icin

Degisken Grup
f % f %

Yas Geng ana 387 55,60 208 50,0
Yasli ana 309 44,40 208 50,0
Depolama Siiresi 0. giin 128 18,39 104 25,0
14. glin 207 29,74 104 25,0
30. glin 261 37,50 104 25,0
45. giin 100 14,37 104 25,0
Depolama Kosulu Streg film 372 53,45 208 50,0
Agikta 324 46,55 208 50,0
TOPLAM 696 100,0 416 100,0

Cizelge 3.1°deki dagilim incelendiginde, dengeli olmayan veriler i¢in %55.60’min ana
yas1 28 haftalik (geng ana), %44,40’1nin ana yas1 ise 80 haftalik (yaslh ana) olan toplam
696 adet yumurta kullanilmistir. Dengeli verilerde ise her bir gruptaki yumurta sayisini
esitlemek (dengeli hale getirebilmek) i¢in toplam 416 adet yumurta ile varyans

bilesenleri tahmin edilmistir.
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Henderson 1l yontemi model i¢indeki biitiin sabit etkiler i¢in veriyi diizelttikten sonra
bu diizeltilmis veriler iizerinde Henderson | yontemini uyguladigindan ve arastirmada
sabit etkiye sahip degiskenler kullanilmadigindan bu yontem ile karsilastirma

yapilmamis ve Henderson III yontemi ile uygulama gergeklestirilmistir.
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4. BULGULAR

Dengeli ve dengeli olmayan veriler i¢in varyans bilesenleri tahmin yontemlerine iliskin
literatiirde yaygin olarak kullanilan ANOVA, Henderson Ill, ML, REML, MINQUE
yontemlerinin karsilastirilmasi sonucu elde edilen bulgular Cizelge 4.1 ve Cizelge 4.12
arasinda sunulmustur. Haugh birimi i¢in degiskenler (Ana Yasi -Y, Depolama Siiresi-S,
ve Depolama Kosulu -K) arasindaki etkilesimler 6nemli bulundugu igin etkilesimli
model, yumurta agirlig1 i¢in ise etkilesimler 6nemli olmadig: i¢in etkilesimsiz model

sonuglarina yer verilmistir.

4.1 Dengeli Olmayan Veriler i¢in Varyans Bilesenleri Tahmini

Ana yasi, depolama siiresi, depolama kosulu ve degiskenler arasi etkilesimlerin Haugh
birimi lizerindeki etkisine ilisgkin ANOVA yontemi ile elde edilen varyans bilesenleri

tahmini Cizelge 4.1’de sunulmustur.

Cizelge 4.1 Dengeli olmayan verilerde Haugh birimi i¢in ANOVA yontemi ile varyans

bilegenleri tahmini sonuglari

\Ig;ﬁ; SD KO BKO V""('(';%‘;‘“S % o?
Y [ 10566173 3436352 +99 847 11750202 +56, 2357, +2 28714 3274
S 3 68251,00 164,80 2 +85,9352 192,02 52 +604052, + ;2 37882 4320
K 1 563393 300497 +1511452 4952152 #9142 + oz 1141 130
Y*S 3 4633,45 7872 52 +449657 +or 5349 610
Y*K 1 1089,37 1481352 47712 452 664 076
S*K 3 882,45 67,002 4344657, + o2 789 090
Y*S*K 3 340,92 326207, 452 662 075
Hata 680 124,99 o? 12499 1425

SD:serbestlik derecesi KO:kareler ortalamast BKO:beklenen kareler ortalamasi

Cizelge 4.1°deki bulgular incelendiginde, yumurtalarin tazeligine iliskin Haugh birimi
tizerinde en O6nemli etkiye sahip degisken toplam varyasyonun %43,20’lik boliimiinii
aciklayan depolama siiresidir. Haugh birimine iliskin toplam varyasyonun %32,74’liik

kism1 ana yas1 tarafindan agiklanirken, hata varyansi orani ise %14,25°dir. Depolama
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kosulunun ise toplam varyasyondaki payr %1,30 olarak hesaplanmigtir. Bununla
birlikte, ana yasi1*depolama siiresi arasindaki etkilesim toplam varyasyonun %6,10’1uk

boliimiinii agiklarken kalan etkilesimlerin tamaminin pay ise %2,41°dir.

28 ve 80 haftalik yastaki iki ticari yumurtaci siiriiden elde edilmis sofralik yumurtalarin
Haugh birimine iligkin varyans bilesenleri tahminine yonelik Henderson Ill yontemi

sonuglar1 Cizelge 4.2’ de verilmistir.

Cizelge 4.2 Dengeli olmayan verilerde Haugh birimi icin Henderson Ill yontemi ile varyans

bilegenleri tahmini sonuglari

Varyarls sD KO BKO Varyzans % o
Kaynag (c9)

Y 1 57898,03 208,02 Gyz +52,05 gyzs +104,10 ol +26,02 stk + 52 262,98 36,59
S 3 38141,98 130,49 52 +65,24 ol +65,24 ;2 +32,62 ol to? 266,10 37,02
K 1 2174,68 208,20 2 +104,1OC;§k +52,05 52 +26,02 ol tol 3,29 0,46
Y*S 3 2917,49 65,24 055 +32,62 O_Ssk + o2 39,49 5,49
Y*K 1 1424,10 104,10 O_yzk +26,02 stk + 52 7,61 1,06
S*K 3 843,12 65,24052k +32,62 Ujsk to? 7,70 1,07
Y*S*K 3 340,92 32,62 U;k to2 6,62 0,92
Hata 680 124,99 o’ 124,99 17,39

SD:serbestlik derecesi KO:kareler ortalamasi BKO:beklenen kareler ortalamast

Cizelge 4.2 incelendiginde, yumurtalarin Haugh birimi {izerindeki toplam varyasyonun
%37,02’lik boliimiinii depolama siiresi; %36,59’luk bolimiinii ana yast; %0,46’1ik
boliimiinti depolama kosulu ve %17,39’luk boliimiinii ise hata varyansi agiklamaktadir.
Yumurtalarin Haugh birimi iizerindeki toplam varyasyonda, degisken etkilesimlerinden
en Onemli etkiye sahip olan1 %5,49 ile ana yasi*depolama siiresi etkilesimidir. Diger

taraftan kalan etkilesimlerin toplam varyasyonu agiklama orani ise %3,05’tir.
Ana yasi, depolama siiresi, depolama kosulu ve degiskenler arasindaki etkilesimlerin

Haugh birimi {izerindeki etkisine ilisgkin ML, REML ve MINQUE yontemleri ile elde

edilen varyans bilesenleri tahmini sonuglar1 Cizelge 4.3’te sunulmustur.
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Cizelge 4.3 Dengeli olmayan verilerde Haugh birimi i¢in ML, REML ve MINQUE yo6ntemleri

ile varyans bilesenleri tahmini sonuglari

ML REML MINQUE

Varyans

Kaynag Varyans % o Varyans % o Varyans % o

(") (") (c)

Y 157,25 23,05 256,85 30,55 256,08 30,35
S 305,62 44,79 365,13 43,42 369,32 43,77
K 0,000 0,000 3,62 0,43 3,05 0,36
Y*S 67,57 9,90 66,54 7,91 68,06 8,09
Y*K 12,26 1,80 9,58 1,14 8,89 1,05
S*K 8,54 1,25 8,01 0,95 9,10 1,08
Y*S*K 6,10 0,89 6,24 0,74 4,02 0,48
Hata 124,96 18,32 124,92 14,86 124,99 14,82

Cizelge 4.3 incelendiginde, ML yontemi i¢in yumurtalarin Haugh birimi iizerindeki
toplam varyasyonun %44,79’luk boliimiinii depolama siiresinin; %23,05’lik boliimiinii
ana yaginin ve %18,32’lik boliimiinii ise hata varyansinin olusturdugu goriilmektedir.
Ayni zamanda depolama kosulunun yumurtalarin Haugh birimi iizerindeki varyansi
negatif tahmin edildiginden ve ML yonteminin kosullar1 geregi toplam varyasyonu
aciklama oram1 %0 olarak bulunmustur. Degiskenler arasindaki etkilesimlerin toplam
varyasyonu agiklama orani ise %13,84’tliir. Aym sekilde REML yontemi igin
yumurtalarin Haugh birimi iizerindeki toplam varyasyonun %43,42’sini depolama
stiresi; %30,55’ini ana yast; %14,86’sin1 hata varyansi; %0,43’iinii depolama kosulu
olusturmaktadir. Degiskenler arasindaki etkilesimler ise toplam varyasyonun
%10,74’1ik kismini olusturmaktadir. MINQUE yonteminde ise yumurtalarin Haugh
birimi {izerindeki toplam varyasyonun %43,77’sini depolama siiresi; %30,35’ini ana
yast; %14,82°sini hata varyansit ve %0,36’sin1 depolama kosulu olusturmaktadir.
Degiskenler arasindaki etkilesimlerde toplam varyasyonun %10,70’ini olusturmaktadir.
Yapilan analizler sonucunda her {i¢ yontem de Haugh birimi iizerindeki en onemli
etkiye sahip degiskeni depolama siiresi olarak bulmus ve degiskenler arasindaki
etkilesimler sonucunda Haugh birimi {izerindeki varyasyonda en fazla etkiye sahip

etkilesim olarak ise ana yas1*depolama siiresi bulunmustur.
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Ana yas1, depolama siiresi ve depolama kosulunun yumurta agirligi iizerindeki etkisine
iliskin ANOVA yontemi ile elde edilen varyans bilesenleri tahmini sonuglar1 Cizelge

4.4’te sunulmustur.

Cizelge 4.4 Dengeli olmayan verilerde yumurta agirligi icin ANOVA yontemi ile varyans

bilesenleri tahmini sonuglari

Varyans

! ) KT KO BKO Varyans % o
Kaynagi (o)
Y 1 1530497 1530497 3436352+, 4449 7158
s 3 154,32 51.44 164,89,: 4,2 021 0,34
K 1 12216 122,16 30049,:+,: 0,35 0,56
Hata 690  11798,87 17,10 or 1710 2752

Cizelge 4.4 incelendiginde yapilan analizler sonucunda yumurtalarin agirligina iligkin
toplam varyasyonun %71,58’1ik kismi ana yas1 tarafindan agiklanirken; %27,52’lik
kisim ise hatadan kaynaklanmaktadir. Depolama siiresi ve kosulunun yumurta agirligina

ait toplam varyasyondaki payi ise sirasiyla %0,34 ve %0,56’dr.

Sofralik yumurtalarin yumurta agirhigina iliskin varyans bilesenleri tahminine yonelik

Henderson III yontemi sonuglar1 Cizelge 4.5’te sunulmustur.

Cizelge 4.5 Dengeli olmayan verilerde yumurta agirhigi igin Henderson 11l yontemi ile varyans

bilegenleri tahmini sonuglari

Varyans

¥ sp KT KO BKO varyans % o
Kaynag (c9)
Y 1 14961,27 14961,27 324,81 0'y2 + 52 46,01 72,21
S 3 173,66 57,89 160,08 52 + ;2 0,26 0,41
K 1 122,16 122,16 300’490'f+0'e2 0,35 0,55
Hata 690 11798,87 17,10 o? 17,10 26,84

Cizelge 4.5’te yumurtalarin agirligina iliskin toplam varyasyonun %72,21’lik kisminin
ana yas1 tarafindan agiklandigi; %26,84’lik kismmin hata tarafindan agiklandigs;
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%0,55’1ik kisminin depolama kosulu tarafindan agiklandig1 ve %0,41°lik kisminin ise

depolama siiresi tarafindan agiklandig1 goriilmektedir.

Ana yas1, depolama siiresi ve depolama kosulunun yumurta agirligi iizerindeki etkisine
iliskin ML, REML ve MINQUE yontemleri ile elde edilen varyans bilesenleri tahmini

sonuglari Cizelge 4.6’da sunulmustur.

Cizelge 4.6 Dengeli olmayan verilerde yumurta agirligi i¢in ML, REML ve MINQUE

yontemleri ile varyans bilesenleri tahmini sonuglari

ML REML MINQUE

Varyans

Kaynag Var;gans % o Var)gans % o Varygans % o

() (o) ()

Y 22,94 56,56 45,53 72,09 46,00 72,31
S 0,22 0,54 0,22 0,35 0,18 0,28
K 0,30 0,74 0,30 0,48 0,34 0,53
Hata 17,10 42,16 17,10 27,08 17,10 26,88

Cizelge 4.6’daki bulgulara bakilarak, ML yontemine iliskin yumurtalarin agirlig: igin
toplam varyasyonun %>56,56’lik bolimii ana yasi tarafindan; %42,16’lik boliimii hata
tarafindan; %0,74’liik boliimii depolama kosulu tarafindan ve 9%0,54’lik bdoliimii
depolama siiresi tarafindan aciklandig1 goriilmektedir. REML yontemiyle yumurtalarin
agirh@r igin toplam varyasyonun %72,09’unun ana yasi tarafindan; %27,08’inin hata
tarafindan; %0,48’inin depolama kosulu tarafindan; %0,35’inin depolama siiresi
tarafindan agiklandigr bulunmustur. MINQUE yonteminde ise yumurtalarin agirhigia
iliskin toplam varyasyonun %72,31°lik kismin1 ana yasinin; %26,88’lik kismin1 hatanin;
%0,53’lik kismint depolama kosulunun ve 9%0,28’lik kismini depolama siiresinin

olusturdugu goriilmektedir.
4.2 Dengeli Veriler I¢cin Varyans Bilesenleri Tahmini
28 ve 80 haftalik yastaki iki ticari yumurtaci siiriiden elde edilmis sofralik yumurtalarin

yumurta agirligina iliskin varyans bilesenleri tahminine yonelik ANOVA yontemi

sonuclar1 Cizelge 4.7’ de verilmistir.
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Cizelge 4.7 Dengeli verilerde Haugh birimi icin ANOVA yontemi ile varyans bilesenleri

tahmini sonuglart

Varyans

Kavaads SD KO BKO Va(?é‘;‘“s % 2
Y 1 60415,11 208052452052 +104052 4260 o7 +o2 23525 3051
s 3 20540,01 104052452052 +520,52 426052, + 52 15641 20,29
K 1 19375,15 208052 +104052 452052426052 +52 37,04 480
Y*s 3 2558,25 52052 +26052,+52 2938 381
Y*K 1 9956,09 104052 +26052, +52 8582 1113
S*K 3 2745,42 52052426007, +52 3298 428
Y*S*K 3 1030,40 260052 +52 3345 434
Hata 400 160,68 o? 160,68 20,84

Cizelge 4.7’ye bakilarak, yumurtalarin Haugh birimi lizerinde en 6nemli etkiye sahip
degisken toplam varyasyonun %30,51°lik bolimiinii agiklayan ana yasidir. Haugh
birimine iliskin toplam varyasyonun %?20,29’luk kismi1 depolama siiresi tarafindan
aciklanirken, hata varyansi orani ise %?20,84’tiir. Depolama kosulunun ise toplam
varyasyondaki pay1 %4,80 olarak hesaplanmistir. Bununla birlikte, ana yasi*depolama
kosulu arasindaki etkilesim toplam varyasyonun %11,13’liik boliimiinii agiklarken kalan

etkilesimlerin tamaminin payi ise %12,43’tiir.

Sofralik yumurtalarin Haugh birimine iligkin varyans bilesenleri tahminine yonelik

Henderson III yontemi sonuglar1 Cizelge 4.8’de verilmistir.

Cizelge 4.8 Dengeli verilerde Haugh birimi i¢cin Henderson |1l yontemi ile varyans bilesenleri

tahmini sonuglari

Varyans Varyans

y SD KO BKO ) % 62
Kaynag (o)
Y 1 60415,11 208,052+52052 +104052 +260 o2, +52 23525 30,51
S 3 20540,01 104052452052 +52,0,52 +26,052 +52 15641 20,29
K 1 19375,15 208,0 52 +104,0 5% +52,052 +26,052, + 2 37,04 4,80
Y*S 3 2558,25 52052 +26,052, + 52 29,38 3,81
Y*K 1 9956,09 104,052 +26,0 52, + 2 8582 11,13
S*K 3 2745,42 52,052 +26,052, + 2 32,98 4,28
Y*S*K 3 1030,40 26052, * o 33,45 4,34
Hata 400 160,68 o2 160,68 20,84

e
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Cizelge 4.8 incelendiginde, yumurtalarin Haugh birimi tizerindeki toplam varyasyonun
%30,51’lik bolimiinii ana yasi; %20,29’1luk boliimiinii depolama siiresi; %4,80’lik
boliimiinii depolama kosulu ve %20,84°1iik boliimiinii ise hata varyansi agiklamaktadir.
Yumurtalarin Haugh birimi tizerindeki toplam varyasyonda, degisken etkilesimlerinden
en Onemli etkiye sahip olan1 %11,13 ile ana yasi*depolama kosulu etkilesimidir. Diger

taraftan kalan etkilesimlerin toplam varyasyonu ag¢iklama orani ise %12,43’tir.

Ana yasinin, depolama siiresinin, depolama kosulunun ve degiskenler arasi
etkilesimlerin Haugh birimi {izerindeki etkisine iliskin ML, REML ve MINQUE
yontemleri ile elde edilen varyans bilesenleri tahmini sonuglari Cizelge 4.9°da

sunulmustur.

Cizelge 4.9 Dengeli verilerde Haugh birimi i¢in ML, REML ve MINQUE yo6ntemleri ile

varyans bilesenleri tahmini sonuglari

ML REML MINQUE

Varyans

Kaynag Varyans % o2 Varyans % o2 Varyans % o2

(") (") (C)

Y 99,95 16,36 235,25 30,51 235,25 30,51
S 134,45 22,01 156,41 20,29 156,41 20,29
K 0,000 0,000 37,04 4,80 37,04 4,80
Y*S 30,35 4,97 29,38 3,81 29,38 3,81
Y*K 118,09 19,33 85,82 11,13 85,82 11,13
S*K 34,06 5,58 32,98 4,28 32,98 4,28
Y*S*K 33,20 5,44 33,45 4,34 33,45 4,34
Hata 160,68 26,31 160,68 20,84 160,68 20,84

Cizelge 4.9’a bakildiginda ML yontemi i¢in yumurtalarin Haugh birimi iizerindeki
toplam varyasyonun %16,36’lik boliimiinii ana yasinin; %22,01’°lik béliimiinii depolama
siiresinin ve %26,31’lik bolimiinii ise hata varyansinin olusturdugu goriilmektedir.
Ayn1 zamanda depolama kosulunun yumurtalarin Haugh birimi {izerindeki varyansi
negatif tahmin edildiginden ve ML ydnteminin kosullar1 geregi toplam varyasyonu

aciklama oranm1 %0 olarak bulunmustur. Degiskenler arasindaki etkilesimlerin toplam
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varyasyonu agiklama orami ise %35,32’dir. REML ve MINQUE yontemleri igin
yumurtalarin Haugh birimi {izerindeki toplam varyasyonun %30,51’ini ana yas,
%20,29’unu depolama siiresi; %?20,84’linli hata varyansi; %4,80’ini depolama kosulu
olusturmaktadir. Degiskenler arasindaki etkilesimler ise toplam varyasyonun

%23,56’11ik kismin1 olusturmaktadir.

Sofralik yumurtalarin yumurta agirligina iliskin varyans bilesenleri tahminine yonelik

ANOVA yontemi sonuglar1 Cizelge 4.10°da sunulmustur.

Cizelge 4.10 Dengeli verilerde yumurta agirligi igin ANOVA yontemi ile varyans bilesenleri

tahmini sonuglart

Varyans

! Sp) KT KO BKO varyans % o’
Kaynagi (o)
Y 1 9537,66 9537,66 208,0 05 +o2 45,77 71,18
S 3 230,33 76,78 104,052+ 2 0,57 0,89
K 1 48,54 48,54 2080,2+,2 015 0,23
Hata 410 7299,94 17,81 o? 17,81 27,70

Cizelge 4.10’daki bulgular incelendiginde yumurtalarin agirhigina iliskin toplam
varyasyonun %71,18’lik kismi ana yas1 tarafindan aciklanirken; %27,70°lik kisim ise
hatadan kaynaklanmaktadir. Depolama siiresi ve kosulunun yumurta agirligina ait

toplam varyasyondaki payi ise sirasiyla %0,89 ve %0,23°diir.

28 ve 80 haftalik yastaki iki ticari yumurtact siiriiden elde edilmis sofralik yumurtalarin
yumurta agirligina iliskin varyans bilesenleri tahminine yonelik Henderson III yontemi

sonuglar1 Cizelge 4.11°de verilmistir.

Cizelge 4.11°de yumurtalarin agirligina iligkin toplam varyasyonun %71,18’lik
kismmin ana yast tarafindan acgiklandigi; %27,70’lik kisminin hata tarafindan
aciklandigr; %0,89’luk kisminin depolama stiresi tarafindan agiklandigi ve %0,23’lik

kisminin ise depolama kosulu tarafindan agiklandig1 goriilmektedir.
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Cizelge 4.11 Dengeli verilerde yumurta agirhig i¢in Henderson Il yontemi ile varyans

bilesenleri tahmini sonuglari

varyans - gn gy KO BKO Varyans % o
Kaynagi (c9)

Y 1 9537,66 9537,66 208,0 03 + 52 45,77 71,18
S 3 230,33 76,78 104’00'52+O'e2 0,57 0,89
K 1 48,54 48,54 208,00-3+0-e2 0,15 0,23
Hata 410 7299,94 17,81 o’ 17,81 27,70

Ana yasinin, depolama siiresinin ve depolama kosulunun yumurta agirhig: tizerindeki
etkisine iliskin ML, REML ve MINQUE yontemleri ile elde edilen varyans bilesenleri

tahmini sonuglar1 Cizelge 4.12°de sunulmustur.

Cizelge 4.12 Dengeli verilerde yumurta agirligi i¢in ML, REML ve MINQUE yontemleri ile

varyans bilesenleri tahmini sonuglari

ML REML MINQUE

Varyans

Kaynagi Var;gans % o Var;gans % o Var;gans % o

() () ()

Y 23,05 55,45 45,77 71,18 45,77 71,18
S 0,56 1,35 0,57 0,89 0,57 0,89
K 0,15 0,36 0,15 0,23 0,15 0,23
Hata 17,81 42,84 17,81 27,70 17,81 27,70

Cizelge 4.12°deki analiz sonuglarina bakilarak, ML yontemine iliskin yumurtalarin
agirlig igin toplam varyasyonun %55,45°lik boliimii ana yasi tarafindan; %42,84’lik
boliimii hata tarafindan; %1,35’lik boliimii depolama siiresi tarafindan ve %0,36 ik
boliimii depolama kosulu tarafindan aciklandigi goriilmektedir. REML ve MINQUE
yontemleriyle yumurtalarin agirlign icin toplam varyasyonun %71,18’inin ana yasi
tarafindan; %27,70’inin hata tarafindan; %0,89’unun depolama siiresi tarafindan;

9%0,23’liniin depolama kosulu tarafindan agiklandigi bulunmustur.
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5. TARTISMA ve SONUC

Varyans bilesenlerinin tahminine yonelik ANOVA, Henderson Ill, ML, REML,
MINQUE yontemlerinin dengeli ve dengeli olmayan veriler i¢in karsilastirmali olarak
incelenmesini amaglayan bu ¢alismada; ana yasi, depolama siiresi ve depolama
kosulunun sofralik yumurtalarin Haugh birimi ve yumurta agirligr iizerindeki etkisi
belirlenmeye calisilmistir. Yumurta kalite ve agirligina iliskin ulusal capta pek cok
calisma (Sekeroglu 1993, Ekimler 1997, Yilmaz 1999, Tunger 2006, Yilmaz 2007,
Tahan 2009) yapilmistir. Bu arastirmada elde edilen sonuglar asagida kisaca

Ozetlenmistir.

Dengeli olmayan verilerde, ana yasmin Haugh birimi {izerindeki etkisi ANOVA,
Henderson III, ML, REML ve MINQUE yontemleri i¢in sirasiyla %32,74; %36,59;
%23,05; %30,55 ve %30,35 olarak bulunmustur. Depolama siiresinin Haugh birimi
tizerindeki etkisi ise ANOVA, Henderson III, ML, REML ve MINQUE yontemleriyle
%43,20; %37,02; %44,79; %43,42 ve %43,77 olarak hesaplanmistir. Depolama
kosulunun etkisinde de %1,30; %0,46; %0; %0,43 ve %0,36’lik oranlar belirlenmistir.
Degiskenler arasindaki etkilesimlerin Haugh birimine iliskin toplam varyasyonu
aciklama oranlar ise bes yontemde birbirinden farkli bulunmus ve sirasiyla ana
yast*depolama stiresi etkilesimi i¢in %6,10; %5,49; %9,90; %7,91 ve %8,09 olarak, ana
yast*depolama kosulu i¢in %0,76; %1,06; %1,08; %1,14 ve %1,05 olarak, depolama
stiresi*depolama kosulu i¢in %0,90; %0,92; %1,25; %0,95 ve %1,08 olarak, ana
yast*depolama siiresi*depolama kosulu icin ise %0,75; %0,92; %0,89; %0,74 ve %0,48
olarak hesaplanmistir. Son olarak hata varyansinin toplam varyasyonu agiklama oranlari

strastyla, %14,25; %17,39; %18,32; %14,86 ve %14,82 seklinde hesaplanmustir.

Bu bulgular dogrultusunda ana yasinin Haugh birimi {izerindeki etkisine iliskin en
yiiksek tahmin %36,59’luk oran ile Henderson III, en diisiik tahmin ise %23,05’lik oran
ile ML yontemi ile elde edilir iken diger ii¢ yontemdeki oranlar birbirine yakin
bulunmustur. Depolama siiresinin Haugh birimi {izerindeki etkisinde ise en yiiksek
tahmin %44,79’luk oran ile ML, en diisiik tahmin de %37,02’lik oran ile Henderson III

yontemi ile elde edilmistir. Depolama kosulunun etkisini ML yontemi %0,0 olarak
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tahmin ederken, ANOVA ile en yiiksek oran (%1,30) hesaplanmistir. Hata varyansinin
orani ise en yiikksek ML (%18,32) ve Henderson III (%17,39) yontemleri ile elde

edilmistir.

Dengeli olmayan verilerde yumurta agirligina iliskin varyans bilesenlerinin toplam
varyasyonu aciklama oranlar1 ANOVA, Henderson III, ML, REML ve MINQUE
yontemleriyle ana yasmin etkisi igin sirasiyla %71,58; %72.,21; %56,56; %72,09;
%72,31; depolama siiresi i¢in %0,34; %0,41; %0,54; %0,35; %0,28; depolama kosulu

icin %0,56; %0,55; %0,74; %0,48; %0,53; hata varyansi i¢in %27,52; %26,84; %42,16;
%27,08; %?26,88 seklinde hesaplanmistir. Burada, ana yasinin agirlik tizerindeki
etkisine yonelik en diisiik oran %56,56 ile ML yontemi ile elde edilir iken diger
yontemler ile benzer sonuglar bulunmustur. Yumurta agirligi lizerinde sansa baglh
hatanin etkisi farkli faktorlerin yani sira babanin etkisinden de kaynaklaniyor olabilir.
Nitekim Akbas vd. (1993) tarafindan yumurta agirligi tizerinde babanin etkisine iligkin
Henderson III teknigi ile yapilan varyans bilesenleri tahmininde, babanin agirliktaki
toplam varyasyonun yaklagik %14’tinii agikladigi belirtilmistir. Bununla birlikte,
yumurta agirligindaki toplam varyasyonda tavuk yasinin etkisi (babanin etkisi elimine
edilerek) Hurnic vd. (1997) tarafindan %96, Doyon vd. (1985) tarafindan ise %99

olarak tespit edilmistir.

Diger taraftan dengeli veriler i¢in Haugh birimi {izerinde ana yasinin etkisine iliskin
toplam varyasyonu agiklama oran1 ML yontemi hari¢ diger yontemlerde birbirine esit
%30,51; ML yonteminde ise %16,36 olarak bulunmustur. Depolama siiresinin toplam
varyasyonu aciklama oram1 ML yonteminde %?22,01 iken diger yontemlerde
%20,29’dur. Depolama kosulunun toplam varyasyonu agiklama orant ise ML
yontemiyle %0 seklinde bulunmusken diger yontemlerle %4,80 seklinde bulunmustur.
Yumurtalarin Haugh birimine iliskin varyans bilesenlerinin etkilesimlerinden ana
yast*depolama siiresi i¢cin ML yontemi hari¢ diger yontemlerde %3,81’liikk bir oran
hesaplanmisken, ML yonteminde %4,97 hesaplanmistir. Ana yasi*depolama siiresi igin
toplam varyasyonu agiklama orant ML yonteminde %19,33 iken diger yontemlerde
%11,13’tlir. Depolama stiresi*depolama kosulu etkilesimi i¢in toplam varyasyonu

aciklama orant ML yontemiyle %5,58 hesaplanmisken diger yontemlerle %4,28 olarak
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hesaplanmistir. Ug degiskenin etkilesiminde olusan ana yasi*depolama siiresi*
depolama kosulu etkilesimi i¢in ise toplama varyasyonu aciklama orant ML yonteminde
%S5,44 seklinde hesaplanmisken diger yontemlerle %4,34 seklinde hesaplanmistir. Hata
varyansinin toplam varyasyonu aciklama orami degeri ise ML yonteminde %26,31,

diger yontemlerde %20,84 olarak bulunmustur.

Dengeli verilerde yumurta agirligina iliskin varyans bilesenlerinin toplam varyasyonu
aciklama oranlari; ana yas1 i¢in ML yonteminde %55,45; diger yontemlerde %71,18’dir.
Depolama siiresi i¢in ML yontemiyle %1,35; diger yontemlerde ise %0,89’luk bir oran
belirlenmistir. Depolama kosulunun toplam varyasyonu agiklama orant ML yOntemi
yardimiyla %0,36 olarak hesaplanmigken, diger yontemler yardimiyla %0,23 olarak
hesaplanmistir. Hata varyansinin yumurta agirligr {izerindeki toplam varyasyonu
aciklama orami ise ML yonteminde %42,84; diger yontemlerde %27,70 olarak

hesaplanmustir.

Bu bulgulara gére dengeli veriler i¢in, Haugh birimi ve yumurta agirligi iizerinde ana
yasinin etkisi dort yontemde esit hesaplanmis ve ML yontemi ile en diisilk oranda
tahmin yapilmistir. Depolama siiresi ve hata varyansi igin ise diger yontemlere gore en
yiiksek oran ML yontemi ile elde edilmistir. Depolama kosulunun Haugh birimi
tizerinde etkisi ML yontemi ile %0 olarak bulunurken, yumurta agirligi tizerindeki etkisi
ise %0,36 olarak bulunmustur. Hata varyansinda ise yumurta agirlig1 i¢in ML yontemi

ile elde edilen oran, birbirine esit olan diger yontemlerden oldukga yiiksek bulunmustur.

Yukaridaki sonuglara gore, ML yontemi ile elde dilen hata varyans oranlarmin gerek
dengeli gerekse dengeli olmayan veriler igin yiikksek bulunmasinin nedeni, Haugh birimi
ve yumurta agirligina iliskin verilerin her bir faktoriindeki alt seviyelerinde normal
dagilima sahip olmamasi ve varyanslarin homojen olmamasi ile agiklanabilir. Ciinkdi,
siirekli degiskenlerden olusan veride varyans bilesenlerinin en ¢ok olabilirlik (ML)
tahmini genellikle normallik varsayimina dayanmaktadir (Searle 1971, Sahai and Ojeda
2005, Searle et al. 2006).
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Dengeli verilerde, ML yontemi hari¢ diger yontemlerin varyans bilesenlerine iliskin
ayn1 tahmini vermesi beklenen bir sonuctur. Ciinkii ML yontemi, diger yontemlerden
farkli olarak modeldeki etkilere iliskin serbestlik derecelerini hesaba katmamaktadir
(Searle et al. 2006). Patterson and Thompson (1971) REML yo6nteminin énemli bir
ozelliginin, dengeli veriler icin ANOVA (Henderson I, I, 11l) tahmin edicilerine esit
tahmin vermesi oldugunu bildirmistir. Akbas vd. (1993) tarafindan yapilan bir
caligmada, yumurta verim donemi sonunda her bireyin yumurtaya baslama yasi,
yumurta verimi, yumurta randimani ve ortalama yumurta agirligi degerleri toplanmis ve
varyans bilesenlerinin tahmin edilmesinde yaygin olarak kullanilan Henderson III, ML,
REML ve MIVQUE vyontemleri karsilagtirilmigtir. Aragtirma sonucunda, varyans
bilesenlerinin tahminine yonelik kullanilan yontemler arasinda genel olarak istatistiksel
bir farklilik bulunmamis ve elde edilen bu sonug verilerin dengeli bir desene sahip

popiilasyondan elde edilmis olmasina baglanmistir.

Bu calismada, dengeli olmayan verilerde gerek etkilesimli model (Haugh birimi) ve
gerekse etkilesimsiz model (yumurta agirligt) icin ANOVA, Henderson III, REML ve
MINQUE yontemleri hata varyansinda ML yontemine gore daha diisiik oranda tahmin

vermistir.

MINQUE tahmininde modeldeki hata terimlerinin veya rasgele etkilerin dagilimimn
hangi 6zelliklere sahip oldugu dnemli degildir ancak, yontem iterasyonlar yerine sadece
dogrusal esitliklerin ¢oziimiinii igcermektedir. Diger bir ifade ile MINQUE tarafindan
elde edilen tahmin ediciler, varyans bilesenleri tahmin asamalarinda kullanilan ilk
degerlerin fonksiyonlaridir. Bu durum MINQUE isleminin ciddi bir eksikligi olan
“minimallik 6zelliginin sadece bu ilk degerlere uygulanmasi1” olarak dikkate alinmalidir.
Ik degerlerden elde edilen ardi ardina ¢dziimler iteratif MINQUE tahmini olarak
adlandirilir ve bunlar REML tahminleri ile aynidir ve genis 6rneklem teorisi altinda
normal dagilir. Diger bir ifade ile MINQUE tahmini REML’in ilk iterasyonu ile
aynidir. Oncelikli degerleri kullanmak REML iterasyonu igin, baslangi¢ degeri olarak
MINQUE i¢in de gereklidir. REML ve MINQUE’nin bu baglantilar1t MINQUE nin
pratik bir varyans bilesenleri tahmin yontemi olmadigini diisiindiirmektedir (Hocking

and Kutner 1975, Brown 1976, Searle et al. 2006).
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Khatree and Gill (1988) farkli deney diizenleri igin baz1 karsilastirmalar yapmiglar ve
02 igin en favori ydntemin ANOVA oldugunu bildirmislerdir. Buna karsilik, 2’y1
tahmin etmek i¢cin REML’in en favori yontem oldugu vurgulanmistir. Diger taraftan,
Patterson and Thompson (1971) Henderson III yonteminin hesaplama agisindan pratik
olmamasit ve ANOVA tahmin edicilerinin negatif tahmin vermesi a¢isindan dengeli
olmayan veriler i¢cin REML yo6nteminin iyi sonug¢ verecegini bildirmislerdir. Bununla
birlikte, Henderson (1984), faktorlere iliskin etkilere ait serbestlik dereceleri fazla
olmadig1 takdirde, dengeli verilerde REML ve ML; dengeli olmayan verilerde ise

REML yonteminin iyi sonuglar verdigini bildirmistir.

Canli agirliklara ait varyans bilesenlerinin ve kalitim derecelerinin tahmin edilmesi
amaglanan Yolcu vd. (2004) tarafindan yapilan arastirmanin sonucunda; farkli
yontemlerle yapilan varyans bilesenleri tahminlerinde olabilirlik teorisine dayali
yontemlerin (REML ve ML), ANOVA yo6ntemine gore daha tutarli sonuglar verdigi ve
ANOVA’nin negatif tahmin problemini ortadan kaldirildig1 bildirilmistir. Ayrica REML
yonteminin ML’den kaynaklanan yanliligi giderdigi ve dengeli olmayan verilerle
yapilan ¢aligmalarda REML yonteminin kullanilmasinin daha isabetli tahmin yapilmasi

acisindan etkin olacag bildirilmistir.

Yukarida belirtilen bilgi ve bulgular dogrultusunda, dengeli ve normal dagilim
varsayimi gerceklesmeyen verilerde ML hari¢ diger yontemlerin kullanilabilecegi,
bununla birlikte verinin yapisina bagl olarak dengeli olmayan verilerde ve serbestlik
derecesinin diisiik olmasi durumunda REML yonteminden yararlanilmasi Onerilebilir.
Bununla birlikte, farkli deneme diizenlerinde ve farkli dagilimlara sahip veriler ile
yapilacak calismalarda elde edilen sonuglarin degerlendirilmesi ve bu arastirmanin
sonuglari ile karsilastirilmasinin gerek istatistik literatiiriine katki sunacagi gerekse bu
yontemlere ihtiyag duyan ve farkli alanlardaki arasgtirmacilara yol gosterecegi

diistiniilmektedir.
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