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APPLICATION OF MATRIX PRODUCT STATES FOR FEW PHOTON
DYNAMICS AND QUANTUM WALKS IN REDUCED DIMENSIONS

SUMMARY

Numerical simulations of low-dimensional quantum many-body systems have been
a very active field in recent years. New techniques have enabled experimental
realization of these systems and have shed light to both theoretical and technological
developments. However, the numerical simulations of these systems have been
challenging due to the exponential growth of the Hilbert space with the system size.
In addition, quantum correlations such as entanglement play an important role in
many-body systems. Therefore approximate methods have been developed. One of
the methods to simulate such quantum systems in one-dimension is the Matrix Product
States (MPS) Formalism.

In this thesis, we concentrate on the application of MPS to quantum optical systems
and quantum walks. For this purpose, we have developed a pedagogical numerical
library which consists of functions responsible for efficient representation of the wave
function and its time evolution. We have tested the efficiency of these functions for
different parameters.

The quantum optical system we consider is a one-dimensional coupled cavity array
interacting with a two-level system. One of the techniques to simulate long time
dynamics of a quantum many-body system in a computationally manageable grid
is to impose absorbing boundary conditions. We have applied absorbing boundary
conditions in the form of an imaginary potential and determined the optimum
parameter intervals for efficient simulation. Another objective of this thesis is to
examine the photon dynamics and the decay of the two-level system from its excited
state for different interaction strengths. We have shown that in the strong interaction
regime where rotating wave approximation (RWA) is applicable the results obtained
from exact diagonalization and MPS simulations are in perfect agreement. For
higher interaction strengths we have used polaron transformation to lower the effective
interaction and applied RWA afterwards. We have discussed the differences between
the results in terms of photon numbers and the excited-state population of the two-level
system.

As part of this thesis we have studied two types of discrete-time quantum
walks. Firstly, we have considered a quantum walk with a single phase impurity
and investigated the effects of the bound states on its spatial localization and
non-Markovianity properties. In Markovian systems there is irreversible flow
of information from the system under consideration to its environment, whereas
in non-Markovian systems some of this information flows back to the system.
Our findings show that there is a strong relation between the localization and
non-Markovianity in this model. Secondly, we turned our attention to a quantum
walk coupled to a spin chain environment where there is a dynamical spin attached

Xix



to each site. Using our MPS algorithm, we have studied the relationship between
the quasi-energy spectrum obtained from exact diagonalization of finite systems,
dynamical localization, entanglement entropy and spin dynamics of this walk. We
have observed that due to the extensive number of conserved quantities it possesses,
this model is similar to the disorder-free localization models found in literature, where
disorder is induced due to the interaction between the constituents of the system.
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MATRIS CARPIM DURUMLARI FORMALIZMININ DUSUK
BOYUTLARDA AZ SAYIDAKI FOTONLARIN DINAMIGINE
VE KUANTUM YURUYUSLERINE UYGULANMASI

OZET

Diisiik boyutlu, ¢ok parcacikli kuantum sistemlerinin hesaplamali benzetimleri son
yillarda son derece aktif olarak calisilan bir alan haline gelmistir. Bunun nedeni
gelistirilen yeni teknikler sayesinde bu sistemlerin deneysel olarak iiretilmesi ile
birlikte hem teorik alanda hem de kuantum teknolojilerinde yeni gelismelere 151k
tutmasidir.  Ancak bu sistemlerin Hilbert uzaymin boyutu serbestlik derecesi
sayisi ile iistel olarak biiylimektedir. Bu durum da hesaplamali benzetimlerinin
yapilmasini zorlagtirmaktadir. Bu nedenle yaklasik yontemler gelistirilmistir. Bu
yontemler arasinda bir boyutlu ¢ok parcacikli kuantum sistemlerinin benzetiminde
en cok kullanilanlardan birt Matris Carpim Durumlar1 (Matrix Product States, MPS)
Formalizmidir.

Bu tezde MPS Formalizmi kuantum optik sistemlerine ve kuantum yiiriiyiislerine
uygulanmigtir. Bu amagla numerik bir kiitiiphane gelistirilerek bu kapsamda yazilan
fonksiyonlarin farkli parametreler icin dogrulugu ve verimliligi test edilmistir. Bu
fonksiyonlar kuantum dalga fonksiyonunun bilgisayardaki temsilinin ve zaman
evriminin verimli bir sekilde benzetimini saglamaktadir.

Kuantum optik sistemi olarak iki seviyeli bir kuantum sistemi ile etkilesen bir
boyutlu bagl kovuk zinciri incelenmistir. Cok parcacikli bir kuantum sisteminin
uzun siireli dinamiginin benzetiminin yapilmasi icin gelistirilmis tekniklerden biri
sogurucu sinir kosullarinin kullanilmasidir.  Calismamizda bu sinir kosullart iki
seviyeli sistemden uzaklastikca iistel olarak azalan, }/e*”/ ! formunda imajiner bir
potansiyel seklinde uygulanmistir. Burada 7y sogurma kuvveti, [ ise sofurma
uzunlugudur. Bu parametrelerin farkli degerleri i¢in sogurma bdolgesinin digindaki
dalga fonksiyonundaki degisim incelenerek etkin bir benzetim i¢in optimum deger
araliklar1 belirlenmistir.

Bu tezin bir diger amaci da farkli kuvvetlerde etkilesimler i¢in foton dinamiginin
ve iki seviyeli sistemin uyarilmis durumundan taban durumuna bozunmasinin
arastirilmasidir.  Iki seviyeli sistemle kovuk arasindaki etkilesim kuvveti g’nin
kovuklarin digindaki modlarla etkilesimlerin ihmal edilebilmesini saglayacak kadar
biiylik oldugu, ancak foton frekans1 w’ya gore yeterince kiiciik oldugu (g < 0.1®)
rejime giicli etkilesim rejimi denmektedir. Giiglii etkilesim rejiminde donen dalga
yaklasikligin1 kullanarak Hamiltonyendeki uyarilma sayisini korumayan terimleri
ihmal etmek ve problemi tam kosegenlestirme yontemiyle ¢ozmek miimkiindiir.
Bu limitte tam kosegenlestirme yontemi ile elde edilen sonuglar MPS algoritmasi
ile elde edilen sonuglarla karsilastirlldiginda her ikisinin de tam olarak ortiistiigii
gozlemlenmistir. Daha yiiksek etkilesim kuvvetleri soz konusu oldugunda donen dalga
yaklasiklig1 gecerliligini yitirir. Ancak orta 6lgekli etkilesimlerde polaron doniistimii
yaparak efektif ektilesim kuvvetini diisiirmek ve doniisimden sonra elde edilen
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bazda donen dalga yaklasiklig1 kullanmak miimkiindiir. 0.10 < g < 0.2 araliinda
yaptigimiz benzetimler polaron doniisiimii kullanilarak elde edilen sonug¢larin MPS
algoritmasi ile elde edilen sonuglarla biiyiik olciide tutarli oldugunu gostermektedir.
Daha yiiksek etkilesim kuvvetleri icinse sonuglar arasindaki farkliliklar artmaktadir.

Bu tezde aragtirilan bir diger kuantum sistemi kesikli zamanli kuantum yiiriiytistidiir.
Bu model 1993 yilinda klasik rastgele yiiriiyiisiin kuantum karsilig1 olarak nerilmistir.
Bir boyutlu klasik rastgele yiiriiyliste yiiriiyliscli her adimda p olasilif1 ile bir
yone, 1 — p olasihigr ile diger yone hareket eder. Kuantum yiiriiyiisiinde ise
konum uzayma ek olarak yiirliylisciiniin gidecegi yonii belirleyen, para durumu
olarak niteleyebilecegimiz, iki boyutlu bir serbestlik derecesi bulunmaktadir. Her
adimda para atisina karsilik gelen bir operator para uzayina etkiyerek para durumunu
sliperpozisyon haline getirir. Sonrasinda uygulanan baska bir operatdr paranin
durumuna bagh olarak yiirliyiis¢iiyii saga ya da sola kaydirir. Bu operator kosullu bir
operator oldugu i¢in para ve konum uzaylarim1 dolasik hale getirir. Klasik rastgele
yiiriiylisiin en temel 6zellikleri konum uzayindaki olasiliklarin Poisson dagilimina
sahip olmasi ve yayilma hizinin difiizyon seklinde olmasidir. Difiizyon yayilmada
varyans zamanla dogru orantili olarak artmaktadir. Kuantum yiiriiyilisiinde ise konum
uzayindaki dagilim baglangi¢c noktasi etrafinda diiz olup zamanla sifira yaklagir,
olasiligin en yiiksek oldugu noktalar uclara yakindir ve zamanla sabit hizla yayilirlar.
Bu nedenle yayilma balistiktir ve varyans zamanin karesiyle orantili olarak artar.
Kuantum yiirtiyiisiiniin klasik rastgele yiiriiyiise gore daha hizli yayilmasi onu arama
algoritmalar acisindan daha cazip kilmaktadir. Ancak diizensizlik bu yayilma hizini
diigiirebilir. Dinamik diizensizlik kuantum girisimlerini ortadan kaldirarak klasik
rastgele yliriiylis ile aynilasmasina ve difiizyon seklinde yayilmaya sebep olurken
statik diizensizlik yayilmanin tamamen durmasina ve yerellesmeye yol acabilmektedir.
Bu tezin amaclarindan biri diizensizliin etkisini farkl yiiriiylis modelleri tizerinde
incelemektir.

Bu tez kapsaminda iki farkli, kesikli zamanli kuantum yiiriiyiisii incelenmistir. Ilki
tek bir faz safsizlig1 iceren kuantum yiiriiyiisiidiir. Buna gore yliriiyiiscli baslangic
noktasindan her gectiginde ¢ kadar bir faz almaktadir. Bu yiiriiylis icin konum
uzayindaki yerellesme ile Markovyen olmama 6zelligi arasindaki iligki arastirilmistar.
Markovyen sistemlerde incelenen sistemden c¢evreye tersinmez sekilde bilgi akisi
bulunmaktadir. Markovyen olmayan sistemlerde ise bu bilginin bir kismi sisteme
geri akmaktadir. Kuantum yiiriiylisiinde para uzay: ilgilenilenilen sistem, konum
uzayi ise ¢evre olarak diisiiniilmektedir. Bu 6zelligin incelenmesi i¢cin BLP ve RHP
Olciitleri kullanilmistir. Fazin biiyiikliigiine bagh olarak kuazi-enerji spektrumundaki
bagli durumlarin sayisinin ve yerellesmesinin degistigi ve bu niceliklerin dinamik
yerellesme iizerinde dogrudan etkisi oldugu gozlemlenmistir. Bagli durumlarin bu
ozelliklerinin ve simetrilerinin Markovyen olmama 0zelligi iizerinde de etkili oldugu
BLP ve RHP olciitleri araciligiyla gosterilmistir. Bu bulgular bu model i¢in yerellesme
ve Markovyen olmama 6zelligi arasinda giiclii bir iliski olduguna isaret etmektedir.

Incelenen ikinci kuantum vyiirityiisii faz safsizlig1 yerine vyiirityiisiin her noktasinda
dinamik bir spin bulunan yiiriiylis modelidir. Yiiriiyiiscii, bir noktadan gectiginde
bu noktadaki spin dondiiriiliir ve spinin agist kadar bir faz alir. Diigiim
noktalarinda veya kenarlarinda yerel spinler bulunan ag yapilarindaki kuantum
yiiriiyiislerine benzer sekilde bu modelde de yerel spinler para uzayina etkimemektedir.
Hamiltonyen ve secti§imiz baslangi¢c durumu 6teleme acgisindan degismezdir, ancak
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buna ragmen yiiriiyiiscii ile yerel spinler arasindaki faza bagh etkilesimden dolay1
yerellesme meydana gelmektedir. Bu nedenden otiirii bu model literatiirde daha
once caligilmig, "diizensizlik bulunmayan" yerellesme (disorder-free localization)
modellerinin kesikli-zamanli versiyonu olarak diisiiniilebilir. Bu modelin yaygin
korunmus niceliklere sahip olmasi evrim problemini statik diizensizlik yliriiyiisiine
indirgemektedir.  Sectigimiz baslangic durumu biitiin olas1 spin diizensizligi
konfigiirasyonlarmin siiperpozisyonu oldugundan yiiriiyilis¢iiniin konum uzayindaki
olasik dagilimi biitiin olas1 spin konfigiirasyonlar: {izerinden ortalama alarak elde
edilebilmektedir.

Inceledigimiz ikinci kuantum vyiirilyiisii modelinde fazin biiyiikliigiine bagli olarak
iki farkli yerellesme rejimi gozlemlenmistir. Faz yeterince kiiciik oldugunda zayif
etkilesim altindaki iic-boyutlu Anderson yerellesmesi ve ¢ok-parcacik yerellesmesi
modellerinde oldugu gibi, yerellesmenin en fazla oldugu durumlarin spektrumun
band kenarlarinin yakinlarinda yogun olarak bulundugu goézlemlenmistir. Bunun
sonucunda c¢alisti§imiz orta-6l¢ekli zaman evrimi sonucunda yiiriiyliscii baslangic
noktasi etrafinda kismen yerellesmektedir. Faz biiyiidiik¢ce band aralig1 daralir ve faz
yaklagik olarak 7/4 degerini aldiginda band araligi tamamen kapanir. Fazin daha
biiylik degerleri icin yiiriiyiis¢ciiniin tamamen yerellestigi ve yerellesme uzunlugunun
oOrgii aralig1 ile ayn1 mertebede oldugu gézlemlenmistir.

Spin dinamiginin ve spin zincirinin farkli bolmeleri arasindaki dolanik entropisinin
hesaplanmasi i¢cin MPS algoritmas1 kullanilmistir. Elde edilen sonuglar dolaniklik
entropisindeki zamana bagli artisin fazin biiytikliigi ile iligkili oldugunu goster-
mektedir. Orta Olcekli zaman aralifinda yapilan benzetimlerde kiiciik fazlar i¢in
yiiriiyiis¢iiniin kismi yerellesmesinin sonucunda dolanikligin yayilim davranisinin
kenarlara dogru lineer, baslangic noktas: etrafinda ise lineerden daha yavas olmak
tizere iki fonksiyonun toplami seklinde oldugu goriilmektedir. Faz acis1 biiyiidiikge
lineer yayilim daha fazla baskilanir ve lineerden daha yavas olan yayilim baskin hale
gelir. Dolaniklik entropisinin yayiliminin bu sekilde baskilanmasi daha dnce ¢alisilmis
baz1 diizensizlik bulunmayan yerellesme ve ¢ok-pargacik yerellesmesi modelleriyle
benzerlik gostermektedir.
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1. INTRODUCTION

With the improving technologies, it has become possible to control and manipulate
quantum systems at the level of single particle. These improvements paved the way
for the development of new quantum devices and raised interest in theoretical and
experimental research in related fields, such as quantum optics, quantum information
and quantum computation. Experimental techniques developed in the last decades
allow us to explore quantum many-body systems and the new physical regimes they

exhibit [1].

One of the main challenges in the simulations of quantum many-body systems is
the exponential growth of the Hilbert space with increasing system size. Therefore,
efficient and approximate methods are needed in the treatment of these problems.
Some of the most widely used algorithms in the simulations of quantum many-body
problems are based on tensor networks [2, 3]. The efficiency of tensor networks relies
on the fact that low-energy states of one-dimensional physical systems with short-range
interactions generally have low entanglement [3, 4]. Hence, they can be applied to a
wide range of physical systems. In one-dimension, one of the most commonly used

tensor network methods is the Matrix Product States (MPS) formalism [2, 3,5-10].

Another challenge encountered both in numerical and experimental studies is the
environmental effects. In realistic quantum setups, the interactions between the system
of interest and its surrounding environment are inevitable. These interactions destroy
some of the quantum properties, yielding decoherence of the principal system. With
the improvements in quantum technologies and increasing need of quantum setups,
the theory of open systems [11] has become of great interest. Main motivation
of these studies is to control and manipulate environmental effects in quantum
setups. The developing experimental techniques has made it possible to construct
elaborately structured environments, such as optical lattices with trapped ions or cold
atoms [12—-17]. These setups have made it possible for us to observe memory effects

such as non-Markovianity and to study different types of localization. The simplest



environment can be thought as a bosonic bath, which yields a Markovian evolution in
most cases, where there is a continuous flow of information from the principal system
to its environment. Thanks to the developing experimental techniques it has become
possible to realize more elaborate interactions with structured environments. These
setups enable us to observe memory effects such as non-Markovianity, where some
of the information flows back from the environment to the principal system. Another
possible outcome of a structured environment is the dynamical localization of the wave
function. Localization may be useful for secured storage of quantum memory [18] and

in search algorithms such as detecting impurities on a grid [19].

One of the most commonly used models describing interactions between a principal
system and its environment is the spin-boson model [11, 20, 21]. Light-matter
interactions can also be described by this model. Here, the matter is considered as
a two-level system (TLS) and the photonic modes of light are modeled as a bosonic
environment. In the experiments, photonic modes are either confined in optical
cavities [22-28] or they propogate in waveguides [29-33]. Most of the experiments
are carried out in the strong coupling regime, where the evolution is Markovian and
confined to a subspace with fixed number of excitations. Higher coupling strengths
which give rise to non-Markovianity and many-body effects have been reached, in
recent experiments [34—42]. Quantum optical systems have proven to be very useful
for observing new phases of matter and studying many-body physics [1]. They are also

promising tools for quantum information processing [43].

Quantum walks have been proposed almost three decades ago [44] as the quantum
counterpart of classical random walks and they attracted considerable attention in the
first place due to their quadratically faster spreading rates compared to those of their
classical analogues [45,46]. The subject has gained its place in quantum computation
as a substantial field of research on both theoretical and experimental sides [45]. It
turned out that quantum walks are versatile models for quantum computation, not only
due to their role in the development of new quantum algorithms [47-54]but also for
providing a concrete framework for universality [55]. They also provide a powerful
framework for simulating physical systems [56,57], quantum state transfer [58—62] and
for examining topological quantum matter [63—67]. Quantum walks can be realized in

various experimental setups, including ultracold atoms in optical lattices [12], trapped



ions [13,14], nuclear magnetic resonance schemes [68,69], photons in a fibre loop [70],

beam splitter arrays [71] and waveguide lattices [72].

In this thesis, we mainly concentrate on a one-dimensional tensor network family,
namely, MPS, and their applications to quantum optical systems and quantum walks.
The fundamental aspects of the MPS and the numerical library we have developed
to implement MPS algorithms are explained in Chapter 2. In Chapter 3 interaction
between light and a two-level system on a coupled cavity array is considered. We
compare MPS results to those obtained from the exact diagonalization in strong and
perturbative coupling regimes. We study the effects and optimum parameters of
absorbing boundary conditions in strong coupling regime. We study two different
quantum walk problems and analyse localization properties due to decoherence.
Chapter 4 is devoted to the relation between localization and non-Markovianity for
a quantum walk with a single phase impurity. In Chapter 5, we extend this quantum
walk model to incorporate a spin-chain environment and study the connection between
localization, entanglement and spin properties using MPS. We summarize our results

and discuss our future outlook in Chapter 6.






2. MATRIX PRODUCT STATES

This chapter is devoted to the Matrix Product States (MPS) formalism and the
numerical library we have developed. We discuss the fundamentals of the MPS

formalism such as MPS representation of quantum states and the time-evolving block

decimation (TEBD).

Tensor networks have become very popular in the simulations of low-dimensional
quantum many-body systems. One of the reasons of this popularity is their efficiency
in terms of computational and memory resources. Simulation of quantum many-body
systems is challenging due to the fact that the Hilbert space grows exponentially
with the system size. However, physically relevant states that are accessible via a
realistic evolution constitute only a small portion of the Hilbert space. For a given
initial state, majority of the states are not reachable within a reasonable evolution
time [2,3]. Another factor restricting the size of the effective Hilbert space for
many physical systems is the locality of interactions. When the interactions between
different components of a system are local, the entanglement entropy of the low-energy
eigenstates of gapped Hamiltonians obey the area-law [2—4, 10]. This means that the
entanglement entropy does not scale with the system size, but scales with the size of
the boundary between two partitions. The number of states having this property are
very limited compared to the immense size of the Hilbert space and tensor network
algorithms target these states with low entanglement. Hence, these algorithms have
proven to be efficient methods to simulate low-energy quantum states of many-body
systems obeying the area-law. Another advantage of the tensor network representation
is its structure. A tensor network can be thought as a network of quantum correlations,
therefore it makes some of the intrinsic features of a state, such as the structure of the
entanglement between its constituents, directly accessible [3]. Tensor networks also

feature a diagrammatic representation.

In this thesis we focus on MPS [2, 3, 5-10], which is a family of one-dimensional

tensor networks. We have developed a numerical library in Python to implement our



MPS algorithms. The library includes codes to obtain the MPS representation for any
given state both in general and in canonical forms. The latter are more efficient for
certain computational tasks. It also includes functions to compute expectation values

of operators and to apply the TEBD method. The library can be accessed online [73].

2.1 Singular Value Decomposition and Entanglement Entropy

In MPS representation, the quantum state is represented with a one-dimensional array
of tensors, where each tensor is associated with local degrees of freedom. The tensors

are obtained using singular value decomposition (SVD) [74].

Let us first consider SVD of a system into two components A and B and let |¥) be a

pure state of the composite system AB,
Wag) = Y Wijlia) ljs) , @2.1)

ij
where |is) and | jp) are orthonormal bases for A and B, respectively. Using SVD, the
coefficient matrix W can be decomposed into three matrices, such that y = USV", and
the state can be rewritten as

4
Was) =Y. Y UiaAaaVa,lia)|jB), (2.2)

i,j a=1
Here, U has orthonormal columns (the left singular vectors) and VT has orthonormal
rows (the right singular vectors). A is a diagonal matrix which assumes the singular
values of Y, 6y = Ay, as its diagonal elements, preferably in descending order. The

number of non-zero singular values, J, for a given partition is called the Schmidt rank.

The squares of the singular values are the eigenvalues of the reduced density matrix,
p, of either subsystem, i.e. the partition to the left or right of a given bond. Therefore,

the von Neuman entropy, S(ps) = —Tr[p logp], becomes
X
S=-Y [oglogog]. (2.3)
a=1

Note that the eigenvalues oy, satisfy the normalization condition ), ch =1.



2.2 MPS Representation

The above procedure can be repeated successively for systems with multiple
components. Let us now consider a one-dimensional system with L sites, each having
d degrees of freedom associated with them. The quantum state of such a system can

be written as
d

W)=Y Wi ilit,..sic). (2.4)

i1,

To obtain an MPS representation of the state, the first step is to isolate either the
leftmost or rightmost block, i.e. combining the tensor S with U or V, respectively,
and to apply SVD to this new block. This procedure is repeated until the block size is

reduced to a single site. The resulting MPS is in the form

d
|¥(n)canonical) = Z Z (2.5)
i1...0 Q1.0 1
o B . Int1 2\ -1 £\ L . .
UL UBG .. UL\, Al (v“) ...(V‘) (v’) liy . ir)
O Oy 1 Q20,1 ar—1

(See Fig. 2.1 for a schematic representation of an MPS in general form). Here, U
and V' matrices are left and right orthonormal, respectively, and the state is said to be
canonical with respect to site n. The physical indices are i, = 1,...,d and the virtual
indices are oy, = 1,...,D,, where d is called the physical dimension, and D,, are called
bond dimensions. We restrict ourselves to open-boundary conditions. Therefore, the

first and last tensors have only single bond index.

The efficiency of the MPS formalism can be seen by comparing sizes of the original
Hilbert space and the effective space MPS lives in. The dimension of the Hilbert space
of the original state is dim(?) = d~. On the other hand, the Hilbert space of the matrix
product state has the dimension of Lil dD,D, 1, where Dy and Dy are set to one. If

n=0

there exists an upper limit, Dp,x, for the bond dimensions, dim(Hyps) < dLD?

max-*

Note that the MPS representation in Eq. (2.6) is not unique, in the sense that the state
could be made canonical with respect to any site. This freedom provides an efficient
way of manipulating the MPS state and computing the expectation values [10]. For

example, on-site expectation values can be calculated using the canonical form pivoted
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Figure 2.1 : Tensor network representation of a quantum state |¥) in Eq. 2.4, in
general form.
on that site as the tensors to the left and right of the site reduce to identities when

contracted.

2.3 Truncation Process

The size of the effective Hilbert space of an MPS is limited by the maximum of
Schmidt rank, Ymax (see Eq. (2.2)), over all possible partitionings. For a maximally
entangled state, Ymax grows exponentially with the system size. On the other hand, for
a generic many-body pure-state generated by a unitary evolution and local interactions,
Xmax 1ncreases polynomially with system size [75]. The size of the effective Hilbert

space can be reduced further by truncating the singular values.

Truncation can be done in two ways; by assigning a maximum bond dimension Dy, Or
a truncation tolerance, 8. In the former case, maximum number of non-zero singular
values kept at each truncation is limited to Dpax and only when ¥ < D, all the
singular values are kept. In the latter case, maximum number of singular values are
eliminated ensuring that sum of the squares of the eliminated singular values do not
exceed O and adjusting Dp.x accordingly. In our algorithm, we use the truncation
tolerance for the truncation of the singular values. In this section, we show the

computational error due to the truncation procedure, for two randomly generated MPS.



Let us rewrite Eq.(2.2) in a more compact form which is called Schmidt decomposition,

X
W)=Y 0ulAa)|Ba), (2.6)

a=1
where [Aq) = Uia |ia), [Ba) = Vg, ip) and 64 = Aqa-
The Schmidt rank is restricted by the dimensions of the components A and B, so that
x = min(dy,dp). For example, if the system is a chain of N spin 1/2 particles and it is

split in half, then y = 2V/2,

Truncation aims to reduce the number of singular values so that D < y, After applying
truncation procedure, 7', between the two components, the state becomes
D
T|¥) = Z Ou|Aa) [Ba) - (2.7)
a=1

We quantify the computational error by the 2-norm distance between the original
and the truncated state, which is obtained by summing the squares of the eliminated
singular values as

1 1L E

€ norm = EH ¥) - T |¥)||* = c Y o’ =¢s. (2.8)
r=D+1

Here, C is the 2-norm of the original state which can be obtained by summing the
squares of all the singular values, so that || |¥) ||> = ¥* | 62 = C. For a given tolerance,

0, singular values with r > D are eliminated such that the condition &5 < 0 is satisfied.

For a system of multiple components, as in Eq. (2.4), the truncation procedure is
carried out for each bond successively. In this case, an exact value for the total error
cannot be computed theoretically. However, the triangle inequality provides an upper

bond for the error.
Let T, denote truncation on the n'™ bond. After applying the above truncation process
to each bond successively, the total error is upper-bounded as

I¥) =Ty Iy T [O) [ < ([ W) = Ti [} ||+ |0 [¥) - T2Th [¥) | +

o [Tz T YY) = Ty T2 Ti [F) [ (29)

Each term on the right-hand side of this equation can be computed from Eq. (2.8).

We test Egs. (2.8) and (2.9) for two randomly generated quantum states. For

each system, we first generate a random MPS representation, normalized to unity

9
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Figure 2.2 : Dependence of the truncation error, €, on the truncation tolerance, &, for
an initial MPS of two sites, with dimensions d = 20 and D = 100 (a) and an initial
MPS of 10 sites, with dimensions d = 2 and D = 10 (b). The blue marks show the

2-norm error computed using Eq. (2.10). The red marks represent the RHSs of
Egs. (2.8) (a) and (2.9) (b).
with relatively large bond dimensions and compare it with the resulting MPS after

truncation. For comparison, we compute the numerical error, using the overlap

between the original state and the truncated state, as

(2.10)

HIT) '
C

& _norm = ‘1 -

which is equivalent to the 2-norm distance between the two states given in Eq.(2.8). We
compute how this value changes as a function of the truncation tolerance and compare

it to its predicted value obtained from the RHS of Eq. (2.8).
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The first system is a two-site system where there is a physical dimension d = 20
associated with each site. We consider an initial MPS with bond dimension D = 100.
Since truncation is carried out on a single bond, the numerical error is determined by
the RHS of Eq. (2.8). Fig. 2.2 (a) shows this equality holds for any truncation tolerance
we used in our computation. We made the same comparison for a system of L = 10
sites with dimensions d =2 and Dy, = 10 (see Fig. 2.2 (b)). In this example truncation
is carried out for each bond successively. Here, we observe that the numerical error
in 2-norm is always upper bounded by the value obtained from eliminated singular
values, as expected. For both systems, the errors increase with truncation tolerance, in
general. For an infinite-size system, this increase is linear, whereas for finite systems,

discrete nature of singular values yields a ladder-like increase as both examples show.

2.4 Time-Evolving Block Decimation

2.4.1 Suzuki-Trotter decomposition

In our algorithm, we use Time-Evolving Block Decimation [76] to evolve the
MPS states. This method makes use of Suzuki-Trotter decomposition [77, 78]
to approximate the time evolution operator W for a nearest-neighbor interaction

Hamiltonian. These are the Hamiltonians that can be written in the form,
A=Y hjji, (2.11)
j=1

with pairwise operators h j,j+1 acting on two neighboring sites. Each of these operators
can consist of both on-site and bond operators. As a simple example consider a
tight-binding model with on-site energies, @; and hopping terms, #; ;1. Each of the
operators in the above sum can be written as
ﬁmﬂz(%%p0+(9§%L@HQ+0MH@@H+hQ» (2.12)
where a and a' are annihilation and creation operators, respectively. Since each one
of the on-site operators, except the first and the last, appear twice in the summation in
Eq. (2.11), they are divided by two. On the other hand, the first and the last on-site
operators appear only once, in le,z and iLL_le, respectively. Therefore, we need to
add two on-site terms f; = (%cﬁm) and hy = <%&}L\,d1\/), to the corresponding

summands, so that le,z — 2172 +le, and i‘N—l,N — /%N_LN —l—sz.
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If we group the pairwise operators for even and odd bonds j as

Aeen = Y, hjji (2.13)
jeven

Hoga = Zilj,jﬂ (2.14)
Jj odd

so that H = Heven +I:Iodd, the operators h j,j+1 within each group commute with each

other. Therefore, Heven and Hgq can be exponentiated individually as

e*iAﬂ:Ieven (0dd) — o IAI Y even (odd) hj 1 — e*iAﬂ:'j,jJrl. (2.15)
j even (odd)

Since Heyen (odd) commutes with the commutator [ﬂeven,ﬂodd], the evolution operator

can be obtained using the Baker-Campbell-Hausdorff formula

W (A) — =i _ g ittBlen = i8Hlogs o =ibr? 2 Hevn Hoa]. (2.16)
The last term can be approximated as
o0 /2[Aeven Hoad| ] _ jAs2 /2 [Heven, Hoda - (2.17)
If we approximate the evolution operator as
WTEBD (Ar) — o ittHeven o =it Hoaa (2.18)

the error per time step between the exact and the approximate evolution operators is of
second order in At

Wt (Ar) = WTEBD (A7) 1+ O(A2). (2.19)

An evolution for a longer time interval 7, is divided into 7' /At number of smaller
intervals and the operator WTEBP (Ar) is applied at each time step. The accumulated
error becomes 1 O(Ar?) = O(At). Hence, this approximation is called first-order
TEBD. Higher order approximations can be used to reduce the error. For instance,
the second-order TEBD is obtained by symmetrizing the decomposition in Eq. (2.18)

as

V7 TEBD2 ( At) _ e—iAt/Zﬂeven e—iAzﬁodd e—iAt/Zﬁeven’ (2.20)
which has an error per time step of third order in At

Weat(Ar) = WTEBD2(Ar) 4 O(AF). 221

12
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Figure 2.3 : Contraction of two neighboring MPS tensors, A; and A, |, with the
two-site evolution operator W; ;1.

2.4.2 Contraction of tensors and orthonormalization

During the time evolution, each term Wj, jr1 = e~ iMthyjii ip Eq. (2.15) 1s applied
individually on a pair of neighboring sites A; and A ;, ;. This is done by contracting the
three tensors as shown in Fig. 2.3. The resulting tensor (B in the figure) is a two-site
tensor. It is split back into two tensors by applying SVD as B = USVT (See Sec. 2.1)
and combining S with either U or V. The former (latter) leaves the rightmost (leftmost)
tensor in right (left) orthonormal form. The remaining tensor is brought to the same

form by another SVD.

During this procedure, truncation of the singular values is carried out as explained in

Sec. 2.3, to restrict the increase in the bond dimension.

2.4.3 Time evolution algorithm

The steps of our time evolution algorithm, starting from an initial MPS, are as follows:

1. Obtain two-site evolution tensors, Wj, 1= e thiit1Al in Eq. (2.15) and group them

as Wf‘ﬁll and W f?il, for j even or odd, respectively.

2. Bring the initial MPS into canonical form with respect to a site, which we call
Neenter- Lhis site should be one of the neighboring sites which the first two-site
evolution tensor will act on in the following step. Since we choose to apply Wl,z

first, we bring the MPS in canonical form with respect to site ngenter = 1.

3. Sweep from left to right by successively applying W44

i to the tensors, Ajand A

simultaneously and split the resulting tensor into two left-orthonormal tensors as
explained in Sec. 2.4.2. Note that each time a tensor is brought to left-orthonormal

form, ncenter moves to the right by one site until the rightmost site is reached.
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4. Similar to step (3), sweep from right to left by successively applying Wfﬁ‘l to the

corresponding MPS tensors, followed by right orthonormalization. At the end of

the sweep ncenter becomes one again due to the orthonormalization processes.

5. Repeat steps (3) and (4) successively at each time step.

2.5 Computational Error

1075

e 1st order
e 2nd order

10—6_5

10_7“E
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At

Figure 2.4 : 2-norm error (see Eq. (2.22)) as a function of time step interval, Az,
obtained from the MPS algorithm using the first order (blue dots) and second order
(red dots) Suzuki-Trotter decompositions. Continuous lines are linear fits in log-log

scale with slopes 1.08 and 2.00 for the 1st and 2nd order expansions, respectively.

In this section, we consider how the computational error changes with increasing
time-step interval for the tight-binding model with random nearest-neighbor

interactions, ; ;1 1, and random site-based frequencies, w; (see Eq. (2.12)).

We consider an initial MPS having 10 sites with the dimensions d =2 and D = 10. We
choose a value close to the machine precision for the truncation tolerance, 6 = 1016,
The state is evolved for a total time interval of 7 = 0.1. We compute the 2-norm error
between the evolved MPS state, |Pyps), and the final state, |Wexact), exactly evolved

using the vectorial form of the initial state and matrix form of the Hamiltonian as

€= H |lPexact> - |1PMPS> H2 (2.22)

The results are shown in Fig. 2.4. As seen from Eq. (2.19), the error in the first order

Suzuki-Trotter decomposition after a single time step is on the order of (At)%. After
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T /At time steps, the accumulated error is on the order of Ar. Whereas for second
order decomposition, the accumulated error after the same number of steps scales as
(At)2. Our simulations yield results consistent with these predictions. As the time step
interval increases, the error in 2-norm increases as # %8 for the 1st order decomposition,

and as 2% for the 2nd order decomposition.
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3. ATOM - PHOTON INTERACTIONS ON COUPLED CAVITY ARRAYS

The interaction between light and matter has been an important field of research both
for its applications in quantum technologies and for its potential of shedding new light
on fundamental physics problems at the quantum level. Until recently, the interaction
strengths reached in experiments were limited to weak and strong coupling regimes,
where the coupling between light and matter is relatively small compared to their bare
energies. Due to the advances in the control and manipulation of quantum systems,
ultra-strong coupling (USC) regime has been reached. Most of the experiments with
USC have been performed in the perturbative regime where the coupling strength is
less than one fifth of the photon frequency [34—40]. The non-perturbative USC regime
has been reached recently using superconducting qubits coupled to a transmission line
[41] and to a microwave resonator [42]. Another important achievement has been
the emulation of Dicke physics, which involves cooperative interaction of multiple
qubits with a photonic field, at room temperature [79]. These experiments in the USC
regime have presented novel phenomena, such as the existence of both atomic and
photonic excitations in the ground state and their entangled nature, chaotic regimes,
Bloch-Siegert shift in the resonance frequency [80], asymmetric Fano resonance and

inelastic Raman processes [81].

One of the main challenges in the simulations of quantum optics problems is the
exponential growth of the Hilbert space with increasing system size. Therefore,
approximate methods are necessary in the treatment of these problems. In the weak
and the strong coupling regimes, the rotating wave approximation (RWA) limits the
solutions to the excitation number invariant subspaces and the problem can be solved
analytically [11, 82, 83]. In the perturbative regime, RWA can be applied after an
optimized polaron transform [84,85]. However, beyond the perturbative regime, these
approximations break down and numerical methods such as tensor network algorithms

are needed.
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Another challenge is the study of long-time dynamics of unbounded quantum systems
on a numerical grid. To make the grid small enough for efficient simulation, it
is necessary to impose artificial boundary conditions. When the problem admits
propagating wave solutions, the reflection from the boundaries can disrupt the
dynamics in the interior region. Absorbing boundary conditions (ABC) are used to
minimize such reflections. These boundary conditions need to fulfill the requirements
such as being well-posed so that they are unique and stable, the numerical solution
should be bounded and all the incident waves should be destructed to prevent any
reflection [86]. Here, the form and the parameters such as those of an imaginary
potential to do simulations should be chosen carefully. This potential should not
affect the evolution outside of the absorbing region. One of the drawbacks is the loss
of quantum correlations. For example, in a many-body system, when a particle is
absorbed through a non-Hermitian process, the norm of the wave function decreases
and the loss of information is irreversible [87]. Another drawback is that the waves
which have wavelengths longer than the absorbing region are reflected from the

boundary [88].

In this chapter, we investigate the interactions between a quantum emitter and a
one-dimensional coupled cavity array (CCA). We study the photon dynamics in the
strong coupling and perturbative USC regimes. We analyze the effects of the ABC and
show the optimum intervals for the related parameters. Finally, we compare the results

obtained by exact diagonalization to those obtained using the TEBD algorithm.

3.1 Spin-Boson Model in the Strong Coupling Regime

The spin-boson model describes a two-level system (TLS) interacting with a
bosonic environment. It is the simplest dissipative model describing many different
phenomena such as energy transfer [89,90] and decoherence [91] in quantum optical
systems, tunneling in condensed media [20, 92], charge transfer [93], quantum phase
transitions [94, 95], electronic transport in biological complexes [96] and quantum
simulators [97]. Depending on the application, TLS can be modeled by any
pseudo-spin % system, such as a quantum dot or a superconducting qubit, where only

two energy levels are coupled to the bosonic environment.
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The Hamiltonian of a spin-boson model can be written as

~ A _
H= Ecz-i-ZijaZaj—l—O'xZ (gka,t +H.C.> , 3.1
kj k

where we set i = 1. Here, 0* and o* are the Pauli operators acting on the TLS and A is
the excitation energy of the TLS. az and qy, are the creation and annihilation operators

of the bosonic mode k, respectively.

Hy; are matrix elements of a bi-linear Hamiltonian which describes a simple model
for the bosonic environment. The bosonic environment we consider is an optical
CCA. Here, the spatial profiles of the cavity modes overlap yielding photon hopping
between adjacent cavities [1, 98, 99]. Therefore, the array can be modeled by the
tight-binding Hamiltonian. In the case of a one-dimensional homogeneous CCA, this
Hamiltonian becomes ¥, (@aja, +J(ajan1 +H.c.)). Here o is the energy of the

photonic excitations and J 1s the hopping parameter between adjacent cavities.

The last term describes the interaction between the TLS and the photonic modes, in
accordance with the quantum Rabi model [100,101]. Here g is the interaction strength
between the TLS and the k™ mode. Normally, the interactions between photons and
atoms are very weak and last for a very short duration. Therefore, the interactions are
enhanced by trapping atoms in nanophotonic structures in the laboratory. Depending
on the relative strength of these interactions, different methods are used to solve

Eq. 3.1).

3.1.1 Rotating wave approximation

We first consider the strong coupling regime, where interaction strengths, g, are much
higher than the decoherence rate [1], although, they are still too small compared
to the bare energies of the photons and the TLS. Most of the techniques for
manipulating interactions at a single photon level are developed for this regime [102,
103] and they have paved the way for optical transistors [104-106], single-photon
routers [107], one-photon lasers [108], qubit-mediated entanglement [109] and

efficient photo-detectors [110].

In the strong coupling regime, rotating wave approximation (RWA) is used for solving
Eq. (3.1). [11,82,83]. Within this approximation the counter rotating terms which do

not conserve the excitation number such as G+a}; and o~ gy are neglected. When the
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RWA is applied, the interaction between the TLS and a single cavity mode is described
by the Jaynes-Cummings model [111], and the interaction term in Eq. 3.1 reduces to
g (G_ajv + G+aN> .

In this section, we consider a TLS interacting with the cavity mode at the last site, N,
in the strong coupling regime where g < 0.1®. Here, the spin-boson Hamiltonian in
Eq. 3.1 takes the form

. A
Fowa =507+ Y (0afa,+J(afan +He)) + (g07af +He). (G2
n

For small coupling the ground state of this Hamiltonian is the vacuum state where
there are no bosons and the TLS is not excited. In the single-excitation subspace,
the operator C = %GZ + Y, ala, is a constant equal to % (ground state has C = —% SO
that the difference between the states is 1). Therefore we can shift the energy by 2,

1.e. subtract from the above Hamiltonian @wC, and rewrite it in the single-excitation

subspace as
A 0
Arwa = 50°+ Y (a,tanﬂ n H.c.) v <go—ajv n H.c.) (3.3)
n

where 6 = A— o is called the detuning.

3.1.2 Absorbing boundary conditions

ABC can be applied in the form of an imaginary potential [112],

i = iZynajlan (3.4)

so that the effective Hamiltonian becomes

Her=H —iT. (3.5)
Here, 7, approaches zero at the exterior of the absorbing region. The length and
strength of the absorbing region should be chosen carefully, so that within the
absorbing region all the incident waves are absorbed and outside of this region the
imaginary potential does not have any effect on the evolution via the Hermitian part of

the effective Hamiltonian.
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3.1.3 Exact diagonalization

In CCAs, the size of the Hilbert space grows exponentially with the system size.
However, when there are conserved quantities, the Hamiltonian can be blocked
diagonalized in an appropriate basis. An exact diagonalization method can be used
to solve such a system. The Hamiltonian in Eq. (3.3) is block diagonal in the basis
with fixed number of excitations. Therefore, the states with different number of
excitations do not mix during the time evolution. If the evolution is restricted to
the single-excitation subspace, the wave function at any time can be written as a

superposition with coefficients ¢, and d so that
|P) :cha2|g>®|vac)-I—d0'+|g>®|vac>. (3.6)
n

In the Heisenberg picture, the time dependent creation, annihilation and Pauli operators

satisfy
daff) (1) do* .. .
dr —l[H,Cln ], T—Z[H,G ] (37)

(1)

For the Hamiltonian in Eq. (3.3), these equations become linear in a,  and o= .

Therefore they can be written in matrix form

—

dA -
— =—IMA 3.8
o IMA, (3.8)
where the vector is A = (ay,...,an,0"). The solution is
A=e" ™MLt =0). (3.9)

The ABC given in Eq. (3.4) acts on the position space as a damping factor, so that

A=e ™M-TIf; =0). (3.10)
Here,
o J 0
J o J
M = Jooo G.11)
ey
J o g
0 g A
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and

n o 0
0O » O
r= 0% (3.12)
*. '.' O
0O w O
0 0 0

are sparse matrices. Therefore, numerical simulations can be performed efficiently.

3.1.4 Results

In this section, we study photon dynamics in the strong coupling regime, where RWA
is valid, and restrict our attention to the time evolution in the single-excitation subspace

(see Eq. (3.3)).

The CCA is described by the tight-binding model which is diagonal in momentum
basis. Therefore, the free-photon dispersion relation, shown in the top panel of Fig. 3.1,
is

Er = o+ 2Jcos(ka), (3.13)
where a is the lattice spacing. Since we omit @ in Eq. (3.3), we set it to zero for
our simulations in the strong coupling regime. Around the middle of the band, where
k = +m/(2a), the dispersion is approximately linear (dashed red lines in the top panel
of Fig. 3.1). In contrast, the dispersion is parabolic near the band edges. Similarly, the
density of states is nearly constant around the middle of the band, whereas it diverges

near the band edges [113].

Now we consider coupling between a TLS system and the free-photon environment.
Here, we consider a semi-infinite chain where the TLS is coupled to the cavity at the
edge. Due to the coupling, the TLS decays from its excited state into the photonic
environment. We simulate this phenomenon using a time evolution starting from an
initial state, where the TLS is in its excited state and photons are in the vacuum state,
so that

|Wo) = |e) ® |vac). (3.14)

The middle and bottom panels of Fig. 3.1, show the decay of the excited state’s
population of the TLS, P,. In the linear dispersion regime, where 6 = 0 and the TLS

is in resonance with the cavities (middle panel), P, decays exponentially with time and
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Figure 3.1 : The dispersion relation (see Eq. (3.13)) is shown by blue continuous
curve and the linear fits at ka = £+ /2 are shown by red dashed lines (top panel). The
population of the excited state of the TLS, P,, as a function of time for different
coupling strengths g at the detuning 6 = 0 (middle panel). Here, the dots represent
the numerical results and the continuous lines represent the exponential fits. P, as a
function of time for different 6 at g = 0.4 (bottom panel).
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the decay rate grows as g2 [114—117]. Perfectly exponential decay of P, in this time
scale shows that for a long enough chain, where there are no reflected waves affecting

the TLS, dynamics is purely Markovian.

The band structure of the bosonic environment affects the spontaneous emission of the
TLS as well. We can observe this effect by changing the detuning. The bottom panel
of Fig. 3.1 shows the decay of P, for different detunings at coupling g = 0.4. The
exponential decay of P, occurs when the detuning, 6, lies within the band. The decay
gets slower as 0 approaches to the band edges due to the decreasing group velocity of
the photons as seen by the blue (6 = 0) and red curves (8 = —1). When the detuning
is far away from the band edge as seen by the green curve (6 = —3), most of the
excitation remains in the TLS. At the band edges, as seen by the black curve (8 = —2),
fractional decay occurs, where excitations decay partially into the bosonic environment

and remain partially in the TLS [113].

3.1.4.1 Reflecting boundary conditions

In this section we present our results for reflecting boundary conditions considering a
lattice of 1000 sites where the TLS is coupled to the last cavity. The initial state is the
same as before (see Eq. (3.14)). We first turn our attention to the case in which 0 = 0,
so that the TLS is in resonance with the cavity. To examine the photon dynamics, we
compute the expectation value of the photon number for each site, (a/a,) as a function

of time.

As the TLS decays, it transfers its energy to the photonic field. When the detuning is
zero, the emitted photons move with the frequency @ and a constant group velocity.
Since the TLS decays more slowly as the coupling strength gets smaller, for small
coupling strengths where RWA is valid, the lattice length should be long enough to
observe the whole time evolution. Otherwise the unphysical reflections will affect the

results.

In Fig. 3.2, we show the time evolution of the photon number expectations at g = 0.04.
For the parameters we have chosen, a lattice of 1000 sites is not sufficient to observe
the whole evolution. At around 7 = 500 (in the units of J~!) the photons reach the left

boundary, get reflected and they reach the initial site before the TLS completely decays
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Figure 3.2 : The expectation value of the photon number for each site as a function of
time, for g =0.04, 8 = 0, and a lattice of 1000 sites without an absorbing boundary
condition.

to its ground state. As a result, the dynamics throughout the lattice is highly disrupted

due to the reflected waves.

3.1.4.2 Absorbing boundary conditions

Next, we consider ABC in the form of Eq. (3.4), where ¥, is an exponentially decaying
function of position, y, = }/e‘”/ !, Here y and I correspond to absorption strength
and absorption length, respectively. We aim to find the optimum parameters, so that
distortion due to ABC in the interior region is minimum. For this reason, we consider
two CCAs with lengths 1000 and 2000 sites, the former having ABC on the left
boundary. Both of the arrays are coupled to a TLS at the rightmost site as before.
We let the two systems evolve starting from the same initial state, which is given in
Eq. (3.14), and compare the final states at t = 1500. We compute the error due to
the distortion based on the difference between the expectation values of the photon
numbers of the last 500 sites, AN = Y'1%% |(aa, )y — <az +1000%1+1000) g |, Where ¥
and W correspond to the final states of the time evolutions on the lattices of 1000 and

2000 sites, respectively. We divide this difference by the loss due to the absorption,
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L=1- Z}l(iolo (ala,)w, to obtain distortion error per an absorbed photon, so that
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Figure 3.3 : Error due to distortion, &, (see Eq.3.15) as functions of the absorption
strength, ¥, and the absorption length, /, at 6 = 0 (a). € as a function of ¥y when [ =4
(b) and as a function of / when y = 4 (¢), for different values of 6.

In Fig. 3.3 (a), we examine how the distortion error, €, changes with the absorption
strength y and the absorption length [ for the linear dispersion regime (6 = 0) and for
an evolution time of ¢t = 1500. The other parameters and the initial state are the same
as in Sec. 3.1.4.1. In the region where ¥ < 3 and [/ < 20, € is inversely proportional
to Y x [. When y 2 3, € is not affected very much by v, therefore the error mostly
depends on /. For sufficiently high values of y, € becomes minimum when 15 <1/ <
20. € becomes larger when absorption length gets smaller, since only the waves with
wavelengths considerably smaller than the absorbing region are absorbed [88]. The
increase in € when [ exceeds 20 is due to the limited size of the array. Increasing /
further causes absorption of the photons in the interior region. For instance, let us
consider the absorption on the middle site, n = 500, when / = 40. This site is about
12 x [ sites away from the boundary, therefore the magnitude of the imaginary potential

drops to one millionth of y. This yields an error more than 107",
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Figure 3.4 : The expectation value of the photon number for each site as a function of
time, for g = 0.04, § = 0, and a lattice of 1000 sites with an absorbing boundary
having parameters Y =4 and / = 10.

Next, we study the relationship between € and the detuning, d, for different values of
Y and [. Fig. 3.3 (b) shows € as a function of y for [ = 4. Change in the detuning
does not affect the overall behavior of €, that is as Y is increased € decreases first, and
converges to a constant value. The constant value where the error settles down for
large ¥ increases as O increases from 0. This shows that as the photons slow down

more distortion occurs, for y 2 2.

Fig. 3.3 (c) reveals a similar relationship between the distortion error and the detuning
with respect to the change in /. € increases with increasing detuning for nearly all
values of /. This may be due to the varying wavelengths of the photons near the band
edges. As we mentioned before, the waves with wavelengths comparable to / are

reflected [88] and as the detuning increases, more waves are reflected.

We next show the time evolution for ABC with parameters, i.e. ¥ =4 and [ = 10.
We consider the same initial state and evolution parameters as in Fig. 3.2 and show

the evolution of the photon dynamics in Fig. 3.4. As shown in the figure, for § = 0,
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photons are fully absorbed, and in the interior region there are no reflecting waves

disrupting the dynamics.

3.1.4.3 Simulations with Suzuki-Trotter decomposition

Finally, we consider the simulation of this model using Suzuki-Trotter decomposition
and analyze the computational error (see Sec. 2.4.1). To eliminate the effect of
the truncation, the evolution is restricted to the single-particle subspace, where the
maximum value of the bond dimension is 2. We use the exact diagonalization method
as before, with two major differences. Instead of exponentiating the full Hamiltonian,
we first split it into Heyen = Y eveniz j,j+1 and Hyyq = Y odd h j,j+1 as in Egs. 2.13
and 2.14, respectively. Secondly, we divide the evolution time, ¢, into small time
intervals, 8¢ and exponentiate Heyen and Hoqq separately as in Eqgs. 2.18 and 2.20,
for the first and second order Suzuki-Trotter decomposition, respectively. At each time
step, we follow the same procedure as in Sec. 3.1.3, for each exponential factor in

Egs. 2.18 or 2.20, and apply them to the single-particle wave function consecutively.

As explained in Sec. 2.4, Suzuki-Trotter decomposition yields computational error
depending on Az, due to the non-commuting terms in the Hamiltonian. Here, we test
TEBD in strong coupling regime with absorbing boundary conditions and determine

the optimum time interval, Az, for the MPS algorithm.

Here, we consider the effective Hamiltonian in Eq. 3.5, where Hegf = H — il with H
being the Hrwa 1n Eq. (3.3). The time evolution is on a lattice of 100 sites for a total
time of = 100. The other parameters are the same as the system shown in Fig. 3.4. We
compute the 2-norm error, € = || [Pexact) — |Pmps) ||%. given in Eq. (2.22). As shown
in Fig. 3.5, increase of the error with the time step interval is similar to our previous
results (see Fig. 2.4) obeying a power law, € ~ Ar¢, where the power a is 0.94 and 2.00
for first and second order expansions, respectively. Fig. 3.5 also shows that Az can be

increased up to 0.01 without causing significant order.

3.2 Spin-Boson Model in the Perturbative Coupling Regime

We now turn our attention to the USC regime. Although RWA is not valid in this
regime, when g is small enough, as in the intermediate coupling regime, the problem

can be solved by applying RWA after an optimized polaron transformation [84,85,118].
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Figure 3.5 : The computational error as a function of time step interval in the first and
second order Suzuki-Trotter decomposition, for a lattice of 1000 sites with an
absorbing boundary having parameters ¥ = 4 and / = 10. The dots represent the
numerical results and the continuous lines represent the fitting functions, € ~ Ar¢,
with the powers @ = 0.94 and a = 2.00 for the first and second order expansions,
respectively.

In the transformed basis, the coupling strength between the TLS and the cavity is

renormalized to a smaller value. Therefore, we can apply RWA in this new basis.

3.2.1 Polaron Transformation

The method we describe here is inspired by the polaron concept [119] which
was developed to explain how conduction electrons or holes move in a polar
semiconductor or ionic crystal. As these particles move they induce polarization in
the surrounding area creating a virtual phonon field. As a result, the particles get
"dressed" by the phonon field, forming quasiparticles called polarons. The strong
entanglement between the particles and the phonons makes the problem hard to solve
in this basis. However, with an appropriate transformation, i.e. Lee-Low-Pines
transformation [120], the reference frame is changed to the frame co-moving with

the particle and the phononic part of the wavefunction can be factored out [121].

A similar approach can be used for the intermediate coupling strengths of the
spin-boson model. In this regime, the counter rotating terms in the Hamiltonian in
Eq. (3.1) become significant. Therefore, the ground state is no longer the vacuum
but a dressed state comprised of the TLS and the photon cloud bound to it [81].
Since these dressed states contain the major part of the TLS-photon interaction, the

effective coupling between the TLS and the dressed state is reduced. Hence, if the
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Hamiltonian is transformed to the basis of these dressed states, the problem can be

solved perturbatively in the intermediate coupling regime [118].

The transformation operator is

U, = exp [G"ka(ak —a}:)] = exp [GX(B—BT)} (3.16)

k

with the collective mode
B=) fia. (3.17)
k

Here, f; are real coefficients. This transformation operator is similar to the
displacement operator, U = exp [Zk fk(ak—a,t)}, [122], except that it has a spin
dependence. The effect of the operator U, is to displace the bosonic modes in the
positive or negative direction depending on the spin state creating a coherent state of

photons. With this approach the photons at each cavity can be treated as a mean field.

With the correct choice of f, the collective mode B becomes the bosonic field dressing
the TLS, similar to the phonons in condensed matter systems. Hence, the optimum

values of the coefficients f; are determined variationally.

The operators transform as

Ulo'U, = U2 = ¢ 2Eifigie 208 208, (3.18)

UlaUp = ay — fio*, (3.19)

and the transformed Hamiltonian becomes

A A A xRt X —
A, =UJAU, = So%e 277 B+ Y Ayalaj+0*Y Gilay+a)) +E,.  (3.20)
kj k
where
A= Aexp (—2?*}) . (3.21)
and
Gr =gk — Y Hijfj (3.22)
7

are the renormalized transition frequency of the TLS and the coupling strength,
respectively. The constant term in the transformed Hamiltonian is

E,=). (Zijfjfk — 2gkfk> : (3.23)
J

k
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It has been shown that the ground state of the Hamiltonian in Eq. (3.20) is close to
vacuum, for intermediate coupling strengths [123—125]. Therefore, the ground state
energy can be approximated as E), — %, and its minimization with respect to f yields
the self consistency relation

f= H%u& g (3.24)
Combining the above equation with Eq. (3.22) yields the reduced coupling strength

Gy = Afr. (3.25)

The Hamiltonian in Eq. (3.20) has terms projecting to the multi-excitation subspaces.
These terms can be eliminated by expanding the exponentials in Taylor series and

keeping the first two terms as follows
e 20°B' 20°B . | 4 26" (B—B') — 4B'B. (3.26)

Using 6°c* = ic” and replacing Eqgs. (3.25) and (3.17) in the transformed Hamiltonian,

H,, yields

A A . _ d
Hporrwa = 50° - 2Ac°B'B+ Y Hyjala;+A[(6* +ic”)B+ (o° —ic”)B'] (3.27)

kj
or equivalently
. A _ -
Hpotrwa = 50°(1—4B'B) + Y Hyjaa;+2A[c"B+0 B, (3.28)

kj
where we omit the constant term E,. Note that this Hamiltonian conserves the total
number of excitations in the transformed Hilbert space. So keeping the first two
terms in the Taylor expansions in Eq. (3.26) is equivalent to applying rotating wave
approximation to the Hamiltonian in Eq.(3.20) and keeping the terms projecting to the

single-excitation subspace.

3.2.2 Results

In this section, we compare the results of time evolution via RWA, polaron
transformation and MPS algorithm, for arbitrary coupling strengths. As discussed in
Sec. 3.1, the Hamiltonian of a 1-D CCA coupled to a TLS with an arbitrary coupling

strength can be written as

A~ A
H= zcz +g0*(ap +a8) + a)Za;an —|—JZ(aZan+1 +H.c.), (3.29)
n n
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where we set A=w =1 and J = 0.5.

We consider an array of length N = 120 sites and an evolution time of = 96 (in
units of @~ 1). The initial state is the same as before (see Eq. (3.14)). We evolve the
state using RWA with and without polaron transformation and compare the final states
with the ones obtained from the MPS algorithm. Note that in the simulations using
polaron-transformed Hamiltonian, we transform the initial state as |¥o) — U'|¥) and
project it to the single-particle subspace, as well. This projection causes a decrease in

the 2-norm of the state, therefore we normalize the final state after the evolution.

We also transform the operators, 6° and @ a, to obtain the excited-state population of
the TLS and the site-based photon numbers, respectively. After the transformation we

project them onto the single-excitation subspace as
UyoUp = e 20 [ 6% 4 6+ B — o7 B' — 40°B'B] (3.30)

and

UlahanUy = (ahan+ | ful?) — 0 fuan — 0~ fua], (3.31)

In the MPS representation, each cavity and the TLS is represented by a tensor and
the product of these tensors constitutes the wave function as explained in Sec. 2.2.
The tensor corresponding to the TLS has a physical dimension, d = 2 due to the two
states of the TLS. For the other MPS tensors, the d is the upper limit of the number
of photons found in the corresponding cavity. For example, in the single-excitation
subspace since each cavity has two possible states, which are the vacuum and one
photon states, d = 2. However, when the coupling strength g is increased beyond the
strong coupling regime where RWA is valid, multiple photon states contribute to the
evolution. In our simulations, we increased g up to 0.4 and set d = 7 for efficient
representation of the evolved states. We choose the time-step interval as Ar = 0.005
and the truncation tolerance as Srune = ¢~ 2. The details of the algorithm are discussed

in Ch. 2.

The site-based photon numbers, P(n), and the decay of the excited-state population of
the TLS, P,, for three different coupling strengths are shown in Fig. 3.6. When the
coupling is small, the results obtained from MPS and RWA (without applying polaron
transformation) are in complete agreement (blue and black curves, respectively, in

Fig. 3.6 (a) and (b). As the coupling strength gets higher, the MPS simulations yield
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Figure 3.6 : The site-based photon numbers (left panel) at 7 = 96 and the decay of
the excited state population (right panel) for g = 0.05® (top row), g = 0.2® (middle
row) and g = 0.4 (bottom row).
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higher photon numbers near the TLS, whereas the photon numbers obtained from RWA
with and without the polaron transform are approximately the same for all coupling
strengths (See Fig. 3.6 left panel). The difference in MPS results may be due to the
photon cloud bound to the TLS as observed in dressed states. Although the polaron
transformation aims to capture the same effect, our results do not reflect this due to
our numerical method. We have eliminated the terms projecting to multi-excitation
subspace to limit the size of the effective Hilbert space. A computation taking into
account states with higher number of excitations may yield more consistent results

with the ones obtained from MPS simulations.

For g = 0.2, P, obtained from the MPS and the evolution with polaron transformation
are in good agreement (See Fig. 3.6 (d)). They both yield slower decay compared to
the exponential decay resulting from RWA without the polaron transformation. In
the latter case, the excitation of the TLS is completely transferred to the photons
and P, converges to zero. However, P, obtained from both the MPS and evolution
with the polaron transformation converge to the same non-zero value. For higher
coupling strengths, the MPS result deviates from the result obtained using polaron

transformation in the long-time limit, converging to a higher value (See Fig. 3.6 (f)).

01 02 0.3 0.4 01 02 0.3 0.4
g g

Figure 3.7 : Number of photonic (a) and qubit (b) excitations as a function of g, for
different times ¢. The dashed curves represent MPS results, whereas continuous
curves represent results obtained using polaron transform.

Fig. 3.7 shows the number of excitations as a function of g at different time steps.
Here, the dashed curves represent MPS results, whereas continuous curves represent
results obtained using RWA with polaron transformation. Initial values for the polaron
transformation results (blue continuous curves) indicate the effects of the polaron
transformation only. For the photonic excitations (Fig. 3.7 (a)), the initial number

of excitations are approximately zero for all the coupling strengths as expected. As the
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time evolution proceeds the two results deviate from each other for g > 0.2 and the
deviation becomes more significant for larger times. In contrast, the initial difference
in P, resulting from the two methods (Fig. 3.7 (b)) becomes significant for coupling
strengths g > 0.2. However, the results approach to each other in time and coincide

att = 12 (see dashed and continuous curves in Fig. 3.7 (b)).

3.3 Summary

In this chapter, we studied few photon dynamics in a 1-D CCA and compared our

results obtained by different methods.

One of our main objectives is to implement an efficient absorbing boundary condition
to simulate long-time dynamics. Studying an unbounded quantum system on a
numerical grid in the long-time limit is computationally challenging due to the limited
memory of computers. One of the methods to make the grid small enough for efficient
simulation is to implement absorbing boundary conditions. We have introduced a
simple ABC in the form of an imaginary potential with two parameters, namely
absorption strength and absorption length. We have studied the optimum intervals
for these parameters which cause minimum distortion in the interior region of a CCA
in the strong coupling regime. Our simulations have shown that in the linear dispersion
regime, the distortion error decreases as the product of absorption strength and
absorption length increases, for small absorption parameters. However, for sufficiently
large absorption strengths, the distortion error due to the absorption depends mostly
on the absorption length. This shows that in this parameter regime, the main cause of
distortion is the reflection of the waves with wavelengths comparable to or longer than
the absorption length [88]. Similarly, the distortion error increases with the detuning,

in general, due to the varying wavelengths of the photons near the band edges.

Another objective of this chapter is applying the Matrix Product States Formalism
to a 1-D CCA. For this reason, we first calibrated the time step interval, Af, and
tested the Suzuki-Trotter decomposition for the spin-boson model in the strong
coupling regime and under ABC. We have analyzed the computational error due to
At by evolving the same initial state using exact diagonalization with and without
Suzuki-Trotter decomposition and comparing the 2-norm difference between the final

states for different values of Arz. We have found that the scaling between Ar and
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the computational error is similar to the the tight-binding model with random nearest
neighbor interactions that we have shown in the last chapter (See Fig. 2.4). Namely,
the error increases linearly with Az for the first order Suzuki-Trotter decomposition and

quadratically for the second order.

Finally, we have applied our MPS algorithm to this model in different coupling regimes
and compared our results obtained from RWA with and without polaron transform. We
focused our attention on the decay of the TLS from its excited state, P,(z), and the
resulting site-based photon numbers, P(n). For small enough coupling strengths where
RWA is applicable, g < 0.1®, P(n) obtained from three different methods are in good
agreement and P, () decays exponentially with the same rate for all three methods.
For the intermediate coupling strengths, 0.1 < g/ < 0.2, P,(¢) obtained from both
the MPS algorithm and RWA with polaron transformation decays slower compared
to the results obtained from RWA without polaron transformation, and it converges
to a non-zero value. P(n) obtained from all three methods is the same in general,
except the MPS algorithm yields higher photon numbers in the vicinity of the TLS.
This is consistent with the assumption that in the intermediate coupling strengths a
polaron-like dressed state composed of the TLS and the surrounding photonic cloud
is formed. Although RWA approximation with the polaron transformation yields the
same P, () as the MPS algorithm, it fails to capture the effect of the dressed state on
P(n). This may be due to the elimination of the terms projecting to multiple-excitation
subspaces in Eq. (3.20). Keeping more terms after the polaron transformation may
improve the results. As g is increased further, the behaviors of P(n) and P,(t) do not
change for the simulations using RWA with and without polaron transformation in
general. In contrast, MPS results deviate more from the RWA results in the sense that
the photonic cloud around the TLS expands over a broader region and P,(¢) converges

to a higher value.
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4. QUANTUM WALK WITH A SINGLE PHASE IMPURITY'!

In this chapter, we analyze non-Markovianity for the discrete-time quantum walk
along a line with a single impurity at the origin. In particular, we examine the
relationship between non-Markovianity and emerging bound states depending on the
impurity’s phase angle. In Sec. 4.1, we briefly discuss the motivation behind studying
open quantum systems and the emerging interest in revealing the connection between
localization and non-Marvoianity. We review the quasi-energy spectrum and sublattice
symmetry of the discrete-time quantum walk in Sec. 4.2. We then move on to
the quantum walk with a single phase impurity. We find the bound states by a
transfer matrix approach and examine their properties in Sec. 4.3. In Sec. 4.4, we
compare the localization of the bound states and the dynamical localization resulting
from the time evolution. We point out the differences between the outcomes of
the two non-Markovianity measures, which are based on state distinguishability and
system-ancilla entanglement, in relation with the emergence of bound states in Sec. 4.5.

We present a discussion of our results and conclude in Sec. 4.6.

4.1 Introduction

The theory of open quantum systems provides the necessary means to study
and characterize the dynamics of quantum systems that are interacting with their
surrounding environments [11]. It is well known that although closed systems evolve
in time unitarily, dynamics of open quantum systems is no longer unitary due to the
coupling to their environments. Such an interaction between the principal open system
and the environment typically results in decoherence of the principal system, resulting
in the loss of characteristic quantum properties such as coherent phase relations. From
the standpoint of dynamical memory effects, time evolution of open quantum systems

can be classified as exhibiting Markovian (memoryless) or non-Markovian behaviour.

I'This chapter is based on the paper Danaci, B., Karpat, G., Yalginkaya, I. and Subas1, A. (2019).
Non-Markovianity and bound states in quantum walks with a phase impurity, Journal of Physics A:
Mathematical and Theoretical, 52(22), 225302.
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As a consequence of the increasing experimental control over quantum systems and the
development of reservoir engineering techniques in recent years, the study of quantum
non-Markovianity has become a significant line of research [126, 127]. Various
methods have been introduced for quantifying and characterizing the non-Markovian
behaviour in the dynamics of open quantum systems. Among others, the approaches
based on the information dynamics between the open system and its environment
have become prominent [128—132]. The motivation behind these approaches is when
information flows from the environment back to the system throughout the dynamics,

the future states of the open system might depend on its earlier states.

The connection between localization and non-Markovianity has been studied in
different settings, such as atomic impurities embedded in a disordered coupled cavity
array [133], in a quasi periodic Fermi lattice [134] and in a Bose Hubbard lattice [135].
These studies show that non-Markovian memory effects emerge as excitations localize
in the vicinity of the impurity. In quantum walks, non-Markovian effects can be
analyzed without considering an extra external environment. Similar to the coin throw
in classical random walks, an internal degree of freedom, so-called "coin", determines
the direction of the quantum walk. Non-Markovianity can be studied focusing on the
coin space reduced dynamics where the spatial degree of freedom is traced out [136].
In that case, the position space itself is treated as the environment of the coin space.
Even though this reduced dynamics is known to be non-Markovian for the standard
quantum walk, the presence of decoherence in the form of broken links wipes out the
non-Markovian behaviour and gives rise to a Markovian process. On the other hand,
it has also been shown that the non-Markovian behaviour can be enhanced when the

walker is subjected to some specific static or dynamic disorder [137].

Despite their superiority over random walks in spreading rates [45, 46] leading to
faster computational algorithms [47], quantum walks have also attracted considerable
attention in terms of their non-diffusibility features in the presence of disorder such
as quantum-to-classical transition [138], dynamical localization [139, 140], and the
emergence of bound states [141, 142]. While rolling back to the classical behavior
is attributed to wiping out coherence in the system due to dynamical disorder, it
is the static disorder that leads to dynamical localization in quantum walks. The

former disorder scheme manifests itself as a time-dependent evolution operator,
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whereas the latter resembles a random potential for the quantum walker described
by a unitary operator [143-149]. Since these disorder models break either the
temporal or the spatial symmetries, any emergent non-diffusibility in quantum walks is
typically associated with a lack of some symmetry in the dynamics [150-154]. Other
examples of non-diffusibility have been observed in quantum walks coupled to spin
environments [155, 156]. In this chapter, we consider a quantum walk with a static

phase impurity [141, 142] and study its localization and non-Markovianity properties.

4.2 Discrete-time Quantum Walk

Analogous to the classical random walk, the discrete-time quantum walk depicts the
unitary evolution of a particle on a lattice where the direction of the movement is
determined by an internal degree of freedom, namely, the coin [44]. At each time step,
an operator C acting solely on the coin state is followed by a coin-state-conditioned
translation operator 7' acting on the total coin-position Hilbert space H. ® Hp.
Although € can be chosen from SU(2), without loss of generality, one may constrain

the coin operator to be a rotation around the x-axis [157], so that
C = exp (—i6X) ® Iy. “4.1)

Here, X is the Pauli-X operator acting on the coin space and Jy is the identity operator
acting on the the N-dimensional position space. We will fix the coin angle to be
0 = m/4 throughout the thesis. The conditional translation operator shifts the position

of the walker one site to its right or left depending on the coin state as given by
T = Zl c|® |n+(=1)){nl, (4.2)

where ¢ € {0,1} refer to the eigenstates of the Pauli-Z operator Z spanning the coin
space and n € Z labels the N position states. Thus, the evolution operator describing a

single time step is written as W = T'C. After ¢ steps, the final state becomes
|¥,) = W' |¥) Zacn (t)|c,n) (4.3)

where |Wp) is an arbitrary initial state at f = 0 and a. , () are the probability amplitudes
corresponding to coin state |c) and position state |n). Consequently, the probability of

finding the quantum walker at position n and step 7 is calculated by P, (t) =Y. |ac.»(?) 2.
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4.2.1 Quasi-energy spectrum

The walk can also be considered as a stroboscopic simulation of a quantum evolution
generated by an effective Hamiltonian Hg such that Wy = exp (—iHg), where we
assume that the time required for taking one step and 7 are both set to unity [63,64]. It
is well-known that the spectrum of this Hamiltonian has a band structure with a period
of 2z, which arises from the discrete time-translation symmetry of the walk, i.e., the

Hamiltonian is in fact a representative of a recurring single-step evolution.

The energy eigenvalues E here are called quasi-energies, similar to the
quasi-momentum k showing up due to discrete spatial translation symmetry of
Wp in the standard quantum walk by a unit lattice spacing. The standard walk
Hamiltonian becomes diagonal in this quasi-momentum basis via the transformation
e, k) = ﬁzn e ¢, n) with k € [~7, 7] and one obtains the dispersion relation
cos E(k) = t-cos 8 cosk, where k is in units of /i over the lattice spacing.

We will study the non-Markovian behaviour from the point of view of the coin
sub-system, which will be considered as an open system with the position space
interacting with it as the environment [136]. Therefore, the time evolution of the coin
density matrix will be investigated. Since the stationary states of the standard quantum

walk are product states of the form |E;) = |xx) ® |k), the reduced pure coin density

matrix can be written as pf°" = | ) (x| = (L +7¢- 0)/2, where [64]

= (cosksin®,—sinksin O, —sinkcos 0). 4.4)

sinE (k)
4.2.2 Sublattice symmetry

Two quasi-energy bands associated with the coin states are symmetric about £ = 0
and the band gap closes for 8 = 0 or 7. Any pair of eigenstates with a quasi-energy

difference of 7 can be associated with one another via the sublattice operator
S=hL®Y (=1)"n)(nl, (4.5)
n

which is both unitary and Hermitian, i.e., $> = Ly [158]. Thus, for each eigenstate |E)
of Hg with quasi-energy E in a given band, there exists another eigenstate S |E)) with

quasi-energy E + 7 in the other band, which can actually be deduced directly using
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4.5),
SWoS= Wy = SHeS=Hy+m. (4.6)
The sublattice operator has two degenerate eigenvalues +1 such that eigenstates
corresponding +1 (—1) parity, which we will denote by |S,) (|S,)), occupy only even
(odd) labelled sites in the position space. These eigenstates can also be written in terms
of the symmetric (for +1) and anti-symmetric (for —1) superpositions of |E) and S|E)
such that
1Se.0) = |E) £S|E). 4.7)

Note that the step operator Wy transforms |S,) to |S,), or vice versa, up to an overall
phase of e 'E. Therefore, if one initializes the walk with either of [¥) = |S,,), the
total state will oscillate from one to the other forever, i.e., step operator moves the
state back and forth between two sublattices. It is worth mentioning here that this
periodic oscillation with a period of 2 will play an important role in our discussion of

non-Markovianity.

4.3 Quantum Walk with a Phase Impurity

We consider a modified version of the standard quantum walk such that whenever
the walker passes through the origin n=0, it acquires a phase of ¢! as illustrated in
Fig. 4.1. This effect can be introduced to the step operator by rewriting it as Wé =

A A

TCoP = e~1H5 to include the phase operator
P=0L®Y e%n)n|, (4.8)
n

where ¢, = ¢9,0 and 9, ,, denotes the Kronecker delta function. This model was
studied by Wojcik et al. and the bound eigenstates of the double step operator Wéz are
obtained [141]. We will provide an alternative solution for the stationary bound states
in this model for the single step operator Wé using a transfer matrix approach [159].
We note that a double step operator would be useless in our case since it restricts the
evolution to one of the sublattices, and hence, no oscillation takes place between |S, )
and ‘So,e> contrary to the discussion we will have, where these oscillations lie at the

center of non-Markovian behaviour.

The phase operator P breaks the translation invariance of the step operator Wé in the

considered model. However, we can still employ the reflection symmetry which is
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Figure 4.1 : Schematic representation of a bound state and its probability distribution
over the position space. The walker acquires a phase ¢'? due to the impurity at the
origin. As given in (4.11), the coefficients (a,, B,—1) are related to each other by
transfer matrices 7' and T'(¢) for n # 0 and n = 0, respectively. The localization
length [ is determined from eigenvalue A of the transfer matrix 7. Blue arrows
represents the coin state in the phase space and their lengths are drawn proportional to
P,.

introduced by the reflection operator
R\:GX®Z|—I’Z><1’1‘, (49)
n

in finding the stationary states of I:Ié as follows. Similar to the sublattice operator, R
also has the property R> = Ly and it possesses two degenerate eigenvalues &1. Also,
by considering the commutation relations that [R, Hjy] = 0 = [R,S], eigenstates of aj
can be labelled by a definite 4 parity, i.e. R|[ET) = &|E™), and application of S does
not change this parity and it yields the eigenstates with quasi-energies E* + 7 since
the condition (4.6) is still valid for Wé. These energy eigenstates can be written in the

component form

EX) =Y ogF[t,n) + B [L.n), (4.10)

where the coefficients obey the constraint o, = +B." as a direct consequence of the

reflection symmetry. Thus, |[E*) can be constructed by knowing only half of their

components. Also, by using Wj|E*) = exp(—iE*)|E®), one can obtain the recursion

relations between these coefficients and rearrange them in the following way

() -w()
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Figure 4.2 : (a) Energy band diagram of the walk (6 = 7 /4) as a function of the
phase parameter ¢, where ¢ = O corresponds to the standard quantum walk. The
analytic result given in (4.16) is drawn for reflection symmetric (blue dashed) and
anti-symmetric (red dot-dashed) bound state quasi-energy values, where the
numerical values (black dots) are omitted since they exactly coincide with the analytic
result. (b) Inverse localization length of reflection symmetric (blue dashed) and
anti-symmetric (red dot-dashed) energy eigenstates and their sum as the effective
inverse localization length (solid black) as a function of ¢, which is used as a measure
of localization. (c) Reduced coin density matrix parameter r, for reflection symmetric
(blue dashed) and anti-symmetric (red dot-dashed) bound states as a function of ¢
gives average value about which oscillations in the reduced density matrix take place.

Here, the matrix 7(¢,) is called the transfer matrix for site n and it connects the
adjacent coefficients in (4.10) (See Fig. 4.1), which is given in general as

<ei(Ei+¢“) sec O —itan @ )

itan 6 e~ i(E*+0) sec 0

T(¢) = (4.12)

with the inverse T~'(¢,) = 0,T(¢,)0, . Reflection symmetry implies T(¢_,) =
o;T ' (¢,)0 = T(¢,) and thus ¢, = ¢_,. Since ¢, = ¢6,0 in our model, we set
T(¢, =0) =T for n # 0. Now, the problem of finding the stationary states is boiled
down to determine a suitable pair (Ocli , ﬁoi)T in (4.10) satisfying the reflection property.
We can look for stationary states whose coefficients as simultaneous eigenvectors of

the transfer matrices must satisfy

on({) -+ () 4(E)
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such that

+ +
(‘%@1) Y (g&) . oa>1. (4.14)
n 0

In the infinite chain limit, vanishing boundary conditions impose that |A| < 1 for bound

states and matching the two forms

sin @
(ggi) = C(EY) (sin(Ei) —i\/sin26 —sinz(Ei)> 7

* i(B*+9)
a .
(@E) = C(E¥)sin6 (eieiie ) (4.15)
gives the quasi-energy
i :
E* = cor! (41 =sin(6F9)sinb) (4.16)
sin 6 cos(6 F ¢)

provided that

) )
06— E*
r \/sm sin '

in (E* 0) =
sin(E%+¢ 5 6) sin 6

(4.17)

The normalization constant is given by |C(E¥)|* = (1 — A(E¥)?) /2 with the transfer

matrix eigenvalue

Ar=A(EF)= ﬁ (cos(Ei) — \/ sin® @ —sin? (Ei)). (4.18)

It is seen that |Ay| < 1 provided that |sinE*| < |sinf|. When a solution with

definite parity and an eigenvalue —8 < E* < 0 exists, then there is a sublattice
symmetric solution, which has AL — —A4 and (gi) — S (gi), with the same
parity and shifted eigenvalue —0 + 7 < E* < 0 i . The c(())mbinations of the
sublattice symmetric pairs of reflection symmetric states, for example, give ’SZO> =

|Et) +|E™ + 1) which are supported on even/odd sites. Similar combinations |S,,)

exist for reflection anti-symmetric bound states.

The reflection symmetric bound states exist only in the interval ¢ € (0,27 —26) and
the reflection anti-symmetric bound states exist for ¢ € (20,2x). The quasi-energies
are shown with blue dashed and red dot-dashed lines in the quasi-energy diagram as a
function of ¢ in Fig. 4.2(a) for 6 = /4, which corresponds to balanced walks. The
numerical solution is performed for a large lattice with periodic boundary conditions
and the results are indistinguishable on this scale from the quasi-energies of the bound

states determined from the eigenvalues of the transfer matrix.
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We would like to quantify the localization in our model as a function of the impurity
phase ¢. For this purpose one of the quantities we calculate is an effective inverse
localization length Ke_fg which is the sum of the inverse localization lengths over all
energy eigenstates. Since the localization length diverges for an extended state in the
infinite chain limit, extended states’ contribution to Qﬁ! also vanishes in that limit and
we are left with only the inverse localization lengths of the bound states given by the
eigenvalues of the transfer matrix, i.e. ¢~1 = InA. Therefore, the sum of £~! over all
stationary states is determined by the number of bound states and their localization
lengths. The total Ee}% (solid black curve) is plotted in Fig. 4.2(b) as a function of
¢, where the individual contributions of symmetric (blue dashed) and anti-symmetric
(red dot-dashed) bound states are also shown. The localization length of a bound state
is minimum when its quasienergy is at the center of the band gap (see (4.18)), so that
the reflection symmetric and anti-symmetric bound states become maximally localized
when ¢ =37 /4 and ¢ = 57/4, respectively. The total Ee_f% i1s symmetric about ¢ =7
where it attains its maximum value. Although it monotonically decreases towards both
sides of ¢ = =, kinks in Ee}% occur at ¢ = /2 (¢ = 37 /2) at the (dis)appearance of

new bound states as ¢ increases from 0 to 27.

Unlike the homogeneous quantum walk, in the presence of phase impurity the energy
eigenstates become entangled in the composite coin-position space in this model and
P becomes a mixed state. Furthermore, the y- and z-components of the density
matrix vector 7 become zero for all energy eigenstates (see (4.4) for the standard walk).
Here, we note the x-components of the reflection symmetric and anti-symmetric bound

states
1 T
Vx,i:ii [Z/Iicos (Eiﬂb:FZ)Jr(l—/li)]. (4.19)

As ¢ changes, r, changes from +1 to —1 for both the symmetric and anti-symmetric
bound states over the regions of their existence as shown in Fig. 4.2(c). (Since
the action of the unitary sublattice operator on the coin space is trivial, sublattice
symmetric bound state give the same p°™.) At ¢ ~ 0.6 and ¢ ~ 1.47, the difference
in ry 4+ becomes zero, which means the two coin states become indistinguishable for

bound states of either parity.
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4.4 Dynamical Localization

We commence this section by presenting our results for time evolving states in
balanced quantum walks (6 = 7/4) making connection to the stationary bound states
obtained in the previous section. In general, the dynamical properties resulting from
the evolution of the quantum walk depend on the initial state. We consider initial states
such as |¥y) = |y,) ® |0) which are localized at the origin, for examining the effects
due to the existence of bound states around the origin. Here, |, ) is the initial coin state
and the reflection symmetry of |¥y) is defined by the symmetry of |y, ) under rotation
by 7 about the x-direction. For our purposes, we choose to concentrate on the reflection
symmetric and anti-symmetric initial states whose coin subsystems are the eigenstates
of oy, i.e., the initial states |¥s) = %HT) +]{)]®|0) and |PA) = %HT} — ] ®10),
respectively. Time evolution starting from these states yields symmetric probability
distributions about the origin independent of the presence of a phase impurity. For
example, in case of |¥y) = |¥a), Fig. 4.3(a) shows the probability distribution
in position P,(¢) at t = 300 for all ¢ values. The significance of the reflection
anti-symmetric bound state for a given ¢ becomes clear when we compare the degree
of localization and the overlap of the initial state with the corresponding bound states
|[E™). For an arbitrary initial coin state |y,) = cos$|1) + e sinZ|]), this overlap is
given by

(2—A2 —A2)— (A2 — A2%)sinycosn

o M ATE -

Ee {Ebound}

(4.20)

For our selection of initial coins, (4.20) simplifies to Fib?ru/%do =1- Ai. The localization

region apparent in Fig. 4.3(a), when ¢ € (7/2,27), is directly related with FE%%%
shown in Fig. 4.3(b). The walker is most localized when the overlap becomes
maximum at ¢ = 57/4. Similarly, in the interval ¢ € (0,7/2) the overlap with the
bound subspace is zero and the probability distribution has a dip around the initial
site. Four representative probability distributions for different ¢ values are shown in
detail in Fig. 4.3(c). For the standard quantum walk ¢ = 0, the probability distribution
is uniform in the middle region and there are two peaks near the edges which move

in opposite directions with constant speed. For any ¢, the resulting probability

distribution spreads balistically in the position space, i.e., it’s variance is proportional
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Figure 4.3 : (a) The probability distribution P,(z) of the walk after 300 steps for the
reflection anti-symmetric initial state |¥4 ) as a function of the impurity phase angle

¢. (b-c) Depending on the overlap Ff"i’r‘}g"io between |W4 ) and bound states, the

probability distribution can have a peak or a dip at the starting site of the walker.
to t>. However, the proportionality constants may vary depending on the amount of

localization, and hence, on ¢.

The average probability distribution of the walk (P,(¢)) is obtained by averaging P, (¢)
over all possible initial coin states. However, we observe that we get exactly the same
result by only taking into account any pair of orthogonal coin states. This is due to the
fact that the average probability distribution resulting from two walks starting with any
two orthogonal coin states at the origin is equal to the one resulting from the evolution
of a completely mixed coin state. (The resulting distribution is symmetric since the
completely mixed coin state at the origin is reflection invariant.) Also, for the long-time
limit, the bound states stay in the vicinity of the origin, whereas the extended states get
spread over the infinite position space yielding probabilities going to zero. Based on
these facts, we can obtain an analytic expression to estimate the long-time behaviour

of (P,(t)) by projecting the evolved state onto the bound subspace and averaging the
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Figure 4.4 : The numerical results for the participation ratio (PR) and the average
probability at the origin (Py) with respect to ¢ after 150 steps. The analytical
prediction for PR (black dots) is also provided.

corresponding probabilities over two orthogonal initial states, such that

(Po) = =[(1-2A})*+(1—22)?] and (4.21)

<Pn> =

A==

AP (- 222224 22)(1-22)7, @22

where n # 0 and non-zero probabilities appear for even (odd) sites only after even
(odd) number of steps. To quantify the localization, we utilize the participation ratio

of the averaged probability distribution, which is given by
PR =Y (B:(1))". (4.23)
n

For a uniform probability distribution over N sites, PR yields its minimum value
~ N~1. At the other extreme of localization at one site, PR takes its maximum value
of one. In Fig. 4.4, the numeric results for the PR (green solid curve) and (Py) (orange
dashed curve) for 150 steps are represented. Both of them is calculated by using the
average probability distribution (P,(¢)) which is averaged over a pair of orthogonal
initial coin states as we mentioned before. We also provide the analytic prediction
of PR (black dots) for the long-time behaviour using Eq. (4.22) and Eq. (4.23) which
slightly differs from its numerical simulation, whereas we omitted that of (Py) for
clarity since it exactly fits to the numerical data. First of all, both curves exhibit
similar behaviour with respect to ¢ and (Py) pointing out that localization occurs
around the impurity site. They get maximized at ¢ = 7 and vanish at the standard
quantum walk limit ¢ = 0,27. The kinks at ¢ = 7/2,37/2 are due to bound states

appearing or disappearing in this model as discussed previously. This behaviour
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matches exactly that of the effective localization length determined by the bound states
in Fig. 4.2(b), which consequently shows that the localization properties of the walk
in the long-time limit is determined by the number and character of the stationary
bound states. The slight difference between the numerical and analytical results of
PR stems from the finite number of time steps in the numerical simulation and the
fact that contribution from the extended states is completely excluded in the analytical
expression. As a consequence of this, the numerical data stays above the analytical
prediction. For example, as we approach the standard walk case, the wavefunction for
a finite-step walk stays relatively “localized” in comparison to that of the long-time
case which spreads infinitely over the position space without any localization. Hence,
the numerical prediction will become zero in the standard walk in this limit as well.
The very good agreement between the numerical and analytical results in Fig. 4.4
implies that the effect of the extended states on the PR is negligible even after 150

steps.

4.5 Non-Markovianity

We now turn our attention to the non-Markovian behaviour of the dynamics of the
coin for the quantum walk with a phase impurity. As mentioned before, we are
interested in the effects of localized bound states and their symmetry on the degree
of non-Markovianity of the reduced coin evolution. In order to quantify the amount
of memory effects in the open system dynamics from different perspectives, we will
comparatively study two well-established measures of quantum non-Markovianity that
are based on the information flow dynamics between the coin and the spatial degrees

of freedom.

Let us first briefly discuss how to characterize the non-Markovian nature of an
open system evolution and identify the existence of possible memory effects in the
dynamics. Assume that we have a quantum map A(¢,0), i.e., a completely positive
trace preserving (CPTP) map describing the evolution of the open quantum system.
The property of divisibility implies that divisible maps satisfy the decomposition rule
A(2,0) = A(t,s)A(s,0), where A(z,s) is a CPTP map for all s <. Markovian or
so-called memoryless dynamical maps are recognized as the ones that satisfy this

decomposition rule. On the other hand, when the divisibility rule is violated, i.e.,
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when A(t,s) is not a CPTP map or when it does not even exist, then the dynamical
map A is said to be non-divisible and the evolution it describes non-Markovian. The
concept of divisibility can also be discussed in the context of discrete dynamics, such

as quantum walk, where ¢,s € N [160].

4.5.1 Breuer-Laine-Piilo (BLP) measure

The first non-Markovianity measure that we utilize in our work is known
as Breuer-Laine-Piilo (BLP) measure [132] which is based on the idea of
distinguishability of two open system states under a given dynamical evolution. In this
approach, the changes in the distinguishability between two arbitrary initial states of
the open system during the dynamics are interpreted as the information flow between
the open system and its environment. In particular, if distinguishability between the
initial states decreases monotonically in time throughout the evolution, the dynamics
is said to be Markovian, since in this case information flows from the open system
to its environment in a monotonic fashion. However, if distinguishability temporarily
increases during the dynamics, then this is understood as a back-flow of information
from the environment to the open system giving rise to non-Markovian memory effects.
The distinguishability of two systems can be quantified through trace distance between
their density matrices p; and p; as
1 1 . 1/2

D(p1,p2)= > lp1—p2||1= S Tr (P1—p2)" (P1—p2) (4.24)
which acquires its maximum value of one, when the states p; and p; are orthogonal.
At this point, we should stress that since CPTP maps are contractions for the
trace distance, BLP measure vanishes for divisible maps, resulting in a memoryless
evolution. However, we also emphasize that it is possible for trace distance
to monotonically decrease for certain non-divisible maps as well. Therefore, as
is well known in the recent literature, even though widely used as a measure
for non-Markovianity on its own, BLP measure is actually a witness for the
non-divisibility of quantum dynamical maps. The BLP measure can be expressed in
discrete time as [160]

N =max Y AD, =Y AD,®(AD;), (4.25)
P12t AD>0 f
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Figure 4.5 : Oscillations in the reduced coin density matrices starting from |¥s) in
(a) and from |¥,) in (b) as a function of time for representative values of the phase
parameter ¢. The trace distance of these coin states D(ps, Pa) = |y — I'y,s| is shown
in (c) and the oscillating behaviour gives rise to non-zero BLP measure.

where @(x) denotes the Heaviside step function,

AD; = D(p1;,p2:) —D(P14-1,P2,-1)- (4.26)

and the maximization is carried out over all possible initial state pairs. It has been
shown that the pair which maximizes the sum in Eq. (4.25) is a pair of orthogonal of

states [161]. In our analysis, we study the reduced system dynamics of a pair of such

initial states, namely, I/IS7A> introduced before, with opposite reflection symmetry,
which will be later on revealed as the optimal initial state pair optimizing the BLP
measure.

The time evolution of pg‘ﬁn is particularly easy to visualize because the parametrization

pLo" = (I+7,-&)/2 has only one non-zero component, i.e. 7y, throughout the time
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evolution which is shown in Fig. 4.5 for representative values of the phase ¢. For ¢ =0,
which gives the standart quantum walk, both r;i, (black dotted line in Fig. 4.5(a)) and
r)‘a = —rit (black dotted line in Fig. 4.5(b)) undergo damped oscillations with a period
of four steps as the steady-state is reached. Since the oscillations are out of phase for
these orthogonal initial states, the trace distance between such states also oscillates
in time with decreasing amplitude (black dotted line in Fig. 4.5(c)). Therefore, even
though there is a back-flow of information from the environment to the open system
in the standard walk, the damping in oscillations shows that information flow between
the two subsystems reduces and eventually vanishes in time [136]. For non-zero values
of ¢, oscillations in the initial state component r;‘,gs) arise depending on the overlap
with the bound states. When ¢ = /4, the oscillations in rﬁ, die out very quickly,
whereas oscillations with period two between sublattice symmetric pair of localized
states survive for r)f’t as shown by the blue dot-dashed line in Fig. 4.5(a)-(b). For
¢ = /2, similar oscillations exist, except they die out more slowly for r)‘é, which
has a finite overlap with the emerging reflection anti-symmetric bound state whereas
oscillations continue with higher amplitudes for r;it since the reflection symmetric
bound-state becomes more localized for this value of ¢. At ¢ = 7 where bound states
of both parities exist, oscillations in 7y, occur with higher amplitudes for both of the

initial states in comparison with the other shown phase values.

Having obtained the time dependence of pg‘jin, we calculate the trace distance

D(ps,pa) = |rsx —ra x|, and display our findings in Fig. 4.5(c), as a function of ¢. In
contrast to the standard quantum walk where the trace distance oscillations die out in
time, we find that they survive for non-zero ¢, as at least one of rff keeps oscillating
in time. However, we should keep in mind that the value of the trace distance also
depends on the mean values @ about which oscillations take place. For example,

when ¢ = /2 we get oscillations in D(py,pp) with smaller amplitudes than in r;it,

which will be of importance in our later discussions.

As the persistent oscillations in trace distance play a crucial role for the evaluation
of the BLP measure in our model, the oscillation means @ and the oscillation
amplitudes are plotted in Fig. 4.6(a). Comparison with Fig. 4.2(c) reveals that, as
the overlap between one of the the initial states and the bound states increases, g

converges to the r, of the corresponding bound state and oscillations appear. For
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Figure 4.6 : (a) Long-time limit time average of the reduced coin density matrix
parameter r, for reflection symmetric (|¥s)) and anti-symmetric (|¥4)) initial states
as a function of ¢. (Time average is taken over 100 steps between ¢ = 400 and
t = 500.) Instantaneous values at even and odd time steps are shown by square and
triangle markers, respectively. (b) Trace distance oscillation amplitudes between
initial states |¥s) and |¥4) at different times show that they quickly converge to their
long-time limit values for all ¢. (c) BLP measure N (4.25) at three different times.
The maximization is performed over all the initial coin states for quantum walks
starting at the impurity site. The linear increase in time reflects trace distance
oscillations with constant amplitude. (See (b).)

the interval ¢ € (w/2,37/2), g becomes the same as r, in the long time limit.
The difference in g approaches to zero at ¢ ~ 0.6 and ¢ ~ 1.47w, yielding very
small values for the trace distance together with the fact that essentially one of ri’tA
oscillates about their common mean. For other values of ¢, the trace distance is mainly
determined by the oscillations in rff . Since the period of the oscillations is two time
steps due to the sublattice symmetry, the changes in trace distance can be obtained by
subtracting the value at even time step from the neighbouring odd time step which is
plotted in Fig. 4.6 (b) at three different times. These plots clearly demonstrate that

the trace distance oscillations quickly converge to their long time limit. As the bound
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states get more localized for certain ¢ values and also the overlap of the initial states

with them increases, so do the amplitude of the oscillations in the trace distance.

To evaluate the BLP measure, we maximize the sum of the positive increases in trace
distance over all possible orthogonal pairs of initial states starting at the impurity
site which is shown in Fig. 4.6(c) as a function of ¢ for three increasing values of
time. The result reveals that the pair ‘l//S7A> that we used for the preceeding analysis
actually maximizes the sum in the BLP measure in the long-time limit. In contrast to
the standard walk, the initial states maximizing BLP measure are equal superposition
of symmetric and anti-symmetric states and these states do not change under other
decoherence mechanisms [136]. Near ¢ = 0,7/2,37 /2,27, where bound states are
weakly localized, we find that other orthogonal pairs actually maximize the BLP
measure. However these regions get smaller as we consider longer time evolutions.
The sudden drop in BLP at ¢ = 7/2,37/2 is related to the fact that oscillations take
place about similar mean values. More importantly, we establish that the BLP measure
of non-Markovianity increases with the emergence of bound states and reaches its
maximum value at ¢ = 7w when the number and localization of bound states assumes
their maximum, as demonstrated by the effective localization length in Fig. 4.2(b).
The relation of non-Markovianity and localization is also apparent comparing the BLP

curve with the average PR shown in Fig. 4.4, which is maximum at ¢ = 7.

4.5.2 Rivas-Huelga-Plenio (RHP) measure

Next, we consider Rivas-Huelga-Plenio (RHP) [131] measure of non-Markovianity,
which is based on the dynamics of entanglement between the system of interest and
an ancillary system. The ancillary system A is assumed to have no dynamics of its
own and is completely isolated so that any initial entanglement between the system
and the ancilla can be affected by the open system dynamics only. In fact, similar to
the BLP measure, this measure is also a witness for the violation of the divisibility.
Considering the fact that no entanglement measure E can increase under local CPTP

maps, it is rather straightforward to observe that
E [(A(l‘, O) ® I)pcoin,A] S E [(A(S, O) 0% I)pcoin,A] (427)

for all times 0 < s <¢. Hence, any increase in the entanglement between the open

system and its ancillary can be understood as a signature of non-Markovian memory
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effects in the time evolution. In other words, while the entanglement contained
in Peoina decreases monotonically for all Markovian processes, non-Markovian
behaviour in the dynamics can be captured through the temporary increase of
entanglement. In the same spirit of the BLP measure, one can then measure the degree
of non-Markovianity using the following quantity:

I8 =max Y AEca, (4.28)
Pca t,AEcA>0

where Eca denotes the entanglement between the coin and a two level ancillary
system. For any entanglement measure Ec4, the RHP measure is found by maximizing
ZE) over all initial reduced density matrices pcq of the composite coin-ancilla
system. In order to calculate this measure, we start the evolution from composite
initial state |®T)|0) = \%(! el La+ 1] =)l 1)a)|0) and use concurrence [162]
as the entanglement measure. It has been shown that when concurrence is used as
entanglement measure, the optimum initial state maximizing the RHP measure is a

Bell state, for a single qubit interacting with an environment [163].

Fig. 4.7(a) shows the variation of the concurrence in time which is calculated from the
reduced coin-ancilla state after tracing out the spatial degrees of the walker during the
evolution. For the standard quantum walk, the entanglement oscillations with period
of four steps are damped and slowly die out with time. Therefore, the RHP measure
accumulates a finite amount of non-Markovianity in the long time limit which is similar
to the behaviour of the BLP measure for the standard walk. On the other hand, in
contrast to the BLP measure, the nature of bound states emerging with non-zero phase
¢ plays a key role for the coin-ancilla entanglement. In the presence of reflection
symmetric or anti-symmetric bound states only, the concurrence dies out very quickly.
This is due to the fact that the symmetric and anti-symmetric states couple to different
environmental degrees of freedom. For example, with only symmetric bound states
present, the symmetric part of the coin-position state remains mostly localized in the
vicinity of the impurity site whereas the anti-symmetric part moves away from the
origin. Hence, the coin-ancilla entanglement is quickly destroyed upon tracing out
the environmental degrees of position, as the coin-ancilla state becomes an incoherent
mixture. An example of this situation is displayed in Fig. 4.7(a) for ¢ = /3. Itis only
when both reflection symmetric and anti-symmetric stationary states exist that some

entanglement can survive which shows non-decaying oscillations. These oscillations
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Figure 4.7 : (a) Concurrence between the coin and the ancilla qubit as a function of
time for representative values of the phase parameter ¢. When bound states with both
positive and negative reflection parity exist, the concurrence shows oscillations. (See
text for the involved frequencies.) (b) Concurrence based RHP measure as a function

of ¢ at three different time steps showing linear increase with time for

¢ € (r/2,37/2). RHP has a vanishing value when well-formed bound states of only

positive or negative reflection parity exist.
are due to the finite dimension of the bound state subspace and the frequencies of
concurrence oscillations can easily be obtained from the quasi-energy differences.
Such a case is displayed in Fig. 4.7(a) for ¢ = m with two dominant periods. One
period is of two steps due to the sublattice symmetric bound states with quasi-energy
difference m© and another one is approximately ten steps due to the quasi-energy
difference of AE ~ 0.2057 between reflection symmetric and anti-symmetric states.
The latter dependence again shows the importance of bound states of both parities for
the RHP measure. The energy difference AE does not change much as ¢ changes in the

domain of four bound states unless one group of bound states is very weakly bound.

(See Fig. 4.2)

Using the time evolution of the coin-ancilla entanglement as shown in Fig. 4.7(a),

we evaluate the RHP measure for all values of the impurity phase ¢. The results are
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plotted in Fig. 4.7(b) for three increasing values of the final time. The amount of
non-Markovianity measured by the RHP measure drastically depends on whether the
reflection symmetric and anti-symmetric bound states are both supported for a given
¢ or not. In the interval ¢ € (0,7/2) where only the symmetric bound states exist,
the concurrence vanishes quickly in time since the coin-ancilla Bell state can only be
supported if both symmetric and anti-symmetric bound states exist. Therefore, the
coupling of the symmetric and anti-symmetric coin states to different environmental
degrees of freedom completely destroys the Bell state of the coin-ancilla system and
results in a vanishing value for the RHP measure. A similar situation occurs in the
interval ¢ € (37/2,2x) where only reflection anti-symmetric bound states exist and
coin-ancilla entanglement is destroyed. In the interval ¢ € (7/2,37/2) where bound
states of both symmetries exist, the coin-ancilla entanglement is more robust and the
RHP measure captures the non-Markovianity increasing linearly with ¢ in the long
time limit due to non-decaying oscillations in the coin-ancilla entanglement. In this
¢ interval, the RHP displays the same behaviour as seen for the BLP measure in

Fig. 4.6(c).

4.6 Conclusion

We have provided a comprehensive and systematic analysis of non-Markovianity in
a quantum walk model with a phase impurity in relation with the phenomenon of
localization. At the heart of analysis lies the manifestation of bound states emerging
due to the existence of the phase impurity at the starting site of the walker. We have
first presented a technique to analytically obtain the bound states of the model making
use of the transfer matrix method. These bound states emerge in one or two sublattice
symmetric pairs possessing definite reflection symmetry. With this knowledge at hand,
we have explored the localization properties of the walker in the position space. To this
end, we have adopted two initial state independent quantities to measure the degree of
localization, namely, the effective localization length for all eigenstates and an average
participation ratio after time evolution over all initial states starting at the impurity
site. Our analysis clearly demonstrates that the degree of localization of the walker is

directly determined by the properties of the bound states.
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More importantly, our main contribution in this work is the unveiling of an intrinsic
relation between the emergence of bound states and the degree of non-Markovianity
of the dynamics of the walker. In order to study non-Markovian behaviour in the
time evolution of the walker, after tracing out the spatial degrees of freedom, we have
utilized two distinct measures of quantum non-Markovianity, i.e., the BLP and the
RHP measures based on the dynamics of trace distance and entanglement, respectively.
These measures help us to understand the information flow between the principal coin
system and the position system forming the environment from different perspectives.
We show that, in the case of the existence of spatial decoherence in the form of a
phase impurity, the BLP measure is optimized by the eigenstates of the coin operator
for almost all values of the phase ¢. Note that when one has decoherence in terms
of broken links instead, the degree of decoherence does not change the optimal state
maximizing the BLP measure [136]. Our investigation also proves that phase impurity
amplifies the degree of non-Markovianity quantified by the BLP measure. The
underlying reason behind this behaviour is the oscillations in the state of the coin which
essentially takes place between the sublattice symmetric bound state components with
a period of two steps. Then, in general, increasing overlap between the initial and
the bound states implies a greater degree of non-Markovianity. However, also note
that when the time average of the reduced coin states corresponding to two orthogonal

initial states are close to each other, the BLP measure drops abruptly.

Next, we employed the RHP measure to analyze the degree of non-Markovianity in the
dynamics of the walker. When the coin state is maximally entangled with an ancillary
system initially, the amount of entanglement is known to oscillate in time for the
standard walk. However, our examination demonstrates that, in case of the existence of
a phase impurity, if the bound subspace supports only one type of reflection symmetric
state, the coin-ancilla entanglement vanishes after a few time steps and the RHP
measure becomes very small compared to the standard walk case. On the other
hand, when both reflection symmetric and anti-symmetric bound states are present,
the entanglement oscillations are persistent in time, leading to high values of RHP
measure. Thus, while the RHP measure is generally in good agreement with the BLP
measure when both even and odd parity bound states exist, the RHP measure fails to

reliably detect the non-Markovian behaviour when only symmetric or anti-symmetric
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bound states are present. Most importantly, as can be clearly seen from both measures,
maximum non-Markovianity is reached where our localization measures determined
by the bound states become also maximum. Relationship between non-Markovianity
and localization have been discussed in random static disorder models [133, 137]
where non-Markovianity increases with disorder. We observe more nuanced behaviour

between bound states and non-Markovianity as discussed above.

We would like to indicate that the experimental realization of the model we presented
here is quite feasible with today’s technology. The time-multiplexing quantum walk
employs laser light pulses going successively around a fiber loop where the position
space is effectively encoded in the time domain from the point of view of the detectors
[70]. The main advantage of this setup is it’s scalability and it’s long coherence times,
1.e., it only requires a fixed number of optical elements to realize the quantum walk
for relatively large number of steps. The recent developments in the setup allow
deterministic out-coupling of the light pulses from any site by utilizing electro-optic
modulators [164]. It is also possible to introduce arbitrary phases specific to any site by
programming of the electro-optic modulators accordingly, which actually would allow

the realization of the model we provided here [154, 165].

In the next chapter, we extend this quantum walk model to incorporate dynamical spin
impurities coupled to the walker at each site. We analyze effects of these impurities on
the localization and entanglement properties, as well as the effects of the walker on the

spin dynamics.
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5. QUANTUM WALK COUPLED TO A SPIN CHAIN!

In this chapter, we consider localization properties of a quantum walk coupled to a
spin chain. In Sec. 5.1, we discuss different types of localization encountered in
quantum systems and introduce a disorder-free quantum walk model. Sec. 5.2 and
Sec. 5.3 are devoted to the exploration of our model in the context of disorder-free
localization. We discuss the implications of the extensive number of local symmetries.
We introduce the quantities we use to measure localization and entanglement in Sec.
5.4. In Sec. 5.5, we provide the quasi-energy spectrum as a function of the interaction
parameter. We study the localization properties of the walker and related dynamics of
the local spins in Sec. 5.6. We demonstrate the logarithmic growth of entanglement in
time that arises due to an effective interaction between the spins induced by the walker.
The equilibration of entanglement entropy for small system sizes and details of the
matrix-product-state (MPS) calculations are also discussed in Sec. 5.7. We show the
effects of a symmetry-breaking field in Sec. 5.8. In Sec. 5.9, we conclude by making

connections to similarly behaving systems and possible extensions.

5.1 Introduction

By yielding insights into fundamental questions on thermalization of closed quantum
systems, disorder and localization have earned themselves a central place in quantum
physics.  The corner stone of these topics is the phenomenon of Anderson
localization [166], which in one-dimension produces localization of all single particle
eigenstates for arbitrarily weak disorder. Due to these localized eigenstates, particles
can not move through the system and thermalization is prevented. The absence of
transport and thermalization has been found to be robust to interactions [167-171].
This many-body localization (MBL), which occurs at finite temperature in the presence

of sufficiently strong disorder and interactions, is closely related to the subject of

I'This chapter is based on the paper Danaci, B., Yalginkaya, I., Cakmak, B., Karpat, G., Kelly, S.
P, and Subagi, A. L. (2021). Disorder-free localization in quantum walks. Physical Review A, 103(2),
022416.
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ergodicity-breaking due to the impossibility of thermalization for MBL systems. In
fact, the presence of a MBL phase serves as an example of the violation of the
eigenstate thermalization hypothesis [172]. Disentangled quantum liquids provide
another example of non-thermalizing localization where a light species can localize
with low entropy due to the coupling to a system of heavy particles [173,174]. On the
other hand, the manifestation of disorder-free localization (DFL) in quantum systems
has been demonstrated more recently, where the system generates its own effective
disorder dynamically in the absence of any external randomness [175]. Another
example of DFL has been observed in a translationally invariant Ising-Kondo Lattice

model, where Anderson localization occurs due to the conserved moments [176].

In this chapter we study DFL in a quantum walk model. For the particular quantum
walk we consider a discrete-time walker coupled to on-site spin-half systems on
a one-dimensional lattice such that the presence of the walker on a specific site
coherently rotates the corresponding spin. Our examination of the considered system
involves two parts. First, we consider the walker and investigate its spreading dynamics
as it interacts with the spins. For weak coupling the probability distribution is only
partially localized around the origin and still has ballistic tails spreading out linearly
in time. As the coupling gets stronger, the walker becomes completely localized with
no ballistic tails in the time evolution. This dynamical localization appears without

breaking any translational or temporal symmetries.

In this sense, our model provides a simple manifestation of interaction-induced
(disorder-free) localization [175]. We then turn our attention to the spin system and
study its relaxation and entanglement dynamics. Similar to MBL, the local integrals of
motion on the spin chain decohere and entangle due to emergent interactions between
them. When the walker is localized, the emergent interaction decays exponentially
and leads to sublinear growth in entanglement mimicking the effect in MBL systems.
Interestingly, for our simulations at intermediate time scales, entanglement growth
remains slow also in the seemingly delocalized regime due to the suppression of the

ballistic tails and the low coupling.
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5.2 Quantum Walk Interacting with On-site Local Spins

The discrete-time quantum walk was discussed in Sec. 4.2. In this chapter, we turn
our attention to a quantum walker interacting with a chain of N spins which are
permanently localized at the lattice sites and not directly coupled with each other.
We denote the state of a single spin at site n by |s,) where s, will be either {0,1}
or {+, —} referring to the eigenstates of Z or X, respectively. The total Hilbert space
s He ® Hp @ H,, and has size 2 X N X 2V which scales exponentially in N. The
spins’ subspace H; is spanned by {|s)} = {|s1s2...sn)} where s can have 2V possible
values corresponding to different spin configurations. We will employ the notation s,
and sy to refer to eigenbasis of Z and X, respectively. The walker interacts with the
spins such that its presence on any site n induces a rotation on the corresponding spin
state |s,) by an angle ¢ at each step, as shown in Fig. 5.1. Without loss of generality,
we will consider rotations around the x-axis throughout the paper. The site dependent
interaction operator in the whole Hilbert space of the system can accordingly be written

as
M =Y hL®|n)(n|@exp(—i¢X,). (5.1
n
where ¢ is the rotation angle and the operator

%, =B Vexei™ (5.2)
acts on the spin at the n" site. Thus, we introduce the single step operator to involve
walker-spin interaction as Wy, = TCM where both T and € are now naturally extended
with f2N for consistency. Like the coin-state dependent translation operator entangling
the coin and position degrees of freedom [177,178], the position-state dependent spin
interaction operator entangles the walker and spins as well. Therefore, the total state

of the system at time ¢,

W)=Y acns(t)le,n,s), (5.3)

c,n,S
is a superposition of both coin, position and spin state degrees of freedom.
In general, even after starting with a product state at ¢t = 0, it is impossible to factorize
any degree of freedom completely at later times. It is worthy to note that the model

we consider here is simpler in terms of its construction compared to the other similar
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Figure 5.1 : Schematic representation of the first 3 steps of the quantum walk model
employed in this chapter. The quantum walker (blue-dark balls) interacts with the
spin chain (gray-light balls) in each step such that the spin rotates by an angle ¢ when
the walker is on that site and has no dynamics otherwise. The starting point of the
walk is indicated by 0 and a balanced walk is depicted.
models since we consider a one-dimensional position space and the spins have no
direct action on the walker [179-181]. The relationship we introduce with Eq. (5.1)
is analogous to that of the coin and position degrees of freedom in the conventional
quantum walk. Here, we apply a rotation to the local spins depending on the walker’s

position. Unlike spin-spin interactions such as spin exchange, this interaction does not

depend on the coin degree of freedom.

5.3 Disorder Free Localization

In the quantum walk W)y, the local spins have N conserved quantities as can be seen

by noting that the step operator

=Y le)cle X @ |n+ (= 1)) (n] @ e 9% (5.4)
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is invariant under spin flips, i.e., [X,,, Wy] = 0 for all n, where we extend X,, — by ®X,,,
yielding N conserved quantities in total. These extensive number of conserved local
quantities in the model act as hidden disorder and the quantum walker evolving with
Wiy localizes dynamically similar to other DFL mechanisms [175]. This is clearly seen
when looking at the simultaneous eigenstates of both X, and W,; which are formed
within the subspace spanned by {|c,n,sx) } with sx fixed. This basis block diagonalizes
Wiy such that each 2N x 2N block is labeled by one of 2V possible spin configurations

Sx, which can be written as

A ) ,
Ws,, 1f sx = sy

(i |War|sx) = (5.5)

0, otherwise

The quantum walk W), can therefore be viewed as a superposition of walkers evolving
in a set of disordered landscapes under WSX = Téﬁsx with the disorder operator sz =
Y, [» @ |n) (n|e?* and s, are the elements of the set sy 2. Therefore, for a single spin
configuration sy, the state of the quantum walk at time # can be written in terms of the

eigenstates of Ws_ such as

2N
(i) =Y s, (1) [Winsy ) © [x), (5.6)

where |W,,s, ) is the m™ eigenstate with amplitude a,, (). For example, the two
completely X-polarized spin configurations, where all s, are either + or —, yield
the standard quantum walk with all of its eigenstates W’m,8x> extended [44]. On the
other hand, the existence of a single spin-flip disorder leads some localized eigenstates
|Winsy) around this impurity [141, 142]. In general, when the distribution of s, are
disordered, the eigenstates can become localized [166]. For the dynamics to be
localized, the delocalized eigenstates should not effectively contribute to the dynamics,

which depends on the choice of the initial state.

We now elaborate on the calculation of the localization dynamics and its connection
with the initial state. We consider local spin initial states that are polarized in Z, e.g.

sz = (00...0), which is an equal weight superposition of all |sx) eigenstates. Thus, the

2Even though the diagonalization problem of W), can be broken down to those of Wj, , the number
of the small size problems grows exponentially with the system size (~ 2V) in general. We note that
the one-dimensional geometry together with local couplings allows simulations of large system sizes by
employing an MPS ansatz where we represent the Hilbert space with a six dimensional local basis. (See
Sec. 5.7 for details.)
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evolution occurs independently in all spin sectors {sx } so that
|¥r) = Wi [®o) = 2N/2 Z{ o) @ sx)} - (5.7)

Noting that the projection operator £, = I, ® |n)(n| ® Ly does not mix the different
spin states, the probability distribution is equivalently given by a disorder average of

the disordered walker Ws_ as

Py(1) = %NZ [ (e nIWE |wo) | (5.8)
The probability P, () becomes an average over the binary distribution of local phases
e*9 . Hence, if walks under WSX are localized on average, the dynamics will be too. We
obtain the probability distribution of the quantum walker by employing a numerically
exact MPS ansatz which evaluates Eq. (5.6) by truncating the state for a given precision
in all spin configurations (see Sec. 5.7 for details). Performing the averaging in
Eq.(5.8) for the walker through the total quantum evolution is technically equivalent
to the proposition by Paredes et al. [182]. In that context simulating a quantum system
with classical random variables is accomplished by exploiting quantum parallelism

using an auxiliary quantum system. The auxiliary system which corresponds to the

local spins in our model does not have self-dynamics.

Having shown that the computational complexity of numerically calculating P,(?)
for the unitary WM can be reduced to that of WSX, we also obtain the walker’s
probability distribution by random sampling via Eq. (5.8). Statistically, the finite
number of random spin configuration samples are most likely to be chosen among the
vicinity of zero total X-polarization. The agreement between our sampling and MPS
results confirms that those configurations are the ones that contribute to the dynamics

significantly as we present in Sec. 5.6.

Having reduced the problem to that of a disordered walker, we emphasize that
quantum walks are known to exhibit Anderson localization in the presence of
position-dependent static disorder (time-independent), which has been demonstrated
analytically [139, 140, 183], numerically [184, 185], and experimentally [154, 186].
We show that when ¢ is sufficiently large, similar to one-dimensional Hamiltonian
models with disorder the probability distribution around the origin stays exponentially

localized showing the striking signature of Anderson localization [166]. For finite
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system sizes, the transition between spreading and localized regimes has also been
shown [154]. Finally, we note that the parameter ¢ in the unitary evolution related
to disorder in our model yields dynamical localization, but should not be directly

associated with the random potential of Hamiltonian models.

5.4 Figures of Merit

To quantify the localization of the quantum walker, we will employ two measures

derived from the probability distribution of the quantum walker, namely, the variance
of =Y n*P(t) (5.9)
n

and the normalized Inverse Participation Ratio

=ll
N
IPR=(NY P7| . (5.10)
n=1

The variance of the probability distribution is a well-known measure for classifying
the spreading rate of the quantum walker. While a ballistic spread as in the standard
quantum walk case gives a quadratic growth in the variance (6,2 ~ tz), a classical
random walk is diffusive with a variance that increases linearly (Gtz ~ t) with respect
to the step number. Apart from these, a localized probability distribution yields either

a constant or a fluctuating variance which has no overall increase in time.

Similar to the participation ratio described in Sec. 4.4 (see Eq. (4.23)), the inverse
participation ratio, estimates the average number of sites where the quantum walker is
spread over uniformly. We employ the inverse participation ratio which is normalized
over the size of the lattice NV as given in Eq. 5.10. Therefore, IPR — 1 if the walker is
spread over the position space uniformly and IPR — 0 if the walker is localized over a

single site, as N — oo,

After we discuss the localization properties of the quantum walker, we will turn our
attention to the spin chain itself and examine the entanglement entropy between its
bipartite subdivisions for investigating further properties of DFL. Let A and B represent

subsystems forming the two halves of the total system. ®> The reduced density matrix of

3In addition to the local spins found in each partition, we split the position and coin degrees of
freedom of the walker to encompass the sites corresponding to partitions A and B, separately. Therefore,
we also consider a vacuum state representing the absence of the walker at the given partition (please also
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system A is obtained by tracing over system B as p4 () = trg |'¥;) (¥;| where |¥;) is the
total state of (A+ B) given in Eq. (5.6). Since |¥;) is a pure state by assumption, we can
employ the von Neumann entropy S(p4) = —tr[pa log p4] to measure the entanglement
between system A and B. Calculation of the von Neumann entropy as a function
of ¢ and walker-spin interaction parameter ¢ is a difficult problem to handle due to
large Hilbert space in question. Nevertheless, MPS ansatz provides an easier way of

calculation as we discuss in Sec. 5.7.

5.5 Energy Spectrum

We start by discussing the quasi-energy spectrum of the step operator Wy, (the
eigenvalues of Hf) as a function of ¢ as shown in Fig. 5.2 for a system size of N = 18.
The surface plot has quasi-energy E on the vertical axis and each eigenstate is colored
with its IPR value. At ¢ =0 the system has a 2!8-fold degenerate disorder free quantum
walk spectrum consisting of two bands. The bands are separated by two band gaps with
width 26 = 7/2 and all states are delocalized for the quantum walker indicated by the
light color map. As the coupling is turned on, localized states indicated by darker
colors appear first at the edges of the two bands whereas delocalized states are mostly
in the middle of the bands. At ¢ = /4 band gaps are closed and almost all eigenstates
are localized for ¢ > m/4. One cannot directly identify a mobility edge due to the
fact that quasi-energies from different spin sectors get also shifted depending on the ¢
value. For example, the s, = — and + (for all n) spin sectors always have delocalized
states, however their quasi-energies are shifted by ¢ with respect to the standard
walk spectrum causing the band gap to close at ¢ = 6 = m/4. These shifts explain
delocalized states (indicated by light colors) in the spectrum seen for ¢ > /4 and
are also the cause of the upward and downward moving branches for localized states.
Fig. 5.2 therefore visualizes the single-particle localization as it appears in combination
from the different spin sectors sx. As discussed in Sec. 5.3, the localized eigenstates are

responsible for the emergent localization which is presented in the following section.

see the local bases for the MPS representation in the Sec. 5.7). The Hilbert space of a partition consists
of the tensor product of all the spin states in that partition and all the states of the walker in that partition
including its vacuum state. For N = N4 + Np, the number of degrees of freedom in partition A is given
by (2N, + 1)2V4, If the walker state is also traced out, then the spin partition has 2V states.
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Figure 5.2 : Quasi-energy E spectrum and the inverse participation ratio (IT)I\R) of the
corresponding eigenstates with respect to the interaction parameter ¢ for the quantum
walker stepping with Wj,. For a given E, the inverse participation values are averaged
over degenerate cases and normalized by the number of spins N = 18. After the
rotation angle ¢ = /4, the band gaps close and the quasi-energy eigenstates
become localized.

5.6 Localization, Entanglement and Decoherence

In this section, we consider the dynamical properties of the quantum walker which is
initially localized at n = 0. The initial spin state is chosen to be a product of Z-polarized

local spins |s;) such that
[Wo) = |20) ®[n =0) @ |0)" (5.11)

with the coin state |xo) = 2~ /2(]0) +|1)) yielding a symmetric distribution around
the origin as mentioned in Sec. 4.4. The initial spin state |s;) = \O>®N is translationally
invariant. This choice does not restrict the applicability of our results for any [s;) as

discussed in Sec. 5.3.

Here we present the results calculated with the random sampling method mentioned
in Sec. 5.3. We find that an average over a few thousand samples are in perfect
agreement with MPS calculation results, which we performed up to r = 100. With
4000 sx samples, the quantum walker’s probability distribution in position space after

t = 400 time steps is shown in Fig. 5.3(a) for increasing values of the interaction
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Figure 5.3 : Probability distribution of the walk in the position space after 400 steps

(a) and its variance in position space as a function of step number (b), for the initial

state |p). Inverse participation ratio (IPR) (c) and variance (d) are shown as a
function of the spin rotation angle ¢, at different time steps. IPR is normalized by the
lattice size N = 801. The walker is exponentially localized for ¢ > /4.

parameter ¢. The disorder free standard quantum walk (¢ = 0) displays ballistic
peaks and the variance of the probability distribution increases as 6> ~ t> which
gives a slope of two on the log-log plot shown in Fig. 5.3(b). As the coupling to
the spins is turned on (¢ # 0), the quantum walker remains partially localized near the
n = 0 with less pronounced side peaks. Note that the interference effects leading to
oscillations in the probability of the standard walk are wiped out for ¢ > 0 as seen in
Fig. 5.3(a). This is due to decoherence effects induced by the spin environment. For
¢ = /8, the spread of the ballistic tails decreases as can be seen from the reduced
slope of 6. Furthermore, at the critical value ¢ = 7 /4, the tails become completely
suppressed and o2 displays a near diffusive (6% ~ f) behavior. The shaded triangle
in Fig. 5.3(b) highlights the range between the ballistic spreading and the diffusive
limit with its upper and lower edges, respectively. The walker remains exponentially

localized for ¢ > m/4 with a localization length of A ~ 1.6 which we calculate by

fitting exp(—2|n|/A ) to the probability distribution P,. Note that the localization length
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is on the order of the lattice spacing. In this regime, the spread of the quantum walker

is sub-diffusive and the variance approaches a constant value as ¢ increases.

The change in the probability distribution as a function of ¢ shows the crossover from
ballistic spreading to a complete localization in our disorder free model. Fig. 5.3(c)
and Fig. 5.3(d) show the inverse participation ratio and the variance as a function of
¢ for different step numbers, respectively. These plots indicate that regardless of how
many steps were taken, spreading of quantum walker is small and it remains constant
for ¢ > 7 /4. The gradual decrease in IPR and 62 as ¢ goes from O to 7 /4 results from

the suppression of the side peaks and their decreasing spreading rate, respectively.

The step operator Wy, creates entanglement between the position, coin, and spin
degrees of freedom which can be quantified by the von Neumann entropy of
subsystems as we mentioned in Sec. 5.4. We calculate this entanglement entropy S
of one parition by spatially dividing the degrees of freedom in half. This can easily be
accessed via the singular values in the MPS simulations (see Sec. 5.7) and is plotted
as a function of time in Fig. 5.4(a) for different values of the coupling ¢. Even though
the growth is slower for partially localized cases (¢ < 7/4), the entanglement shows
sublinear growth starting with the second decade of the time evolution for all non-zero
values of ¢. (For the standard quantum walk at ¢ = O the entanglement saturates at
log,2 =1 (horizontal blue line) with the initial state spreading equally into the left and
rights half of the system.) The sublinear growth happens faster with increasing ¢ as
seen in Fig. 5.4(b) for three different times and S does not change significantly after
¢ > /4 once the system is completely localized. We emphasize that the behavior of §
can be observed in other localized systems such as MBL and DFL. Here, the sublinear
growth is also related to the walker’s Hilbert space being small and the generation of
entanglement in the spin chain has to occur via interactions with the small Hilbert space
of the walker. The long-time behavior of § is therefore similar for all ¢ even when the
walker is partially localized for ¢ < /4. We present a more detailed analysis of the

entanglement spread on the lattice as a function of time in Sec. 5.7.

Finally, we consider the spin sub-system results for which MPS calculations are again
required. The X, expectation values of local spins remain zero throughout the evolution
as they constitute the conserved quantities in the model. The y-polarization also

vanishes for the initial state |yp) since the spins are polarized in z-direction. During
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Figure 5.4 : Entanglement entropy between two halves of the chain as a function of
time (a) and as a function of the angle ¢ at different time steps (b). Spin expectations
along z- (c) and y-axes (d).

the evolution, the spin expectation values decohere because of the interaction with the
walker. Therefore, the spatial localization in (Z,) appears with a similar structure to
that of the walker and is shown in Fig. 5.4(c) at r = 100. The expectation values (f/n>
in Fig. 5.4(d) similarly show the spreading of the side peaks for ¢ = 7/8 and the spin
textures remain localized for ¢ > /4. We note that differently from the localization of
the walker’s probability distribution, the spin textures show a dependence on the initial

coin state |¥p). An imbalance in the weights of |s, = £) states changes the symmetric

(Z,,) distribution and the phase difference effects the (¥,,) distribution.
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5.7 Matrix Product States Representation of Quantum Walk

As explained in chapter 2, the general form of a matrix product state can be written
as [10]
W) =) Tr[A?...A™]|q) (5.12)
q

where g, are the local degrees of freedom and |q) = |q1,...,gn) form a basis for the

Hilbert space.

In contrast to the conventional MPS algorithms where a given Hamiltonian is
exponentiated to obtain the evolution operator, the unitary evolution operator is defined
in the discrete-time quantum walk. Therefore, we do not need a Suzuki-Trotter
expansion for numerical MPS simulations. The implementation below is numerically

exact for the precision determined by the truncation tolerance.

For a single spinless particle moving on a lattice, a straightforward MPS representation
i1s to associate a basis composed of two states for each lattice site. These states
correspond to the vacuum and particle (being present on the site) states. (Note that this
is not the most efficient representation because the MPS ansatz spans a 2" dimensional
physical Hilbert space including the no particle vacuum state as well as many-particle
states with a maximum of one particle per site.) For a quantum walk, the local basis

can be extended to include the coin degrees of freedom such that

|gn = 0) > |vacuum, n),
lgn=1) < [c=0,n), (5.13)

|gn =2) < |e = 1,n)

forming a three-dimensional basis and |c,n) are walker states defined in Sec. 4.2.

The unitary walk operator W consists of the successive application of the coin €
and shift 7 operators. With the above identification of the local basis, C can be
implemented as

A

I Gexp(—i6X) « € (5.14)

where the matrix representation on the left is contracted with the physical index g, of

the local tensors at each site #.
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The conditional shift operator 7 can be broken into the left 7 =
Y, |lc=1,n){c =1,n+ 1| and the right T =¥, |c = 0,n+ 1) {c = 0,n| shift operators,

which can be implemented by the two-site application of the following matrices

1 00 1 00 010 000

00 0|l ®[0 10 +(0 0 0] ®[1 00 Tk (5.15)
oo1/ \oo1/ , 000/, \0oo00O0/

1 00 1 00 000 001

010 (0 1 0] +(0 0 O @10 0 0] <7 (5.16)
001/ 000/, 100/ 000/,

which are contracted with physical indices of sites n and n+ 1. Since 7; and Tx
act on different coin states, they commute with each other. Therefore, the order of
their application does not matter. However, for both of them, the even- and odd-bond
hopping terms do not commute with each other. To avoid commutation errors, when
sweeping over consecutive lattice bonds from left to right, 7i. can be applied. Similarly,

when the sweep direction is switched 7g can be applied from right to left. 4

The local spins can be included by extending the local basis as a direct product with
that of the local spin |s,) giving a 3 X 2 = 6 dimensional local Hilbert space. (For a
single walker, the bond arrangement is such that non-zero amplitudes only appear for
states with g, = 0 for all n except one.) Finally, the matrix-product-operator for the

interaction M can be implemented with the following matrix
1120 @1, + [0 L] ®exp (—ipX) « M, (5.17)

which is again to be applied at every site n to the tensor AZ’;i”l by with bond indices b,
and b, to the left and right, respectively. In fact, the combination CM can be performed
together. Each step of the time evolution Wy, = TCM is composed of consecutive
application of the on-site coin and interaction operators and a single sweep of the right

and left translation operators.

To compute the spin expectations, we extend the Pauli operators to include the coin

space. For instance, Pauli X operator, X, is replaced with

oL ®X < X,, (5.18)

“4Note that in Suzuki-Trotter expansion, the error due to the non-commuting terms in the Hamiltonian
scales as a power of the time-step, where the power is determined by the order of expansion (See
Sec. 2.4). Therefore, time-step should be small to reduce the error, which increases simulation time in
general. Here, the size of the time-step does not have an effect on the error.
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Figure 5.5 : Entanglement entropy between bi-partite partitions of the chain at the

n' site, S, as a function of time.
If the state is in canonical form with respect to site n, then computing the expectation
(X,) reduces to the contraction of the above operator with the local tensor and its

Hermitian conjugate, i.e.,

% /‘:’l * n>n
&)= T (A5%,,) MenoX, 0 a00, 619
g

We perform a numerically exact time evolution employing the above ansatz up to t =
100 time steps. In our simulations, we choose the truncation tolerance as 6 = 1015,
The maximum bond dimension at the end of the simulations becomes D ~ 900 for
the bond in the middle of the chain where the quantum walker starts at t = 0. As
seen from Eq. (2.3), bond dimension and entanglement entropy are directly related. In
Fig. 5.5, we show how the von Neuman entropy between partitions separated at the n"
site, S,, changes along the chain as a function of time. Since the local spins do not
interact directly, the spread of the entanglement entropy is mediated by the walker. For
¢ < 1 /4, ballistic spread of the walker causes spread of the entanglement with constant
speed as well, whereas partial localization of the walker yields a slower entanglement

spread near the origin. As the interaction strength ¢ increases further, ballistic spread
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100 time steps.
of the entanglement is suppressed and the entanglement entropy grows sub-linearly in

time. For a quantitative analysis, we tested a fitting function for time dependence of

S(t) to be a combination of logarithmic and linear functions of time, so that
S(t) =Alogt + Bt. (5.20)

In Fig. 5.6 (a), we show how the coefficients A and B change with the interaction
strength, ¢. The contribution of the logarithmic growth, A, increases with ¢, whereas
the linear contribution, B, decreases. Therefore, as the walker gets more localized,
the sub-linear growth of the entanglement prevails. In Fig. 5.6 (b), we show how S,
varies with ¢ for different partitionings of the spin chain at t = 100. The result for
the partitioning at the origin (site n = 0) is shown in Fig. 5.4(b), as well. When the
chain is split in the middle, S,, monotonically increases with increasing ¢. For n # 0,
S, depends on the localization of the quantum walker. Near the origin, S, is generally
higher in the regime where the walker is partially localized, whereas it converges to its

minimum value when the walker is exponentially localized.

We also note that for finite system calculations the entanglement entropy saturates at
values that scale with the size of the system which implies a volume law for the model.
The saturation of S(¢) is shown in Fig. 5.7(a) for different values of ¢ and a system
with N = 15. For this system size, the saturation takes ¢ ~ 10> — 10° depending on the

localization of the walker. The strongly localized (¢ > 7m/4) systems saturate faster
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Figure 5.7 : (a) Entanglement entropy as a function of time for a lattice with N = 15
for different values of ¢. (Partitioning of the system is done in half, i.e. 7+8 =15,
and only spins on the left are traced out for these calculations.) For ¢ > m/4, S grows
as ~ logt in the second decade of the evolution before the systems eventually
thermalize. (b) Entanglement entropy per site S/N as a function of system size N
after thermalization at # = 10° approaches a constant indicating a volume law.
than partially localized (¢ < 7/4) ones but the saturation value is determined by the
system size. The scaling of the long-time value of S with N is shown in Fig. 5.7(b)

where the entropy per sites converges to a constant value.

5.8 Effect of a Symmetry Breaking Field

Disorder-free localization is strongly related to the extensive number of conserved
quantities [175]. In this section, we observe the effect of a symmetry breaking field,

which we take as a uniform field along the z-direction. We apply a field operator
F=][e " (5.21)
n

at every time step and consider an evolution of 40 steps from the same initial state as
in the main text. We concentrate on two interaction angles. At ¢ = 7/8 (Fig. 5.8
upper panel), localization is partial and the tails at the two ends persist. When a
small field such as ¢’ = 7/100 is present, the localization around the initial state
decreases substantially, but the tails are not affected too much (Fig. 5.8a). As we
increase ¢’ further, the distribution becomes more uniform around the initial site and
it drops around the tails, as well. Due to the diminishing of the localization with the
uniform field, for the first 30 time steps variance is higher compared to the ¢’ = 0 case

and it is approximately the same for both field angles. However, for ¢’ = 27/100,
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Figure 5.8 : Effect of the symmetry breaking field in Eq. (5.21) for the interaction
angles ¢ = 1 /8 (upper panel) and ¢ = 37 /8 (lower panel). (a) and (d) show the
probability distribution. Time behavior of the variance in position space is shown in
(b) and (e). Time behavior of the entanglement entropy is shown in (c¢) and (f).
the probabilities around the tails also drop yielding a slower spread and, therefore,
a lower variance (Fig. 5.8b) which is similar to a diffusive behavior. We now look
at an angle for which the walker is completely localized (Fig. 5.8 lower panel). At
¢ = m/8, the effect of the symmetry breaking field on the localization is lessened
compared to the previous example. Though localization is diminished, it still persists
for both field angles (Fig. 5.8d). As the field strength increases, time behavior of the
variance becomes similar to classical diffusion, where variance increases linearly in
time (Fig. 5.8e). For both interaction angles, the symmetry breaking field does not

change the sublinear growth of the entanglement entropy (Fig. 5.8(c) and (f)).

5.9 Discussion and Conclusion

We have studied disorder-free localization of a quantum walker coupled to local spins
on a one-dimensional lattice. Similar to models of quantum walks on graphs coupled
to spins living on nodes [179] or links [181], the local spins in our model live on
lattice sites and do not act on the coin. The Hamiltonian and the initial spin state
we have chosen are translationally invariant, yet localization occurs merely due to the

interactions between the walker and the local spins. Therefore, our model exhibits
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a discrete-time version of the DFL introduced recently [175] in a periodically driven
system. One of the advantages of our model is the presence of the extensive number
of conserved moments which provides a computationally easier method to analyze the
spread of the walk. Due to the conserved quantities, the evolution problem reduces
to that of a disordered walk. Since we chose the initial state to be a superposition of
all possible spin disorder configurations, the spatial probability of the walker can be

obtained through an ensemble averaging over all possible spin configurations.

We have observed two regimes of localization depending on the strength of the
interaction between the walker and the local spins. For weak coupling, similar
to the mobility edges found in three-dimensional Anderson localization [187] and
many-body localized systems under weak disorder [169], the localized states are
concentrated near the band edges of the spectrum. As a result, the walker gets partially
localized around the origin and the ballistic tails are suppressed. The oscillations in
the probability distribution become smooth due to the decoherence effects with the
spin environment. As the interaction strength increases, the band gap gets smaller
and the eigenstates become more localized. As the coupling increases, the band gap
closes and the ballistic tails disappear with the walker being completely localized.
The localization length is reduced down to the order of the lattice spacing and does
not vary appreciably as a function of the interaction strength above the critical value.
General wisdom is that one-dimensional systems exhibit Anderson localization under
continuous-time evolution for arbitrarily small disorder. Exceptional cases usually
possess correlated disorder or long-range interactions. The emergent disorder in
our model is uncorrelated disorder. The motion of the quantum walker and the
interaction between the walker and the local spins are short ranged. Therefore, with
our intermediate time and corresponding system size simulations we cannot rule out
the possibility of finite size effects. On the other hand, in contrast to the Hamiltonian
models, the discrete-time dynamics here is given by a unitary step operator. There are
also suggested models of many-body localization where stroboscopic dynamics such

as driving by an external light may cause delocalization [188—191].

We think that the apparent transition around ¢ = 7 /4 in our model can also be related
to the natural length scale in the model which is the lattice spacing. A possible

explanation of the results for ¢ < /4 could be that the Anderson localization length
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is larger or comparable to our system size, thus the finite size effect mentioned above
would be relevant. For ¢ > 7 /4, the conclusion is that the Anderson localization length
becomes comparable to the lattice spacing. Therefore, the change of the localization
length with ¢ could be the reason behind the different behaviour. This is in agreement
with the sharp features in the quasi-energy spectrum in the sense that for ¢ > /4 there

is no band gap and we find localized states for almost all quasi-energy values.

We have tested robustness of the quantum walker’s localization by applying uniform
field to the local spins. When the field is along x-direction, the spatial probability
distribution is not affected, since the local integrals of motion are conserved. However,
when we add a symmetry breaking field, i.e. along z-direction, the results resemble
those of a classical random walk (see Sec. 5.8). The persistence of localization and the
sublinear growth of entanglement entropy is likely to be related to the phenomenon of

prethermalization explored in integrable models [192-196].

We have introduced a straightforward implementation of the MPS ansatz on the
lattice which is essential to study the spin dynamics and the entanglement entropy
of different subdivisions of the spin chain. The discrete-time unitary evolution can be
implemented without any formal approximations. Our results show that the growth of
the entanglement entropy depends on the interaction strength. In the intermediate time
scale of our simulations, we observed that for small interaction strengths, the partial
localization of the walker yields linear spread of the entanglement towards edges
combined with sublinear spread around the origin. As the interaction gets stronger,
linear spread is suppressed while the sublinear spread prevails and causes the growth
rate of the entanglement to increase. For strong coupling no ballitic spread is observed
and the growth rate saturates when the localization length becomes comparable to the
lattice spacing. The sublinear suppression of the entanglement growth is similar to

some of the DFL and MBL systems previously studied in the literature.

Our work connects quantum walk models as examples of periodically driven systems to
the recent studies on disorder-free localizationand related areas. The use of MPS and
tensor network states in general can lead to further investigations of quantum walks
interacting with local degrees of freedom. A natural extension of our study would be
to consider a quantum walk on a higher dimensionsional spin environment where a

transition to classical random walk and a diffusive spread is expected. Furthermore,
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the fate of localization in two and three dimensional spin environments can be studied.
It would also be interesting to analyze the connection between localization and

non-Markovianity in similar models.

Our sampling results are experimentally feasible with current experimental technology.
The electro-optical modulators (EOMs) presented in the time-multiplexing quantum
walk scheme make it possible to introduce position-dependent random phases for the
walker [70, 154,164, 165, 197]. EOMs affect the light pulses (walker) going through a
fiber loop in the time domain representing the position space. Therefore, appropriate
programming for EOMs may allow the realization of any binary disordered landscape
presented in our model, and the localization results could be obtained by averaging

over different realizations.
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6. CONCLUSION

In the scope of this thesis, we have developed a numerical library employing MPS
formalism to study one-dimensioal coupled cavity arrays and quantum walks with
impurities. We have shown that our MPS library is applicable to both systems. We
have also studied different aspects of these systems such as bound state formation,

dynamical localization, entanglement growth and non-Markovianity.

We have simulated photon dynamics in a coupled cavity array interacting with a
TLS in different coupling regimes. In the strong coupling regime where RWA is
applicable, the problem can be solved using exact diagonalization. In this regime,
the results we obtained from MPS simulations were in complete agreement with the
exact diagonalization results, exhibiting the very well-known exponential decay of the

TLS from its excited state and the unbounded expansion of all the emitted photons.

As the coupling strength increases RWA breaks down due to the photon cloud bounded
to the TLS. For the intermediate coupling strengths, which can be called "perturbative
coupling regime", RWA coupling regime is still applicable after a basis transformation
called polaron transformation is applied to the Hamiltonian. In this new basis the TLS
and the photonic modes in its vicinity are in an entangled state which captures most of
the interaction between the TLS and the photons in the perturbative regime. We have
shown that both the MPS simulations and RWA with polaron transformation yield the
same decay of the TLS which has a slower rate compared to the results obtained from
RWA without polaron transformation and converges to the same non-zero value. The
slow decay rate is due to the decrease in the effective coupling in the polaron basis.
The non-zero value of the excited states population in the long time limit is the sign
of the photon cloud permanently bounded to the TLS. On the other hand, when we
examined the photon profiles after the time evolution, we observed that the photon
numbers in the vicinity of the TLS are non-zero only for the results obtained from the
MPS, whereas the photon profiles obtained from RWA with and without the polaron

transform are exactly the same. This shows that the restrictions imposed by the RWA,
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i.e. elimination of the terms which project to the multiple excitation subspaces in
the Hamiltonian, causes the polaron transformation fail to capture the effect of the
bound state in the photon profile. As the coupling strength is increased beyond the
perturbative regime, the difference of the MPS results become more prominent. The
photon numbers near the TLS become higher on a broader area and the excited state’s
population converges to a slightly higher value compared to the results obtained from

RWA with polaron transformation.

Discrete-time quantum walks with different impurity models have been widely studied
in the literature [145, 147, 148, 198]. In this thesis we have studied two types of
impurity models. Firstly, we considered a discrete-time quantum walk with a phase
impurity. We mainly focused on the relationship between the bound states, dynamical
localization and non-Markovianity effects in this model. The bound states of this
walk have been obtained previously [141]. We have proposed an alternative method
employing transfer matrices. We have compared the bound state and dynamical
localization studying two quantities which are independent of the initial state; the
effective localization length averaged over all eigenstates and an average participation
ratio resulting from the time evolution for all initial state starting from the impurity site.
Both quantities increase as the phase increases and the amount of increase changes
abruptly when the number bound states jumps from two to four. This shows that the
localization and number of bound states determine the dynamical localization of the

evolved system.

In order to study non-Markovianity in this model, we have used the BLP and RHP
measures. These quantities aim to measure the information flowing back to a system
from its environment. Our analysis showed that the properties of the bound states,
play an important role in non-Markovianity. When both reflection symmetric and
anti-symmetric bound state pairs are present both measures increase with the phase
and become maximum when the effective localization length of the eigenstates is
maximum. Despite this similarity, when there is only one pair of bound states, the
non-Markovianity measures yield completely different results. In this case, the BLP
measure increases with the increasing phsae, until it abruptly drops when new bound
state pair emerges. On the other hand, the RHP measure becomes very small, when

there is only one type of bound state symmetry.
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The second quantum walk model we have studied is a quantum walk coupled to a
spin chain. We have analyzed localization of a quantum walker on a disorder-free spin
chain. Although both the Hamiltonian and the initial spin state are translationally
invariant, the interaction between the walker and local spins yields to dynamical
localization of the walker. We have used two different methods to study the spatial
probability distribution. The extensive number of conserved quantities made it possible
to take an ensamble average over a random sampling of spin configurations. We also
used an MPS algorithm for comparison and found that both methods yield the same
results. We have observed two regimes of localization depending on the interaction
strength. Below a critical interaction value, the energy spectrum is gapped and only
some of the eigenstates are localized. Therefore, the walker gets partially localized
in our intermediate time simulations. On the other hand, the band gap closes above
the critical value and the walker becomes exponentially localized. The MPS algorithm
also enabled us to study dynamics of the spin chain and the entanglement entropy.
Similar to the MBL systems and other DFL. models, the entanglement entropy grows

sublinearly in time.
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