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In recent years, a special attention is given to model fractional dynamical systems. These systems include fractional oscillating dynamical systems. Many methods are used to model the fractional oscillating dynamical systems. The responses of some systems are obtained by means of fractional calculus and calculus of variations. In this thesis, fractional representations based on fractional calculus, calculus of variations are classified into two types:

The first type is the fractional Euler-Lagrange equations representations of free oscillating fractional systems. The fractional representation appears in the coefficients of damping terms of variable coefficient second order homogeneous differential equations.

In the second type, the differential operators are subjected to fractional orders. The considered case studies are models given by second order homogeneous and nonhomogeneous three-term fractional order differential equations with fractional damping terms.

The two types are combined to produce extended fractional Euler-Lagrange equations models. In these models the differential operators are subjected to fractional orders
in the damping term of the system. Additionally, the time varying coefficients of the damping terms contain a fractional integral order.

A hybrid method is introduced to obtain the responses of fractional oscillating systems. These systems are modeled by means of second order homogeneous three-term fractional order differential equations with fractional damping terms. The responses are compared with Wright function based solutions.
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## öZ

# Osilasyon Yapan Dinamik Sistemlerin Kesirli Dereceli Modellenmesi 

Agila, Adel<br>Doktora, Mühendislik Sistemlerinin Modellenmesi ve Tasarımı<br>Tez Yöneticisi : Yrd. Doç. Dr. Bülent İrfanoğlu<br>Ortak Tez Yöneticisi : Doç. Dr. Rajeh Eid

Haziran 2015, 141 sayfa

Son yıllarda, dinamik sistemlerin kesirli dereceli modellenmeleri ile ilgili çalışmalara özel önem verilmektedir. Kesirli dereceli modellenen osilasyon yapan dinamik sistemler bu sistemlerdendir ve modelleme için çeşitli yöntemler kullanılmaktadır. Bu tezde, kesirli gösterimler kesirli dereceli matematik ve değişimlere dayanarak iki gruba ayrılmıştır:

Birinci grup, kesirli Euler-Lagrange denklemleriyle gösterilen serbest olarak osilasyon yapan sistemlerdir. Kesirli gösterim değişken katsayılı, homojen ikinci dereceden diferansiyel denklemlerin sönümleme katsayında bulunmaktadır.
ikinci grupta, diferansiyel operatörler kesirli üslüdürler. Ele alınan örnek çalışmalar, kesirli sönümleme terimlerine sahip, ikinci dereceden homojen veya homojen olmayan, üç terimli kesirli dereceli diferansiyel denklemlerdir.

Belirtilen iki grup genişletilmiş kesirli Euler-Lagrange denklemleriyle ifade edilen modelleri oluşturmak için birleştirilmiştir. Bu modellerde, kesirli diferansiyel operatörler yanlız sistemin sönümleme teriminde bulunmaktadır. Ek olarak, sönümleme terimlerinin zamana bağlı değişebilen katsayıları kesirli derecelidir.

Kesirli modellenmiş ve osilasyon yapan sistemlerin davranışlarını elde etmek için hibrid bir yöntem aktarılacaktır. Bu sistemler, ikincinci dereceden, homojen, üç-terimli ve kesirli sönümleme terimi olan diferansiyel denklemler ile modellenmiştir. Bu sistemlerin davranışları, Wright fonksiyonları tabanlı sonuçlarla karşılaştırılmıştır.

Anahtar Kelimeler: Kesirli matematik, kesirli modelli osilasyonlu sistemler, genişletilmiş Euler-Lagrange denklemleri, Wright fonksiyonu.
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## CHAPTER 1

## INTRODUCTION

Mechanical vibrations and oscillatory motions are associated with most of the various artificial and natural activities. For instance, living creatures' activities such as walking, breathing, and heart beat in our bodies or movements of brunches of trees due to breeze or wind blowing are particular examples which involve natural oscillatory motions. Artificially, oscillatory motions of machines parts in order to accomplish certain jobs are considered as one of the useful forms of vibration [1]. On the contrary, there may be many dreadful or unfavorable vibrations in both of these activities. Earthquakes and undesirable vibrations occurring in some parts of industrial machines are examples to natural and artificial destructive vibration forms, respectively.

Many researches exist in the modeling of these above mentioned different vibration forms, such as models obtained by using finite element methods [7, 13] or by means of Euler-Lagrange equations (ELEs) [19]. Another active research area is in the models used in vibration control studies. Moreover, recently many studies have focused on the identification of the model parameters [25]. Additionally, there are many recent studies that are interested in applications of fractional calculus in modeling and controlling vibrating systems. Examples to these studies can be given as, the mathematical model of a fractionally-damped single degree-of-freedom spring-mass-damper system [31], the model of the two electric pendulum consisting of two planar pendula [37] and a fractional order PID controller that is designed for fractional order system models [43].

Based on the fractional calculus and the variational calculus fundamentals this thesis research involves two main types of representations. These types are the fractional

Euler-Lagrange equations (FELEs) modeling, and the fractional mathematical modeling by means of three-term fractional order differential equations (FODEs).

First the FELEs representations are introduced. In these models the fractional order which represents the order of the Riemann-Liouville fractional integral [49] appears in the coefficient of damping term. The mathematical models of these representations are expressed as variable coefficients second order homogeneous linear differential equations, or variable coefficients second order homogeneous non-linear differential equations. Additionally, hypothetical case studies are introduced for free oscillating systems.

In the second type of representation the differential operators are subjected to fractional orders. In this category, the integer orders of the integer derivatives which are interpreted as natural numbers are reinterpreted to be real numbers. The considered case studies are homogeneous and non-homogeneous three-term fractional order differential equations with fractional damping terms. These differential equations represent free and forced oscillating fractional vibrating systems, respectively.

The combination of the modeling approaches of these two representation types is considered to be the major contribution of this thesis.

Some fundamentals of fractional calculus are introduced in the second chapter. The fundamentals include some special functions that are used in the rest of thesis work. These functions involve the Gamma function, the Mittag-Leffler functions, the Wright function, and the Bessel functions. The Gamma function is considered as a main function that is used to define most of the fractional derivatives and integrals formulas [57, 61, 67], such as the Grunwald-Letnikov fractional integrals and derivatives, the Riemann-Liouville fractional integrals and derivatives, and the Caputo fractional integrals and derivatives. The Mittag-Leffler function is exploited through the Laplace transformation to obtain the solutions of the FODEs [73, 78, 83]. The Wright function [87] is explicitly used to obtain the solutions of some kinds of the FODEs [66, 93]. The Bessel function $[66,100]$ is exploited to obtain the solutions of linearized second order differential equations with time variant coefficients. Other important fractional calculus fundamentals are the fractional derivatives and integrals methods. The Riemann-Liouville, the Caputo, and the direct method [77, 82] are fractional deriva-
tive and integral techniques used in this work. These methods are used to obtain the fractional derivative of functions. Moreover, they are used to derive some methods and techniques in fractional representations. The derivation includes the FELEs derivation and the derivation of a hybrid method to obtain the responses of free oscillating fractional order systems. The later is introduced in chapter 6. A part of this method is introduced as a contribution to this work.

Some properties of fractional derivatives such as the distributive property, Leibniz rule obeying, and the property of the composition fractional derivatives are introduced in chapter 2. The properties are applied to the rest of the thesis chapters. Additionally, some applications of fractional integrodifferential forms are applied, in chapter 2, to some functions. The aim of these applications is to compare the well known fractional derivative forms with the direct method of fractional derivatives of certain functions.

Homogeneous and non-homogeneous three-term FODEs are studied in chapter 3. Some techniques are exploited to solve them such as the Laplace transform of R-L fractional derivative. This type of derivative is used to obtain the solution of the commensurate three-term non-homogeneous FODEs. The Bagley-Trovik equation is used to represent the solution of non-homogeneous three-term FODEs with range of fractional derivative order. Additionally, in chapter 3, the Laplace transforms of MittagLeffler function is used to obtain the solution of homogeneous three-term FODEs. Moreover, a comparison is done between the fractional order representations solutions and the integer order representations solutions of the FODEs that are solved via Mittag-Leffler functions.

The calculus of variations, the Riemann-Liouville fractional integral, Caputo fractional derivative, and the derivations of the traditional Euler-Lagrange equations are used, in chapter 4, to derive the FELEs. In the FELEs model the coefficient of the dissipation term appears as a function of time. This coefficient depends also on the Riemann-Liouville fractional integral order $\boldsymbol{\alpha}$. The FELEs, as illustrated in chapter 5, can be used to identify the parameters of damping term coefficients of some systems. The dissipation force behaviors of these systems are different from the behaviors of the systems that have constant damping force coefficients.

The FELEs are applied to some hypothetical systems in chapter 5. The applications
are used to investigate the responses of systems that are modeled by the FELEs, and compare them with integer order representations. Some techniques are considered to obtain non-linear and linearized responses of the integer order representations. These techniques include obtaining the responses by means of Jacobian Elliptic function and the Runge-Kutta numerical method. The two techniques are introduced in section 5.2. The responses of the non-linear systems that are obtained by both techniques and the linearized responses that are obtained by using only the Runge-Kutta numerical technique are studied in chapter 5.

FELEs models of hypothetical free oscillating systems are investigated and their responses are obtained by using the Runge-Kutta numerical technique and obtained by means of the Bessel functions. These methods are used to obtain the solutions of the second order homogeneous variant coefficients linear differential equations. A comparison is done between the two methods for a particular case study. The linearization of the FELEs modeling of the case study is considered for different values of initial conditions. This is done to illustrate the effect of the oscillation range on the non-linear and the linearized oscillating systems.

The effect of the Riemann-Liouville fractional integrals order $\alpha$ on the responses of the systems that are modeled by FELEs are explained in section 5.4.2, and section 5.4.3. The phase space trajectories of the system responses are depicted to show the effect of the Riemann-Liouville fractional integrals order $\boldsymbol{\alpha}$. Additionally, the phase space trajectories are considered to investigate the effect of the initial angular velocity on the system behaviors.

The physical interpretation of the Riemann-Liouville fractional integrals order $\alpha$ is discussed in chapter 5. The order $\alpha$ appears in the damping term coefficient of the systems that are modeled by means of FELEs. Some previous experimental studies are considered to explain the physical meaning of $\boldsymbol{\alpha}$.

Free oscillating fractional damped systems are considered in chapter 6. Homogeneous three-term FODEs with fractional damping term represent the mathematical models of these systems. Some systems can be considered as real cases to represent this type of model [48]. The Kelvin-Voigt model [24] depicts the schematic diagram of such systems. By means of the Wright function [45] an analytical method is introduced to
obtain the responses of the free oscillating fractional damped systems. The order of fractional derivatives of the damping terms is given as ( $\mathbf{0}<\alpha<\mathbf{2}$ ).

Based on the graphical comparisons between Riemann-Liouville and the fractional derivatives Direct method and an analytical evaluating proof of the Direct method a hybrid method is introduced in chapter 6. The method is used to obtain the responses of free oscillating fractional damped systems. A comparison is done between the solutions that are obtained by means of the Wright function and those obtained by the introduced method. A case study is considered to illustrate the feasibility of the two methods.

The two main fractional representations approaches that are aforementioned above are combined to produce extended fractional Euler-Lagrange equations models. The models are introduced as the essential contribution to this work. The reality of these models comes from some real models [48, 71]. In these models the differential operators are subjected to fractional orders in the damping terms of the systems. Moreover, the coefficients of the damping terms are given as functions of time. That matches the behaviors of the introduced models. Some types of fractional derivatives, discretization, and numerical techniques are considered to obtain the responses of these systems.

## CHAPTER 2

## SOME FUNDAMENTALS of FRACTIONAL CALCULUS

### 2.1 Introduction

The fractional calculus is defined as the extension of a derivative from being an integer order to a fractional order [2]. Even though all of them give the same meaning, the fractional calculus is defined in many different ways. These include the growing of the traditional definitions of calculus operators of integral and derivative in the way of the fractional exponents growing from being integer exponents [8]. Another definition states that the fractional calculus gives an efficient representation of the nature behaviors [14]. The fractional calculus is considered as an emerging field in the area of applied mathematics and mathematical physics and it has many applications in many areas of science and engineering [53]. The FODEs are considered as one of the fractional calculus branches, in spite of some references define the fractional calculus as a generalization of integral and derivative operators. In this section some special functions such as Euler's Gamma function, Mittag-Leffler function, Wright function, and Bessel functions are introduced. The aforementioned functions are not the only functions that are used in fractional calculus, but they are defined in this section, in order to be used in later sections of the thesis. Moreover, the fractional derivatives and integral formulas such as, the Riemann-Liouville, and the Caputo are defined. Some applications of these formulas are illustrated, and investigated.

### 2.2 Special Functions

In order to solve the fractional integrals, fractional derivatives, and FODEs, or to obtain the responses of fractional order systems, certain special functions must be used. These special functions are exploited in some computations and verifications in this thesis. The functions include the Gamma function [20], the Bessel functions, the Mittag-Leffler, and the Wright function. The Gamma function is used to find the factorial value of real numbers [26]. The follwoing are some examples of these functions' usage:

The Gamma function is used to obtain the factorial of real numbers in RiemannLiouville fractional derivatives and integrals.

The Bessel functions are used to obtain the responses of continuous fractional systems models [32].

The Mittag-Leffler functions are used to solve the FODEs or systems after taking the Laplace transform, thus any fractional explicit transfer function can be represented in terms of Mittag-Leffler functions [38]. The Wright function is used to obtain the responses of fractional order systems as well [44]. The following subsections give some details about these special functions.

### 2.2.1 The Euler's Gamma Function

The Euler's gamma function is one of the important functions that is used in the fractional calculus. This function generalizes the factorial $n$ ! by allowing $n$ to take non-integer values [14]. The Gamma function is defined as [50],

$$
\begin{equation*}
\Gamma(n)=\int_{0}^{\infty} t^{n-1} e^{-t} d t, n \geq 0 . \tag{2.1}
\end{equation*}
$$

For integer values, it can be given as follows :

$$
\begin{equation*}
\Gamma(n)=(n-1)!, n \geq 0 . \tag{2.2}
\end{equation*}
$$

### 2.2.2 The Mittag-Leffler Functions

The Mittag-Leffler functions (M-L functions) play a significant role in the fractional calculus. The generalized M-L function that is used right here is the two-parameter M-L function which is defined as [6, 57, 62],

$$
\begin{equation*}
E_{\alpha, \beta}(z)=\sum_{j=0}^{\infty} \frac{z^{j}}{\Gamma(\alpha j+\beta)}, \alpha \geq 0, \beta \geq 0, \alpha \beta \in \mathbb{R}, \tag{2.3}
\end{equation*}
$$

where $z$ can be represented as a variable or a function. For instance, $z=a t^{\alpha} ; a$ is a constant, $\alpha$; and $\beta$ are constants and represent the first and the second parameters of the M-L function, respectively, and $t$ is a variable [6].

The M-L function which is represented by Eq.(2.3) can be written in terms of the first parameter $\alpha$ as $E_{\alpha}(z)=E_{\alpha, 1}(z)$, if the second parameter $\beta$ equals one [68, 74]. Some particular cases of M-L functions can be defined as follows [14]:

The two-parameter M-L function, where both parameters equal one, is expressed as,

$$
\begin{equation*}
E_{1,1}(z)=\sum_{j=0}^{\infty} \frac{z^{j}}{\Gamma(j+1)} . \tag{2.4}
\end{equation*}
$$

Equation (2.4) represents a M-L function with $\alpha=1$, and $\beta=1$. This function can be expanded as,

$$
\begin{align*}
E_{1,1}(z) & =\sum_{j=0}^{\infty} \frac{z^{j}}{\Gamma(j+1)} \\
& =\sum_{j=0}^{\infty} \frac{z^{j}}{\Gamma(j)!} . \tag{2.5}
\end{align*}
$$

On other hand, the Taylor series expansion of the exponential function $e^{z}$ around $z_{0}=0$ is expressed as the right hand side of Eq.(2.5). So, by equality, the right hand side of Eq.(2.4) can be expressed in terms of exponential function as following [84]:

$$
\begin{equation*}
E_{1,1}(z)=e^{z} . \tag{2.6}
\end{equation*}
$$

Similarly, the two-parameter M-L function with $\alpha=1$, and $\beta=2$ can be represented by [14]

$$
\begin{equation*}
E_{1,2}(Z)=\frac{e^{z}-1}{z}, \quad z \neq 0 \tag{2.7}
\end{equation*}
$$

and for $\alpha=2$, and $\beta=1$ the M -L function is given by [14]

$$
\begin{align*}
E_{2,1}\left(-z^{2}\right) & =\sum_{j=0}^{\infty} \frac{\left(-z^{2}\right)^{j}}{\Gamma(2 j+1)} \\
& =\sum_{j=0}^{\infty} \frac{(-1)^{j}\left(z^{2}\right)^{j}}{(2 j)!} \\
& =\cos (z) \tag{2.8}
\end{align*}
$$

The M-L functions represented in Eq.(2.7) and Eq.(2.8), and their corresponding known functions $\frac{e^{z}-1}{z}$ and $\cos (z)$, respectively, are illustrated in Fig. 2.1. It's noticeable from the figure that the Mittag-Leffler of $z=f(t)=t$, with $\alpha=1$, and $\beta=2$ for a certain truncation $\mathrm{J}=50$ matches exactly the exponential function $f(t)=\frac{e^{t}-1}{t}$, where $t \neq 0$. Additionally, the Mittag-Leffler of $f(t)=-(3 t)^{2}$, with $\alpha=2$, and $\beta=1$ for a truncation of the index $\mathrm{J}=50$ matches exactly the trigonometric function $f(t)=\cos (3 t)$.


Figure 2.1: M-L functions vs. the corresponding known functions.

The general formula of the $k^{\text {th }}$ derivative of M-L functions is defined as [90],

$$
\begin{equation*}
E_{1,1}^{k}(z)=\sum_{j=0}^{\infty} \frac{(j+k)!z^{j}}{j!\Gamma(\alpha j+\alpha k+\beta)}, k=1,2, \ldots \tag{2.9}
\end{equation*}
$$

where the M-L function derivative order $k \in \mathbb{N}$.

### 2.2.3 The Wright Function

The Wright function is considered as one of the important functions that are used in fractional calculus. This function gives a numerical solution of three-term FODEs [66, 93]. The general formula of the Wright function is expressed as follows [66]:

$$
\begin{align*}
{ }_{p} \Psi_{q}(z) & \left.={ }_{p} \Psi_{q}\left[\left\lvert\, \begin{array}{l}
\left(a_{i}, \alpha_{i}\right)_{1, p} \mid \\
\left(b_{j}, \beta_{j}\right)_{1, q}
\end{array}\right.\right] z\right] \\
& =\sum_{k=0}^{\infty} \frac{\prod_{i=1}^{p} \Gamma\left(a_{i}+\alpha_{i} k\right)}{\Pi_{j=1}^{q} \Gamma\left(b_{j}+\beta_{j} k\right)} \frac{z^{k}}{k!}, \tag{2.10}
\end{align*}
$$

where $z, a_{i}, b_{j} \in \mathbb{C}, \alpha_{i}, \beta_{j} \in \mathbb{R}, k \in \mathbb{N}, i=1,2, \ldots, p$, and $j=1,2, \ldots, q$.

### 2.2.4 The Bessel Functions

The type $J_{v}(z)$, and the type $Y_{v}(z)$ are two kinds of Bessel functions defined in this section; both of them are utilized in this research. The definition of the first kind is given by [66, 100]

$$
\begin{equation*}
J_{v}(z)=\sum_{k=0}^{\infty} \frac{(-1)^{k}\left(\frac{z}{2}\right)^{2 k+v}}{k!\Gamma(v+k+1)}, \quad k, v \in \mathbb{C} . \tag{2.11}
\end{equation*}
$$

The formula of the second kind [100] $Y_{v}(z)$ is expressed via the Bessel function of the first kind $J_{v}(z)$, as follows:

$$
\begin{equation*}
Y_{v}(z)=\frac{1}{\sin (v \pi)}\left[\cos (v \pi) J_{v}(z)-J_{-v}(z)\right] . \tag{2.12}
\end{equation*}
$$

### 2.3 Fractional Derivatives and Integrals

The generalization of integration and differentiation to non-integer-order with the fundamental operator ${ }_{a} D_{t}^{\alpha}[79,103]$ is the main definition of the fractional integrodifferentiation, where $\alpha$ is the order of the integral or derivative operation, and the variables $a$ and $t$ are the bounds of the operation. The extension of the integer derivative operator, $D^{\alpha}$ to include positive or negative real values of $\alpha$ gives fractional derivatives or fractional integrals operators, respectively [26].

The order of fractional derivative and integral $\alpha$ defines the type of fractional integrodifferential whether it's integer or non integer, and whether it's fractional integral
or fractional derivative. The following definition illustrates the fractional derivative of order $\alpha$ of a function $f(t)$ [103]:

$$
\frac{d^{\alpha}}{d t^{\alpha}} f(t)= \begin{cases}f^{(n)}(t), & \text { if } \alpha=n \in \mathbb{N},  \tag{2.13}\\ \frac{t^{n-\alpha-1}}{\Gamma(n-\alpha)} * f^{(n)}(t), & \text { if } n-1<\alpha<n, n \in \mathbb{N}\end{cases}
$$

where the asterisk * denotes the time convolution between two functions. The continuous fractional integrodifferential operator is defined, according to the fractional order, as follows [79]:

$$
{ }_{a} D_{t}^{\alpha} f(t)=\left\{\begin{array}{ll}
\frac{d^{\alpha}}{d t^{\alpha}} f(t), & \text { if } \alpha \in \mathbb{R}^{+}  \tag{2.14}\\
1, & \text { if } \alpha=0, \\
\int_{a}^{t}[f(\tau) d \tau]^{(\alpha)}, & \text { if } \alpha \in \mathbb{R}^{-}
\end{array} .\right.
$$

### 2.3.1 The Fractional Derivative and Integral Formulas

There are many definitions of the fractional derivative and integral formulations. The most famous definitions are the Grunwald-Letnikov (G-L) fractional integrals and derivatives, the Riemann-Liouville (R-L), the Caputo, the Hadamard, and the Marchaud definitions [110]. Aditionally, to these definitions the Coimbra fractional derivative [143] is considered to be one of the widely applied fractional derivative formulas. These definitions are equivalent under some conditions [79]. The basic definition of the G-L fractional integrals is described as [45]

$$
\begin{equation*}
{ }_{a} D_{t}^{\alpha} f(t)=\lim _{h \rightarrow 0} \frac{1}{\Gamma(\alpha) h^{\alpha}} \sum_{k=0}^{\frac{(t-a)}{h}} \frac{\Gamma(\alpha+k)}{\Gamma(k+1)} f(t+k h) . \tag{2.15}
\end{equation*}
$$

The approximation of G-L fractional integrals definition is given by [14]

$$
\begin{equation*}
{ }_{a} D_{t}^{\alpha} f(t)=\lim _{h \rightarrow 0} \frac{1}{h^{\alpha}} \sum_{k=0}^{\left[\frac{t-a)}{h}\right]}(-1)^{k}\binom{\alpha}{k} f(t-k h), \tag{2.16}
\end{equation*}
$$

where [.] means the integer part, $h$ is the sampling period, and the binomial coefficient $\binom{\alpha}{k}[14,117]$ is represented as $\binom{\alpha}{k}=\frac{\alpha(\alpha-1)(\alpha-2) \ldots(\alpha-k+1)}{k!}$.

The definition of the second formula of the fractional derivatives and integrals is the R-L. Because of its simplicity, this definition is widely used in many applications and is given in left and right forms. If $f(t)$ is an absolutely continuous function in the closed time interval $[a, b]$ and $n-1 \leq \alpha<n, n \in \mathbb{N}$, then the left and the right R-L fractional derivatives are, respectively, given by $[66,115]$

$$
\begin{equation*}
{ }_{a} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{a}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha+1-n}} d \tau \text { left } \alpha>0 \tag{2.17}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{t} D_{b}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)}\left(-\frac{d^{n}}{d t^{n}}\right) \int_{t}^{b} \frac{f(\tau)}{(t-\tau)^{\alpha+1-n}} d \tau \text { right } \alpha>0 . \tag{2.18}
\end{equation*}
$$

If the order of fractional derivative $\alpha<0$ [6], then the fractional derivative represents fractional integral with $\alpha>0$. The left and right R-L fractional integrals are given, respectively, by [66]

$$
\begin{equation*}
{ }_{a} D_{t}^{-\alpha} f(t)={ }_{a} I_{t}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{f(\tau)}{(t-\tau)^{1-\alpha}} d \tau \text { left , } \tag{2.19}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{t} D_{b}^{-\alpha} f(t)={ }_{t} I_{b}^{\alpha} f(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b} \frac{f(\tau)}{(\tau-t)^{1-\alpha}} d \tau \text { right . } \tag{2.20}
\end{equation*}
$$

Another important type of the fractional derivatives and integrals is the Caputo fractional derivative. Like the R-L fractional integrodifferential, it is given into two forms (left and right), which are illustrated in the following [123]:

$$
\begin{equation*}
{ }_{a}^{c} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{a}^{t}(t-\tau)^{n-\alpha-1} \frac{d^{n} f(\tau)}{d \tau^{n}} d \tau, \text { left } \tag{2.21}
\end{equation*}
$$

and

$$
\begin{equation*}
{ }_{t}^{c} D_{b}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \int_{t}^{b}(t-\tau)^{n-\alpha-1}(-1)^{n} \frac{d^{n} f(\tau)}{d \tau^{n}} d \tau, \text { right } \tag{2.22}
\end{equation*}
$$

where $f(t)$ is a continuous function of $t$ in the closed interval $[a, b]$, and $\alpha$ is the order of the derivative such that $n-1 \leq \alpha<n, n \in \mathbb{N}$, and $\alpha \in \mathbb{R}$.

The advantage of using the Caputo fractional derivative over the R-L fractional derivative is that the Caputo derivative of a constant is zero, which matches the integer order derivative of the constant, while the R-L derivative of a constant $C$, as a function of $t, D_{t}^{\alpha}[C]$ is $\frac{C\left(t-t_{0}\right)^{-\alpha}}{\Gamma(1-\alpha)}$. It follows that, in mathematical modeling of some applications of various areas, there is a difficulty to interpret the initial conditions that are required for the initial value problems of FODEs [126]. However, there is a relationship between the R-L and Caputo fractional derivatives. This relationship can be given by

$$
\begin{equation*}
{ }_{t_{0}}^{c} D_{t}^{\alpha} f(t)={ }_{t_{0}} D_{t}^{\alpha}\left[f(t)-f\left(t_{0}\right)\right] . \tag{2.23}
\end{equation*}
$$

So that the Caputo fractional derivative at any time can be expressed as [14]

$$
\begin{equation*}
{ }_{t_{0}}^{c} D_{t}^{\alpha} f(t)={ }_{t_{0}} D_{t}^{\alpha} f(t)-\frac{f\left(t_{0}\right)}{\Gamma(1-\alpha)}\left(t-t_{0}\right)^{-\alpha} \tag{2.24}
\end{equation*}
$$

As a particular case, for $f\left(t_{0}\right)=0$, the equality of the R-L and the Caputo fractional derivatives be held as follows:

$$
\begin{equation*}
{ }_{t_{0}}^{c} D_{t}^{\alpha} f(t)={ }_{t_{0}} D_{t}^{\alpha} f(t) . \tag{2.25}
\end{equation*}
$$

### 2.3.2 Some Properties of Fractional Derivatives

The considered properties in this section are not applied only to the integer order derivatives, but also they are valid in fractional order derivatives [ $6,128,141]$.

The first property is the association property, which can be given by

$$
\begin{equation*}
D_{t}^{\alpha}[C f(t)]=C D_{t}^{\alpha}[f(t)], \tag{2.26}
\end{equation*}
$$

where $C$ is a constant.

The second property we would like to incorporate into the fractional calculus is the distribution, which can be given as follows:

$$
\begin{equation*}
D_{t}^{\alpha}[f(t) \pm g(t)]=D_{t}^{\alpha}[f(t)] \pm D_{t}^{\alpha}[g(t)] . \tag{2.27}
\end{equation*}
$$

The third property is the operator obeys Leibniz rule for taking the derivative of the product of two functions, which can be expressed as

$$
\begin{equation*}
D_{t}^{\alpha}[f(t) g(t)]=\sum_{k=0}^{\infty}\binom{\alpha}{k} D_{t}^{\alpha-k}[f(t)] D_{t}^{k}[g(t)], \tag{2.28}
\end{equation*}
$$

where the binomial coefficient is given by

$$
\binom{\alpha}{k}=\frac{\Gamma(\alpha-1)}{\Gamma(k+1) \Gamma(\alpha+1-k)} .
$$

The fourth property is the composition fractional derivative, which states that; if the function $f(t)$ can be represented by the power series and the following fractional derivatives: $D_{t}^{\alpha}[f(t)], D_{t}^{u}[f(t)]$, and $D_{t}^{v}[f(t)]$, where $\alpha=u+v$, and $u$ and $v \in \mathbb{R}$, can be taken for the function $f(t)$, then, under some constraints [6], the following composition property is valid [128, 131]:

$$
\begin{equation*}
D_{t}^{\alpha}[f(t)]=D_{t}^{u+\nu}[f(t)]=D_{t}^{u}\left\{D_{t}^{v}[f(t)]\right\}=D_{t}^{v}\left\{D_{t}^{u}[f(t)]\right\} . \tag{2.29}
\end{equation*}
$$

### 2.4 Applications of Fractional Integrodifferential Forms

The fractional order modeling is applied to many fields of sciences and engineering including fluid flow, diffusive transport, electrical networks, electromagnetic theory and probability [133]. Moreover, the fractional order representation is applied to other sciences such as, biology, ecology, etc. For example the Caputo fractional derivatives are used to establish a fractional equation model to represent the allometric scaling laws that exist in biology [135]. In this section, some of fractional order forms that are introduced in the previous section are applied to obtain the derivatives and the integrals of some functions.

### 2.4.1 R-L Fractional Derivatives of Some Functions

The R-L fractional integrodifferentiation is classified into two types, which are R-L fractional derivatives and R-L fractional integrals. There are many applications of the later type. For instance, the derivation of the fractional Euler Lagrange Equations which is explained in chapter (4) is done by using the R-L fractional integral, Furthermore, the R-L fractional derivative is exploited to proof the Direct method of fractional derivative. Since both types of R-L integrodifferentiations have the same steps when the fractional derivatives or fractional integrals are taken for any function, so let's consider one of them in the following:

As illustrating examples let's consider the left R-L fractional derivative, and for simplicity let the lower limit $a$ of the fractional derivative equals zero.
i) The R-L Fractional Derivative of $f(t)=1$, with $n=1$, and $n-1 \leq \alpha<n$. Applying the left R-L fractional derivative formula using Eq.( 2.17), for $a=0$, as following:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t} \frac{f(\tau)}{(t-\tau)^{\alpha+1-n}} d \tau \tag{2.30}
\end{equation*}
$$

Substituting the function $f(t)=1$, with $n=1$, and $n-1 \leq \alpha<n$ into Eq.(2.30) yields

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha}(1)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t} \frac{1}{(t-\tau)^{\alpha}} d \tau . \tag{2.31}
\end{equation*}
$$

Solving the last integrodifferentiation in Eq.(2.31) to obtain the R-L fractional derivative of $f(t)=1$ with given $n$ and as a function of the fractional order $\alpha$ as following:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha}(1)=\frac{1}{\Gamma(1-\alpha)} t^{-\alpha}, \quad 0 \leq \alpha<1 . \tag{2.32}
\end{equation*}
$$

ii) The R-L fractional derivative of $f(t)=t^{m}$, with $n-1 \leq \alpha<n, m \in \mathbb{N}$. Applying the left R-L fractional derivative that is given by Eq.(2.17) to the function $f(t)=t^{m}$ yields

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha}\left(t^{m}\right)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{a}^{t} \frac{\tau^{m}}{(t-\tau)^{\alpha+1-n}} d \tau \tag{2.33}
\end{equation*}
$$

As a particular case, let the lower bound $a=0$ to obtain

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha}\left(t^{m}\right)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t} \frac{\tau^{m}}{(t-\tau)^{\alpha+1-n}} d \tau \tag{2.34}
\end{equation*}
$$

Solving integrodifferential in Eq.(2.34) to obtain the general solution formula of the R-L fractional derivative of the function $f(t)=t^{m}$, with $n-1 \leq \alpha<n$ as follows:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha}\left(t^{m}\right)=\frac{1}{\Gamma(n-\alpha)}\left[\prod_{p=n}^{m}\left(\frac{p}{p-\alpha}\right) t^{m-\alpha}\right], m \geq n, p \in \mathbb{N} . \tag{2.35}
\end{equation*}
$$

Considering the particular case, when $f(t)=t^{m}$, with $n=1$, where $n-1 \leq \alpha<$ $n$, then the solution becomes

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha}\left(t^{m}\right)=\frac{1}{\Gamma(n-\alpha)}\left[\prod_{p=1}^{m}\left(\frac{p}{p-\alpha}\right) t^{m-\alpha}\right], m \geq 1, p \in \mathbb{N} . \tag{2.36}
\end{equation*}
$$

For more specific illustrating example let $m=4$, and $\alpha=\frac{1}{2}$, so the solution of the R-L fractional derivative of $f(t)=t^{4}$, for $\alpha=\frac{1}{2}$, is given by

$$
\begin{equation*}
{ }_{0} D_{t}^{\frac{1}{2}}\left(t^{4}\right)=2.0632 t^{\frac{7}{2}} . \tag{2.37}
\end{equation*}
$$

Figure 2.2 illustrates extended R-L fractional derivative of $f(t)=t^{4}$, which is given by Eq.(2.35) through Eq.(2.37), for $m=4$, and $\alpha=0: 0.2: 0.8$, where $\alpha$ represents the order of the fractional derivative and 0.2 is the increment of $\alpha$.

Figure 2.3 illustrates the R-L fractional derivative of $f(t)=t^{4}$, with $n=1$, and $\alpha=1: 0.05: 1.95$, in three dimensions, where $\alpha$ represents the order of the fractional derivative, and 0.05 is the increment of $\alpha$.


Figure 2.2: R-L fractional derivative of $f(t)=t^{4}$, with $n=1, \alpha=0: 0.2: 0.8$.


Figure 2.3: R-L derivative of $f(t)=t^{4}$, with $n=2, \alpha=1: 0.05: 1.95$.
iii) The R-L fractional derivative of the exponential function $f(t)=e^{t}$, for the derivative order $n-1 \leq \alpha<n$.

Since the exponential function $e^{t}$ can be expressed as follows:

$$
\begin{align*}
f(t) & =e^{t} \\
& =1+t+\frac{t^{2}}{2!}+\frac{t^{3}}{3!}+\ldots+\frac{t^{k}}{k!}+\ldots \\
& =\sum_{j=0}^{\infty} \frac{t^{j}}{j!} . \tag{2.38}
\end{align*}
$$

Taking the R-L fractional derivative of the given function, with $n=1$ yields

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha}\left(e^{t}\right)=\frac{1}{\Gamma(1-\alpha)} \frac{d}{d t} \int_{0}^{t} \frac{e^{\tau}}{(t-\tau)^{\alpha}} d \tau . \tag{2.39}
\end{equation*}
$$

Substituting the series of the exponential function, that is represented in Eq.(2.38) into Eq.(2.30), assigning a certain truncation $k$, and solving the integrodifferentiations, according to the solution of the previous example, obtain the follow-
ing general solution of R-L fractional derivative of the exponential function $f(t)=e^{t}$, with $n=1$ :
${ }_{0} D_{t}^{\alpha}\left(e^{t}\right)=\frac{1}{\Gamma(1-\alpha)}\left\{\begin{array}{c}x^{-\alpha}+\left[\prod_{p=1}^{1}\left(\frac{p}{p-\alpha}\right) t^{1-\alpha}\right]+\left[\frac{1}{2!} \prod_{p=1}^{2}\left(\frac{p}{p-\alpha}\right) t^{2-\alpha}\right] \\ +\left[\frac{1}{3!} \prod_{p=1}^{3}\left(\frac{p}{p-\alpha}\right) t^{3-\alpha}\right]+\ldots+\left[\frac{1}{k!} \prod_{p=1}^{k}\left(\frac{p}{p-\alpha}\right) t^{k-\alpha}\right]+\ldots\end{array}\right\}$.
The R-L fractional derivative of the above exponential function, in the first stage of the R-L fractional derivative $n-1 \leq \alpha<n$, is depicted in Fig. 2.4. It is clear from the figure that the curves depict the behaviors of exponential functions.


Figure 2.4: R-L fractional derivative of $f(t)=e^{t}$, with $n=1, \alpha=0: 0.1: 0.9$.

A comparison between the R-L fractional derivatives and the integer order derivatives of the same exponential function that is given in the above application $f(t)=e^{t}$ is shown in Fig. 2.5. It's perceptible that the $1^{\text {st }}$, and $2^{\text {nd }}$, integer derivatives of the exponential function $f(t)=e^{t}$ match the R-L fractional derivatives at the order of fractional derivatives $\alpha=0$, and $\alpha=1$. There
are small deviations at the end of the matching lines. That lines represented by circles for $1^{s t}$ integer derivative, asterisks for $2^{\text {nd }}$ integer derivative, and dashed lines and solid lines for R-L fractional derivative with $n=1$, and $n=2$, respectively. The deviations are due to the values of truncation, which is given by 5 in Fig. 2.5. So if the truncation increases, for a certain interval of $t$, these deviations will decrease.


Figure 2.5: A comparison between R-L fractional derivatives and integer order derivatives of the exponential function $f(t)=e^{t}$.
vi) The R-L fractional derivative of the trigonometric function $f(t)=\sin (t)$, with $n-1 \leq \alpha<n$, is given by the following formula:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} f(t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t} \frac{\sin (\tau)}{(t-\tau)^{\alpha+1-n}} d \tau . \tag{2.41}
\end{equation*}
$$

Since the trigonometric function $f(t)=\sin (t)$ can be expressed in terms of the following series [137]:

$$
\begin{equation*}
\sin (t)=\sum_{j=0}^{\infty}(-1)^{j} \frac{t^{2 j+1}}{(2 j+1)!} . \tag{2.42}
\end{equation*}
$$

Substitute Eq.(2.42) into Eq.(2.41) to obtain the R-L fractional derivative of the function $f(t)=\sin (t)$ as following:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} \sin (t)=\frac{1}{\Gamma(n-\alpha)} \frac{d^{n}}{d t^{n}} \int_{0}^{t} \sum_{j=0}^{\infty}(-1)^{j} \frac{t^{2 j+1}}{(2 j+1)!} \frac{1}{(t-\tau)^{\alpha+1-n}} d \tau . \tag{2.43}
\end{equation*}
$$

Open the series of the integrand in Eq.(2.43), with a certain truncation ( $k$ ) for $j$, and exploit the following formula that is used in the previous applications (application $I$, and application $I I$ ), which is illustrated by Eq.(2.44). As a particular case set $n=1$ to obtain

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}} \int_{0}^{t} \frac{(\tau)^{m}}{(t-\tau)^{\alpha+1-n}} d \tau=\prod_{p=n}^{m}\left(\frac{p}{p-\alpha}\right) t^{m-\alpha}, \quad m \geq n \tag{2.44}
\end{equation*}
$$

The R-L fractional derivative of the trigonometric function $f(t)=\sin (t)$, with fractional order $n-1 \leq \alpha<n$, can be given as

$$
{ }_{0} D_{t}^{\alpha}[\sin (t)]=\frac{1}{\Gamma(1-\alpha)}\left\{\begin{array}{c}
{\left[\begin{array}{c}
\left.\prod_{p=1}^{1}\left(\frac{p}{p-\alpha}\right) t^{1-\alpha}\right]-\left[\frac{1}{3!} \prod_{p=1}^{3}\left(\frac{p}{p-\alpha}\right) t^{3-\alpha}\right] \\
+\left[\frac{1}{5!} \prod_{p=1}^{5}\left(\frac{p}{p-\alpha}\right) t^{5-\alpha}\right]+\ldots \\
+\left[\frac{(-1)^{k}}{(2 k+1)!}\right]\left[\prod_{p=1}^{2 k+1}\left(\frac{p}{p-\alpha}\right) t^{2 k-\alpha+1}\right]+\ldots
\end{array}\right\} . . . . . . . . . .} \tag{2.45}
\end{array}\right.
$$

Figure 2.6 shows the R-L fractional derivatives of $f(t)=\sin (t)$, with fractional order $0 \leq \alpha<1$. The figure also illustrates the comparison between the R-L fractional derivative at $\alpha=1$ and the first order integer derivative of $\sin (t)$.


Figure 2.6: R-L fractional derivatives of $f(t)=\sin (t)$, with $\alpha=0: 0.1: 1$, comparing with the first integer order of $\sin (t)$.

It's concluded from Fig. 2.6 that the R-L fractional derivative of $f(t)=\sin (t)$ at fractional order $\alpha=1$, and the first integer order of the same function $\left(\frac{d}{d t} \sin (t)\right)$ match each other. However, the initial value of the R-L fractional derivatives of $f(t)=\sin (t)$ at $t=0$ equals zero, whereas the first integer order of $f(t)=\sin (t)$ at $t=0$ is $\frac{d}{d t} \sin (t)=0=\cos (0)=1$. This error is discussed in the next section.

### 2.4.2 Direct Method to Obtain the Fractional Derivatives

The Direct method is a logical way by which the fractional derivative of some functions can be directly obtained $[77,82]$. This is done by comparing the fractional order derivative with the logic of integer order derivatives of the same functions. In this section, the fractional derivatives, by using the Direct Method, of the trigonometric function $f(t)=\sin (t)$ is discussed, and compared with the R-L fractional derivatives of the same function. Moreover, this method is exploited to obtain the fractional derivatives of FODEs, and this is investigated in chapter (6).

To explain the logic of the Direct method let's start with the derivatives of the sine function which given in following well known sequence:

$$
\begin{align*}
& \frac{d^{0}}{d t^{0}} \sin (t)=\sin (t) \\
& \frac{d}{d t} \sin (t)=\cos (t), \\
& \frac{d^{2}}{d t^{2}} \sin (t)=-\sin (t),  \tag{2.46}\\
& \frac{d^{3}}{d t^{3}} \sin (t)=-\cos (t), \\
& \frac{d^{4}}{d t^{4}} \sin (t)=\sin (t), \ldots
\end{align*}
$$

From graphs of the functions in the above sequence, as shown in Fig. 2.7, there is a shift between each consecutive integer order derivatives of the trigonometric function $f(t)=\sin (t)$. This shift is given by $\frac{\pi}{2}$.


Figure 2.7: The shift between each two successive derivatives of $\sin (t)$.

So the following expressions of the derivatives of the trigonometric function $f(t)=\sin (t)$ can be considered:

$$
\begin{align*}
& D^{0} \sin (t)=\sin (t), \\
& D^{1} \sin (t)=\sin \left(t+\frac{\pi}{2}\right), \\
& D^{2} \sin (t)=\sin \left(t+\frac{2 \pi}{2}\right),  \tag{2.47}\\
& \ldots, \\
& D^{n} \sin (t)=\sin \left(t+\frac{n \pi}{2}\right),
\end{align*}
$$

where $D^{k}=\frac{d^{k}}{d t^{k}}$. By similarity for an arbitrary non-integer order, $\alpha \geq 0, \alpha \in \mathbb{R}$, the
following fractional order derivative of trigonometric function $f(t)=\sin (t)$ is valid as well:

$$
\begin{equation*}
D^{\alpha} \sin (t)=\sin \left(t+\frac{\alpha \pi}{2}\right) . \tag{2.48}
\end{equation*}
$$

The last formula gives the Direct fractional derivatives method of $\sin (t)$ of order $\alpha$. Figure 2.8 shows the fractional order derivatives of $\sin (t)$ by using the R-L fractional derivatives and the Direct fractional derivatives method, where fractional derivative order is given as $\alpha=0: 0.1: 1$.


Figure 2.8: Fractional derivatives of $\sin (\mathrm{t})$ using (a) the R-L, and (b) the Direct method

A comparison between the R-L fractional derivatives of $\sin (t)$ and the fractional derivatives of $\sin (t)$ given by the Direct method can be inferred from Fig. 2.8. The figure shows, for specific value of $\alpha$, the similarity between the two methods' solutions. However, there is a noticeable error appears at $t=0$. This error is clearly illustrated in Fig. 2.9 where fractional derivative order $\alpha=0.4$. This error is perceptible at $t=0$ and gradually decreases as $t$ increases.


Figure 2.9: Comparison between the R-L fractional derivative, and the Direct fractional derivatives method of $\sin (t)$, where the fractional derivative order $\alpha=0.4$


Figure 2.10: Fractional derivative of $\sin (t)$ using the R-L and the Direct method.

More focus, on the errors between the R-L fractional derivatives and the Direct method of fractional derivatives, is illustrated in Fig. 2.11 in which certain values are selected among the fractional order derivatives ( $\alpha$ 's), in order to show the effect of
the order derivatives, and the variable $t$ on the errors between the two methods. It's concluded from the Fig. 2.10, and Fig. 2.11 that the errors get the maximum values at the middle and vanish at the extremities $\alpha=0$, and $\alpha=1$.


Figure 2.11: A comparison between the R-L, and the Direct fractional derivatives methods of $\sin (t)$ for certain $\alpha$ 's .

Three-dimensional representation is depicted in Fig. 2.12, where the fractional derivative order $\alpha$ is chosen to be in the range from zero to one with 0.1 step. Both methods' solutions are plotted in the figure in which the error between them is gradually vanishes as $t$ increases.


Figure 2.12: Three-dimensional representation of the comparison between the R-L, and the Direct fractional derivatives methods of $\sin (t)$.

The errors between the two methods are examined at certain points in the interval from $t=0$ to $t=20$. This examination is illustrated in Fig. 2.13. It is concluded from this figure that the error reaches its maximum values in the middle value and vanishes at extremes (according to $\alpha$ 's values); however, the error between the two methods decreases as $t$ increases. For instance, the maximum value of error is about 0.15 at $\alpha=0.4$ and $t=0.9$, while the maximum value of error is about 0.0105 at $\alpha=0.4$ and $t=9.9$ as depicted in the sub-figures: Fig. 2.13-b and Fig. 2.13-e, respectively.


Figure 2.13: The errors between the R-L and the Direct fractional derivatives methods of $\sin (t)$ at different points of $t$.

It's well known that the zero derivative of $\sin (t)$ is $\sin (t)$, and the first derivative of $\sin (t)$ is $\cos (t)$. It's logical to say that the fractional derivative of $\sin (t)$ at $t=0$ between $\alpha=0$, and $\alpha=1$ is gradually increased from 0 to 1 as $\alpha$ increases from $\alpha=0$ to $\alpha=1$. This is verified by using the fractional derivative direct method. However, when the R-L fractional derivative method is applied at $t=0$ all the fractional derivatives of $\sin (t)_{t=0}$ are zeros regardless the fractional derivative order $\alpha$ values.

## CHAPTER 3

## FRACTIONAL ORDER DIFFERENTIAL EQUATIONS and M-L FUNCTIONS

### 3.1 Introduction

Any differential equation that contains at least one fractional order term is a FODE. The FODEs can be linear, non-linear, homogenous, non-homogenous, and can be also partial fractional differential equations [3]. The difference in the classification between the integer order and fractional order differential equations is given by means of order. While the integer order differential equations are classified as first, second, third, and so on order differential equation, the FODEs are classified by one, two, three, and so on term $\operatorname{FODE}[6,9]$, in which the fractional derivatives order can be real number. The solutions of FODEs can be obtained analytically [6, 15] by using the M-L functions [21, 27], and the Green function [33], or numerically [39] such as Oustaloup's approximation method [45], and Bagley-Torvik Equation solution [6]. The later is considered in this chapter as an example of numerical technique to solve FODEs. The analytical solution that is represented in this chapter is the direct Laplace transform of FODE and then taking the inverse Laplace transform of the resulted fractional transfer function using the M-L function and its pairs. That is why the Laplace transform and the inverse Laplace transform of M-L functions are studied, and investigated in this chapter. Moreover, an analytical solution by using M-L function is illustrated, in the next section, in order to obtain a direct solution of ordinary FODEs.

### 3.2 Laplace Transform of Fractional Order Differential Equations

The general formula of the fractional-order system can be described by a FODE of the form [18, 39, 79]

$$
\begin{equation*}
a_{n} D_{t}^{\alpha_{n}} y(t)+a_{a_{n-1}} D_{t}^{\alpha_{n-1}} y(t)+\ldots+a_{0} D_{t}^{\alpha_{0}} y(t)=b_{b_{m}} D_{t}^{\beta_{m}} u(t)+_{b_{m-1}} D_{t}^{\beta_{m-1}} u(t)+\ldots+b_{0} D_{t}^{\beta_{0}} u(t), \tag{3.1}
\end{equation*}
$$

where $\alpha_{n}>\alpha_{n-1}>\ldots>\alpha_{0}$, and $\beta_{m}>\beta_{m-1}>\ldots>\beta_{0}$, which are real or rational numbers, are the fractional orders of the derivatives of the functions $y(t)$, and $u(t)$, respectively, and $a_{q}: q=0,1, \ldots, n$, and $b_{p}: p=0,1, \ldots, m$, are constant coefficients. The transfer function of the general FODE that represented in Eq.(3.1) is obtained by taking the Laplace transform of each term, which can be accomplished by using he Laplace transform of the R-L fractional derivative as explained in the next subsection.

### 3.2.1 The Laplace Transform of R-L Fractional Derivative

The general expression for the Laplace transform of R-L fractional derivative is given by [6, 54, 58, 63, 69]

$$
\begin{equation*}
L\left[{ }_{a} D_{t}^{\alpha} f(t)\right]=s^{\alpha} F(s)-\sum_{k=0}^{\infty} s^{k}\left[{ }_{a} D_{t}^{\alpha-k-1} f(t)\right]_{t=0}, \tag{3.2}
\end{equation*}
$$

where the fractional order derivative $n-1 \leq \alpha<n ; \alpha \in \mathbb{R}, n \in \mathbb{N}$; and $a$ is the lower limit of the $t$ interval.

Considering a particular case where $n=1$ and the lower limit of $t$ interval is $a=0$, the Laplace transform of R-L fractional derivative of the function $f(t)$ is given by

$$
\begin{equation*}
L\left[{ }_{a} D_{t}^{\alpha} f(t)\right]=s^{\alpha} F(s) . \tag{3.3}
\end{equation*}
$$

It's concluded from the above particular case, according to R-L fractional derivative, that the second term of the right hand side of Eq.(3.2) represents the initial conditions of $f(t)$.

### 3.2.2 The Transfer Functions of FODEs

Considering the Laplace of R-L fractional derivatives of each term, of Eq.(3.1), with zero initial conditions yields the corresponding transfer function of incommensuratereal orders FODE that given in Eq.(3.1) as the following form:

$$
\begin{equation*}
G(s)=\frac{b_{m} s^{\beta_{m}}+b_{m-1} s^{\beta_{m-1}}+\ldots+b_{0} s^{\beta_{0}}}{a_{n} s^{\alpha_{n}}+a_{n-1} s^{\alpha_{n-1}}+\ldots+a_{0} s^{s_{0}}} . \tag{3.4}
\end{equation*}
$$

where $\alpha_{n}>\alpha_{n-1}>\ldots>\alpha_{0}$, and $\beta_{m}>\beta_{m-1}>\ldots>\beta_{0}$, are real or rational numbers, and $a_{q}: q=0,1, \ldots, n$, and $b_{p}: p=0,1, \ldots, m$, are constants.

The solutions of the incommensurate-real orders FODEs can be obtained by taking the inverse Laplace transform of the transfer function that is given in Eq.(3.4). In the next section, for simplicity, a particular form of commensurate FODE is considered to obtain its solution.

### 3.2.3 Solution of Commensurate FODEs

In the particular case of incommensurate order systems it holds that [79] $\alpha_{k}=\alpha k$, and $\beta_{k}=\alpha k$, where $0<\alpha<1, \forall k \in \mathbb{Z}$, which represents a commensurate FODE [75]. So the transfer function of the system can be written as follows:

$$
\begin{align*}
G(s) & =K_{0} \frac{\sum_{k=0}^{M} b_{k}\left(s^{\alpha}\right)^{k}}{\sum_{k=0}^{N} a_{k}\left(s^{\alpha}\right)^{k}} \\
& =K_{0} \frac{b_{0} s^{0}+b_{1} s^{\alpha}+b_{2} s^{2 \alpha}+\ldots+b_{M} s^{M \alpha}}{a_{0} s^{0}+a_{1} s^{\alpha}+a_{2} s^{2 \alpha}+\ldots+a_{N} s^{N \alpha}} . \tag{3.5}
\end{align*}
$$

The last equation can be expressed by means of two functions, $Q\left(s^{\alpha}\right)$, and $P\left(s^{\alpha}\right)$. These functions represent the numerator and denominator of the fraction in the right hand side of Eq.(3.5), respectively.

$$
\begin{align*}
G(s) & =K_{0} \frac{\sum_{k=0}^{M} b_{k}\left(s^{\alpha}\right)^{k}}{\sum_{k=0}^{N} a_{k}\left(s^{\alpha}\right)^{k}} \\
& =K_{0} \frac{Q\left(s^{\alpha}\right)}{P\left(s^{\alpha}\right)} . \tag{3.6}
\end{align*}
$$

For $N>M$, the transfer function $G(s)$ that is expressed in Eq.(3.6) can be represented by means of a rational function. This function can be represented by M-L Functions, and can be also expanded in the following partial fractions:

$$
\begin{equation*}
G(s)=K_{0} \sum_{i=1}^{N} \frac{A_{i}}{s^{\alpha}+\lambda_{i}}, \tag{3.7}
\end{equation*}
$$

where $\lambda_{i}: i=1,2, \ldots, N$ are the roots of the polynomial or the system poles, $A_{i}$ represent the residue coefficients [80]. The M-L functions can be used to obtain the analytical solution of the system that is given by Eq.(3.7), as following [79]:

$$
\begin{align*}
g(t) & =\mathcal{L}^{-1}\left(K_{0} \sum_{i=1}^{N} \frac{A_{i}}{s^{\alpha}+\lambda_{i}}\right) \\
& =K_{0} \sum_{i=1}^{N} A_{i} t^{\alpha} E_{\alpha, \alpha}\left(-\lambda_{i} t^{\alpha}\right) . \tag{3.8}
\end{align*}
$$

Since the two-parameter M-L function in the last equation can be expressed as:

$$
\begin{equation*}
E_{\alpha, \alpha}\left(-\lambda_{i} t^{\alpha}\right)=\sum_{k=0}^{\infty} \frac{\left(-\lambda_{i} t^{\alpha}\right)^{k}}{\Gamma(\alpha k+\alpha)} . \tag{3.9}
\end{equation*}
$$

The analytical solution in Eq.(3.8) can be rewritten as following:

$$
\begin{equation*}
g(t)=K_{0} \sum_{i=0}^{\infty}\left[A_{i} t^{\alpha} \sum_{k=0}^{\infty} \frac{\left(-\lambda_{i} t^{\alpha}\right)^{k}}{\Gamma(\alpha k+\alpha)}\right] . \tag{3.10}
\end{equation*}
$$

### 3.3 Solutions of Non-Homogenous Three-Term FODEs

Bagley-Trovik equation is considered as one of the applications of FODE models. This equation is used to represent the motion of a thin plate in fluid, [6] in which the
shear stress due to the velocity profile of the thin plate in the fluid gives a fractional order damping force which represents the damping force in the Bagley-Trovik equation as following [ $6,66,75,142$ ]:

$$
\begin{equation*}
m \ddot{y}(t)+c_{0} D_{t}^{\alpha} y(t)+k y(t)=u(t), \tag{3.11}
\end{equation*}
$$

where the fractional order of the derivative in the second term (damping force) is determined to be $\alpha=\frac{2}{3}$ to represent the mathematical model of the thin plate motion in the fluid, $u(t)$ represents an applied force on the thin plate, $k$ is a stiffness of a massless spring connected to the thin plate with mass $m, c$ is the damping coefficient depends on the viscosity of the fluid and the shear stress, and $y(t)$ is the position of the thin plate, as a function of time $t$, in the fluid. The initial conditions of this model are given at equilibrium as following:

$$
\begin{align*}
& y(0)=y_{0},  \tag{3.12a}\\
& \dot{y}(0)=\dot{y}_{0} . \tag{3.12b}
\end{align*}
$$

The above case study is considered as a particular case of the general form of the three-term FODEs, in which the second term depends on the value of the fractional order $\alpha$ and the damping coefficient $c$.

$$
\begin{equation*}
F_{\text {damping }}=c_{0} D_{t}^{\alpha} y(t) . \tag{3.13}
\end{equation*}
$$

So, in general the numerical solution of Bagley-Trovik equation can be written as follows [6]:

$$
\begin{equation*}
y_{m}(t)=\frac{h^{2}\left(u_{m}-k y_{m-1}\right)+m\left(2 y_{m-1}-y_{m-2}\right)-c \sqrt{h} \sum_{j=1}^{m} w_{j}^{\alpha} y_{m-j}}{m+c \sqrt{h}}, m=2,3, \ldots \tag{3.14}
\end{equation*}
$$

where $h$ is the time increment and the initial conditions

$$
\begin{align*}
& y(0)=y_{0},  \tag{3.15a}\\
& y(1)=y_{0},  \tag{3.15b}\\
& \dot{y}(0)=\dot{y}_{0}, \tag{3.15c}
\end{align*}
$$

and

$$
\begin{equation*}
w_{j}^{\alpha}=(-1)^{j}\binom{\alpha}{j}, \quad j=0,1,2, \ldots . \tag{3.16}
\end{equation*}
$$

where the binomial coefficients is given by

$$
\begin{equation*}
\binom{\alpha}{j}=\frac{\alpha(\alpha-1)(\alpha-2) \ldots(\alpha-j+1)}{j!} . \tag{3.17}
\end{equation*}
$$



Figure 3.1: Comparison between fractional order model and integer order model of thin-plate spring viscous damping system for different applied force $u(t)$, where $\alpha$ is the fractional order.

Figure 3.1 shows a comparison between extended fractional order representations that given by Bagley-Trovik equation, and the integer order representation $\alpha=1$
of the thin plate spring viscous-damping model for different applied force $u(t)$. It's inferred from Fig. 3.1 that the fractional order representation and integer order representation of the system at $\alpha=1$ are same, while the integer order model $\alpha=1$ reaches the steady state faster than the fractional order for $\alpha>1$, or $\alpha<1$. Additionally, the fractional order $\alpha$ values depend on the properties of damping system.

### 3.4 Laplace Transform of Mittag-Leffler Function

The M-L functions that are given in section (2.2.2) represent some forms of M-L functions. The M-L functions play a significant role in solving the FODEs [94]. The solutions of FODEs can be obtained by using M-L Functions and their Laplace transformations. In this section, the Laplace transforms of M-L Functions are discussed and investigated in order to be used in this purpose.

From Eq.(2.5) the exponential function is considered to be a particular case of M-L functions. So the Laplace transform of M-L function can be obtained with the help of the analogy between this function and the exponential function that is given in Eq.(2.6). This analogy states that the Laplace transform of the exponential function $e^{a t}$ which can be expressed in M-L function form as $E_{1,1}\left(e^{a t}\right)$, is given by

$$
\begin{align*}
\int_{0}^{\infty} e^{-s t} e^{a t} d t & =\int_{0}^{\infty} e^{-s t} E_{1,1}(a t) d t \\
& =\frac{1}{s-\alpha}, \text { For convergence } s>a \tag{3.18}
\end{align*}
$$

The M-L functions can be used as a pair with other functions. The Laplace transform of these pairs might match the Laplace transform of a certain FODE or a certain fractional order system transfer function. The following technique is used to obtain the Laplace transform of M-L function as a pair with other functions.

Take the first derivative with respect to $a$ [6], for both sides of Eq.(3.18) as follows:

$$
\begin{equation*}
\frac{d}{d a} \int_{0}^{\infty} e^{-s t} e^{a t} d t=\frac{d}{d a}\left(\frac{1}{s-a}\right) . \tag{3.19}
\end{equation*}
$$

Since the function $e^{-s t}$ is considered to be constant with respect to $a$, the last equation can be rewritten as

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} \frac{d}{d a} e^{a t} d t=\frac{d}{d a}\left(\frac{1}{s-a}\right) . \tag{3.20}
\end{equation*}
$$

Take the derivative of the exponential functions $e^{a t}$, and $\frac{1}{s-a}$ with respect to $a$ to obtain

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} t e^{a t} d t=\frac{1}{(s-a)^{2}} \tag{3.21}
\end{equation*}
$$

Considering the analogy between M-L function $E_{1,1}$ (at) and the exponential function $e^{a t}$ yields the resulting formula of the above derivation, in Eq.(3.19). This represents the Laplace transform of the pair $t E_{1,1}(a t)$, and can be rewritten as

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} t E_{1,1}(a t) d t=\frac{1}{(s-a)^{2}} . \tag{3.22}
\end{equation*}
$$

Let's take another derivative with respect to $a$ for Eq.(3.18). The second derivative of both side of this equation is given by

$$
\begin{equation*}
\frac{d^{2}}{d a^{2}} \int_{0}^{\infty} e^{-s t} e^{a t} d t=\frac{d^{2}}{d a^{2}}\left(\frac{1}{s-a}\right) \tag{3.23}
\end{equation*}
$$

The last formula can be rearranged as

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} \frac{d^{2}}{d a^{2}} e^{a t} d t=\frac{d^{2}}{d a^{2}}\left(\frac{1}{s-a}\right) \tag{3.24}
\end{equation*}
$$

Solving the derivatives of both side of the above equation yields the following:

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} t^{2} e^{a t} d t=\frac{2}{(s-a)^{3}} . \tag{3.25}
\end{equation*}
$$

The resulting formula of the above derivation represents the Laplace transform of the pair $t^{2} E_{1,1}(a t)$, and can be rewritten as

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} t^{2} E_{1,1}(a t) d t=\frac{2}{(s-a)^{3}} . \tag{3.26}
\end{equation*}
$$

Taking the derivatives of Eq.(3.18) up to the $k^{\text {th }}$ derivative to obtain the following general formula of the Laplace transform of the pair $t^{k} E_{1,1}(a t)$ [6]

$$
\begin{equation*}
\int_{0}^{\infty} e^{-s t} t^{k} E_{1,1}(a t) d t=\frac{k!}{(s-a)^{k+1}}, \text { for convergence } s>a \tag{3.27}
\end{equation*}
$$

The Laplace transform of some pairs of M-L functions $E_{\alpha, \beta}\left(a t^{\alpha}\right)$ and $t^{x}$, where $x$ is a function of M-L function parameters $\alpha$; and $\beta$, plays an important role in solving the FODEs [91]. Another important pair is $t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)$, where whose Laplace transform can be obtained as follows:

$$
\begin{equation*}
\mathcal{L}\left[t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)\right]=\int_{0}^{\infty} e^{-s t} t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right) d t \tag{3.28}
\end{equation*}
$$

The two-parameter M-L function in the right hand side of Eq.(3.28) can be expressed in the summation form, as illustrated in section (2.2.2), so the last formula can be rewritten as following:

$$
\begin{equation*}
\mathcal{L}\left[t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)\right]=\int_{0}^{\infty} e^{-s t} t^{\beta-1} \sum_{k=0}^{\infty} \frac{\left(a t^{\alpha}\right)^{k}}{\Gamma(\alpha k+\beta)} d t \tag{3.29}
\end{equation*}
$$

Exchange the position order of the integral operator and the summation symbol (sigma notation), and take the constants out of the integral to obtain

$$
\begin{equation*}
\mathcal{L}\left[t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)\right]=\sum_{k=0}^{\infty} \frac{a^{k}}{\Gamma(\alpha k+\beta)} \int_{0}^{\infty} t^{\alpha k+\beta-1} e^{-s t} d t \tag{3.30}
\end{equation*}
$$

The solution of the integral in the right hand side of the above equation is give by

$$
\begin{equation*}
\int_{0}^{\infty} t^{\alpha k+\beta-1} e^{-s t} d t=\frac{(\alpha k+\beta-1)!}{s^{\alpha k+\beta-1+1}} \tag{3.31}
\end{equation*}
$$

Substitute Eq.(3.31) into Eq.(3.30) and consider the gamma function integral formula that given in Eq.(2.1) to obtain

$$
\begin{equation*}
\mathcal{L}\left[t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)\right]=\sum_{k=0}^{\infty}\left[\frac{a^{k}}{(\alpha k+\beta-1)!} \frac{(\alpha k+\beta-1)!}{s^{\alpha k+\beta-1+1}}\right] . \tag{3.32}
\end{equation*}
$$

So the Laplace transform of the pair $t^{\beta-1} E_{\alpha \beta}\left(a t^{\alpha}\right)$ can be given as

$$
\begin{equation*}
\mathcal{L}\left[t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)\right]=\sum_{k=0}^{\infty} \frac{a^{k}}{s^{\alpha k+\beta-1+1}} . \tag{3.33}
\end{equation*}
$$

The Infinite Geometric Series in the right hand side of the last equation is given by

$$
\begin{equation*}
\sum_{k=0}^{\infty} \frac{a^{k}}{s^{\alpha k+\beta-1+1}}=\frac{s^{\alpha-\beta}}{s^{\alpha}-a}, s^{\alpha>a} \tag{3.34}
\end{equation*}
$$

Substituting Eq.(3.34) into Eq.(3.33) to obtain the last form of the Laplace transform of the given pair $t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)$ as follows:

$$
\begin{equation*}
\mathcal{L}\left[t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)\right]=\frac{s^{\alpha-\beta}}{s^{\alpha}-a}, \mathbb{R}(s)>|a|^{\frac{1}{\alpha}} . \tag{3.35}
\end{equation*}
$$

Similarly, using the same derivation of the Laplace transform of $t^{\beta-1} E_{\alpha, \beta}\left(a t^{\alpha}\right)$ that derived above, the Laplace transform of the pair $t^{\alpha-1} E_{\alpha, \alpha}\left(-a t^{\alpha}\right)$ can be given as following [94]:

$$
\begin{equation*}
\mathcal{L}\left[t^{\alpha-1} E_{\alpha, \alpha}\left(-a t^{\alpha}\right)\right]=\frac{1}{s^{\alpha}+a},\left|\frac{a}{s^{\alpha}}\right|<1 . \tag{3.36}
\end{equation*}
$$

In general the Laplace transforms of the M-L Functions pair $t^{\alpha k+\beta-1} E_{\alpha, \beta}^{(k)}\left( \pm a t^{\alpha}\right)$ is given by [6]

$$
\begin{equation*}
\mathcal{L}\left[t^{\alpha k+\beta-1} E_{\alpha, \beta}^{(k)}\left( \pm a t^{\alpha}\right)\right]=\frac{k!s^{\alpha-\beta}}{\left(s^{\alpha} \mp a\right)^{k+1}}, \quad \mathbb{R}(s)>|a|^{\frac{1}{\alpha}} . \tag{3.37}
\end{equation*}
$$

where the $k^{t h}$ derivative of M-L Function $E_{\alpha, \beta}^{(k)}\left( \pm a t^{\alpha}\right)$ is expressed as follows:

$$
\begin{equation*}
E_{\alpha, \beta}^{(k)}(z)=\frac{d^{k}}{d z^{k}} E_{\alpha, \beta}(z) . \tag{3.38}
\end{equation*}
$$

## Example 3.1

The pair of M-L Functions and their Laplace transforms can be used to obtain the solutions or the responses of FDEs or the fractional modeled systems such as fractional oscillator [97]. As an example, let's consider the three-term FDEs represented as

$$
\begin{equation*}
a_{0} D_{t}^{\alpha}\left[D_{t}^{\alpha} y(t)\right]+a_{10} D_{t}^{\alpha} y(t)+a_{2} y(t)=u(t), \tag{3.39}
\end{equation*}
$$

Assume that the fractional derivatives property that is given in section (2.3.3) is applicable to the function $y(t)$, and the input signal is given as unit impulse $u(t)=\delta(t)$, with zero initial conditions. Furthermore, as a particular case assume the coefficients $a_{0}, a_{1}$, and $a_{2}$ to be ones. Apply the Laplace transform of R-L fractional derivative to the function $y(t)$, such that the fractional order derivative $\alpha$ is in the range $0 \leq \alpha<1$. The corresponding fractional transfer function of the given FDE in Eq.(3.39) can be obtained as following:

$$
\begin{equation*}
s^{2 \alpha} Y(s)+s^{\alpha} Y(s)+Y(s)=U(s) . \tag{3.40}
\end{equation*}
$$

The fractional transfer function of the system in Eq.(3.40) is

$$
\begin{equation*}
G(s)=\frac{Y(s)}{U(s)}=\frac{1}{s^{2 \alpha}+s^{\alpha}+1} . \tag{3.41}
\end{equation*}
$$

Since the input signal is a unit impulse where its Laplace transform equals one [80], then the fractional transfer function above can be rewritten as:

$$
\begin{align*}
G(s) & =Y(s) \\
& =\frac{1}{s^{2 \alpha}+s^{\alpha}+1}, \tag{3.42}
\end{align*}
$$

The solution of the given FDE, as a function of $t$, can be obtained by taking the inverse Laplace transform of the transfer function in Eq.(3.42) as following:

$$
\begin{equation*}
y(t)=\mathcal{L}^{-1}\left[\frac{1}{s^{2 \alpha}+s^{\alpha}+1}\right] . \tag{3.43}
\end{equation*}
$$

The transfer function that is given in Eq.(3.42) can be rewritten as

$$
\begin{equation*}
G(s)=\frac{1}{s^{2 \alpha}+s^{\alpha}+\frac{1}{4}+\frac{3}{4}} . \tag{3.44}
\end{equation*}
$$

Multiply and divide the right hand side of Eq.(2.44) by $\frac{\sqrt{3}}{2}$ to obtain

$$
\begin{equation*}
G(s)=\frac{2}{\sqrt{3}} \frac{\frac{\sqrt{3}}{2}}{\left(s^{\alpha}+\frac{1}{2}\right)^{2}+\frac{3}{4}} . \tag{3.45}
\end{equation*}
$$

Let $w=\frac{\sqrt{3}}{2}$, and $a=\frac{1}{2}$, then the last fractional transfer function that is given in Eq.(3.45) can be expressed as

$$
\begin{equation*}
G(s)=\frac{1}{w} \frac{w}{\left(s^{\alpha}+a\right)^{2}+w^{2}} . \tag{3.46}
\end{equation*}
$$

The integer order representation or the non-homogenous differential equation that is corresponded to the given FODE in Eq.(3.39) is given, at $\alpha=1$, as following:

$$
\begin{equation*}
\ddot{y}(t)+\dot{y}(t)+y(t)=u(t), \tag{3.47}
\end{equation*}
$$

where $u(t)=\delta(t)$, the corresponding transfer function of the integer order representation is given by

$$
\begin{equation*}
G(s)=\frac{2}{\sqrt{3}} \frac{\frac{\sqrt{3}}{2}}{\left(s+\frac{1}{2}\right)^{2}+\frac{3}{4}} . \tag{3.48}
\end{equation*}
$$

Consider the assumptions $w=\frac{\sqrt{3}}{2}$, and $a=\frac{1}{2}$. The transfer function of the integer order system that is given by Eq.(3.48) can be rewritten as

$$
\begin{equation*}
G(s)=\frac{1}{w} \frac{w}{(s+a)^{2}+w^{2}} . \tag{3.49}
\end{equation*}
$$

Since the Laplace transform of $\frac{w}{(s+a)^{2}+w^{2}}$ is given as $e^{-a t} \sin (w t)$ [80], then the solution of the integer order differential equation that given in Eq.(3.47) in time domain, is obtained as follows:

$$
\begin{equation*}
y(t)=\frac{1}{w}\left[e^{-a t} \sin (w t)\right], \tag{3.50}
\end{equation*}
$$

where the trigonometric function $\sin (w t)$ can be represented in terms of exponential function as following [104]:

$$
\begin{equation*}
\sin (w t)=\frac{e^{i w t}-e^{-i w t}}{2 i} . \tag{3.51}
\end{equation*}
$$

Moreover, from $\mathrm{Eq}(2.3)$ through Eq.(2.6) the exponential function $e^{-a t}$ can be rewritten in terms of M-L Function as

$$
\begin{align*}
e^{-a t} & =E_{1,1}(-a t) \\
& =\sum_{k=0}^{\infty} \frac{(-a t)^{k}}{\Gamma(k+1)} . \tag{3.52}
\end{align*}
$$

From Eq.(3.18), the Laplace transform of M-L Function $E_{1,1}(-a t)$ which is represented by $e^{-a t}$ is given by

$$
\begin{equation*}
\mathcal{L}\left[E_{1,1}(-a t)\right]=\frac{1}{s+a} . \tag{3.53}
\end{equation*}
$$

The M-L Function $E_{1,1}(-a t)$ is a particular case of the two parameter M-L Function, that can be written as following:

$$
\begin{equation*}
E_{\alpha, \alpha}(-a t)=\sum_{k=0}^{\infty} \frac{(-a t)^{k}}{\Gamma(\alpha k+\alpha)} . \tag{3.54}
\end{equation*}
$$

Similarly, from equation (3.51), the trigonometric function, with fractional power angle, $\sin \left(w t^{\alpha}\right)$ can be given as following:

$$
\begin{equation*}
\sin \left(w t^{\alpha}\right)=\frac{e^{i w t^{\alpha}}-e^{-i w t^{\alpha}}}{2 i} \tag{3.55}
\end{equation*}
$$

So, the multiplication of the functions $e^{-a t^{\alpha}}$, and $\sin \left(w t^{\alpha}\right)$ can be represented as follows:

$$
\begin{equation*}
e^{-a t^{\alpha}} \sin \left(w t^{\alpha}\right)=e^{-a t^{\alpha}}\left(\frac{e^{i w t^{\alpha}}-e^{-i w t^{\alpha}}}{2 i}\right) . \tag{3.56}
\end{equation*}
$$

The desired transfer function of the given system in Eq.(3.39), $G_{\text {desired }}(s)$, can be obtained by taking the Laplace transform of the last expression as follows:

$$
\begin{equation*}
\mathcal{L}\left[e^{-a t^{\alpha}} \sin \left(w t^{\alpha}\right)\right]=\mathcal{L}\left[e^{-a t^{\alpha}}\left(\frac{e^{i v t^{\alpha}}-e^{-i w t^{\alpha}}}{2 i}\right)\right] . \tag{3.57}
\end{equation*}
$$

Using the distributive property of multiplication in the last equation, and taking $\frac{1}{2 i}$ out of the square brackets yields

$$
\begin{equation*}
\mathcal{L}\left[e^{-a t^{\alpha}} \sin \left(w t^{\alpha}\right)\right]=\frac{1}{2 i} \mathcal{L}\left[e^{(-a+i w) t^{\alpha}}-e^{(-a-i w) t^{\alpha}}\right] \tag{3.58}
\end{equation*}
$$

From Eq.(3.36) the following Laplace transform of $t^{\alpha-1} E_{\alpha, \alpha}\left(-\lambda_{i} t^{\alpha}\right)$ can be expressed:

$$
\begin{equation*}
\mathcal{L}\left[t^{\alpha-1} E_{\alpha, \alpha}\left(\lambda_{i} t^{\alpha}\right)\right]=\frac{1}{s^{\alpha}-\lambda_{i}}, \quad\left|\frac{\lambda_{i}}{s^{\alpha}}\right|<1, \quad i=1,2 \tag{3.59}
\end{equation*}
$$

where the roots of the system $\lambda_{i}$, in integer representation, are given by $\lambda_{1}=(-a+i w)$, and $\lambda_{2}=(-a-i w)$. So, the desired Laplace transform of the system can be close to the following Laplace transform:

$$
\begin{equation*}
G_{\text {desired }}(s)=\mathcal{L}\left\{t^{\alpha-1} E_{\alpha, \alpha}\left[(-a+i w) t^{\alpha}\right]-t^{\alpha-1} E_{\alpha, \alpha}\left[(-a-i w) t^{\alpha}\right]\right\} . \tag{3.60}
\end{equation*}
$$

Take the Laplace transform of the last equation that given by Eq.(3.60) to obtain

$$
\begin{equation*}
G_{\text {desired }}(s)=\left[\frac{1}{s^{\alpha}-(-a+i w)}-\frac{1}{s^{\alpha}-(-a-i w)}\right] . \tag{3.61}
\end{equation*}
$$

Multiply the last transfer function by $\frac{1}{2 i w}$, and manipulate it in order to match the transfer function of the given FDE

$$
\begin{equation*}
G_{\text {desired }}(s)=\frac{1}{2 i w}\left[\frac{1}{s^{\alpha}-(-a+i w)}-\frac{1}{s^{\alpha}-(-a-i w)}\right] . \tag{3.62}
\end{equation*}
$$

Manipulating the last formula to obtain

$$
\begin{equation*}
G_{\text {desired }}(s)=\frac{1}{2 i w}\left[\frac{s^{\alpha}+a+i w-s^{\alpha}-a+i w}{s^{2 \alpha}+a s^{\alpha}+i w s^{\alpha}+a s^{\alpha}-i w s^{\alpha}+a^{2}+w^{2}}\right] . \tag{3.63}
\end{equation*}
$$

Some terms in the Eq.(3.63) may cancel each other to obtain the following transfer function:

$$
\begin{equation*}
G_{\text {desired }}(s)=\frac{1}{2 i w}\left[\frac{2 i w}{s^{2 \alpha}+2 a s^{\alpha}+a^{2}+w^{2}}\right] . \tag{3.64}
\end{equation*}
$$

The last formula that obtained in Eq.(3.64) of the desired transfer function, can be expressed as

$$
\begin{equation*}
G_{\text {desired }}(s)=\frac{1}{w}\left[\frac{w}{\left(s^{\alpha}+a\right)^{2}+w^{2}}\right] . \tag{3.65}
\end{equation*}
$$

The last transfer function exactly matches the transfer function of the given system in Eq.(3.39). From Eq.(3.60), and Eq.(3.61). The inverse Laplace transform of the of the last transfer function Eq.(3.65), which equals the time domain response of the given fractional order system, in Eq.(3.39), due to impulse input, is given by

$$
\begin{equation*}
y_{\text {fractional }}(t)=\frac{1}{2 i w} t^{\alpha-1}\left\{E_{\alpha, \alpha}\left[(-a+i w) t^{\alpha}\right]-E_{\alpha, \alpha}\left[(-a-i w) t^{\alpha}\right]\right\} . \tag{3.66}
\end{equation*}
$$

Figure 3.2 illustrates the solutions that is obtained in Eq.(3.66) of the nonhomogeneous three-term FDE that is given by Eq.(3.39), for different values of the fractional order $\alpha$. The figure also shows the solution which is obtained by Eq.(3.50), of the 2nd order non-homogeneous differential equation that is represented by Eq.(3.47).
It's concluded from Fig. 3.2 that the fractional order representation exactly identical to the integer representation when the fractional order $\alpha$ of the FDE equal one. That is verified analytically, later on as well. Additionally, the response of the fractional model is getting the steady state faster as the fractional order $\alpha$ goes to zero. Also the overshoot of the response decreases as the fractional order decreases.


Figure 3.2: The solution of a non-homogeneous three-term FDE for different values of $\alpha$ compared with the solution of 2 nd order non-homogeneous differential equation.

## Verification of the Fractional Order Solution

In order to verify the fractional response, that is given by Eq.(3.66), consider the

FODE that given in Eq.(3.39) and its solution that is given by Eq.(3.66).
Let's investigate the FDE and its solution at fractional order $\alpha=1$. Due to this the FDE is converted to the second order differential equation that given in Eq.(3.47) whose solution is given by Eq.(3.50)

Examine the following fractional order solution that is given in Eq.(3.66) at fractional order $\alpha$ equals one

$$
\begin{equation*}
\underset{\substack{y_{\text {fractional }}(t) \\ \alpha=1}}{ }=\frac{1}{2 i w} t^{0}\left\{E_{1,1}[(-a+i w) t]-E_{1,1}[(-a-i w) t]\right\} . \tag{3.67}
\end{equation*}
$$

From Eq.(3.52), the two-parameter M-L function with parameters $\alpha=1$, and $\beta=1$ can be written as following:

$$
\begin{align*}
E_{1,1}\left(-\lambda_{i} t\right) & =\sum_{k=0}^{\infty} \frac{\left(-\lambda_{i} t\right)^{k}}{\Gamma k+1} \\
& =e^{-a t} \quad i=1,2 \tag{3.68}
\end{align*}
$$

where $\lambda_{1}$, and $\lambda_{2}$ represent the roots $(-a+i w)$, and $(-a-i w)$, respectively, so the fractional order solution in(3.67) can be rewritten as

$$
\begin{equation*}
y_{\substack{\text { fractional } \\ \alpha=1}}(t)=\frac{1}{2 i w}\left[e^{(-a+i w) t}-e^{(-a-i w) t}\right] . \tag{3.69}
\end{equation*}
$$

Manipulating Eq.(3.69) yields

$$
\begin{equation*}
\underset{\substack{y_{\text {fractional }}^{\alpha=1}}}{ }(t)=\frac{1}{2 i w}\left(e^{-a t} e^{i w t}-e^{-a t} e^{-i w t}\right) . \tag{3.70}
\end{equation*}
$$

Take $e^{-a t}$ out of the parentheses and use the distributive property of multiplication by distributing $\frac{1}{2 i}$ to the parentheses to obtain

$$
\begin{equation*}
\underset{\substack{\text { fractional } \\ \alpha=1}}{ }(t)=\frac{1}{w} e_{-a t}\left(\frac{e^{i w t}-e^{-i w t}}{2 i}\right) . \tag{3.71}
\end{equation*}
$$

According to the above, the fractional order solution of the given FODE, at the order $\alpha=1$, is given by

$$
\begin{equation*}
\underset{\substack{y_{\text {fractional }}(t) \\ \alpha=1}}{ }=\frac{1}{w} e^{-a t} \sin (w t) . \tag{3.72}
\end{equation*}
$$

The last solution that is given by Eq.(3.72) exactly equals the solution of integer order differential equation, that given in Eq.(3.50). It's concluded from the above verification that the solution of the given FODE in Eq.(3.39) is given by Eq.(3.66).

### 3.5 Non-Homogenous Three-Term FDE with Time Delay

The time delay is transportation lags or apparent time delays may be present in a process due to actuator limitations or process measurements [107], or in the identification exercise when a higher-order process is approximated by a lower order model. From Eq.(3.6) a commensurate transfer function of order $\boldsymbol{\alpha}$ for fractional order time-delay system is given as $[111,114,118]$

$$
\begin{equation*}
G(s)=K_{0} \frac{\sum_{k=0}^{M} b_{k}\left(s^{\alpha}\right)^{k}}{\sum_{k=0}^{N} a_{k}\left(s^{\alpha}\right)^{k}} \exp ^{-\tau s}, \tag{3.73}
\end{equation*}
$$

where $\tau$ represents the time delay of the system.
The $\mathbf{2}^{\text {nd }}$ Order Non-Homogenous three-term FDE with time delay is represented as following [111]:

$$
\begin{equation*}
m \ddot{y}(t)+c_{0} D_{t}^{\alpha} y(t)+k y(t)=u(t-\tau) . \tag{3.74}
\end{equation*}
$$

The solution of Eq.(3.74) using the M-L function and Laplace transform with zero initial conditions can be obtained as following: The Laplace transform of the fractional system that is given in Eq.(3.74) is [6, 111, 114]

$$
\begin{equation*}
Y(s)=\frac{1}{m s^{2}+c s^{\alpha}+k} e^{\tau s}, \tag{3.75}
\end{equation*}
$$

Manipulating the system transfer function that given in Eq.(3.75) yields [6]

$$
\begin{equation*}
Y(s)=\frac{1}{k} \frac{k s^{\alpha}}{m s^{2-\alpha}+c} \frac{1}{1+\frac{k s s^{-\alpha}}{m s^{2-\alpha}+c}} e^{\tau s} . \tag{3.76}
\end{equation*}
$$

Equation (3.76) can be rewritten as following [6]:

$$
\begin{equation*}
Y(s)=\frac{1}{k} \sum_{n=1}^{\infty}(-1)^{n}\left(\frac{k}{m}\right)^{n+1} \frac{s^{-\alpha n+\alpha}}{\left(s^{2-\alpha}+\frac{c}{m}\right)^{n+1}} e^{\tau s} . \tag{3.77}
\end{equation*}
$$

The time domain response of the system can be written as follows:

$$
\begin{equation*}
y(t)=\frac{1}{m} \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!}\left(\frac{k}{m}\right)^{n}(t-\tau)^{2(n+1)-1} E_{2-\alpha, 2=\alpha n}^{(n)}\left(-\frac{c}{m}(t-\tau)^{2-\alpha}\right) . \tag{3.78}
\end{equation*}
$$

Using Eq.(2.9) to open the derivative of M-L. function to obtain the last form of the time domain response as following [6]:

$$
\begin{equation*}
y(t)=\frac{1}{k} \sum_{j=0}^{\infty}\left(-\frac{c}{m}\right)^{j} \sum_{n=0}^{\infty}(-1)^{n}\left(\frac{k}{m}\right)^{n+1} \frac{(j+n)!(t-\tau)^{2(j+n)+2-1-\alpha j}}{n!j!\Gamma[2(j+n+1)-\alpha j]} . \tag{3.79}
\end{equation*}
$$

The response of $\mathbf{2}^{\text {nd }}$ order Non-Homogenous three-term FDE with different values of time delay $\boldsymbol{\tau}$ according to the solution that is given in Eq.(3.79) is illustrated in Fig. 3.3 in which the damping fractional derivative order $\boldsymbol{\alpha}=\mathbf{1 . 2}$. It's concluded from the figure that as the time delay increases, the overshot and the steady state time of the response increase. This observation support the reasons of the lag that occurred due to the capability of the system and the process measurements effects.


Figure 3.3: Responses of $2^{\text {nd }}$ order Non-Homogenous three-term FDE with different values of time delay $\boldsymbol{\tau}$.

## CHAPTER 4

## FRACTIONAL EULER-LAGRANGE EQUATIONS

### 4.1 Introduction

The calculus of variations plays an important role in some disciplines like engineering, and applied and pure mathematics. Moreover, recent researches have investigated that some physical systems can be modeled more accurately using fractional representations [4]. In this chapter, the derivation of FELEs is investigated, and applied in the following chapter, in order to interpret its parameters. This includes the interpretation of the mathematical and physical meaning of the R-L integral order $\alpha$, and the intrinsic time $\tau$, which appear in the damping part of the EELEs. Moreover, an alternative formula of FELEs is introduced in this chapter, and compared with the approved formula.

### 4.2 The Euler-Lagrange Equations

Most of the mechanical systems motions are governed by the Principle of Least Action, or Hamilton's Principle. By means of this principle, any mechanical system can be characterized by a variational function $f\left(x, y, y^{\prime}\right)$ [10]. The principle of Least Action states that the appropriate track of motion of any dynamic system with holonomic constraints is a stationary solution of the action [16]

$$
\begin{equation*}
f\left(x, y_{1}, y_{2}, \ldots, y_{n}, y_{1}^{\prime}, y_{2}^{\prime}, \ldots, y_{n}^{\prime}\right)=f\left(x, y, y^{\prime}\right) \tag{4.1}
\end{equation*}
$$

where the system dynamic motion satisfies certain conditions [10]. Additionally, the Hamilton's Principle governs many physical and mathematical problems, in which some quantities need to be minimized (or maximized) and expressed as an integral. These quantities obey the Hamilton's Principle [16]. The classical problem in calculus of variations is exploited to find the function $y(x)$ that minimizes or maximizes the integral

$$
\begin{equation*}
I=\int_{x_{1}}^{x_{2}} F\left(x, y, y^{\prime}\right) d x, \tag{4.2}
\end{equation*}
$$

The Calculus of Variations methods transform the problem of minimizing the integral that is given by Eq.(4.2), into a solution of differential equation. That solution is expressed as $y(x)$ in terms of derivatives of the integrand $F\left(x, y, y^{\prime}\right)$. That solution is treated as a function of $y(x)$ and $y^{\prime}(x)$ [22].

The Euler-Lagrange formula is used to terminate the integral $I$. To do so, the functions $y(x)$, and $y^{\prime}(x)$ must be defined such that $I$ is exterimaized [28]. The function $y^{\prime}(x)$ obeys a few necessary constraints:
i) $y^{\prime}\left(x_{1}, \epsilon\right)=y\left(x_{1}\right)$, and $y^{\prime}\left(x_{2}, \epsilon\right)=y\left(x_{2}\right)$, where $\epsilon$ is a varying parameter.
ii) $y^{\prime}(x, 0)=y(x)$.
ii) $y^{\prime}(x, \epsilon)$ and all of its second order derivatives are continuous derivatives of $x$, and $\epsilon$.

According to Fermat's principle [34] which states that "The path of a light ray traveling between two points is the shortest path", and for small variations in the taken path, the optical path length stays the same". This shortest path can be determined.

In order to find that path let us consider two paths $y(x)$, and $y_{1}(x)=y(x)+\epsilon \eta(x)$ , where $\eta(x)$ is arbitrary smooth function of $x$. Since we are looking for specific value of the variable $x$, by which the system reaches the end point via the two paths, the end points of the two paths must be same as illustrated in Fig. 4.1. The two paths can be expressed as

$$
\begin{align*}
& y\left(x_{1}\right)=y_{1}\left(x_{1}\right)=y_{a}  \tag{4.3a}\\
& y\left(x_{2}\right)=y_{2}\left(x_{2}\right)=y_{b} . \tag{4.3b}
\end{align*}
$$



Figure 4.1: The paths of the functions $y(x)$, and $y_{1}(x)$.

Therefore, the arbitrary smooth function $\eta(x)$ must vanish at the end points as illustrated in the following formula

$$
\begin{equation*}
\eta\left(x_{1}\right)=\eta\left(x_{2}\right)=0 \tag{4.4}
\end{equation*}
$$

The second path $y_{1}(x)=y(x)+\epsilon \eta(x)$ is considered to be small variation of the path $y(x)$, where $\epsilon \ll 1$, so one can say that the functions $y(x)$, and $y_{1}(x)$ satisfy the boundary conditions in Eq.(4.4). The corresponding Taylor expansion can be applied $[40,46]$ to the integrand as a function of $y(x)$, which can be expressed by the following:

$$
\begin{align*}
F\left(x, y_{1}, y_{1}^{\prime}\right) & =F\left(x+y+\epsilon \eta, y^{\prime}+\epsilon \eta^{\prime}\right) \\
& =F\left(x, y, y^{\prime}\right)+\epsilon \eta \frac{\partial F}{\partial y}+\epsilon \eta^{\prime} \frac{\partial F}{\partial y^{\prime}}+O\left(\epsilon^{2}\right) . \tag{4.5}
\end{align*}
$$

Since it is assumed that the integral $I$ in Eq.(4.2) has a minimum or maximum value contingent upon $y(x)$, and consider Eq.(4.5), the following formula can be written

$$
\begin{equation*}
\int_{x_{1}}^{x_{2}} F\left(x, y_{1}, y_{1}^{\prime}\right) d x=\int_{x_{1}}^{x_{2}}\left(x, y, y^{\prime}\right) d x+\int_{x_{1}}^{x_{2}} F\left(\epsilon \eta \frac{\partial F}{\partial y}+\epsilon \eta^{\prime} \frac{\partial F}{\partial y^{\prime}}\right) d x+O\left(\epsilon^{2}\right) . \tag{4.6}
\end{equation*}
$$

The new integral that is illustrated in Eq.(4.6) is considered to be minimized or maximized and can be expressed as a summation of the old integral in Eq.(4.2) and the integral $\delta I$. The later is resulted from the variation of the function $y(x)$. So it can be obtained from the subtraction of the two integrals as follows:

$$
\begin{equation*}
\delta I=\int_{x_{1}}^{x_{2}} F\left(x, y, y^{\prime}\right) d x+\int_{x_{1}}^{x_{2}}\left(\epsilon \eta \frac{\partial F}{\partial y}+\epsilon \eta^{\prime} \frac{\partial F}{\partial y^{\prime}}\right) d x+O\left(\epsilon^{2}\right)-\int_{x_{1}}^{x_{2}} F\left(x, y, y^{\prime}\right) d x . \tag{4.7}
\end{equation*}
$$

The first and the third terms of the right hand side of Eq.(4.7) cancel each other, so the result from the above equation is just the integral that is resulted from applying the variations followed by Taylor series. This can be expressed as following:

$$
\begin{equation*}
\delta I=\int_{x_{1}}^{x_{2}}\left(\epsilon \eta \frac{\partial F}{\partial y}+\epsilon \eta^{\prime} \frac{\partial F}{\partial y^{\prime}}\right) d x . \tag{4.8}
\end{equation*}
$$

Consider Eq.(4.8), integrate the second term by parts, and apply the boundary conditions to $\eta(x)$, that is given in Eq.(4.4) [46].

Firstly, the integration by parts of the second term yields

$$
\begin{equation*}
\delta I=\epsilon\left[\int_{x_{1}}^{x_{2}} \eta(x) \frac{\partial F}{\partial y} d x+\left.\frac{\partial F}{\partial y^{\prime}} \eta(x)\right|_{x_{1}} ^{x_{2}}-\int_{x_{1}}^{x_{2}} \eta(x) \frac{d}{d x} \frac{\partial F}{\partial y^{\prime}} d x\right] . \tag{4.9}
\end{equation*}
$$

Secondly, applying the boundary conditions, $\eta\left(x_{1}\right)=\eta\left(x_{2}\right)=0$ yields the vanishing of the second term of Eq.(4.9) to become

$$
\begin{equation*}
\delta I=\epsilon\left[\int_{x_{1}}^{x_{2}} \eta(x) \frac{\partial F}{\partial y} d x-\int_{x_{1}}^{x_{2}} \eta(x) \frac{d}{d x} \frac{\partial F}{\partial y^{\prime}} d x\right] . \tag{4.10}
\end{equation*}
$$

Rearrange Eq.(4.10) to obtain the following:

$$
\begin{equation*}
\delta I=\epsilon \int_{x_{1}}^{x_{2}} \eta(x)\left[\frac{\partial F}{\partial y} d x-\frac{d}{d x} \frac{\partial F}{\partial y^{\prime}}\right] d x . \tag{4.11}
\end{equation*}
$$

Due to the boundary conditions and for every $\epsilon$, the integral $\delta I$ becomes zero [28], so Eq.(4.11) can be rewritten as follows:

$$
\begin{equation*}
\delta I=\epsilon \int_{x_{1}}^{x_{2}} \eta(x)\left[\frac{\partial F}{\partial y} d x-\frac{d}{d x} \frac{\partial F}{\partial y^{\prime}}\right] d x=0 . \tag{4.12}
\end{equation*}
$$

Considering the lemma states that: If $\delta I=\epsilon \int_{x_{1}}^{x_{2}} M(x) h(x) d x=0$, and $h(x)$ is continuous function with second partial derivatives and is not identically zero, then $M(x)=0$ on $\left[x_{1}, x_{2}\right.$ ] interval [28]. As aresult the second part of the integrand in Eq.(4.12) equals zero and that can be expressed as following:

$$
\begin{equation*}
\frac{\partial F}{\partial y}-\frac{d}{d x} \frac{\partial F}{\partial y^{\prime}}=0 . \tag{4.13}
\end{equation*}
$$

Equation (4.13) is known as The ELE.

### 4.2.1 Generalized Euler-Lagrange Equations

Equations of motion of a dynamic system such as the double pendulum system can be derived using ELE which is described in the following formula [51]:

$$
\begin{equation*}
\frac{\partial L}{\partial q_{r}(t)}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}_{r}(t)}=f_{r}(t), \tag{4.14}
\end{equation*}
$$

where $L$ represents the Lagrangian function and defines as the difference between the kinetic energy $T$ and potential energy $V$ of the system as following:

$$
\begin{equation*}
L=T-V . \tag{4.15}
\end{equation*}
$$

The variable $q$ in Eq.(2.14) represents the generalized coordinate, $f$ is the external applied force, $r$ is the system element number, and $t$ represents the observer time.

Another term can be added to Eq.(2.14), in case the dynamic system contains a dissipation energy. The addition of the dissipative term to ELE is not a part of the the ELE [55], however, it is considered as a resistance force to the external force. By adding this force to ELE the generalized form of the ELE can be depicted as follows:

$$
\begin{equation*}
\frac{\partial L}{\partial q_{r}(t)}-\frac{d}{d t} \frac{\partial L}{\partial \dot{q}_{r}(t)}=-\frac{\partial D}{\partial \dot{q}_{r}(t)}+f_{r}(t), \tag{4.16}
\end{equation*}
$$

where $D$ is the dissipation energy of the system [55].

### 4.2.2 Expanded Form of Euler-Lagrange Equations

Note that the variables $x, y$, and $y^{\prime}$ in the integrand of Eq.(4.2) have been treated as independent variables. Consequently, the derivatives of the second term of the ELE in Eq.(4.13) are reevaluated. The Chain rule is used to express $\frac{d}{d x}$ in terms of $\frac{\partial}{\partial y^{\prime}}, \frac{\partial}{\partial y}$, and $\frac{\partial}{\partial x}$ as follows [59]:

For the original ELE in Eq.(4.13), the following derivative operators of the function $F$, and its independent variables can be defined as

$$
\begin{equation*}
\frac{d}{d x} \frac{\partial F}{\partial y^{\prime}}=\left[\frac{d}{d x} y^{\prime} \frac{\partial}{\partial y^{\prime}}+\frac{d}{d x} y \frac{\partial}{\partial y}+\frac{\partial}{\partial x}\right] \frac{\partial F}{\partial y^{\prime}} . \tag{4.17}
\end{equation*}
$$

Substitute Eq.(4.17) into the original ELE that is given by Eq.(3.14) to obtain the following new formula:

$$
\begin{equation*}
\frac{\partial F}{\partial y}-\left[\frac{d}{d x} \frac{d y}{d x} \frac{\partial}{\partial y^{\prime}} \frac{\partial}{\partial y^{\prime}} F+\frac{d}{d x} y \frac{\partial}{\partial y} \frac{\partial}{\partial y^{\prime}} F+\frac{\partial}{\partial x} \frac{\partial}{\partial y^{\prime}} F\right]=0 . \tag{4.18}
\end{equation*}
$$

Manipulate Eq.(4.18) to obtain the following Equation [59]

$$
\begin{equation*}
\frac{\partial}{\partial y} F-\left(\frac{\partial^{2}}{\partial y^{\prime 2}} F\right) \frac{d^{2} y}{d x^{2}}-\left(\frac{\partial^{2}}{\partial x \partial y^{\prime}} F\right) \frac{d y}{d x}-\frac{\partial^{2}}{\partial x \partial y^{\prime}} F=0 \tag{4.19}
\end{equation*}
$$

Multiply Eq.(4.19) by -1 to obtain the last formula of the expanded ELE as following:

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial y^{\prime 2}} F\right) \frac{d^{2} y}{d x^{2}}+\left(\frac{\partial^{2}}{\partial y \partial y^{\prime}} F\right) \frac{d y}{d x}+\frac{\partial^{2}}{\partial x \partial y^{\prime}} F-\frac{\partial}{\partial y} F=0 \tag{4.20}
\end{equation*}
$$

The ELEs can be expressed in terms of integer representation as investigated in the previous section and fractional representations. By exploiting same technique that is used to derive the ELE, the fractional representations of the ELE can be obtained.

### 4.3 The General Formula of Fractional Euler Lagrange Equations

The ELE and the expanded ELE are derived by using the calculus of variation as explained in the previous sections. Additionally, the FELE can be derived by mean of fractional calculus and calculus of variation [51, 64, 70, 76, 81]. In some dynamic applications such as the fractional modeling of a free oscillating double pendulum system, the governing equations of system motion are obtained through fractional variational principles [51]. Fundamental concepts of a variational calculus and transversality conditions is introduced to derive the FELE [85]. In order to derive the FELE, let's define the Lagrangian in a sub interval $[a, b]$ as follows [88, 92, 95]:

$$
\begin{equation*}
J[q(t)]=\int_{a}^{b} L\left(t, q(t),{ }_{a} D_{t}^{\beta} q(t),{ }_{t} D_{b}^{\gamma} q(t)\right) d t \tag{4.21}
\end{equation*}
$$

where $J$ is a function to be minimized (or maximized), $q$ is an absolutely continuous function in the interval $[a, b]$ and satisfies the boundary conditions $q(a)=q_{a}$
and $q(b)=q_{b}$ [98]. Since the function $q(t)$ is subjected to traditional boundary conditions, the Caputo derivative seems to be more natural for the Fractional Variation Problems (FVPs) [101]. Consequently, the fractional derivatives of the function $q(t)$, which are defined in Eq.(4.21) rerepresented by the left and the right Caputo fractional derivatives [105] as

$$
\begin{align*}
& { }_{a} D_{t}^{\beta} q(t)={ }_{a}^{C} D_{t}^{\beta} q(t),  \tag{4.22a}\\
& { }_{a} D_{t}^{\gamma} q(t)={ }_{a}^{C} D_{t}^{\gamma} q(t) . \tag{4.22b}
\end{align*}
$$

Substituting Eq.(4.22) into Eq.(4.21) yields

$$
\begin{equation*}
J[q(t)]=\int_{a}^{b} L\left[t, q(t),{ }_{a}^{C} D_{t}^{\beta} q(t),{ }_{t}^{C} D_{b}^{\gamma} q(t)\right] d t \tag{4.23}
\end{equation*}
$$

The Caputo fractional derivatives are considered right here, because they have advantages compared with other methods of fractional derivatives. These advantages include its derivative of a constant is zero, whereas the R-L fractional derivative of a constant is not zero, and Laplace transform of the Caputo fractional derivative is written in terms of the integer derivatives evaluated at the origin [108, 112]. But the R-L fractional integral can be exploited in order to derive the FELE. Before starting the derivation let's define the R-L fractional integral of the Lagrangian $L$.

If the function $L(t) \in \mathbb{C}[a, b]: a \leq t \leq b$, then the left and right R-L fractional integral of $L(t)$, of order $\alpha$, are defined, respectively, as follows [108, 115]:

$$
\begin{align*}
& { }_{a} I_{t}^{\alpha} L(t)=\frac{1}{\Gamma(\alpha)} \int_{a}^{t} \frac{L(\tau)}{(t-\tau)^{1-\alpha}} d \tau, t>a \text { left },  \tag{4.24}\\
& { }_{t} I_{b}^{\alpha} L(t)=\frac{1}{\Gamma(\alpha)} \int_{t}^{b} \frac{L(\tau)}{(t-\tau)^{1-\alpha}} d \tau, t<b \text { right }, \tag{4.25}
\end{align*}
$$

where $\alpha>0, \alpha \in \mathbb{R}$.

Take the R-L fractional integral of the Lagrangian $L$ to define the following action function [119]:

$$
\begin{align*}
S & ={ }_{a} I_{b}^{\alpha} L(t) \\
& =\frac{1}{\Gamma(\alpha)} \int_{a}^{b} L\left[q(\tau),{ }_{a}^{C} D_{t}^{\beta} q(\tau),{ }_{t}^{C} D_{b}^{\gamma} q(\tau)\right](t-\tau)^{\alpha-1} d \tau . \tag{4.26}
\end{align*}
$$

Since the fractional derivatives ${ }_{a}^{C} D_{t}^{\beta} q(\tau),{ }_{t}^{C} D_{b}^{\gamma} q(\tau)$ are considered to be Caputo fractional derivatives, the fractional orders $\beta$ and $\gamma$ must be taken as real numbers in the following range $n-1 \leq \beta<n$, and $n-1 \leq \gamma<n$, where $n$ is a natural number represents the upper integer order limit of the derivatives.

Because of the advantage of using of R-L fractional derivatives within the variational principles, the integral in Eq.(4.26) is chosen to be R-L fractional integral. This advantage is that the integration by parts can be defined [121] in this type of fractional integral. That is exploited in the FELE derivation.

In order to define an admissible varied functions [124] satisfy the boundary conditions $q(a)=q_{a}$, and $q(b)=q_{b}$, and the Lagrangian in Eq.(4.21) as well. Let's express the variation of the function $q(t)$ in terms of finite number $\epsilon$ [127] which is represented as a finite variations of the function $S$ [119]. Therefore, a small variation of the function $q(t)$ can be written as follows:

$$
\begin{equation*}
Q(t)=q(t)+\epsilon \delta q(t) . \tag{4.27}
\end{equation*}
$$

Since $\epsilon \ll 1$, and the variation of the function $q,(\delta q \in \mathbb{C})$, satisfies the boundary conditions $\delta q(a)=\delta q(b)=0$, then the functions $Q$, and $q$ satisfy the same boundary conditions [4, 105]. Consequently, the Lagrangian $L$ can be expressed in terms of the new variation function $Q(t)=q(t)+\epsilon \delta q(t)$ as following:

$$
\begin{equation*}
L(t, Q)=L\left(q+\epsilon \delta q,{ }_{a}^{C} D_{t}^{\beta} q+\epsilon_{a}^{C} D_{t}^{\beta} \delta q,{ }_{t}^{C} D_{b}^{\gamma} q+\epsilon_{t}^{C} D_{b}^{\gamma} \delta q\right) . \tag{4.28}
\end{equation*}
$$

By means of the new continuous function $Q(t)$, and the R-L fractional integral of the Lagrangian $L$, the action function $S$ that is given by Eq.(4.26) can be defined as
follows:

$$
\begin{equation*}
S+\Delta_{\epsilon} S=\frac{1}{\Gamma(\alpha)} \int_{a}^{b} L\binom{q+\epsilon \delta q,{ }_{a}^{C} D_{t}^{\beta} q+}{\epsilon_{a}^{C} D_{t}^{\beta} \delta q,{ }_{t}^{C} D_{b}^{\gamma} q+\epsilon_{t}^{C} D_{b}^{\gamma} \delta q}(t-\tau)^{\alpha-1} d \tau, \tag{4.29}
\end{equation*}
$$

where $\Delta_{\epsilon} S$ represents the variation of the action function $S$. The variation can be extracted from Eq.(4.29) by manipulating the variation of the Lagrangian in Eq.(4.28), and comparing the result with Eq.(4.26). To achieve this and for simplicity let's start with the following derivation:

To derive the traditional ELE the following integral is considered, as mentioned in section (4.2), to find the function $q$ that minimizes or maximizes the integral

$$
\begin{equation*}
j=\int L(t, q, \dot{q}) d t \tag{4.30}
\end{equation*}
$$

For small constant variation $\delta$, and considering the Eqs.(4.5 through 4.8), the variation of the integral in Eq.(4.30) is given by

$$
\begin{equation*}
\delta j=\int\left(\frac{\partial L}{\partial q} \delta q+\frac{\partial L}{\partial \dot{q}} \frac{d}{d t} \delta q\right) d t \tag{4.31}
\end{equation*}
$$

Integrate the second term of the integrand in Eq.(4.31) by parts. To do so consider the rule

$$
\begin{equation*}
\int u d v=u v-\int v d u \tag{4.32}
\end{equation*}
$$

let

$$
\begin{equation*}
u=\frac{\partial L}{\partial \dot{q}} . \tag{4.33}
\end{equation*}
$$

Take the derivatives of both sides of Eq.(4.33) to obtain

$$
\begin{equation*}
d u=\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}}\right) d t \tag{4.34}
\end{equation*}
$$

and let

$$
\begin{equation*}
d v=\frac{\partial}{\partial t} \delta q d t \tag{4.35}
\end{equation*}
$$

Take the integrals of both sides of of Eq.(4.35) to obtain

$$
\begin{equation*}
v=\delta q . \tag{4.36}
\end{equation*}
$$

Substitute Eqs.(4.33 through 4.36) into Eq.(4.32) to obtain the following:

$$
\begin{align*}
\int \frac{\partial L}{\partial \dot{q}} \frac{d}{d t} \delta q d t & =\int \frac{\partial L}{\partial \dot{q}} d(\delta q) \\
& =\frac{\partial L}{\partial \dot{q}} \delta q-\int \delta q\left[\frac{d}{d t}\left(\frac{\partial L}{\partial \dot{q}}\right) d t\right] \tag{4.37}
\end{align*}
$$

Similarly, the same steps can be done for the Lagrangian in Eq.(4.28) to obtain two main terms, as follows:

$$
\begin{equation*}
L(t, Q)=L\left(q,{ }_{a}^{C} D_{t}^{\beta} q,{ }_{t}^{C} D_{b}^{\gamma} q\right)+L\binom{\epsilon \delta q \frac{\partial L}{\partial q}+\epsilon \frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}}{{ }_{a}^{C} D_{t}^{\beta} \delta q+\epsilon \frac{\partial L}{\partial_{t}^{c} D_{b}^{\gamma} q}{ }_{t}^{C} D_{b}^{\gamma} \delta q}+O\left(\epsilon^{2}\right) . \tag{4.38}
\end{equation*}
$$

where the second main term represents the variation of the Lagrangian, so the variation of the action function $\Delta_{\epsilon} S$ can be expressed in terms of the variation of the Lagrangian as following [119]:

$$
\Delta_{\epsilon} S=\int_{a}^{b}\left[\begin{array}{c}
\delta q \frac{\partial L}{\partial q}(t-\tau)^{\alpha-1}+\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \delta q  \tag{4.39}\\
+\frac{\partial L}{\partial_{t}^{c} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \delta q
\end{array}\right]+\epsilon d \tau+O\left(\epsilon^{2}\right) .
$$

Integrate, by parts, the second and the third terms of the integrand of Eq.(4.39) as following:

$$
\begin{equation*}
I_{2^{n d} t e r m}=\int_{a}^{b}\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \delta q\right] d \tau . \tag{4.40}
\end{equation*}
$$

Apply the integration by parts on Eq.(4.40), by considering the formula that given by Eq.(4.32), and assigning the variable $u$, and $v$ as follows:

$$
\begin{gather*}
u=\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1},  \tag{4.41a}\\
d u=\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}{ }_{a}^{C} D_{t}^{\beta}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}\right] d \tau .  \tag{4.41b}\\
{ }_{a}^{C} D_{t}^{\beta} v={ }_{a}^{C} D_{t}^{\beta} \delta q,  \tag{4.41c}\\
v=\delta q . \tag{4.41d}
\end{gather*}
$$

Substitute Eq.(4.41) into Eq.(4.32) to obtain

$$
\begin{gather*}
\int_{a}^{b}\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \delta q\right] d \tau=\left.\frac{\partial L(t-\tau)^{\alpha-1}}{\partial{ }_{a}^{C} D_{t}^{\beta} q} \delta q(\tau)\right|_{a} ^{b}-\int_{a}^{b} \delta q(\tau) \\
{\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}{ }_{a}^{C} D_{t}^{\beta}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}\right] d \tau .} \tag{4.42}
\end{gather*}
$$

Since the variation of the function $q(t)$ obeys the boundary conditions $\delta q(a)=$ $\delta q(b)=0$, then the first term in the right hand side of Eq.(4.42) vanishes, and the integral of the second term $I_{2^{n d} t e r m}$ of Eq.(4.39) can be expressed as follows:

$$
\begin{align*}
& \int_{a}^{b}\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \delta q\right] d \tau= \\
& \quad \quad-\int_{a}^{b} \delta q(\tau)\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}{ }_{a}^{C} D_{t}^{\beta}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}\right] d \tau . \tag{4.43}
\end{align*}
$$

In order to integrate, by parts, the third term of Eq.(4.39), let's follow the same steps that used to integrate the second term by parts, by considering the following:

$$
\begin{gather*}
u=\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1},  \tag{4.44a}\\
d u=\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}{ }_{t}^{C} D_{b}^{\gamma}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \frac{\partial L}{{ }_{\partial}^{C} D_{b}^{\gamma} q}\right] d \tau .  \tag{4.44b}\\
{ }_{t}^{C} D_{b}^{\gamma} v={ }_{t}^{C} D_{b}^{\gamma} \delta q,  \tag{4.44c}\\
v=\delta q . \tag{4.44d}
\end{gather*}
$$

So in order to obtain the new form of the third term integral $I_{3^{r d} t e r m}$ of Eq.(4.39) substitute Eq.(4.44) into Eq. (4.32) to obtain

$$
\begin{gather*}
\int_{a}^{b}\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \delta q\right] d \tau=\left.\frac{\partial L(t-\tau)^{\alpha-1}}{\partial_{t}^{C} D_{b}^{\gamma} q} \delta q(\tau)\right|_{a} ^{b}-\int_{a}^{b} \delta q(\tau) \\
{\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}{ }_{t}^{C} D_{b}^{\gamma}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}\right] d \tau .} \tag{4.45}
\end{gather*}
$$

Similarly, since the variation of the function $q(t)$ obeys the boundary conditions $\delta q(a)=\delta q(b)=0$, the formula of the third term integral $I_{3^{r d} t e r m}$ of Eq.(4.39) can be expressed as follows:

$$
\begin{align*}
\int_{a}^{b} & {\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \delta q\right] d \tau=} \\
& \quad-\int_{a}^{b} \delta q(\tau)\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}{ }_{t}^{C} D_{b}^{\gamma}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}\right] d \tau . \tag{4.46}
\end{align*}
$$

The second and the third parts of the integrands in the right hand sides of the Eq.(4.43), and Eq.(4.46), respectively, are just derivatives of multiplication of two functions. This is illustrated in the following two equations for the second and the third terms, respectively.

$$
\begin{equation*}
\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}{ }_{a}^{C} D_{t}^{\beta}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}={ }_{a}^{C} D_{t}^{\beta}\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}\right] \tag{4.47}
\end{equation*}
$$

$$
\begin{equation*}
\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}{ }_{t}^{C} D_{b}^{\gamma}(t-\tau)^{\alpha-1}+(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}={ }_{t}^{C} D_{b}^{\gamma}\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}\right] \tag{4.48}
\end{equation*}
$$

Substitute Eq.(4.47) into Eq.(4.43) to obtain the second term integral $I_{2^{n d}}$ term final formula as follows:

$$
\begin{align*}
& \int_{a}^{b}\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}{ }_{a}^{C} D_{t}^{\beta} \delta q(\tau)\right] d \tau= \\
&-\int_{a}^{b} \delta q(\tau){ }_{a}^{C} D_{t}^{\beta}\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}\right] d \tau . \tag{4.49}
\end{align*}
$$

Substitute Eq.(4.48) into Eq.(4.46) to obtain the third term integral $I_{3^{r d} t e r m}$ final formula as follows:

$$
\begin{align*}
& \int_{a}^{b}\left[\frac{\partial L}{\partial{ }_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}{ }_{t}^{C} D_{b}^{\gamma} \delta q(\tau)\right] d \tau= \\
&-\int_{a}^{b} \delta q(\tau){ }_{t}^{C} D_{b}^{\gamma}\left[\frac{\partial L}{{ }_{\partial}^{C}{ }_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}\right] d \tau \tag{4.50}
\end{align*}
$$

The formula of the action function variation that is expressed in Eq.(4.39) can be written [119] by substituting Eq.(4.49) and Eq.(4.50) into Eq.(4.39):

$$
\Delta_{\epsilon} S=\int_{a}^{b}\left\{\begin{array}{c}
\delta q(\tau) \frac{\partial L}{\partial q}(t-\tau)^{\alpha-1}-\delta q(\tau){ }_{a}^{C} D_{t}^{\beta}\left[\frac{\partial L}{\partial_{a}^{C} D_{\alpha}^{\beta}}(t-\tau)^{\alpha-1}\right]  \tag{4.51}\\
-\delta q(\tau){ }_{t}^{C} D_{b}^{\gamma}\left[\frac{\partial L}{\partial{ }_{t}^{c} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}\right]
\end{array}\right\} \epsilon d \tau+O\left(\epsilon^{2}\right) .
$$

Take $\delta q$ out of the parentheses, and according to the following rule $[4,129,130$, 132]

$$
\begin{gather*}
{ }_{a} D_{t}^{\alpha} f(t)=\left(\frac{\partial f}{\partial t}\right)^{\alpha},  \tag{4.52a}\\
{ }_{t} D_{b}^{\alpha} f(t)=\left(-\frac{\partial f}{\partial t}\right)^{\alpha} . \tag{4.52b}
\end{gather*}
$$

Follows that, the following relations between the left and the right fractional derivative operators

$$
\begin{align*}
& { }_{a} D_{t}^{\alpha}=-{ }_{t} D_{b}^{\alpha},  \tag{4.53a}\\
& { }_{t} D_{b}^{\alpha}=-{ }_{a} D_{t}^{\alpha} . \tag{4.53b}
\end{align*}
$$

Substitute Eq.(4.53) into the finite variation equation in Eq.(4.51), and take $\delta q$ out of the parenthesis to obtain the following equation:

$$
\Delta_{\epsilon} S=\int_{a}^{b}\left\{\begin{array}{c}
\frac{\partial L}{\partial q}(t-\tau)^{\alpha-1}+{ }_{t}^{C} D_{b}^{\beta}\left[\frac{\partial L}{\partial{ }_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}\right]+  \tag{4.54}\\
{ }_{a}^{C} D_{t}^{\gamma}\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}\right]
\end{array}\right\} \delta q(\tau) \epsilon d \tau+O\left(\epsilon^{2}\right) .
$$

By considering the boundary conditions at the action function $S$ extremities the finite variation equation $\Delta S$ becomes zero [119], or the corresponding variations vanishes [134]. As a result the integrand of the last equation must equal zero [119], as illustrated in the following formula:

$$
\begin{equation*}
\frac{\partial L}{\partial q}(t-\tau)^{\alpha-1}+{ }_{t}^{C} D_{b}^{\beta}\left[\frac{\partial L}{\partial_{a}^{C} D_{t}^{\beta} q}(t-\tau)^{\alpha-1}\right]+{ }_{a}^{C} D_{t}^{\gamma}\left[\frac{\partial L}{\partial_{t}^{C} D_{b}^{\gamma} q}(t-\tau)^{\alpha-1}\right]=0 . \tag{4.55}
\end{equation*}
$$

For simplicity let the orders of the fractional derivatives $\beta=1$, and $\gamma=1$ [119], open the fractional derivatives in the last formula, and consider Eq.(4.55) depends only on ${ }_{t} D_{b}^{\beta}$ or ${ }_{a} D_{t}^{\gamma}[119,136]$ to obtain

$$
\begin{equation*}
\frac{\partial L}{\partial q}+\frac{1}{(t-\tau)^{\alpha-1}}\left\{-\frac{\partial}{\partial t}\left[\frac{\partial L}{\partial \dot{q}}(t-\tau)^{\alpha-1}\right]\right\}=0 \tag{4.56}
\end{equation*}
$$

Take the partial derivative with respect to time of the two functions multiplication $\frac{\partial L}{\partial \dot{q}}(t-\tau)^{\alpha-1}$ in Eq.(4.56) to get the following:

$$
\begin{equation*}
\frac{\partial L}{\partial q}+\frac{1}{(t-\tau)^{\alpha-1}}\left\{-\left[\frac{\partial L}{\partial \dot{q}}(\alpha-1)(t-\tau)^{\alpha-2}+(t-\tau)^{\alpha-1} \frac{\partial}{\partial t} \frac{\partial L}{\partial \dot{q}}\right]\right\}=0 . \tag{4.57}
\end{equation*}
$$

Open the square brackets of the Eq.(4.57), and rearrange it to obtain the FELE as following:

$$
\begin{equation*}
\frac{\partial L}{\partial q}-\frac{\partial}{\partial t} \frac{\partial L}{\partial \dot{q}}-\frac{(\alpha-1)}{(t-\tau)} \frac{\partial L}{\partial \dot{q}}=0 \quad t \neq \tau, \tag{4.58}
\end{equation*}
$$

where $\tau$ represents the intrinsic time and $t$ the observer time [81]. The FELE model can be applied to a system in which harmonic oscillator with time-dependent mass and frequency $w$ obeys merely the standard harmonic oscillator dynamical equation $\ddot{x}+w^{2} x=0[81]$.

### 4.3.1 An Alternative Form of FELEs.

The extended fractional integral of a continues function $L(t)$ in the interval $[a, b]$ of an derivative order $\alpha>0$ are defined by [138]

$$
\begin{align*}
S & ={ }_{a} I_{b}^{\alpha} L(t) \\
& =\frac{1}{\Gamma(\alpha)} \int_{a}^{b} L[\tau, q(\tau), \dot{q}(\tau))(\cosh (t)-\cosh (\tau)]^{\alpha-1} d \tau \tag{4.59}
\end{align*}
$$

where $\dot{q}=\frac{d q}{d \tau} ; \tau$ is the intrinsic time, and $t$ is the observer time.
Under the boundary conditions $q(a)=q_{a}$, and $q(b)=q_{b}$ of the continuous function $q(.) \in \mathbb{C}$ in the interval $[a, b] \in \mathbb{R}$, if the functions $q($.$) are considered to be$ solutions to the above problem, then $q($.$) satisfy the following FELEs [81]:$

$$
\begin{equation*}
\frac{\partial L}{\partial q}-\frac{\partial}{\partial \tau} \frac{\partial L}{\partial \dot{q}}-\frac{(\alpha-1) \sinh (\tau)}{[\cosh (t)-\cosh (\tau)]} \frac{\partial L}{\partial \dot{q}}=0 . \tag{4.60}
\end{equation*}
$$

The extended weak dissipative parameter $D(\tau)=\frac{(\alpha-1) \sinh (\tau)}{[\cosh (t)-\cosh (\tau)]}$ limitations can be written as follows:

$$
\begin{equation*}
D(\tau)=(\alpha-1) \frac{\exp ^{\tau}-\exp ^{-\tau}}{\exp ^{t}+\exp ^{-t}-\left(\exp ^{\tau}+\exp ^{-\tau}\right)} . \tag{4.61}
\end{equation*}
$$

so,

$$
\left\{\begin{array}{l}
\text { if } \tau \longrightarrow \infty, \text { then } D(\tau) \longrightarrow 1-\alpha, \\
\text { if } \tau \longrightarrow 0, \text { then } D(\tau) \longrightarrow 0 .
\end{array}\right.
$$

Harmonic oscillators that have time-depended mass and frequency may be an excellent picture of non-conservative or weak dissipative dynamical systems [81].

### 4.4 Conclusion

The dissipative terms of FELEs in Eq.(4.58), and Eq.(4.60) contain some parameters such as the order of the R-L fractional integrals $\alpha$, and the intrinsic time $\tau$ which can be a plant delay time due to physical transportation delay intrinsic to the system under control [139] in some dynamic systems. Additionally, the fractional order $\alpha$, represents one of the system damping force parameters [48], in the damping term, with time-decreasing coefficient [140]. Moreover, there is a contrast between damping force that given in the FELE which is illustrated in Eq.(4.58), and the damping force given by the alternative form of FELE that is given by Eq.(4.60). Since in the later one, as the intrinsic time $\tau$ goes to zero, the damping force goes to zero as well, and this is illustrated in $\mathrm{Eq}(4.61)$, while in the first form of FELE that is illustrated in Eq.(4.58), as the intrinsic time $\tau$ goes to zero, the damping force becomes timedecreasing damping force. But the intrinsic time $\tau$ is a delay time and generally in most applications very close to zero, so the damping force of the dynamic system that represented by the FELE that illustrated in Eq.(4.58), vanishes as the observer time $t$ increases. Case studies of the FELEs applications are discussed and investigated in the next chapter.

## CHAPTER 5

## APPLICATIONS of the FRACTIONAL EULER-LAGRANGE EQUATIONS

### 5.1 Introduction

The FELE that is introduced in chapter 4 is applied in this chapter to obtain the weak dissipative force that is generated from two case studies modeled by FELE. The responses of the system are compared with the traditional ELE model in terms of the effects of linearity, the fractional integral order $\alpha$, and the initial conditions. A numerical technique and an analytical technique are used to obtain the responses and they are investigated and compared. Additionally, the phase space trajectories of the systems are discussed in order to given more interpretation to the behaviors of the system responses. Moreover, the physical meaning of the R-L fractional integral order $\alpha$ is discussed. This discussion is done by comparing with previous experimental studies whose damping forces affects gave the same behaviors of the damping force generated by FELE modeling.

### 5.2 A Single Pendulum Integer Order Modeling

Consider a free oscillating conservative single pendulum (uniform rod) system with initial conditions $\theta(0)=\theta_{0}$ and $\dot{\theta}(0)=\dot{\theta}_{0}$ as illustrated in Fig. 5.1. The ELE [5] of the system can be given as follows:

$$
\begin{equation*}
\frac{\partial L}{\partial \theta(t)}-\frac{d}{d t} \frac{\partial L}{\partial \dot{\theta}(t)}=0 \tag{5.1}
\end{equation*}
$$



Figure 5.1: A free oscillating conservative single pendulum (uniform rod).

To obtain the system equation of motion, where $L$ which is given as a function of general coordinate $\theta(t)$ is the Lagrangian of the system as demonstrated in Eq.(4.15).

The kinetic energy of the oscillating single pendulum system that is illustrated in Fig. 5.1 can be given by

$$
\begin{equation*}
T=\frac{1}{8} m l^{2} \dot{\theta}(t), \tag{5.2}
\end{equation*}
$$

where the center of gravity of the pendulum is at the center, $l$ represents the length of the rod, and $m$ is the mass of the pendulum.

The potential energy of the pendulum can be expressed as,

$$
\begin{equation*}
V=-\frac{1}{2} m g l \cos \theta(t) \tag{5.3}
\end{equation*}
$$

where $g$ is the gravitational acceleration. Substitute Eq.(5.2) and Eq.(5.3) into Eq.(4.15) to obtain the Lagrangian of the conservative single pendulum system, that is shown in Fig. 5.1, as follows:

$$
\begin{equation*}
L=\frac{1}{8} m l^{2} \dot{\theta}(t)+\frac{1}{2} m g l \cos \theta(t), \tag{5.4}
\end{equation*}
$$

then, the ELE model of the system is obtained by substituting the Lagrangian $L$ that is given by Eq.(5.4) into Eq.(5.1) as following:

$$
\begin{equation*}
\frac{\partial}{\partial \theta(t)}\left[\frac{1}{8} m l^{2} \dot{\theta}(t)+\frac{1}{2} m g l \cos \theta(t)\right]-\frac{d}{d t} \frac{\partial}{\partial \dot{\theta}(t)}\left[\frac{1}{8} m l^{2} \dot{\theta}(t)+\frac{1}{2} m g l \cos \theta(t)\right]=0 . \tag{5.5}
\end{equation*}
$$

Solve the derivatives in the Eq.(5.5) to obtain the following free oscillating undamped single pendulum equation of motion:

$$
\begin{equation*}
\ddot{\theta}(t)+2 \frac{g}{l} \sin \theta(t)=0 . \tag{5.6}
\end{equation*}
$$

Equation (5.6) is a second order non-linear homogeneous differential equation, This equation can be solved by means of Jacobian Elliptic Function [11].

### 5.2.1 Jacobian Elliptic Function

The exact solution of the non-linear ELE model of single pendulum that is represented by Eq.(5.6) can be given by [11],

$$
\begin{equation*}
\theta(t)=2 \sin ^{-1}\left[k \operatorname{sn}\left(\sqrt{\frac{g}{l}}\left(t-t_{0}\right) ; k\right)\right], \tag{5.7}
\end{equation*}
$$

Where the function $\operatorname{sn}(x ; k)$ is the Jacobian Elliptic function, $k$ represents an associated modulus with the Jacobian Elliptic function; and can be expressed as $k=$ $\sin ^{2}\left(\frac{\theta_{0}}{2}\right)$, and the time $t_{0}$ is the initial time [17]. The function $\operatorname{sn}(x ; k)$ is defined as a kind of inversion of an integral given by the following function [23],

$$
\begin{equation*}
x(y, k)=\int_{0}^{y} \frac{1}{\sqrt{\left(1-t^{2}\right)\left(1-k^{2} t^{2}\right)}} d t \tag{5.8}
\end{equation*}
$$

so, the Jacobian elliptic function is defined as the inverse of the $x$ function

$$
\begin{equation*}
y=\operatorname{sn}(x ; k) . \tag{5.9}
\end{equation*}
$$

### 5.2.2 Runge-Kutta Numerical Method

The non-linear equation of motion that is given by Eq.(5.6) can be solved by using Runge-Kutta numerical method which is a weight average slope method to obtain numerical solutions of differential equations. The Runge-Kutta numerical method computational cost is comparable to that of the trapezoidal method [29]. That makes it a more accurate method, but it requires more equations to be solved and computed [35].

The solution of the single pendulum system can be obtained using the $4^{\text {th }}$ order time step Runge-Kutta numerical method as following:

Consider the system equation of motion that is given by Eq.(5.6), with the following initial conditions:

$$
\begin{gather*}
\theta\left(t_{0}\right)=\theta_{0},  \tag{5.10a}\\
\omega\left(t_{0}\right)=\omega_{0}, \tag{5.10b}
\end{gather*}
$$

where $t$ represents the observed time, and $\omega(t)$ is the angular velocity of the pendulum that can be given by

$$
\begin{equation*}
\omega(t)=\frac{d}{d t} \theta(t) . \tag{5.11}
\end{equation*}
$$

Let's define the function $F(t, \theta)$ as follows:

$$
\begin{align*}
F(x, \theta(t)) & =\dot{\omega}(t) \\
& =-\omega_{n}^{2} \sin \theta(t) \tag{5.12}
\end{align*}
$$

where $\omega_{n}=\sqrt{2 \frac{g}{l}}$ is the natural frequency of the system. A according to the method definition, the function $F(t, \theta)$ represents the first slope. By means of the first slope the successive slopes can be obtained, and the position of the pendulum at any time can be expressed as:

$$
\begin{equation*}
\theta(t+h)=\theta(t)+\Delta \theta, \tag{5.13}
\end{equation*}
$$

where $\Delta \theta$ is the average of the four slopes generated by Runge-Kutta numerical method.

## Case Study 5.1

The case study is considered to invastigate the behaviours of a free oscillating single pendulum (rod) system responses. The system is modeled by means of ELE and FELE. The Effects of the linearty, the R-L fractional integral $\alpha$, and the initial conditions on the system responses are studied in this case study. Additionaly, some methods are used to obtain the system responses such as Jacoban Elliptic function, Runge-Kutta numerical technique, and the bassel function based solution.

Consider the following parameters of the single pendulum (rod) that is depicted in Fig. 5.1 with pendulum mass $m=0.230 \mathrm{~kg}$, and pendulum full length $l=0.6413 \mathrm{~m}$ [41].

The responses of the non-linear system, for different initial conditions $\omega(0)$ and $\theta(0)$ can be obtained. The non-linear and linear representations of the system are compared by means of the above two methods for small angle of oscillation as $\sin \theta(t) \simeq \theta(t)$.

The responses of the system oscillations according to the given parameters and different conditions are illustrated in Fig. 5.2.

The response of the non-linear representation and the response the linearized
representation of the system for certain system parameters must match each other for small oscillations $\theta(t)<\frac{\pi}{6}$. In order to investigate that let's consider the following:

The subfigures Fig. 5.2-a through Fig. 5.2-e illustrate a comparison among three representations of the system solutions. These representations are a nonlinear response obtained the Jacobian Elliptic function, a nonlinear response obtained by using the Runge-Kutta numerical technique, and the linearized response of the system.

The initial angular velocity can be introduced when the Runge-Kutta numerical technique is applied. The effect of initial angular velocity on the system response is noticeable, even-though the initial angular displacement is small. That is illustrated by Fig. 5.2-f. The Runge-Kutta numerical technique solutions of the non-linear representations matches the solutions of the linearized representations, as the initial values of the oscillating $\theta(0)$ gets smaller.


Figure 5.2: The responses of non-linear and linearized free oscillating undamped single pendulum system using Jacobian function solution and Runge-Kutta technique.

### 5.3 FELEs Modeling of a Free Oscillating Single Pendulum

The FELE can be applied hypothetically (the assumption states that there is a dissipation force, decreases with time, applied to the system) to obtain the response of the single pendulum system. Considered system is introduced in the previous section. The dissipation of the system is assumed to be gradually decreased as a function of time. This dissipation force may be due to dry friction or magnetic force [47].

Consider the system illustrated in Fig. 5.1, where the Lagrangian $L$ of the system is represented in Eq.(5.4).

Introducing a gradually decreased damping force to the system yields a function of time dissipating force coefficient. That coefficient depends also in the properties of the damper. One of them is the order fractional derivative $\alpha$ as mentioned in the application of the fractional order modeling of the forced oscillating double pendulum system [51]. Consequently, the system can be modeled by means of the FELE. This equation is given as follows:

$$
\begin{equation*}
\frac{\partial L}{\partial \theta(t)}-\frac{d}{d t} \frac{\partial L}{\partial \dot{\theta}(t)}-\frac{\alpha-1}{t-\tau} \frac{\partial L}{\partial \dot{\theta}(t)}=0 . \tag{5.14}
\end{equation*}
$$

Substituting the Lagrangian in Eq.(5.4) into Eq.(5.14) yields

$$
\begin{align*}
\frac{\partial}{\partial \theta(t)}\left[\frac{1}{8} m l^{2} \dot{\theta}(t)+\frac{1}{2} m g l \cos \theta(t)\right] & -\frac{d}{d t} \frac{\partial}{\partial \dot{\theta}(t)}\left[\frac{1}{8} m l^{2} \dot{\theta}(t)+\frac{1}{2} m g l \cos \theta(t)\right] \\
& -\frac{\alpha-1}{t-\tau} \frac{\partial}{\partial \dot{\theta}(t)}\left[\frac{1}{8} m l^{2} \dot{\theta}(t)+\frac{1}{2} m g l \cos \theta(t)\right]=0 . \tag{5.15}
\end{align*}
$$

Solving the derivatives in Eq.(5.15) yields

$$
\begin{equation*}
-m g \frac{l}{2} \sin \theta(t)-\frac{1}{4} m l^{2} \ddot{\theta}(t)-\frac{1}{4} \frac{\alpha-1}{t-\tau} m l^{2} \dot{\theta}(t)=0 . \tag{5.16}
\end{equation*}
$$

Manipulate and rearrange Eq.(5.16) to obtain

$$
\begin{equation*}
\ddot{\theta}(t)+\frac{\alpha-1}{t-\tau} \dot{\theta}(t)+\omega_{n}^{2} \sin \theta(t)=0, \tag{5.17}
\end{equation*}
$$

where $\omega_{n}=\sqrt{2 \frac{g}{l}}$ is the system natural frequency. For the same parameters and with the same initial conditions, the mathematical modeling of the system in the case study (5.1) can be obtained by introducing the FELE. The solutions of the system model can be obtained using the Runge-Kutta method, the Bessel function solution (using Matlab software), or the power series methods to solve variable coefficients second order linear differential equations [52].

The system derived by FELE model is represented by non-linear equations of motion with variable coefficients, where the responses of this system can be obtained by using Runge-Kutta numerical method that introduced in section 5.2.2.

### 5.3.1 The Solutions of the FELEs Modeling of Single Pendulum System

Before getting the responses of the nonlinear system, let's linearized the system then obtain the response using different techniques. Those techniques include the RungeKutta numerical techniques, and the solutions by using Bessel Functions.

The linear formula of the system can be represented, for small oscillation, as follows:

$$
\begin{equation*}
\ddot{\theta}(t)+\frac{\alpha-1}{t-\tau} \dot{\theta}(t)+2 \frac{g}{l} \theta(t)=0, \tag{5.18}
\end{equation*}
$$

with given initial conditions $\theta\left(t_{0}\right)=\theta_{0}, \omega\left(t_{0}\right)=\omega_{0}$.
The responses of the system that is given by Eq.(5.18), with different initial conditions $\theta\left(t_{0}\right)=\theta_{0}, \omega\left(t_{0}\right)=\omega_{0}$ can be obtained by using the Bessel function solution (using Matlab software), or the Runge-Kutta numerical method as following:

## I ) Solutions based on the Bassel Functions

The Matlab program gives the solution of Eq.(5.18), using the function dsolve, which is a numerical technique exploits the Bessel functions to obtain the solutions of second-order linear homogeneous differential equations with variable
coefficients. The responses of the single pendulum FELEs model that is given by Eq.(5.18) are obtained by mean of Bessel function. The responses are compared, as illustrated in Fig. 5.3, with Runge-Kutta numerical technique solutions which are explained in the following subsection.

## II ) The Runge-Kutta Numerical Technique Solution

The responses of the linearized single pendulum system that is represented by Eq.(5.18) can be obtained using the Runge-Kutta numerical technique with same initial conditions $\theta\left(t_{0}\right)=\theta_{0}, \quad \omega\left(t_{0}\right)=\omega_{0}$. These conditions are used to obtain the responses of the system by usage of Bessel function. Moreover, the angular velocity $\omega(t)=\dot{\theta}(t)$ of the system can be derived and evaluated. In order to apply the Runge-Kutta, let's assign the function $F(x, \theta(t), \omega(t))$ that corresponds to the linear system as following:

$$
\begin{align*}
F(x, \theta(t), \omega(t)) & =\dot{\omega}(t) \\
& =-\frac{\alpha-1}{t-\tau} \omega(t)-\omega_{n}^{2} \theta(t) . \tag{5.19}
\end{align*}
$$

According to the Runge-Kutta numerical method the position of the pendulum at any time can expressed as

$$
\begin{equation*}
\theta(t+h)=\theta(t)+\Delta \theta, \tag{5.20}
\end{equation*}
$$

where $\Delta \theta$ is the average of the angle of oscillation $\theta(t)$ slopes generated by Runge-Kutta numerical method, and $h$ is the time step.

Figure 5.3 illustrates the responses of the linearized FELE model of free oscillating single pendulum for fractional order integral $\alpha=2$, with different values of initial angular displacement $\theta\left(t_{0}\right)=\theta_{0}$ and zero initial angular velocity $\omega\left(t_{0}\right)=0$. These responses are obtained by using the Runge-Kutta numerical technique and the Bessel function solution. It's concluded from the Fig. 5.3 that the responses of the linearized system, which are obtained by using the two methods, are identical to each other for same initial conditions. Moreover, the dissipation force is gradually decreases, as the time increases. That is because of the variant dissipative coefficient that appears in Eq.(5.18).


Figure 5.3: Responses of linearized free oscillating single pendulum modeled by FELE solved by using Runge-Kutta and Bessel function, with different initial conditions and, constant $\alpha=2$.

### 5.4 Non-Linear and Linearized System Representations

The linearization of the free oscillating un-damped single pendulum system modeled by FELE, for different values of initial angular displacement $\theta\left(t_{0}\right)=\theta_{0}$ and zero initial angular velocity $\omega\left(t_{0}\right)=0$, is accomplished by considering $\sin \theta(t) \simeq \theta(t)$ for small oscillations approximately $\theta_{0} \leq \frac{\pi}{6}$. The responses of the nonlinear system compared with the linearized responses are illustrated in Fig. 5.4. In this figure the subfigures Fig. 5.4-a, and Fig. 5.4-b, illustrate that the linear and nonlinear system give the same responses due to small oscillations. The linearized representations of the system due to large oscillations for initial oscillating angle approximately $\theta_{0} \geq \frac{\pi}{4}$ is depicted in Fig. 5.4-c through Fig. 5.4-f, where the solutions of the system are unlike the exact solutions for the nonlinear system.

### 5.4.1 The Angular Velocity Representations

According to Runge-Kutta numerical method, the angular velocity of the free oscillating single pendulum system that is modeled by FELE, at any time, is given by

$$
\begin{equation*}
\omega(t+h)=\omega(t)+\Delta \omega, \tag{5.21}
\end{equation*}
$$

where $\Delta \omega$ is the average of the four slopes of the oscillation angular velocity $\omega(t)$, and $h$ is the time step.

The angular velocity representations that are obtained by usage of Runge-Kutta numerical method can be plotted as illustrated in Fig. 5.5. The figure shows the oscillations angular velocities for various initial conditions and for non-linear and linearized system representations as well. In the subfigure Fig. 5.5-a, since the initial angular displacement is very small, the angular velocity representations of the nonlinear and linearized system representations are exactly same. On the contrary, the representations of the system (linearized and non-Linear) that are illustrated in subfigures Fig. 5.5-c and Fig. 5.5-d are different from each other. That is because the linearization is valid only for small oscillation. Figure 5.5-b. illustrates the angular velocities representations for linearized system with different initial angular veloci-
ties $\omega_{0}=-0.1,0$, and $0.01 \frac{\mathrm{rad}}{\mathrm{sec}}$, where the initial angular displacement is $\theta_{0}=\frac{\pi}{6}$ for all of them. It's concluded from this subfigure that as the initial angular velocity decreases, the dissipation of the system increases for same initial displacements.


Figure 5.4: Non-Linear vs. linearized FELE model of a single pendulum for different oscillating ranges.


Figure 5.5: The non-linear and linearized angular velocity representations of a single pendulum modeled by FELE for different initial conditions.

### 5.4.2 The Effect of Fractional Order Integral $\alpha$ on the System Response

The fractional integral order $\alpha$ appears in the numerator of the time variant coefficient of the damping force of the system FELE model. Thus, as the fractional integral order $\alpha$ increases, the damping force increases at relatively small observed time $t$. Additionally, the damping force gradually decreases as the observed time increases. Fig. 5.6 and Fig. 5.7 illustrate the effect of $t$ on the free oscillating FELE modeled single pendulum system. Effects of three values of the order $\alpha$ are compared in Fig. 5.6 , which are $\alpha=1.1, \alpha=1.5$, and $\alpha=2$. Since the first value of $\alpha$ is comparatively small, the response of the system, under this dissipation is gradually decreases slower
than the responses in the other cases $\alpha=1.5$, and $\alpha=2$ where the responses get faster closes to equilibrium. The observed time $t$ is considered as one of the factors that affect the dissipation force. This effect depends on $\alpha$ values, as shown in Fig. 5.6, the effect of the observed time decreases, as $\alpha$ increases. More general the system depicted in Fig. 5.7 is tested for successive values of $\alpha$ in the range from 1.1 to 2, where the response amplitude decreases, as $\alpha$ increases. Moreover, since the system is stable, for each certain value of $\alpha$ the response amplitude decreases, as $t$ increases.


Figure 5.6: The free oscillating single pendulum system responses for different values of fractional integral order $\alpha$.


Figure 5.7: Responses of free oscillating single pendulum modeled by FELE for multi values of $\alpha$.

### 5.4.3 Phase Space Trajectories

The phase space trajectories give more interpretation for the system behavior, which can be accomplished by studying the relationship between the angular displacement and the angular velocity. The damped-driven pendulum can exhibit both periodic and chaotic motions [56]. The attraction of these motion is generally at the origin (down equilibrium point at $\theta=0$. The damping parameter strength indicates how long the solutions in phase space take to reach the steady state. In the free oscillating single pendulum system modeled by FELE, the dissipation force is gradually decreased with observed time. That is because the coefficient of the damping force is a function of time. The trajectories in the phase space of angular velocity vs. angular displacement are strongly depending on the degree of the non-linearity, the damping factor, and the initial conditions [60]. A set of examples are depicted in the following figures

Fig. 5.8 through Fig. 5.11 in order to represent the effects of these parameters on the system behavior. The effect of the initial angular velocity is illustrated in Fig. 5.8 as following:

The phase space trajectories of a free oscillating single pendulum system modeled by using ELE, and FELE are illustrated in Fig. 5.8. In order to investigate the effect of the initial angular velocity on the non-linear system behavior, the responses of the system must be analyzed for different values of initial angular velocity $\omega_{0}$. Threedimension phase space trajectories of a non-linear free oscillating single pendulum ELE model is plotted in Fig. 5.8-a. In this subfigure the initial angular displacement $\theta_{0}=5 \pi / 6 \mathrm{rad}$ is constant while the angular velocity $\omega_{0}$ is varied. The trajectories are attracted to zero and $2 \pi$ for initial angular velocities $\omega_{0}=1 \mathrm{rad} / \mathrm{s}$, and $1.3 \mathrm{rad} / \mathrm{s}$, respectively. This is depicted in Fig. 5.8-b which represents phase space trajectories of a non-linear free oscillating single pendulum ELE model in two-dimension. According to the phase space trajectories of the system in the subfigures, there is a certain initial angular velocity (critical angular velocity $c \omega_{0}$ ) in which the attractive point is changed from being zero to be $2 \pi$. The critical angular velocity $\left(c \omega_{0}\right)$ can be computed by using a computer program. The $c \omega_{0}$ of the system modeled by ELE in the subfigures Fig. 5.8-a and Fig. 5.8-b is $c \omega_{0}=1.1 \mathrm{rad} / \mathrm{s}$.

The FELE modeled free oscillating non-linear single pendulum system whose phase space trajectories are represented in the subfigures Fig. 5.8-c and Fig. 5.8-d has a low $c \omega_{0}=0.12 \mathrm{rad} / \mathrm{s}$ due to a very weak dissipative force. Therefore, the $c \omega_{0}$ of the system modeled by FELE is smaller than the $c \omega_{0}$ of the same system modeled by ELE with introduced damping term.

Due to higher value of the initial angular velocity $\omega_{0}$ the attractive point can be $n \pi$ instead of zero where $n \in 2 \mathbb{N}$. This is illustrated in Fig. 5.8-e, where the attractive point increases, as the initial angular velocity increases. For instant, the phase space trajectory of a non-linear free oscillating single pendulum system modeled by ELE with initial angular velocity $\omega_{0}=5.5 \mathrm{rad} / \mathrm{s}$ is attracted at $4 \pi$, whereas the attractive point $2 \pi$ is associated with $\omega_{0}=1.2 \mathrm{rad} / \mathrm{s}$ and $\omega_{0}=3 \mathrm{rad} / \mathrm{s}$ for the same system parameters.


Figure 5.8: The effect of the initial angular velocity on the system trajectory.

Figure 5.8-f shows the effect of the initial angular velocity on the attraction speed of the phase space trajectory of a non-linear free oscillating single pendulum modeled
by FELE. In this model, the initial displacement $\theta_{0}=5 \pi / 6 \mathrm{rad}$ is constant, whereas the initial angular velocity is changed. It's concluded that as the initial angular velocity $\omega_{0}$ decreases, the attraction to the origin increases.

The phase space trajectories of the linearized FELE model of a free oscillating single pendulum system are affected by the R-L fractional integral order $\alpha$ as well. Fig. 5.9 shows the effect of the integral order $\alpha$. It's illustrated, in the figure, that as $\alpha$ increases, the time of attraction to the origin decreases.


Figure 5.9: The effect of the R-L fractional integral order $\alpha$ on the phase space trajectories of of linearized free osillating single pendulum FELE model for $\theta_{0}=$ $\pi / 6 \mathrm{rad}$, and $\omega_{0}=0 \mathrm{rad} / \mathrm{s}$.

More general the effects of successive values of R-L fractional integral order $\alpha$ on the phase space trajectories of the linearized FELE model of a free oscillating single pendulum system are shown in Fig. 5.10. It's clear from the figure that the time of the attraction to the origin decreases, as $\alpha$ increases. This can be interpreted from the coefficient of the dissipation force which is given as a function of time. That
functions proportional to $\alpha$ and inversely proportional to the time $t-\tau$. Thus, the effect of the dissipation force increases, as $\alpha$ increases at certain interval of observed time $t$.

Phase space trajectories of Linearized FE-LE model of single pendulum with $\theta_{0}=p i / 6 \mathrm{rad}$ and $\omega_{0}=0 \mathrm{rad} / \mathrm{s}$


Figure 5.10: Three-dimensional representation of the effect of the R-L fractional integral order $\alpha$ on the phase space trajectories.

### 5.5 FELEs Modeling of Free Oscillating Double Pendulum System

In this section a free oscillating double pendulum system is considered with massless rods $l_{1}$ and $l_{2}$ connecting at the ends to masses $m_{1}$ and $m_{2}$, respectively. The angles of oscillating are given by $\alpha_{1}$ and $\alpha_{2}$ as illustrated in Fig. 5.11. Additionally, a case study of particular parameters of this system is studied and investigated as well.


Figure 5.11: A free oscillating double pendulum system.

The fractional mathematical modeling of the given system can be obtained by using the FELEs that is given in Eq.(4.58). The Lagrangian $L$, in this model, is represented in terms of the kinetic and potential energies of the system.

The total kinetic energy and the total potential energy of the system can be given, respectively, as following:

$$
\begin{equation*}
T=\frac{1}{2} m_{1}\left[\dot{x}_{1}^{2}(t)+\dot{y}_{1}^{2}(t)\right]+\frac{1}{2} m_{2}\left[\dot{x}_{2}^{2}(t)+\dot{y}_{2}^{2}(t)\right], \tag{5.22}
\end{equation*}
$$

$$
\begin{equation*}
P=m_{1} g y_{1}(t)+m_{2} g y_{2}(t), \tag{5.23}
\end{equation*}
$$

where $g$ is the gravitation, and $x_{1}(t), x_{2}(t), y_{1}(t)$, and $y_{2}(t)$ are the positions of the masses $m_{1}$ and $m_{2}$ according to the Cartesian coordinates $X$, and $Y$, respectively. These positions can be given as a function of $\alpha_{1}(t)$ and $\alpha_{2}(t)$, at any time, as following:

$$
\begin{align*}
& x_{1}(t)=l_{1} \sin \alpha_{1}(t),  \tag{5.24a}\\
& x_{2}(t)=l_{1} \sin \alpha_{1}(t)+l_{2} \sin \alpha_{2}(t),  \tag{5.24b}\\
& y_{1}(t)=-l_{1} \cos \alpha_{1}(t),  \tag{5.24c}\\
& y_{2}(t)=-l_{1} \cos \alpha_{1}(t)-l_{2} \cos \alpha_{2}(t) . \tag{5.24d}
\end{align*}
$$

Substitute Eq.(5.24a) through Eq.(5.24d) into Eq.(5.22) and Eq.(3.23). The resultant equations of the total kinetic energy and the total potential energy, as a functions of rotation angles $\alpha_{1}(t)$ and $\alpha_{2}(t)$, are substituted into Eq.(4.15) to obtain the system Lagrangian $L$ as follows:

$$
\begin{align*}
L=\left(\frac{m_{1}}{2}+\frac{m_{2}}{2}\right) l_{1}^{2} \dot{\alpha}_{1}^{2} & +\frac{m_{2}}{2} l_{2}^{2} \dot{\alpha}_{2}^{2}+m_{2} l_{1} l_{2} \dot{\alpha}_{1} \dot{\alpha}_{2} \cos \left(\alpha_{1}-\alpha_{2}\right) \\
& +\left(m_{1}+m_{2}\right) g l_{1} \cos \left(\alpha_{1}\right)+m_{2} g l_{2} \cos \left(\alpha_{2}\right), \tag{5.25}
\end{align*}
$$

where $\alpha_{1}(t)$ and $\alpha_{2}(t)$ are general coordinates of the system, Substitute the system Lagrangian $L$ that is represented in the last equation into the FELE that is given in Eq.(4.58) to obtain the fractional mathematical model of the system as following:

$$
\begin{array}{r}
-m_{2} l_{1} l_{2} \dot{\alpha}_{1} \dot{\alpha}_{2} \sin \left(\alpha_{1}-\alpha_{2}\right)-\left(m_{1}+m_{2}\right) g l_{1} \sin \left(\alpha_{1}\right)-\frac{\alpha-1}{t-\tau}\left(m_{1}+m_{2}\right) l_{1}^{2} \dot{\alpha}_{1} \\
\frac{\alpha-1}{t-\tau} m_{2} l_{1} l_{2} \dot{\alpha}_{2} \cos \left(\alpha_{1}-\alpha_{2}\right)-\left(m_{1}+m_{2}\right) l_{1}^{2} \ddot{\alpha}_{1}-m_{2} l_{1} l_{2} \\
{\left[\cos \left(\alpha_{1}-\alpha_{2}\right) \ddot{\alpha}_{2}-\dot{\alpha}_{2} \sin \left(\alpha_{1}-\alpha_{2}\right)\left(\dot{\alpha}_{1}-\dot{\alpha}_{2}\right)\right]=0,}
\end{array}
$$

$$
m_{2} l_{1} l_{2} \dot{\alpha}_{1} \dot{\alpha}_{2} \sin \left(\alpha_{1}-\alpha_{2}\right)-m_{2} g l_{1} \sin \left(\alpha_{2}\right)-\frac{\alpha-1}{t-\tau} m_{2} l_{2}^{2} \dot{\alpha}_{2}-\frac{\alpha-1}{t-\tau} m_{2} l_{1} l_{2} \dot{\alpha}_{2}
$$

$$
\cos \left(\alpha_{1}-\alpha_{2}\right)-m_{2} l_{2}^{2} \ddot{\alpha}_{2}-m_{2} l_{1} l_{2}
$$

$$
\begin{equation*}
\left[\cos \left(\alpha_{1}-\alpha_{2}\right) \ddot{\alpha}_{1}-\dot{\alpha}_{1} \sin \left(\alpha_{1}-\alpha_{2}\right)\left(\dot{\alpha}_{1}-\dot{\alpha}_{2}\right)\right]=0 . \tag{5.26b}
\end{equation*}
$$

The system that is expressed by Eq.(5.26a) and Eq.(5.26b) represents the nonlinear mathematical modeling of free oscillating double pendulum system.

### 5.5.1 The Linearization of Double Pendulum FELEs Model

Consider small oscillations of the pendulums by choosing the oscillating of the general coordinates $\alpha_{1}(t)$ and $\alpha_{2}(t)$ about the zero equilibrium points, where both angels are measured with respect to the negative direction of $y$-axis. The nonlinear Lagrangian $L$ that is given by Eq.(5.25) can be linearized by using Maclaurin series expansion [145], so the trigonometric functions can be replaced by the following approximated expansions:

$$
\begin{align*}
& \cos \left(\alpha_{i}\right) \simeq 1-\frac{\alpha_{i}^{2}}{2}, i=1,2 / ;  \tag{5.27a}\\
& \cos \left(\alpha_{1}-\alpha_{2}\right) \simeq 1 \tag{5.27b}
\end{align*}
$$

Substitute Eq.(5.27a) and Eq.(5.27b) into Eq.(5.25) to obtain the linearized Lagrangian of the system as following:

$$
\begin{align*}
L & =\left(\frac{m_{1}}{2}+\frac{m_{2}}{2}\right) l_{1}^{2} \dot{\alpha}_{1}^{2}+m_{2} l_{1} l_{2} \dot{\alpha}_{1} \dot{\alpha}_{2} \\
& +\left(m_{1}+m_{2}\right) g l_{1}\left(1-\frac{\alpha_{1}^{2}}{2}\right)+m_{2} g l_{2}\left(1-\frac{\alpha_{1}^{2}}{2}\right) \tag{5.28}
\end{align*}
$$

Equation (5.28) represents the linearized Lagrangian $L$ of the free oscillating double pendulum system. Substitute the system Lagrangian $L$ that is obtained in the Eq.(5.28) into the FELE that is given by Eq.(4.58) to obtain the fractional mathematical modeling of the Linearized system as following:

$$
\begin{align*}
{\left[\begin{array}{cc}
-\left(m_{1}+m_{2}\right) l_{1}^{2} & -m_{2} l_{1} l_{2} \\
-m_{2} l_{1} l_{2} & -m_{2} l_{2}^{2}
\end{array}\right]\left[\begin{array}{l}
\ddot{\alpha}_{1} \\
\ddot{\alpha}_{2}
\end{array}\right] } & +\left[\begin{array}{cc}
-\frac{\alpha-1}{t-\tau}\left(m_{1}+m_{2}\right) l_{1}^{2} & -\frac{\alpha-1}{t-\tau} m_{2} l_{1} l_{2} \\
-\frac{\alpha-1}{t-\tau} m_{2} l_{1} l_{2} & -\frac{\alpha-1}{t-\tau}-m_{2} l_{2}^{2}
\end{array}\right]\left[\begin{array}{l}
\dot{\alpha}_{1} \\
\dot{\alpha}_{2}
\end{array}\right] \\
& +\left[\begin{array}{cc}
-\left(m_{1}+m_{2}\right) g l_{1} & 0 \\
0 & m_{2} g l_{2}
\end{array}\right]\left[\begin{array}{l}
\alpha_{1} \\
\alpha_{2}
\end{array}\right]=\left[\begin{array}{l}
0 \\
0
\end{array}\right] \tag{5.29}
\end{align*}
$$

## CaseStudy 5.2

Consider the given double pendulum that is shown in Fig. 5.11, with the following particular parameters: $l_{1}=0.335 \mathrm{~m}, l_{2}=0.225 \mathrm{~m}, m_{1}=0.125 \mathrm{~kg}$, and $m_{2}=$ 0.085 kg , and with initial conditions,

$$
\begin{array}{ll}
\alpha_{1_{0}}=\frac{\pi}{6}, & \dot{\alpha_{10}}=0, \\
\alpha_{2_{0}}=\frac{\pi}{18}, & \dot{\alpha_{2}}=0 . \tag{5.30b}
\end{array}
$$

The modal Matrix of the system can be obtained as,

$$
\phi=\left[\begin{array}{ll}
4.467 i & -7.1645 i  \tag{5.31}\\
6.2846 i & 18.7328 i
\end{array}\right] .
$$

Consider the initial conditions, according the principle coordinates, the equations of motion of the system can be given by the following equations:

$$
\begin{align*}
& \ddot{\eta}_{1}(t)+\frac{\alpha-1}{t-\tau} \dot{\eta}_{1}(t)+21.167 \eta_{1}(t)=0,  \tag{5.32a}\\
& \ddot{\eta}_{2}(t)+\frac{\alpha-1}{t-\tau} \dot{\eta}_{2}(t)+101.1589 \eta_{2}(t)=0 . \tag{5.32b}
\end{align*}
$$

The responses of the system according to the general coordinates $\alpha_{1}(t)$, and $\alpha_{2}(t)$ can be obtained as follows:

$$
\begin{equation*}
[\alpha]=[\phi][\eta], \tag{5.33}
\end{equation*}
$$

where [ $\alpha$ ] represents the vector of the general coordinates $\alpha_{1}(t)$ and $\alpha_{2}(t)$ of the given system, $[\phi]$ is the modal matrix of the system, and $[\eta]$ represents the vector of the system principle coordinates $\eta_{1}(t)$ and $\eta_{2}(t)$. The responses $\alpha_{1}(t)$ and $\alpha_{2}(t)$ of the linearized free oscillating double pendulum system that modeled by FELE are illustrated in Fig. 5.12, and Fig. 5.13.

Figure 5.12 shows the responses of the system with R-L fractional order integral $\alpha=1$, that means, according to Eqs.(5.32), no dissipation force applied to the system. This also concluded from the figure where there is no gradual fade out of the system oscillations. In Fig. 5.13 the R-L fractional order integral $\alpha=2$, so the dissipative force is exist as a function of time. It's inferred from the figure that the dissipative force is gradually decreased, as the observed time increases. That is because the dissipative force coefficients in Eq.(5.32) is inversely proportional to the time $t-\tau$.


Figure 5.12: A free oscillating linearized double pendulum system modeled by FELE for R-L fractional order integral $\alpha=1$.


Figure 5.13: A free oscillating linearized double pendulum system modeled by FELE with R-L fractional order integral $\alpha=2$.

A comparison between the non-dissipative traditional ELE model and FELE
model of the given free oscillating double pendulum system is depicted in Fig. 5.14. The two models are considered for different values of the R-L fractional integral order $\alpha$. It's concluded from Fig. 5.14-a that the responses of the corresponding general coordinates of the system are identical to each other for $\alpha=1$. That means there are no dissipation forces in both models. The other subfigures Fig. 5.14-b through Fig. 5.14-d show that as the R-L fractional order integral $\alpha$ is far from one, the deviations between the two models increases. That is due to the effect of the damping coefficient $\frac{\alpha-1}{t-\tau}$ on the FELE model of the system.


Figure 5.14: A comparison between the non-dissipative traditional ELE model and FELE model of a free oscillating double pendulum system for different values of $\alpha$.

### 5.6 The physical Interpretation of the Fractional Integral Order $\alpha$

The coefficient of the damping force generated by applying the FELEs is a function of the R-L fractional integral order $\alpha$, and the time which consists of intrinsic time $\tau$ and observing time $t$. In a particular case, when $\alpha$ and $\tau$ are constants, the damping
force coefficient can be given as a function of time $t$ as following:

$$
\begin{equation*}
C(t)=\frac{\alpha-1}{t-\tau}, \quad t \neq \tau \tag{5.34}
\end{equation*}
$$

Figure 5.15 shows the damping force coefficient as a function of time for small value of intrinsic time $\tau$ and a certain value of the order $\alpha(\alpha=2)$. It's noticeable that the damping force gradually decreases, as the time increases. This is obviously noticeable in responses of the FELE models of the single and double pendulum systems, which are studied section 5.4 , and section 5.5 , respectively.


Figure 5.15: The damping force coefficient of a system modeled by FELE as a function of time for $\alpha=2$.

In the brush disk sliding friction [47], the friction damping force is inversely proportional to the distance between the brush and the disk. Consider the results of this experimental study and the FELE modeling of the system. The R-L fractional integral order $\alpha$ can be identified as a friction force coefficient between the brush and
the disk. Another experimental study was done [65]. A variable stiffness MagnetoRheological MR fluid-based damper for vibration suppression was considered. In this experiment the damping force coefficient is given as a function of the magnetic field that is supplied to the MR Valve. The magnetic field produced by a controllable DC power. The viscosity of the liquid can be changed depending on the magnetic field intensity. Thus the viscosity of the MR fluid is proportional to the amount of current applied to the damper [71]. therefore if the DC power supply is given as a function of time then the damping force be a function of time as well. Since the viscosity of the MR fluid is affected by the magnetic field, then the R-L fractional order $\alpha$ in Eq.(5.34), can be identified as a variable. This variable is contingent upon the viscosity of the MR fluid.

## CHAPTER 6

## THE RESPONSES of a FREELY OSCILLATING FRACTIONAL DYNAMIC SYSTEM

### 6.1 Homogeneous Fractional Order Differential Equations

The two-term FODEs are considered as starting of the fractional order ordinary differential equations study, since the fractional calculus definitions have been founded. These equations include the relaxation and oscillation, then continuum to more term equations. The fractional calculus definitions are considered as beginning of the fractional-order linear time invariant systems study [18].

The non-homogeneous FODEs are discussed in chapter three. The solutions of these equations were obtained and evaluated by two methods. These techniques are the Bagley-Trovik Equation, and the Laplace Transform of M-L function. In this chapter the three-term homogenous FODEs are considered. The general form of these equations which is given by Eq.(6.1) includes the fractional order in all their terms operators $[18,12]$. In this chapter two main cases are considered.

In the first case the fractional order is introduced only in the damping term, where the fractional order of the first term $\beta=2$, the fractional order of the third term $\gamma=0$, and all coefficients are constants.

$$
\begin{equation*}
a_{2}(t){ }_{0} D_{t}^{\beta} y(t)+a_{1}(t){ }_{0} D_{t}^{\alpha} y(t)+a_{0}(t){ }_{0} D_{t}^{\gamma} y(t)=0, \tag{6.1}
\end{equation*}
$$

where, $t$ is the observer time, $a_{i}(t), i=0,1,2$ are coefficients, and $\alpha ; \beta$; and $\gamma$ are the orders of fractional derivative operator $D$.

The second case is the extended FELEs model in which the the first and the second terms of a three-term FODE are subject to fractional order.

For $\beta=2$ and the fractional order of the third term $\gamma=0$ the system defined by Eq.(6.1) represents a freely oscillating fractional order dissipating system. In this system the damping force is proportional to the fractional derivative of the displacement. The element that represents the damping force is a springpot (rheological element for viscoelasticity) [24]. This element is illustrated in Fig. 6.1-a. The schematic diagram of the whole fractional oscillating system is given in the Kelvin-Voigt model, [24, 30, 36, 42] as depicted in Fig. 6.1-b. The system generates a spring mass springpot model. This system is considered as a good representation for real models, such as an earthquake model [48].


Figure 6.1: The schematic diagram of springpot element and the Kelvin-Voigt model [36, 42, 48].

The free oscillating spring mass springpot system can be represented by a threeterm homogenous fractional damping differential equation as declared in the following equation:

$$
\begin{equation*}
m_{0} D_{t}^{2} y(t)+c_{0} D_{t}^{\alpha} y(t)+k y(t)=0, \tag{6.2}
\end{equation*}
$$

where $t \geq 0, \quad 0 \leq \alpha \leq 2, m$ is the mass, $c$ is the springpot coefficient, and $k$ is the stiffness coefficient of the spring. Because a vibrating system is considered, the first term derivative order must be 2, so the fractional order of the first term of Eq.(6.2) $\beta=2$.

An analytical method is introduced to obtain the solution of Eq.(6.1). The obtained solution is compared with the solution of one of previous methods that obtain the solution of such equation. Those methods give explicit solutions to Eq.(6.1) based on the R-L fractional derivatives, the M-L functions, and the Wright functions [21, 44, 66, 72]. An investigation of the analytical solution that is obtained by using the Wright function is done, and its solution is compared with the solution of the introduced method.

### 6.2 An Analytical Method to Obtain the Response of a Free Oscillating Fractional Damping Vibrating System

The Wright function or the nth derivative of the M-L function [44, 93], which is given in Eq.(6.4) is used to obtain the solution of the system given by Eq.(6.2). The solution of the system, based on these functions, is represented in Eq.(6.3). This solution is valid for $t \geq 0,0 \leq \alpha \leq 2$. By means of these functions, the time domain response of the above system can be obtained as follows [66]:

$$
\begin{align*}
y(t)= & \sum_{n=0}^{\infty} \frac{\left(-\frac{k}{m}\right)^{n}}{n!} t^{2 n}{ }_{1} \Psi_{1}\left[\left|\begin{array}{c}
(n+1,1) \\
(2 n+1,2-\alpha)
\end{array}\right|\left(-\frac{c}{m} t^{2-\alpha}\right)\right]+\frac{c}{m} \\
& \sum_{n=0}^{\infty} \frac{\left(-\frac{k}{m}\right)^{n}}{n!} t^{(2 n+2-\alpha)}{ }_{1} \Psi_{1}\left[\left|\begin{array}{c}
(n+1,1) \\
(2 n+3-\alpha, 2-\alpha)
\end{array}\right|\left(-\frac{c}{m} t^{2-\alpha}\right)\right] \tag{6.3}
\end{align*}
$$

The general formula of the Wright function ${ }_{p} \Psi_{q}$ is given by Eq.(2.10). As a particular case for $p=q=1$ the Wright function ${ }_{1} \Psi_{1}$ can be declared as follows [44]:

$$
\begin{align*}
{ }_{1} \Psi_{1}\left[\left|\begin{array}{c}
(n+1,1) \\
(\alpha n+\beta, \alpha)
\end{array}\right|(z)\right] & =\sum_{j=0}^{\infty} \frac{\Gamma(n+j+1)}{\Gamma(\alpha n+\beta+\alpha j)} \frac{z^{j}}{j!} \\
& =\frac{\partial^{n}}{\partial z^{n}} E_{\alpha, \beta}(z) . \tag{6.4}
\end{align*}
$$

where $\alpha$, and $\beta$ (in our study $\beta=2$ ) are the derivative operator orders, and the function $z$ can be a function of time. In our system, this function is define as $z=-\frac{c}{m} t^{2-\alpha}$. The Wright function can be given as $\frac{\partial^{n}}{\partial z^{n}} E_{\alpha^{\prime}, \beta^{\prime}}(z)$. This expression is the $n^{t h}$ partial derivative of the two-term M-L function of the function $z$. The Wright function that is introduced in Eq.(6.3) can be written as following:

$$
\begin{gather*}
{ }_{1} \Psi_{1}\left[\left|\begin{array}{c}
(n+1,1) \\
(2 n+1,2-\alpha)
\end{array}\right|\left(-\frac{c}{m} t^{2-\alpha}\right)\right]=\sum_{j=0}^{\infty} \frac{\Gamma(n+j+1)}{\Gamma(2 n+1+(2-\alpha) j)} \frac{\left(-\frac{c}{m} t^{2-\alpha}\right)^{j}}{j!} \\
{ }_{1} \Psi_{1}\left[\left|\begin{array}{c}
(n+1,1) \\
(2 n+3-\alpha, 2-\alpha)
\end{array}\right|\left(-\frac{c}{m} t^{2-\alpha}\right)\right]=\sum_{j=0}^{\infty} \frac{\Gamma(n+j+1)}{\Gamma(2 n+3-\alpha+(2-\alpha) j)} \frac{\left(-\frac{c}{m} t^{2-\alpha}\right)^{j}}{j!} \tag{6.5a}
\end{gather*}
$$

Example 6.1 Consider a free fractional oscillating system with a mass $m=2 \mathrm{~kg}$, a dissipative coefficient $c=0.3 \frac{N . s^{\alpha}}{m^{\alpha}}$, a stiffness $k=2 \frac{N}{m}$, and a derivative order of the dissipative force $\alpha=1.1$. This system can be represented by the following equation:

$$
\begin{equation*}
2{ }_{0} D_{t}^{2} y(t)+0.3{ }_{0} D_{t}^{1.1} y(t)+2 y(t)=0 . \tag{6.6}
\end{equation*}
$$

The response of the system, according to the solution that is given by Eq.(6.3), is

$$
\begin{align*}
y(t)= & \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} t^{2 n}{ }_{1} \Psi_{1}\left[\left\lvert\,\left(\left.\begin{array}{c}
(n+1,1)
\end{array} \right\rvert\,\left(-\frac{0.3}{2} t^{0.9}\right)\right]+\frac{0.3}{2}\right.\right. \\
& \sum_{n=0}^{\infty} \frac{(-1)^{n}}{n!} t^{(2 n+0.9)}{ }_{1} \Psi_{1}\left[\left|\begin{array}{c}
(n+1,1) \\
(2 n+1.9,0.9)
\end{array}\right|\left(-\frac{0.3}{2} t^{0.9}\right)\right] \tag{6.7}
\end{align*}
$$

The responses of the system, with the given system parameters values, are depicted in Fig. 6.2.a, whereas the other subfigures represent the responses of the same system for different system parameters.


Figure 6.2: Responses of a mass spring springpot system by using Wright function for different system parameters values.

Figure 6.2 illustrates the responses of the system that is given by Eq.(6.6). The responses which are expressed in time domain are obtained by Eq.(6.3). The indexes of the solution $n$, and $j$ are truncated at high values; however, both indexes $n$, and $j$ go to infinity. The values of indexes truncations are just about eighty. That is because of the capabilities of the computation facilities that are used to obtain the responses. Therefore, the truncations cannot be increased more. If the truncations increase more than eighty, the responses go to infinity before reach the steady state.

The subfigure Fig. 6.2-a is plotted for a fractional damping force coefficient $c=0.3 \frac{N . s^{1.1}}{m^{1.1}}$, a mass $m=2 \mathrm{~kg}$, a stiffness $k=2 \frac{N}{m}$, and a fractional derivative order of damping force $\alpha=1.1$. For the other subfigures, the parameters values are changed and the responses changed as well according to the given system parameters. In comparison between the subfigures Fig. 6.2-b and Fig. 6.2-c, the effect of the damping force coefficient is clear. It's obviously from the comparison of the subfigures that the system response with damping force coefficient $c=0.3 \frac{\mathrm{~N} . \mathrm{s}^{0.8}}{\mathrm{~m}^{0.8}}$ represents under damped system response, whereas the system response with damping force coefficient $c=1.2 \frac{N . s^{0.8}}{m^{0.8}}$ is close to the critical


#### Abstract

damped response. Moreover the subfigures Fig. 6.2-a and Fig. 6.2-d illustrate the effect of the fractional order of the damping force derivative operator $\alpha$ in the second term of the system. It's concluded from the subfigures that as the fractional order $\alpha$ is taken far from one, the overshoot of the system response and the settling time increase.


### 6.3 Analytical and Graphical Comparisons between R-L and Direct Method Fractional Derivative of the Exponential Function $e^{a t}$

There are many methods to express the fractional derivative of the exponential functions such as Caputo fractional derivative, R-L fractional derivative, etc. This section discuses the comparison between the R-L fractional derivatives and the Direct method solution, ${ }_{0} D_{t}^{\alpha} e^{a t}=a^{\alpha} e^{a t}$, of the fractional derivative of exponential functions.

The fractional derivative of the exponential functions can be done, just by, identical to the integer order derivative such as the following:

$$
\begin{equation*}
\frac{d^{n}}{d t^{n}} e^{a t}=a^{n} e^{a t}, \tag{6.8}
\end{equation*}
$$

where $n$ is the derivative integer order, $n \in \mathbb{N}$. Comparing with fractional order derivative for the same function, one can write the following [77, 82, 86]:

$$
\begin{align*}
\frac{d^{n}}{d t^{n}} e^{a t} & ={ }_{0} D_{t}^{\alpha} e^{a t} \\
& =a^{\alpha} e^{a t}, \tag{6.9}
\end{align*}
$$

where $\alpha$ is the fractional order of the derivative, $\alpha \in \mathbb{R}$.

## Proof.

Additional to the investigations that were introduced in chapter 2 more emphasize is done in this chapter in order to evaluate the two methods of fractional derivatives. Since all the range of the R-L fractional derivatives have the same logic, let's start with the R-L fractional derivative, for $n=2$, of the exponential function as follows:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} e^{a t}=\frac{1}{\Gamma(2-\alpha)} \frac{d^{2}}{d t^{2}} \int_{0}^{t} \frac{e^{a \tau}}{(t-\tau)^{\alpha+1-2}} d \tau, \quad \alpha>0 \tag{6.10}
\end{equation*}
$$

Consider $\Gamma(n)=(n-1)$ !, and derive the R-L fractional derivative of the exponential function that given in the last equation to obtain

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} e^{a t}=\frac{t^{-\alpha}}{(-\alpha)!}+\frac{a t^{1-\alpha}}{(1-\alpha)!}+\frac{a^{2} t^{2-\alpha}}{(2-\alpha)!}+\frac{a^{3} t^{3-\alpha}}{(3-\alpha)!}+\ldots+\frac{a^{k} t^{k-\alpha}}{(k-\alpha)!}+\ldots+\frac{a^{p} t^{p-\alpha}}{(p-\alpha)!} \tag{6.11}
\end{equation*}
$$

The above equation can be rewritten as a series with respect to $p$. It is noticeable from Eq.(6.11) that as $p \rightarrow \infty, \alpha$ can be neglected. Equation (6.11) represents the end result of the R-L fractional derivative of the exponential function, where $p \rightarrow \infty$. A variable $k$ can be introduced as a certain truncation of the index $p$. On other hand, from the right hand side of Eq.(6.9) the following series can be expressed:

$$
\begin{equation*}
a^{\alpha} \sum_{p=0}^{\infty} \frac{(a t)^{p-\alpha}}{(p-\alpha)!}=\frac{t^{-\alpha}}{(-\alpha)!}+\frac{a t^{1-\alpha}}{(1-\alpha)!}+\frac{a^{2} t^{2-\alpha}}{(2-\alpha)!}+\frac{a^{3} t^{3-\alpha}}{(3-\alpha)!}+\ldots \tag{6.12}
\end{equation*}
$$

It is concluded from Eq.(6.11) and Eq.(6.12) that when a truncation $k$ is taken for $p$ in Eq.(6.12), both equations are equal to each other, so the following can be written:

$$
\begin{equation*}
a^{\alpha} \sum_{p=0}^{\infty} \frac{(a t)^{p-\alpha}}{(p-\alpha)!}={ }_{0} D_{t}^{\alpha} e^{a t} \tag{6.13}
\end{equation*}
$$

In Eq.(6.13) as $p \rightarrow \infty, \alpha$ can be neglected in the summation, and the last equation can be rewritten as follows:

$$
\begin{equation*}
a^{\alpha} \sum_{p=0}^{\infty} \frac{(a t)^{p}}{(p)!}={ }_{0} D_{t}^{\alpha} e^{a t} \tag{6.14}
\end{equation*}
$$

Because the summation is just a Taylor series expansion of the exponential function [89], so the above equation can be rewritten again as follows:

$$
\begin{align*}
{ }_{0} D_{t}^{\alpha} e^{a t} & =a^{\alpha} \sum_{p=0}^{\infty} \frac{(a t)^{p}}{(p)!} \\
& =a^{\alpha} e^{a t} \tag{6.15}
\end{align*}
$$

In conclusion, from the above proof, the R-L fractional Derivative of exponential function and the fractional derivative that is obtained by the Direct method ${ }_{0} D_{t}^{\alpha} e^{a t}=$ $a^{\alpha} e^{a t}$ are equal to each other, when the truncation of $p$ is high with respect to $\alpha$. A graphical investigation for certain values of the coefficient $a$, and the order $\alpha$ can verify the equality between the R-L fractional derivative, and the Direct fractional derivative ${ }_{0} D_{t}^{\alpha} e^{a t}=a^{\alpha} e^{a t}$ as illustrated in Fig. 6.3.


Figure 6.3: comparison between R-L and Direct method fractional derivatives of an exponential function for $\alpha=0.5$.

### 6.4 A Hybrid Method to Obtain the Response of a Freely Oscillating Fractional Dynamical System

Second order homogenous differential equations with fractional order dissipation term can be easily and fast solved by using the fractional derivative direct method of the exponential function. By exploiting the relationship between the trigonometric functions and the exponential functions the following can be satisfactory:

$$
\begin{equation*}
{ }_{0} D_{t}^{\alpha} \sin (t)=\sin \left(t+\frac{\alpha \pi}{2}\right) . \tag{6.16}
\end{equation*}
$$

By exploiting Eq.(6.15), and Eq.(6.16) the solutions of second order homogenous differential equations with fractional order dissipation term can be obtained. This is done by determining the characteristic equation of the fractional order system, evaluating the stability of the system, and then obtaining the corresponding responses of the system.

### 6.4.1 Characteristic Equation of the Fractional Order System

Starting with the free oscillating fractional damping vibrating system that is represented by Eq.(6.2), with initial conditions

$$
\begin{array}{r}
y(0)=y_{0} \\
{ }_{0} D_{t}^{\alpha} y(0)=\left(\frac{d^{\alpha} y}{d t^{\alpha}}\right)_{0} \tag{6.17b}
\end{array}
$$

The fractional characteristic equation of the system can be written as follows [79, 96]:

$$
\begin{equation*}
m s^{2}+c s^{\alpha}+k=0, \tag{6.18}
\end{equation*}
$$

where $\alpha$ is a rational number, and can be expressed as $\left(\frac{v}{u}\right)$ [96, 99]. In order to obtain the roots of the characteristic equation of the system, we have to determine
the Least Common Multiple $(\ell)$ of the characteristic equation exponents [96, 102]. Therefore, the above characteristic equation is rewritten in terms of $\ell$ [102] as follows:

$$
\begin{equation*}
m s^{\frac{v_{1}}{t}}+c s^{\frac{v_{2}}{t}}+k=0, \tag{6.19}
\end{equation*}
$$

where $\nu_{1}$ and $\nu_{2} \in \mathbb{N}$.
Map the $s$-domain into $w$-domain, which is also a complex domain, $[18,106$, 109] by means of the following relationship:

$$
\begin{equation*}
w=s^{\frac{1}{t}} . \tag{6.20}
\end{equation*}
$$

Substitute Eq.(6.20) into Eq.(6.19) to obtain the $w$-domain characteristic equation $[96,113]$ as following:

$$
\begin{equation*}
m w^{v_{1}}+c w^{v_{2}}+k=0 \tag{6.21}
\end{equation*}
$$

The order of the above equation is $\max \left[v_{i}\right]: i=1,2,3, \ldots,[113]$ which usually is high. Thus the number of the roots of $w$-domain characteristic equation is high as well. A computer program can be used to obtain them.

### 6.4.2 Stability of the Fractional Order System

Stability is one of the important properties of a dynamic system, which can be analyzed by means of different methods [116]. The external stability, in time domain, can be measured by using the concept bounded input-bounded output (BIBO) [120]. The system is BIBO-stable if any bounded input results with bounded output [122]. A linear time invariant ( $L T I$ ) system with impulse response is stable, if the following necessary and sufficient condition is satisfied [122]:

$$
\begin{equation*}
\int_{0}^{\infty}|h(\tau)| d \tau<\infty \tag{6.22}
\end{equation*}
$$

where $h(\tau)$ is impulse response, and the output of the system is defined as follows [96]:

$$
\begin{align*}
y(t) & =h(t) * u(t) \\
& =\int_{0}^{\infty} h(t) u(t-\tau) d \tau . \tag{6.23}
\end{align*}
$$

The stability can be also analyzed via $s$-domain by taking the transfer function of the open loop system. This can be done by obtaining the characteristic equation of the system by means of $s$-domain, and transforming the $s$-plane into $w$-plane [116]. This technique of stability analysis is used when dealing with fractional order system [96], such as the system that is given by Eq.(6.2). This analysis can be accomplished by mapping the $s$-domain into $w$-domain system characteristic equation. Once the roots of Eq.(6.21) are obtained, the system stability can be analyzed by considering the $w$ plane, and the Riemann surface of the system. The Riemann surface of the system can be plotted and whose sheets' number is defined to be equal to $\ell$ [125]. For instance, The Riemann surface of a system characteristic equation with $\ell=10$ is illustrated in Fig. 6.4. As the figure shows there are ten sheets in this Riemann surface.

Only the first sheet is a significance sheet, in which the stability of the system is analyzed according to the w-plane. The other sheets are located in the Non-physical region. The location of the first sheet is defined as $-\frac{\pi}{\ell}<\phi<\frac{\pi}{\ell}$ [106]. The unstable region is defined inside the first sheet of the Riemann surface [106], and located in the region $-\frac{\pi}{2 \ell}<\phi<\frac{\pi}{2 \ell}$ as illustrated in Fig. 6.5. This figure represents the $w$-plane of the characteristic equation of the fractional order system.


Figure 6.4: Ten-sheet Riemann surface of characteristic equation with $\ell=10$.


Figure 6.5: $w$-plane of fractional order system characteristic equation.

### 6.4.3 General Solution of the Fractional Order System

To check the stability, map the roots again into the $s$-domain by using the relationship $s=w^{\ell}$. The obtained roots are $s$-domain roots of the system open loop characteristic equation. This $s$-domain roots will be considered in the system solution. If the system is stable, then only one root, in w-plane, locates in the physical stable region. The corresponding s-domain root to that root is selected to be the root $\left(\left(\alpha_{1} \pm \beta_{1} i\right)\right.$ that is substituted in the solution of second order homogeneous differential equation with given conditions. This solution can be given as follows:

$$
\begin{equation*}
y(t)=e^{\alpha_{1} t}\left(c_{1} \cos \left(\beta_{1} t\right)+c_{2} \sin \left(\beta_{1} t\right)\right), \tag{6.24}
\end{equation*}
$$

where the roots ( $\alpha_{1} \pm \beta_{1} i$ ), represents the roots of the characteristic equation of the open loop system in $s$-domain. The following example explains the introduced method with stability analysis to obtain the response of free oscillating fractional damping system.

## Example 6.2

Consider the free oscillating fractional system that is modeled by Eq.(6.2), with the following system parameters: mass $m=2 \mathrm{~kg}, \mathrm{c}=0.4 \frac{\mathrm{~N} . \mathrm{s}^{0.8}}{\mathrm{~m}^{0.8}}$, $k=2 \frac{N}{m}$, and $\alpha=0.8$. The system is subjected to initial conditions

$$
\begin{array}{r}
y(0)=y_{0} \\
{ }_{0} D_{t}^{\alpha} y(0)=\left(\frac{d^{\alpha} y}{d t^{\alpha}}\right)_{0} . \tag{6.25b}
\end{array}
$$

The characteristic equation of the system is expressed as follows:

$$
\begin{equation*}
2 s^{2}+0.4 s^{0.8}+2=0 . \tag{6.26}
\end{equation*}
$$

The fractional derivative order $\alpha$ can be written as rational number $\frac{v}{u}=$ $\frac{8}{10}$. Therefore, $\ell$ of the denominators of exponents 2 , and $\frac{8}{10}$ is $\ell=$ 5. Consider $\ell$ to rewrite the above characteristic equation that given by Eq.(6.26) as following:

$$
\begin{equation*}
2 s^{\frac{10}{5}}+0.4 s^{\frac{4}{5}}+2=0 . \tag{6.27}
\end{equation*}
$$

The $s$-plane is mapped into $w$-plane, where $w=s^{\frac{1}{5}}$, to obtain

$$
\begin{equation*}
2 w^{10}+0.4 w^{4}+2=0 \tag{6.28}
\end{equation*}
$$

Now, let's obtain the roots of $w$-domain characteristic equation. The roots in $w$-plane and the absolute values of corresponding arguments (angles in rad) are illustrated in the following table:

Table 6.1: The $w$-domain roots and the corresponding absolute values of arguments of $w$-domain characteristic equation.

| $\boldsymbol{i}$ | $\boldsymbol{w}_{\boldsymbol{i}}$ | $\mid \boldsymbol{a r g}\left(\boldsymbol{w}_{\boldsymbol{i}}\right) \boldsymbol{\|}$ |
| :---: | ---: | :---: |
| 1 | $-0.9513+0.3290 i$ | 2.8086 |
| 2 | $-0.9513-0.3290 i$ | 2.8086 |
| 3 | $-0.5879+0.7889 i$ | 2.2112 |
| 4 | $-0.5879-0.7889 i$ | 2.2112 |
| 5 | $0.0000+1.0198 i$ | 1.5708 |
| 6 | $0.0000-1.0198 i$ | 1.5708 |
| $\mathbf{7}$ | $\mathbf{0 . 9 5 1 3}+\mathbf{0 . 3 2 9 0 \boldsymbol { i }}$ | $\mathbf{0 . 3 3 3 0}$ |
| $\boldsymbol{8}$ | $\mathbf{0 . 9 5 1 3 - 0 . 3 2 9 0 \boldsymbol { i }}$ | $\mathbf{0 . 3 3 3 0}$ |
| 9 | $0.5879+0.7889 i$ | 0.9304 |
| 10 | $0.5879-0.7889 i$ | 0.9304 |

The stability of the system can be analyzed by using the Riemann surface and the $w$-plane, as explained in the following:
Consider the $w$-plane roots of the system, among them, the physical significance roots lie in the primary sheet of the Riemann surface, which is illustrated in Fig. 6.6. Since the Least Common Multiple of the $s$-domain characteristic equation that is given in Eq.(6.27) is 5, then the Riemann surface has five sheets. The condition of the system stability states that none of the $w$-domain roots lies on the unstable region of the $w$-Plane. This plane is illustrated in Fig. 6.7. The unstable region locates in the first sheet of the Riemann surface. The first sheet is demonstrated, in the $w$-plane, by $-\frac{\pi}{5}<\arg \left(w_{i}\right)<\frac{\pi}{5}$. The conjugate seventh and eighth $w$ roots locate in the physical region (the first sheet of the Riemann surface), so they must be checked, whether they are located in the unstable region or not. The unstable region is demonstrated by $-\frac{\pi}{10}<\arg \left(w_{i}\right)<\frac{\pi}{10}$, as illustrated in Fig. 6.7.
Now, our aim is to check whether the seventh and eighth $w$-roots locate in the stable or unstable region of the physical domain. Since their argument is $0.3330=\frac{\pi}{9.434}$, then the they locate in the stable part of the first sheet region of the Riemann surface. That means the system is stable, because all the absolute values of the other $w$-roots arguments are greater than the absolute value of the arguments of the seventh and eighth $w$-roots.


Figure 6.6: Five-sheet Riemann surface of characteristic equation with $\ell=5$.


Figure 6.7: $w$-plane of fractional order system characteristic equation that given by Eq.(6.28).

Map $w$-domain roots again to $s$-domain. This can be done by the expres-
sion $s=w^{\ell}$. The $s$-domain roots of the system characteristic equation are illustrated in the following table:

Table 6.2: The $s$-domain roots of the fractional order system characteristic equation that is given by Eq.(6.27).

| $\boldsymbol{i}$ | $\boldsymbol{s}_{\boldsymbol{i}}$ |
| :---: | :---: |
| 1 | $0.0970+1.0286 i$ |
| 2 | $0.0970-1.0286 i$ |
| 3 | $0.0558+0.9200 i$ |
| 4 | $0.0558-0.9200 i$ |
| 5 | $0.0000+1.1029 i$ |
| 6 | $0.0000-1.1029 i$ |
| $\mathbf{7}$ | $\mathbf{- 0 . 0 9 7 0}+\mathbf{1 . 0 2 8 6 \boldsymbol { i }}$ |
| $\boldsymbol{8}$ | $\mathbf{- 0 . 0 9 7 0 - 1 . 0 2 8 6 \boldsymbol { i }}$ |
| 9 | $-0.0558+0.9200 i$ |
| 10 | $-0.0558-0.9200 i$ |

The system is stable, then there is only one conjugate root lies on the physical stable region of the $w$-plane. So in order to obtain the response of the fractional order system choose the root, in s-domain, that corresponds to the $w$-domain root that locates in the physical stable region. This conjugate $s$-domain root is $s=-0.0970 \pm 1.0286 i$. Substitute this root into the solution of the second order homogenous ordinary differential equation of under-damped system. The solution is given by $\mathrm{Eq}(6.24)$. The aim, now, is to obtain the arbitrary constants $c_{1}$, and $c_{2}$. The first arbitrary constant can be determined by substituting the value of the initial time, $t_{0}=0$, into Eq.(6.24), and using the first initial condition as follows:

$$
\begin{equation*}
y(0)=e^{0}\left(c_{1} \cos (0)+c_{2} \sin (0)\right) . \tag{6.29}
\end{equation*}
$$

From the last equation, the arbitrary constant $c_{1}=y_{0}$. The second arbitrary constant $c_{2}$, with the assumption ${ }_{0} D_{t}^{\alpha} y(0)=0$, can be obtained for $t=t_{0}$ as follows:

$$
\begin{align*}
{ }_{0} D_{t}^{\alpha} y(0) & =0 D_{t}^{\alpha}\left[e^{\alpha_{1} t_{0}}\left(c_{1} \cos \left(\beta_{1} t_{0}\right)+c_{2} \sin \left(\beta_{1} t_{0}\right)\right)\right] \\
& =0 . \tag{6.30}
\end{align*}
$$

For $t_{0}=0$, the arbitrary constants $c_{1}$, and $c_{2}$ are given by

$$
\begin{align*}
& c_{1}=\quad y_{0},  \tag{6.31a}\\
& c_{2}=-\frac{c_{1}}{\sin \left(\frac{\alpha \pi}{2}\right)}\left[\left(\frac{\alpha_{1}}{\beta_{1}}\right)^{\alpha}+\cos \left(\frac{\alpha \pi}{2}\right)\right] . \tag{6.31b}
\end{align*}
$$

Substituting the values of the arbitrary constants that obtained in Eq.(6.31a) and Eq.(6.31b) into Eq.(6.24) to obtain the response of the fractional order system as follows:

$$
\begin{equation*}
y(t)=e^{\alpha_{1} t} y_{0}\left\{\cos \left(\beta_{1} t\right)-\frac{1}{\sin \left(\frac{\alpha \pi}{2}\right)}\left[\left(\frac{\alpha_{1}}{\beta_{1}}\right)^{\alpha}+\cos \left(\frac{\alpha \pi}{2}\right)\right] \sin \left(\beta_{1} t\right)\right\} . \tag{6.32}
\end{equation*}
$$

The last equation represents the general formula of the solutions of Eq.(6.2) with the given parameters and initial conditions regardless the value of derivative fractional order $\alpha$. Substituting the given fractional order value $\alpha=0.8$ of the fractional order system into Eq.(6.31) to obtain the arbitrary constants values followed by the system time domain response.
The first arbitrary constant $c_{1}=y_{0}$, and the second arbitrary constant for given system parameters is given by

$$
\begin{equation*}
c_{2}=-\frac{y_{0}}{\sin \left(\frac{0.8 \pi}{2}\right)}\left[\left(\frac{-0.0970}{1.0286}\right)^{0.8}+\cos \left(\frac{0.8 \pi}{2}\right)\right] . \tag{6.33}
\end{equation*}
$$

The system time domain response for the given fractional order $\alpha=0.8$, of the system with its given parameters, is expressed as following:
$y(t)=e^{-0.0970 t} y_{0}\left\{\cos (1.0286 t)-\left[\frac{\left(\frac{-0.0970}{1.0286}\right)^{0.8}}{\sin \left(\frac{0.8 \pi}{2}\right)}+\frac{\cos \left(\frac{0.8 \pi}{2}\right)}{\sin \left(\frac{0.8 \pi}{2}\right)}\right] \sin (1.0286 t)\right\}$.
The following figure depicts the above response of the system, that is obtained in Eq.(6.34).


Figure 6.8: The response of the fractional order system that is given by Eq.(6.26) using the introduced method for $\alpha=0.8$.

The responses of the system can be obtained using the same method for different system parameters. A comparison between the integer order and fractional order representations for order $\alpha=1$ is depicted in Fig. 6.9. The behaviors of the system responses for different fractional order $\alpha$ values are illustrated in Fig. 6.10.


Figure 6.9: Integer versus fractional representation for $\alpha=1$ of the system that is given by Eq.(6.26).


Figure 6.10: Responses of the system obtained by using the introduced method for different $\alpha$ values.

It's concluded from Fig. 6.9 that the integer order representation and the fractional representation for $\alpha=1$ exactly match each other. Moreover Fig. 6.9 and Fig. 6.10 show that the integer representation and the fractional representation for $\alpha=1$ give the minimum settling time. On contrary, there are some systems represented in fractional order models due to their behaviors [48].

If the initial fractional derivative of $y(t)$ is considered as ${ }_{0} D_{t} y(0)=v_{0}$, then $c_{2}$ is given by

$$
\begin{equation*}
c_{2}=\frac{v_{0}-y_{0} \beta_{1}^{\alpha} \cos \left(\frac{\alpha \pi}{2}\right)-y_{0} \alpha_{1}^{\alpha}}{\beta_{1}^{\alpha} \sin \left(\frac{\alpha \pi}{2}\right)} . \tag{6.35}
\end{equation*}
$$

Figure 6.11 illustrates the responses of the fractional representation of the system for $\alpha=1$ and the integer representation when the initial fractional derivative of $y(t)$ is considered.


Figure 6.11: Responses of the system for fractional representation with $\alpha=1$ and the integer representation when the initial fractional derivative of $y(t)$ is considered where $y_{0}=0.1$ and $v_{0}=0.2$.

Let's consider a certain free oscillating fractional system. For this system, table 6.3 shows the $w$-domain roots that are located in the Physical stable region. These sys-
tem roots is obtained for different $\alpha$ values. The table shows also the corresponding absolute arguments. Moreover it shows the limits of the Physical region and the unstable region of each case. Furthermore the table illustrates corresponding $s$-domain roots. These roots are used to the obtain the responses of the system for each case.

Table 6.3: The $w$-domain roots and the corresponding absolute values; physical, and unstable regions limits, and $s$-domain roots for a free oscillating fractional order system.

| $\alpha$ | $w$ | $\|\arg (w)\|$ | $\pi / 2 \ell$ | $\pi / \ell$ | $s$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.2 | $0.9665 \pm 0.3198 i$ | 0.3195 | 0.3142 | 0.6283 | $-0.0293 \pm 1.0928 i$ |
| 0.5 | $0.7080 \pm 0.7562 i$ | 0.8183 | 0.7854 | 1.5708 | -0.0706 $\pm 1.0708 i$ |
| 0.8 | $0.9513 \pm 0.3290 i$ | 0.3330 | 0.3142 | 0.6238 | $\mathbf{- 0 . 0 9 7 0} \pm 1.0286 i$ |
| 1.1 | $0.9845 \pm 0.1659 i$ | 0.1669 | 0.1571 | 0.3142 | -0.0968 $\pm 0.9787 i$ |
| 1.5 | $0.6598 \pm 0.7047 i$ | 0.8183 | 0.7854 | 1.5708 | -0.0613 $\pm 0.9298 i$ |
| 1.8 | $0.9326 \pm 0.3086 i$ | 0.3195 | 0.3142 | 0.6283 | -0.0245 $\pm 0.9144$ |

The whole $w$-domain roots of the system are shown in table 6.4 through table 6.9 for different $\alpha$ values. The $w$-domain roots that are located in the physical stable region are shown in highlight font. The corresponding absolute arguments, and the $s$-domain roots are demonstrated in the tables as well.

Table 6.4: The roots of a free oscillating fractional order system, and their absolute arguments for $\alpha=0.2$.

| $\boldsymbol{i}$ | $\boldsymbol{w}_{\boldsymbol{i}}$ | $\left\|\boldsymbol{a r g}\left(\boldsymbol{w}_{\boldsymbol{i}}\right)\right\|$ | $\boldsymbol{s}_{\boldsymbol{i}}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | $\mathbf{0 . 9 6 6 5}+\mathbf{0 . 3 1 9 8 i}$ | $\mathbf{0 . 3 1 9 5}$ | $\mathbf{- 0 . 0 2 9 3 + \mathbf { 1 . 0 9 2 8 } \boldsymbol { i }}$ |
| $\mathbf{2}$ | $\mathbf{0 . 9 6 6 5 - 0 . 3 1 9 8 i}$ | $\mathbf{0 . 3 1 9 5}$ | $\mathbf{- 0 . 0 2 9 3 - \mathbf { 1 . 0 9 2 8 i }}$ |
| 3 | $0.5828+0.8275 i$ | 0.9572 | $0.0781-1.0596 i$ |
| 4 | $0.5828-0.8275 i$ | 0.9572 | $0.0781+1.0596 i$ |
| 5 | $-0.0199+1.0014 i$ | 1.5906 | $-0.0998+1.0030 i$ |
| 6 | $-0.0199-1.0014 i$ | 1.5906 | $-0.0998-1.0030 i$ |
| 7 | $-0.5954+0.7897 i$ | 2.2169 | $0.0838-0.9423 i$ |
| 8 | $-0.5954-0.7897 i$ | 2.2169 | $0.0838+0.9423 i$ |
| 9 | $-0.9340+0.2960 i$ | 2.8347 | $-0.0328+0.9024 i$ |
| 10 | $-0.9340-0.2960 i$ | 2.8347 | $-0.0328-0.9024 i$ |

Table 6.5: The roots of a free oscillating fractional order system, and their absolute arguments for $\alpha=0.5$.

| $\boldsymbol{i}$ | $\boldsymbol{w}_{\boldsymbol{i}}$ | $\mid \boldsymbol{\operatorname { a r g }}\left(\boldsymbol{w}_{\boldsymbol{i}}\right)$ | $\boldsymbol{s}_{\boldsymbol{i}}$ |
| :---: | :---: | :---: | :---: |
| $\mathbf{1}$ | $\mathbf{0 . 7 0 8 0 + 0 . 7 5 6 2 \boldsymbol { i }}$ | $\mathbf{0 . 8 1 8 3}$ | $\mathbf{- 0 . 0 7 0 6}+\mathbf{1 . 0 7 0 8} \boldsymbol{i}$ |
| $\mathbf{2}$ | $\mathbf{0 . 7 0 8 0 - 0 . 7 5 6 2 \boldsymbol { i }}$ | $\mathbf{0 . 8 1 8 3}$ | $\mathbf{- 0 . 0 7 0 6}-\mathbf{1 . 0 7 0 8} \boldsymbol{i}$ |
| 3 | $-0.7080+0.6562 i$ | 2.3941 | $0.0706-0.9292 i$ |
| 4 | $-0.7080-0.6562 i$ | 2.3941 | $0.0706+0.9292 i$ |

Table 6.6: The roots of a free oscillating fractional order system, and their absolute arguments for $\alpha=0.8$.

| $\boldsymbol{i}$ | $\boldsymbol{w}_{\boldsymbol{i}}$ | $\mid \boldsymbol{\operatorname { r r g }}\left(\boldsymbol{w}_{\boldsymbol{i}} \mid\right.$ | $\boldsymbol{s}_{\boldsymbol{i}}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.9513+0.3290 i$ | 2.8086 | $0.0970+1.0286 i$ |
| 2 | $-0.9513-0.3290 i$ | 2.8086 | $0.0970-1.0286 i$ |
| 3 | $-0.5879+0.7889 i$ | 2.2112 | $0.0558-0.9200 i$ |
| 4 | $-0.5879-0.7889 i$ | 2.2112 | $0.0558+0.9200 i$ |
| 5 | $0.0000+1.0198 i$ | 1.5708 | $0.0000+1.1029 i$ |
| 6 | $0.0000-1.0198 i$ | 1.5708 | $0.0000-1.1029 i$ |
| $\mathbf{7}$ | $\mathbf{0 . 9 5 1 3 + 0 . 3 2 9 0} \boldsymbol{i}$ | $\mathbf{0 . 3 3 3 0}$ | $\mathbf{- 0 . 0 9 7 0}+\mathbf{1 . 0 2 8 6} \boldsymbol{i}$ |
| $\mathbf{8}$ | $\mathbf{0 . 9 5 1 3 - \mathbf { 0 . 3 2 9 0 } \boldsymbol { i }}$ | $\mathbf{0 . 3 3 3 0}$ | $\mathbf{- 0 . 0 9 7 0}-\mathbf{1 . 0 2 8 6} \boldsymbol{i}$ |
| 9 | $0.5879+0.7889 i$ | 0.9304 | $-0.0558-0.9200 i$ |
| 10 | $0.5879-0.7889 i$ | 0.9304 | $-0.0558+0.9200 i$ |

Table 6.7: The roots of a free oscillating fractional order system, and their absolute arguments for $\alpha=1.1$.

| $\boldsymbol{i}$ | $\boldsymbol{w}_{\boldsymbol{i}}$ | $\left\|\boldsymbol{a r g}\left(\boldsymbol{w}_{\boldsymbol{i}}\right)\right\|$ | $\boldsymbol{s}_{\boldsymbol{i}}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.9907+0.1468 i$ | 2.9944 | $0.1005-1.0099 i$ |
| 2 | $-0.9907-0.1468 i$ | 2.9944 | $0.1005+1.0099 i$ |
| 3 | $-0.8829+0.4597 i$ | 2.6615 | $0.0842+0.9512 i$ |
| 4 | $-0.8829-0.4597 i$ | 2.6615 | $0.0842-0.9512 i$ |
| 5 | $-0.7172+0.7070 i$ | 2.3634 | $0.0768-1.0706 i$ |
| 6 | $-0.7172-0.7070 i$ | 2.3634 | $0.0768+1.0706 i$ |
| 7 | $-0.4461+0.8851 i$ | 2.0376 | $0.0407+0.9144 i$ |
| 8 | $-0.4461-0.8851 i$ | 2.0376 | $0.0407-0.9144 i$ |
| 9 | $-0.1596+0.9973 i$ | 1.7295 | $0.0175-1.1046 i$ |
| 10 | $-0.1596-0.9973 i$ | 1.7295 | $0.0175+1.1046 i$ |
| $\mathbf{1 1}$ | $\mathbf{0 . 9 8 4 5}+\mathbf{0 . 1 6 5 9}$ | $\mathbf{0 . 1 6 6 9}$ | $\mathbf{- 0 . 0 9 6 8}+\mathbf{0 . 9 7 8 7} \boldsymbol{i}$ |
| $\mathbf{1 2}$ | $\mathbf{0 . 9 8 4 5 - \mathbf { 0 . 1 6 5 9 }}$ | $\mathbf{0 . 1 6 6 9}$ | $\mathbf{- 0 . 0 9 6 8}-\mathbf{0 . 9 7 8 7} \boldsymbol{i}$ |
| 13 | $0.8991+0.4480 i$ | 0.4622 | $-0.0939-1.0418 i$ |
| 14 | $0.8991-0.4480 i$ | 0.4622 | $-0.0939+1.0418 i$ |
| 15 | $0.6972+0.7070 i$ | 0.7924 | $-0.0648+0.9294 i$ |
| 16 | $0.6972-0.7070 i$ | 0.7924 | $-0.0648-0.9294 i$ |
| 17 | $0.1534+0.9783 i$ | 1.4152 | $-0.0138+0.9068 i$ |
| 18 | $0.1534-0.9783 i$ | 1.4152 | $-0.0138-0.9068 i$ |
| 19 | $0.4622+0.8969 i$ | 1.0950 | $-0.0504-1.0926 i$ |
| 20 | $0.4622-0.8969 i$ | 1.0950 | $-0.0504+1.0926 i$ |

Table 6.8: The roots of a free oscillating fractional order system, and their absolute arguments for $\alpha=1.5$.

| $\boldsymbol{i}$ | $\boldsymbol{w}_{\boldsymbol{i}}$ | $\mid \boldsymbol{\operatorname { a r g }}\left(\boldsymbol{w}_{\boldsymbol{i}}\right)$ | $\boldsymbol{s}_{\boldsymbol{i}}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.7598+0.7042 i$ | 2.3941 | $0.0813-1.0700 i$ |
| 2 | $-0.7598-0.7042 i$ | 2.3941 | $0.0813+1.0700 i$ |
| $\mathbf{3}$ | $\mathbf{0 . 6 5 9 8}+\mathbf{0 . 7 0 4 7} \boldsymbol{i}$ | $\mathbf{0 . 8 1 8 3}$ | $\mathbf{- 0 . 0 6 1 3}+\mathbf{0 . 9 2 9 8} \boldsymbol{i}$ |
| $\mathbf{4}$ | $\mathbf{0 . 6 5 9 8}-\mathbf{0 . 7 0 4 7} \boldsymbol{i}$ | $\mathbf{0 . 8 1 8 3}$ | $\mathbf{- 0 . 0 6 1 3}-\mathbf{0 . 9 2 9 8} \boldsymbol{i}$ |

Table 6.9: The roots of a free oscillating fractional order system, and their absolute arguments for $\alpha=1.8$.

| $\boldsymbol{i}$ | $\boldsymbol{w}_{\boldsymbol{i}}$ | $\left\|\boldsymbol{\operatorname { r r g }}\left(\boldsymbol{w}_{\boldsymbol{i}}\right)\right\|$ | $\boldsymbol{s}_{\boldsymbol{i}}$ |
| :---: | :---: | :---: | :---: |
| 1 | $-0.9729+0.3083 i$ | 2.8347 | $-0.0402+1.1067 i$ |
| 2 | $-0.9729-0.3083 i$ | 2.8347 | $-0.0402-1.1067 i$ |
| 3 | $-0.6088+0.8074 i$ | 2.2169 | $0.0936-1.0529 i$ |
| 4 | $-0.6088-0.8074 i$ | 2.2169 | $0.0936+1.0529 i$ |
| 5 | $-0.0198+0.9982 i$ | 1.5906 | $-0.0983+0.9872 i$ |
| 6 | $-0.0198-0.9982 i$ | 1.5906 | $-0.0983-0.9872 i$ |
| 7 | $0.5689+0.8077 i$ | 0.9572 | $0.0692-0.9387 i$ |
| 8 | $0.5689-0.8077 i$ | 0.9572 | $0.0692+0.9387 i$ |
| $\mathbf{9}$ | $\mathbf{0 . 9 3 2 6}+\mathbf{0 . 3 0 8 6} \boldsymbol{i}$ | $\mathbf{0 . 3 1 9 5}$ | $\mathbf{- 0 . 0 2 4 5}+\mathbf{0 . 9 1 4 4 \boldsymbol { i }}$ |
| $\mathbf{1 0}$ | $\mathbf{0 . 9 3 2 6} \mathbf{- 0 . 3 0 8 6 \boldsymbol { i }}$ | $\mathbf{0 . 3 1 9 5}$ | $\mathbf{- 0 . 0 2 4 5}-\mathbf{0 . 9 1 4 4 \boldsymbol { i }}$ |

### 6.5 Comparison between the Wright Function and the Hybrid Method Solutions

There are many methods to obtain the response of the fractional order system. Using the Wright function is one of analytical methods that are used to obtain the response of free oscillating fractional order system [66]. Comparisons between the analytical method based on the Wright function and the introduced method are illustrated in Fig. 6.12.


Figure 6.12: A comparison between the Wright function and the introduced method solutions.

In comparison between the two methods, as Fig. 6.12 illustrates, the introduced method has some advantages over the using of the Wright function, such as whatever the parameters are, by using the introduced method the response of the system can reach the steady state, if there is. In the solution that is obtained by using the Wright function the steady state, in some system, can't be reached. Moreover, the computational cost is very high of the solution obtained by using Wright function comparing with the usage of the introduced method. Furthermore, due to the indexes truncation the accuracy of the hybrid method is higher than the accuracy when the Wright function is used.

### 6.6 Modeling of a Freely Oscillating Dynamical Systems by Using Extended FELEs

The freely oscillating dynamical system can be modeled by using the FELEs as introduced in chapter 5. The FELEs model of free oscillating single pendulum system is given by Eq.(5.17). In this model, the damping force is proportional to the velocity with time varying coefficient. For different damping behaviour the free oscillating system can be modeled by three-term FODEs. This model is given by Eq.(6.2), in which the damping force is proportional to the fractional derivative of the displacement with time invariant coefficient. Both models can be combined, depending on the damping behaviour of a freely oscillating dynamical system, to represent the system model as following:

Consider a free oscillating single pendulum with length $l$ and uniform mass distribution. The equation of motion of the system represented by the combined model is given by

$$
\begin{equation*}
\ddot{\theta}(t)+\frac{\alpha-1}{t-\tau}{ }_{0} D_{t}^{\beta(t)} \theta(t)+\omega_{n}^{2} \sin \theta(t)=0, \tag{6.36}
\end{equation*}
$$

where $\beta(t)$ represents the variable order of fractional derivative of the angular dispacement $\theta, \omega_{n}=\sqrt{2 g / l}$ is the natural frequaency of the system, $\alpha$ is the R-L fractional integral order, $\tau$ is an intrinsic time, and $t$ represents the observing time .

Now our aim is to obtain the solution of the linearized system that is given by Eq.(6.36).

### 6.6.1 Methods and Methodologies

Numerical techniques are used to approximate the derivatives solutions of Eq.(6.36). The finite difference method is used to approximate the first term and the second term is approximated by the Coimbra fractional derivative [143] and the finite difference technique. The third term is linearized such that the oscillation angle is small.

Applying the finite difference method to $\ddot{\theta}(t)$ to obtain

$$
\begin{gather*}
\theta\left(t_{n+1}\right)=\theta\left(t_{n}+h\right)=\theta\left(t_{n}\right)+h \dot{\theta}\left(t_{n}\right)+\frac{h^{2}}{2!} \ddot{\theta}\left(t_{n}\right)+\frac{h^{3}}{3!} \dddot{\theta}\left(t_{n}\right)+\ldots,  \tag{6.37a}\\
\theta\left(t_{n-1}\right)=\theta\left(t_{n}-h\right)=\theta\left(t_{n}\right)-h \dot{\theta}\left(t_{n}\right)+\frac{h^{2}}{2!} \ddot{\theta}\left(t_{n}\right)-\frac{h^{3}}{3!} \dddot{\theta}\left(t_{n}\right)+\ldots,  \tag{6.37b}\\
\theta\left(t_{n}\right)=\theta\left(t_{n}+0\right)=\theta\left(t_{n}\right), \tag{6.37c}
\end{gather*}
$$

where $h$ is the time increment. Subtraction of Eq.(6.37b) from Eq.(6.37a) yields

$$
\begin{equation*}
\dot{\theta}(t)=\frac{\theta_{n+1}-\theta_{n-1}}{2 h}+O\left(h^{2}\right) . \tag{6.38}
\end{equation*}
$$

Add Eq.(6.37a) to Eq.(6.37b) and subtrate twice Eq.(6.37c) to obtain

$$
\begin{equation*}
\ddot{\theta}(t)=\frac{\theta_{n+1}-2 \theta_{n}+\theta_{n-1}}{h^{2}}+O\left(h^{2}\right) . \tag{6.39}
\end{equation*}
$$

The fractional derivative ${ }_{0} D_{t}^{\beta(t)} \theta(t)$ can be approximated by using Coimbra fractional derivative as following [143]:

$$
\begin{equation*}
{ }_{0} D_{t}^{\beta(t)} \theta\left(t_{n}\right)=\frac{1}{\Gamma\left[1-\beta\left(t_{n}\right)\right]} \int_{0}^{t_{n}}\left(t_{n}-\zeta\right)^{-\beta\left(t_{n}\right)} \frac{\partial \theta(\zeta)}{\partial \zeta} d \zeta+\frac{\theta\left(0^{+}\right)-\theta\left(0^{-}\right)}{\Gamma\left[1-\beta\left(t_{n}\right)\right]} . \tag{6.40}
\end{equation*}
$$

The discretization of the integral that is given by Eq.(6.40) can be done as following for $\theta\left(0^{+}\right)=\theta\left(0^{-}\right)[144]$ :

$$
\begin{equation*}
{ }_{0} D_{t}^{\beta(t)} \theta\left(t_{n}\right)=\frac{1}{\Gamma\left[1-\beta\left(t_{n}\right)\right]} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-\zeta\right)^{-\beta\left(t_{n}\right)} \frac{\partial \theta(\zeta)}{\partial \zeta} d \zeta . \tag{6.41}
\end{equation*}
$$

Applying forward difference approximation to $\frac{\partial \theta(\zeta)}{\partial \zeta}$ yields

$$
\begin{align*}
{ }_{0} D_{t}^{\beta(t)} \theta\left(t_{n}\right) & =\frac{1}{\Gamma\left[1-\beta\left(t_{n}\right)\right]} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-\zeta\right)^{-\beta\left(t_{n}\right)}\left(\frac{\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)}{h}+h \cdot E_{1}\right) d \zeta  \tag{6.42}\\
& =\frac{1}{\Gamma\left[1-\beta\left(t_{n}\right)\right]} \sum_{j=0}^{n-1} \frac{\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)}{h} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-\zeta\right)^{-\beta\left(t_{n}\right)} d \zeta+E_{1 n} .
\end{align*}
$$

where the error $E_{1 n}$ can be given as

$$
\begin{equation*}
E_{1 n}=\frac{1}{\Gamma\left[1-\beta\left(t_{n}\right)\right]} \sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}}\left(t_{n}-\zeta\right)^{-\beta\left(t_{n}\right)} h \cdot E_{1} d \zeta . \tag{6.43}
\end{equation*}
$$

Solving the integral of the first term of the right hand side of Eq.(6.42) yields

$$
\begin{equation*}
{ }_{0} D_{t}^{\beta(t)} \theta\left(t_{n}\right)=\frac{1}{\Gamma\left[2-\beta\left(t_{n}\right)\right]} \sum_{j=0}^{n-1}\left\{\frac{\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)}{h}\left[-\left(t_{n}-t_{j+1}\right)^{1-\beta\left(t_{n}\right)}+\left(t_{n}-t_{j}\right)^{1-\beta\left(t_{n}\right)}\right]\right\} . \tag{6.44}
\end{equation*}
$$

For $j=0,1,2, \ldots, n-1$ the following can be considered:

$$
-\left[\left(t_{n}-t_{j+1}\right)^{a}-\left(t_{n}-t_{j}\right)^{a}\right]=h^{a}\left[(n-j)^{a}-(n-j-1)^{a}\right] \text { where } a \in \mathbb{R} .
$$

Then Eq.(6.44) can be written as

$$
\begin{align*}
0 D_{t}^{\beta(t)} \theta\left(t_{n}\right) & =\frac{h^{1-\theta\left(t_{n}\right)}}{\Gamma\left[2-\beta\left(t_{n}\right)\right]} \sum_{j=0}^{n-1}\left\{\frac{\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)}{h}\left[(n-j)^{1-\beta\left(t_{n}\right)}-(n-j-1)^{1-\beta\left(t_{n}\right)}\right]\right\} \\
& =\frac{h^{-\theta\left(t_{n}\right)}}{\Gamma\left[2-\beta\left(t_{n}\right)\right]} \sum_{j=0}^{n-1}\left\{\left[(n-j)^{1-\beta\left(t_{n}\right)}-(n-j-1)^{1-\beta\left(t_{n}\right)}\right]\left[\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)\right]\right\} . \tag{6.45}
\end{align*}
$$

Substitute Eq.(6.39) and Eq.(6.45) into Eq.(6.36) and consider the linearization to obtain

$$
\begin{align*}
& \frac{\theta\left(t_{n+1}\right)-2 \theta\left(t_{n}\right)+\theta\left(t_{n-1}\right)}{h^{2}}+\frac{\alpha-1}{t_{n}-\tau} \frac{h^{-\beta\left(t_{n}\right)}}{\Gamma\left[2-\beta\left(t_{n}\right)\right]} \\
& \sum_{j=0}^{n-1}\left\{\left[(n-j)^{1-\beta\left(t_{n}\right)}-(n-j-1)^{1-\beta\left(t_{n}\right)}\right]\left[\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)\right]\right\}+\omega_{n}^{2} \theta\left(t_{n}\right)=0 . \tag{6.46}
\end{align*}
$$

Open the summation for $j=n-1$ and rewrite Eq.(6.46)as follows:

$$
\begin{align*}
& \frac{\theta\left(t_{n+1}\right)-2 \theta\left(t_{n}\right)+\theta\left(t_{n-1}\right)}{h^{2}}+\frac{\alpha-1}{t_{n}-\tau} \frac{h^{-\theta\left(t_{n}\right)}}{\Gamma\left[2-\beta\left(t_{n}\right)\right]} \\
& \sum_{j=0}^{n-2}\left\{\left[(n-j)^{1-\beta\left(t_{n}\right)}-(n-j-1)^{1-\beta\left(t_{n}\right)}\right]\left[\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)\right]\right\}+\frac{\alpha-1}{t_{n}-\tau} \frac{h^{-\theta\left(t_{n}\right)}}{\Gamma\left[2-\beta\left(t_{n}\right)\right]} \\
& {\left[(n-(n-1))^{1-\beta\left(t_{n}\right)}-(n-(n-1)-1)^{1-\beta\left(t_{n}\right)}\right]\left[\theta\left(t_{n}\right)-\theta\left(t_{n-1}\right)\right]+\omega_{n}^{2} \theta\left(t_{n}\right)=0 .} \tag{6.47}
\end{align*}
$$

Multiply both sides of Eq.(6.47) by $h^{2}$, consider the initial conditions, and take into account $\left[(n-(n-1))^{1-\beta\left(t_{n}\right)}-(n-(n-1)-1)^{1-\beta\left(t_{n}\right)}\right]=1$ to obtain

$$
\begin{align*}
& \theta\left(t_{n+1}\right)-2 \theta\left(t_{n}\right)+\theta\left(t_{n-1}\right)+\frac{h^{2-\beta\left(t_{n}\right)}(\alpha-1)}{\left(t_{n}-\tau\right)\left\{\Gamma\left[2-\beta\left(t_{n}\right)\right]\right\}} \\
& \sum_{j=0}^{n-2}\left\{\left[(n-j)^{1-\beta\left(t_{n}\right)}-(n-j-1)^{1-\beta\left(t_{n}\right)}\right]\left[\theta\left(t_{j+1}\right)-\theta\left(t_{j}\right)\right]\right\}  \tag{6.48}\\
& +\frac{h^{2-\beta\left(t_{n}\right)}(\alpha-1)}{\left(t_{n}-\tau\right)\left\{\Gamma\left[2-\beta\left(t_{n}\right)\right]\right\}}\left[\theta\left(t_{n}\right)-\theta\left(t_{n-1}\right)\right]+h^{2} \omega_{n}^{2} \theta\left(t_{n}\right)=0 .
\end{align*}
$$

### 6.6.2 Verification and Numerical Results

The second order homogenous variable coefficients differential equation is considered as a particular case of Eq.(6.36). This can be accomplished by taking $\beta(t)=1$. Consider the linearity of $\sin \theta(t)$ for small oscillation, the solutions of the integer representation and the fractional representation must be identical for $\beta(t)=1$. This is shown in Fig. 6.13 in which the integer and fractional representations solutions are
obtained by using Runge-Kutta numerical technique and the introduced approximation, respectively. The figure illustrates that both solutions are identical to each other for $\beta=1$.


Figure 6.13: A comparison between the integer and fractional representation solutions obtained by using Runge-Kutta numerical technique and the introduced approximation, respectively, for free oscillating system modeled by extended FELEs.

For $0 \leq \beta \leq 1$, selected values of $\beta$ are tested for $\alpha>1$ and $\alpha<1$ as shown in Fig. 6.14-a and Fig. 6.14-b, respectively. It's concluded from Fig. 6.14 that the response of the system reaches the steady state earlier, as $\beta$ be close to one for $\alpha>1$. For $\alpha<1$ the divergence of the system increases, as $\beta$ increases.


Figure 6.14: The effect of $\beta$ value on the system responses, $a: \alpha>1, b: \alpha<1$.

The effect of $\alpha$ is investigated in Fig. 6.15 in which the following can be concluded: For $\alpha<1$, as $\alpha$ decreases, the divergence of the system increases, while for $\alpha>1$, as $\alpha$ increases, the convergence of the system increases for the same values of $\beta$. For $\alpha=1$ there is no dissipation force acting on the system.


Figure 6.15: Illustration of the effect of $\alpha$ value on the system responses.

It's inferred from Fig. 6.15 that the system response is convergent for $\alpha>1$. That is because of the positive damping force effect. The convergence of the system responses due to varying $\beta$ values is demonstrated in Fig. 6.16. It's noticeable from the figure that for different values of $\alpha>1$ the system is convergent, if $0<\beta<2$.


Figure 6.16: Illustration of the upper limit of $\beta$ value.

In conclusion the introduced model represents an extended version of FELEs. This version is given as a combination of two types of damped system model. In the first model, the damping force is proportional to the fractional derivative of the displacement $[24,30,36,42]$, and in the second one the coefficient of the damping force is time varying [47]. In addition, the fractional order of the damping term is given as a variable $\beta(t)$.

The Coimbra fractional derivative and the finite difference technique are used to approximate the solution of the model. The verification of the approximation shows the accuracy of the approximation as illustrated in Fig. 6.13, where the approximated solutions are compared with the solution of the Runge-Kutta numerical technique for $\beta(t)=1$. The convergence of the model is affected by the values of the R-L fractional
integral order $\alpha$ and the variable order of the damping term $\beta$. That is shown in Fig. 6.14 through Fig. 6.16.

### 6.7 Comparison between the Hybrid Method and the Approximation Technique to Obtain the Solution of a Freely Oscillating Fractional Dynamical System.

The approximation technique that is used to solve the model introduced in Eq.(6.36) can be compared with the introduced analytical method. The later is discussed in section 6.4. The comparison between the two techniques can be done for time invariant damping coefficient. The responses of the system obtained by both methods must be identical for the same system parameters. Fig. 6.17 illustrates the comparison between the two techniques.


Figure 6.17: Illustration of a comparison between the introduced method and the approximation to solve a freely oscillating fractional dynamical system.

## CHAPTER 7

## DISCUSSION and CONCLUSION

oscillating dynamical systems that are studied in the research are modeled by means of the fractional calculus and calculus of variations. The responses of the systems are investigated according to some considerations such as system parameters and initial conditions. The considered fractional models of the oscillating systems are classified into two main types. The first formula is represented by homogeneous or nonhomogeneous three-term FODEs. The second formula is contingent upon the FELEs modeling of oscillating systems. These models are represented by non-linear and linearized second order homogeneous differential equations with variable coefficients.

The FELEs derivation is based on the calculus of variations and the fractional calculus. Specifically, it is based on the Fermat's principle, the R-L fractional integrals, and the Caputo fractional derivatives. The systems that are modeled by FELEs in our research are hypothetically assumed to involve dissipation forces, however the parameters of these dissipation forces can be experimentally identified. One of these parameters is the R-L fractional integral order $\boldsymbol{\alpha}$. The second parameter is the intrinsic time which is a time delay due to system performance.

The dissipation force, in this type of fractional modeling, is increased, as the R-L fractional integral $\alpha$ increases, whereas this dissipation force is gradually decreased due to the observed time effect. Additionally, the FELEs model gives a free oscillating undamped model, if the R-L fractional integral $\boldsymbol{\alpha}$ equals one. Moreover, even though the mathematical representations of these models are given by second order homogeneous nonlinear differential equations with variables damping coefficients, the FELEs are introduced as fractional models. This is because of the existence of the R-

L fractional integral $\boldsymbol{\alpha}$ in the damping term coefficients, and also it's because of the derivation of the FELEs is based on the fractional calculus. The non-linear systems that are modeled by means of FELEs can be linearized by the same approaches that are used in the linearization of integer order modeled systems.

The other formula of the fractional models, that is considered in the thesis contains derivative operators subject to fractional order in the dissipation terms of homogeneous or non-homogeneous three-term FODEs.

A comparison between extended fractional order representations that are given by Bagley-Trovik equations of non-homogeneous three-term FODEs is done. The comparison shows the effects of the fractional order operator $\alpha$, and the external applied forces. It's concluded from the comparison that for $\alpha$ equals one the fractional order representation and the integer order representation approximately match each other.

The M-L functions, the M-L functions pairs, with some other functions, and their Laplace transformations are studied and investigated. They are also exploited to obtain the solutions of non-homogeneous three-term FODEs with two-fractional terms for different values of $\boldsymbol{\alpha}$. Analytical and graphical comparisons between the fractional representations solutions and the solution of second order order non-homogeneous differential equation for same system parameters are done. It's deduced from the comparisons that when the fractional order $\alpha$ equals one the fractional representation and the integer representation solutions exactly identical.

Some real systems are modeled, as mentioned in section 6.1, by means of homogeneous three-term FODEs. The analytical method that is based on the Wright function and a hybrid analytical method based on integer and fractional calculus fundamentals are introduced. These methods are used to obtain the responses of fractional order free oscillating systems. The systems are modeled by second order homogeneous three-term FODEs for different system parameters as particular cases. The method that is based on the Wright function gives a general solution of the homogeneous three-term FODEs, whereas the introduced method gives the solution of a particular case. This particular case can represent a real system. Even-though the Wright function-based method gives a general solution, it's inferred from the com-
parison between the two methods that there are some advantages of using the hybrid method over the usage of the Wright function-based method. These advantages include the following: Whatever the parameters are, the responses of the system, which are obtained by using the hybrid method reach the steady state, if there is. On the contrary, in the solution using the Wright function-based method the steady state, in some system, can't be reached. The program running time of the solution using the Wright function-based method is too long. This long running time increases the computational cost, whereas the running time to obtain the response of the same system is couple of seconds, when the hybrid method is used. The stability of the system can be analyzed before obtaining the response, when the hybrid method is used. The accuracy of the hybrid method is better than the accuracy of the Wright function-based method. That is because of the effect of the truncations that the Wright function-based method has.

The aforementioned two main sections that are considered to represent the fractional models of the oscillating dynamical systems are combined together in sections 6.6 and section 6.7. The result of this combination is an extended version of FELEs model. This model is represented by homogeneous varying coefficients three-term FDE.

A comparison is done between this model for $\boldsymbol{\beta}=\mathbf{1}$ and the second order homogeneous variable coefficients differential equation. It's concluded from the comparison that the responses of both representations are identical to each other for different $\alpha(t)$ values. This is illustrated in Fig. 6.13.

For $0 \leq \beta \leq 1$, selected values of $\beta$ are tested for $\alpha>1$ and $\alpha<1$ as shown in Fig. 6.14-a and Fig. 6.14-b, respectively. It's concluded from Fig. 6.14 that the response of the system reaches the steady state earlier, as $\beta$ be close to one for $\alpha>1$. For $\alpha<1$ the divergence of the system increases, as $\beta$ increases. The effects of the R-L fractional integral order of the model are investigated in Fig. 6.15. It's deduced from the investigation that the system response is convergent for $\alpha>1$. Additionally, it's inferred from Fig. 6.16 that the approximation is valid for $0<\beta<2$. Moreover, the convergence of the model is affected by the values of the R-L fractional integral order $\alpha$ and the variable order of the damping term $\beta$.

A comparison is done between the Hybrid method and the approximation technique to obtain the solution of a freely oscillating fractional dynamical systems. It's concluded from the comparison, for constant coefficients, that the system responses that are obtained by both techniques match each other for same values of fractional orders, $\alpha$, and $\beta$, of the dissipation terms.

As future work, it's recommended to concentrate on the experimental studies. These studies may include the FELEs models, and the extended FELEs models of oscillating dynamical systems. The main objectives of these experimental studies are to identify the models parameters such as the R-L fractional integral $\boldsymbol{\alpha}$, and the fractional derivative order $\boldsymbol{\beta}$. Additionally, integer and fractional controllers can be applied to these models. Furthermore, the application of the external force and the time delay to these models can be a feasible future work in the research area.
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