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OZET

“Karar Verme Siirecinde Bulamk Uzlasik Programlama ve Bir Isletme Uygulamasi”
basliklt bu calismada uygulama alan1 Burdur ilinde, siit {riinleri iiretimi faaliyetinde
bulunan BUR-SUT firmasi secilmistir. Caligmanm uygulama boliimiinde BUR-SUT
firmasinin liretimine iligkin elde edilen veriler, Bulanik Uzlasik Programlama modeli ile
degerlendirilmistir. Calismanin ilk asamasinda karar verme siireci ile Cok Amagli Karar
Verme konular1 incelenmistir. ikinci béliimde, Uzlagik Programlama hakkinda bilgilere
yer verilmis ve ¢oziim siireci gerceklestirilmistir. Ugiincii béliimde, Bulanik Uzlasik
Programlama metoduna iligskin olarak Bulanik Kiime Teorisi, Bulanik Matematiksel
Programlama ve Bulanik Dogrusal Programlama {izerinde durulmustur. Dordiincii
boliimde ise, Uzlasik Programlamanin bir uzantisi olan ve uygulamaya konu olan Bulanik
Uzlasik Programlama problemlerinin ¢oziimii i¢in gelistirilen teknikler aciklanmis ve son
olarak besinci boliimde Bulanik Uzlasik Programlama modeli ile firmaya ait gelir,
maliyet, birim liretim hedefleri esas alinarak ¢6ziim stireci gerceklestirilmistir.

Bilim Kodu

Anahtar Kelimeler : Cok Amagli Karar Verme, Uzlasik Programlama, Bulanik Kiime
Teorisi, Bulanik Dogrusal Programlama, Bulanik Matematiksel Programlama, Bulanik
Uzlagik Programlama

Sayfa Adedi 129
Damisman : Yrd. Dog. Dr. Nurullah UMARUSMAN



AKSARAY UNIVERSTY
GRADUATE SCHOOL OF SOCIAL SCIENCES

FUZZY COMPROMISE PROGRAMMING AND A BUSINESS
APPLICATION IN A PROCESS OF DECISION MAKING

Master of Science Thesis

Duygu SOYSAL
AKSARAY 2017

ABSTRACT
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GIRIS

Bu calisma, Uzlasik Programlamanin (UP) bir uzantisi olan Bulanik Uzlagik
Programlama yaklagiminin gelistirilmesi siirecini igerir. Tarafimizdan 6nerilen modelin
gelisim siireci, iki asamadan olusmaktadir. Ilk asamasinda literatiir arastirmas1 yapilarak
teori kismi yer alirken, ikinci asamasinda ise, ¢alismamizin uygulama siirecinden sz

edilmisgtir.

Bulanik Uzlasik Programlama siirecini konu alan bu ¢alisma, bes bdliimden
olusmaktadir. Birinci boliimde arastirma konusu ile ilgili literatiir taramas1 yapilmistir.
Bu boliimde karar verme siirecinin 6nemi, dogru kararin verilmesinde isletmeye sagladigi
yararlar anlatilmistir. Cok Amaclh Dogrusal Programlama (CADP) yaklasiminin gelisim
slireci arastirilmis ve genel uygulama alanlar1 hakkinda bilgi verilmistir. 1950’11 yillardan
itibaren karsimiza ¢ikan Cok Kriterli Karar Verme (CKKV) metotlarinin, tanim ve temel
kavramlarina, ¢oziim tiplerine yer verilmistir. Cok Amaclhh Karar Verme (CAKYV)
modellerinin matematiksel yapisi ve Cok Amagli Karar Verme siirecinde kullanilan

teknikler siniflandirilmistir.

Ikinci boliimde, Zeleny tarafindan &nerilen Uzlasik Programlama yaklasimia ait temel

kavramlar aciklanarak, matematiksel yapis1 ele alinmistir.

Ugiincii boliimde, dncelikle Bulanik Mantik Teorisi incelenmistir. Bu béliimde Bulanik
Mantik Teorisinin avantaj ve dezavantajlarina yer verilmis ve uygulama alanindan sz
edilmistir. Bulanik Kiime Teorisine ait kavramlar agiklanarak, bulanik kiime islemlerine
yer verilmistir. Daha sonra Bulanik Matematiksel Programlama ve Bulanik Dogrusal
Programlama modellerinin formiilasyonu verilmistir. Bulanik Dogrusal Programlama
modellerinde kullanilan yaklagimlardan Zimmermann yaklasimi, Verdegay yaklagimi ve
Werners yaklasimi incelenmistir. Bu yaklagimlara ait tiyelik fonksiyonlar1 ve bu iiyelik

fonksiyonlarina gore olusturulan modeller agiklayici bir sekilde anlatilmistir.

1



Dordiincii boliimde Bulanik Uzlagik Programlama modeli hakkinda genel bilgiler
verilerek, matematiksel formiilasyonu ve Bulanik Uzlasik Programlama siireci incelenmis
ve girdi sekillerinin, kriter agirlik degerlerinin ve bulanik mesafe metriklerinin alabilecegi

tipik sekillere yer verilmistir.

Uygulama boliimiinde siit Girlinleri {ireten bir firmanin belirlenen ti¢ amag fonksiyonu ve
20 kasit1 ile iiretim siireci ele almmustir. Ik olarak Cok Amagli Dogrusal Programlama
modeline gore ¢oziim yapilarak, amag¢ fonksiyonu degerleri belirlenmistir. Bu degerlere
gdre uygun ¢dziim alanmnin bulunamadigi agiklanmustir. ikinci olarak problem, Uzlasik
Programlama modeli ile ¢oziimii gerceklestirilmistir. Ideal ¢oziimlerden yararlanilarak,
sonuca ulasilan Uzlasik Programlama modelinde, her bir degisken i¢in ayni degisken
degerleri belirlenmis ancak optimallik tatminkar seviyede olusmamistir. Uciincii boliimde
iistiin olmayan ¢oziimlerden elde edilen Nadir degerler ile tiyelik fonksiyonlar1 kurulmus
ve bununla birlikte karar vericiler tarafindan belirlenen kriter agirliklart ile Bulanik
Uzlagik Programlama ¢oziimii gergeklestirilmistir. Uygulama modelleri LINDO 6.1 ve
LINGO 14.0 kullanilarak ¢oziilmiistiir.



BIiRINCIi BOLUM

KARAR VERME SURECI VE COK KRITERLI KARAR VERME

1.1. Karar Verme Siireci

Karar verme, birden fazla segenek arasindan oOrgiit i¢in en uygun olanin belirlenmesi
olarak tanimlanir. Karar verme esnasinda; karar vericilerin deneyimleri, 6znel yargilari,
stratejik hedefleri dikkate alindig1r gibi bir¢ok nicel ve nitel kriterin de siirece dahil
edildigi goriilmektedir. Karar vericilerin psikolojik durumu, iginde bulunduklar1 sosyal
ortam ve gelecege doniik beklentileri karar {izerinde etkili olmaktadir. Bu nedenle i¢ ve
dis ¢evreden etkilenmeden, ancak bu cerceveyi de dikkate alarak dogru kararlar almak

isletmeler i¢in dnemlidir (Ozbek, 2014).

Rasyonel kararlar vermek, diisiinen bir varlik olan insana 6zgii bir davranis olup, karar
vericiler, her daim en dogru karar1 verebilme arzusu igerisine girer (Guerrero-Baena,
Gomez-Limon, & Fruet Cardozo, 2014).

Birgok igletme veya firma degisik alanlarda karar vermek zorunda kalir. Tabi ki en dogru
kararin verilmesi hedeflenir. Bireylerin karar vermesi gereken onemli konulardan biri,
isletmelerin finansal ve ekonomik performanslarin degerlendirilmesine yonelik alinacak
kararlardir. Bu kararlar, finansal ve ekonomik performansin 6l¢iilmesinden, isletmeye
kredi saglayacak olan kisi ve kurumlarin belirlenmesine kadar bir¢ok alanda dogrudan

etki gostermektedir (Turan, Ozar1 ve Demir, 2016).

Bir diger konu, yonetimde karar verme olgusudur. Bireylerin aldiklar1 kararlarin,
amaclara uygun olup olmadig1 karar verme islemi ile ilgilidir. Bu ylizden ydnetim
sorumlulugu almis bireyler, sonuglart az veya ¢ok zararli, amaca kisa ya da uzun yoldan
ulagan, sirketin finansal durumunu, calisanlarin1 ve performanslarin1 gozeten, sirketin
uzun veya kisa vadeli Omriinii olusturacak kriterler gibi birgok alanda karar alma

durumundadir (Emhan, 2007).



Gerek bireysel, gerek yonetsel gerekse de toplumu etkileyecek diizeyde kisaca her
seviyede dogru ve etkili karar vermek, 6nemli bir beceri olarak kabul edilir. Dogru karar
verme de Kkarar vericinin becerisini olusturan akil, sezgi ve deneyimlerini dogru
kullanabilme yetisinin 6nemi bilinmekle beraber giliniimiizde zorlasan ve karmasiklasan
karar siireglerinin karar vericinin daha etkin, hizli ve daha dogru karar verebilmesine

olanak saglayacak karar alma araglari ile desteklenmelidir (Yildirim, 2015).

Rekabetli ve riskli ortamlarda daha verimli ve daha giivenilir biiyiimeyi hedefleyen
isletmelerin alacaklar1 kararlar son derece 6nemlidir. Hizla degisen ortam kosullarina
uyum saglayan, gelisme firsatin1 daha ¢cabuk yakalamaktadirlar. Bu kararlarin etkinligini
artirabilmek i¢in de ¢ok sayida nicel ve nitel kriterleri bir arada degerlendirebilen

yontemlerden, yardim alarak gerceklestirilir (Fettahoglu, Dénmez ve Kazhi, 2016).

Karar verme siirecinde c¢esitli risk teskil edebilecek bazi durumlar mevcuttur ve bu
hususlara dikkat etmek son derece 6nemlidir. Bu hususlar sdyle siralanabilir (Emhan,
2007):

e Karar verme siirecinde aceleci davranmak. Acele verilen kararlar yanlis sonuglara
sebep olabilir.

e Cok ge¢ hareket edilmesi. Geg karar vermek, bazi firsatlarin yakalanmasina engel
olabilir.

e Oncelik siralamasi dikkate alinmadan plansiz bir karar verme siireci.

e Yapilan hatalarin kabullenilmemesi ve bu durumun dogru karara ulasmada
gecikmelere sebep olmasi.

e Karar vericilerin bagkalarina kimselere danismadan hareket etmesi gibi durumlar

risk durumlarint meydana getirir.

Yukarida belirtilen bu hususlara dikkat edildigi takdirde daha dogru kararlar ve daha

giivenilir sonuglar elde edilecektir.

Etkili bir kararin verilebilmesi igin karar sisteminin Ozelliklerini bilmek fayda

saglayacaktir. Bu dzellikler sunlardir (Ozmen ve Yériik, 2005):

e Kararlar ne kadar rasyonel ve mantikli ise o derece etkili bir karar verilmis olunur.

Analitik diislince sayesinde alinan kararlarin temeli saglam atilmis demektir.



e Etkili bir karar acik, anlasilir ve kolay uygulanabilir 6zellige sahip basit derecede
olmalidir ki, isletme igerisindeki her boliim, kararlar1  algilayip
uygulayabilmelidir.

e Etkili karar zamaninda verilmelidir.

e Etkili karar hizli bir sekilde alinip uygulamaya konulmalidir.

e Etkili bir karar, hukuki olarak yo6netimin mevzuatina, uygun olup isletmenin

amaclarina paralel olmalidir.

Karar problemi, ayr1 ayr1 analiz edilir ve alternatif 6nermek i¢in karar analizi aksiyomlari
(mantig1) ile pargaya ayristirilip se¢ilmelidir. Bu "bol ve yonet" kavramlarmin uyumu
disiplinler arasi sorunlarin ele alinmasi i¢in neredeyse sarttir. Karar analizi yontemi,
geleneksel teknikleri, yoneylem aragtirmasi, yonetim bilimi, sistem analizi ve profesyonel
hiikkiim ve karar vermeyi desteklemek ve analiz degerlerini birlestirmek igin bir gergeve
saglar. Karar analizi, modelleri (6rnegin; ekonomik, bilimsel, yoéneylem arastirmast),
mevcut veriler, drnekler ve testleri ve uzmanlarin bilgileri ile alternatiflerin gesitli

sonuglarini 6lgmek igin kullanilir. Karar analizinin temel yonleri (Keeney, 1982):

e Bazi amaclan gerceklestirmek i¢in ihtiyaglar belirlenmelidir.

e (esitli alternatiflerden biri sec¢ilmelidir.

e Alternatifler ile ilgili farkli sonuglar degerlendirilmelidir.

e Genellikle her bir alternatif sonu¢ hakkinda belirsizlikler olabilir.

e Olas1 sonuglarin tiimii esit degerli degildir, seklinde siralanabilir.

Karar verme, bir siirecten ibaret olup, bu karar verme siirecinin ¢ergevesini asagidaki

Sekil 1°de sirasi ile adimlar halinde gérmek miimkiindiir.
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Sekil 1. Karar verme siireci ¢ergevesi (Lu, Zhang, Ruan ve Wu, 2007)

Yukarida verilen karar verme siireci gercevesine gore ana asamalar1 kisaca agiklamak
gerekirse problemin tanimlanmasi asamasinda; yoneticinin problemi en iyi sekilde
tanimlamas1 sadece bir baglangictir. Ayrica bir¢ok sorunla karst karsiya da
kalabilmektedir. Bu yiizden bir taraftan problemin elde edilen veri ve tahminlerle amacini

belirlerken diger taraftan gergeklesecek sorunlari, amaglart ayirt edebilmelidir.



Tanimlanma asamasinda problemin tanimi agikca belirtilmeli, kisilerin veya gruplarin
gorevleri sorumluluklar belirlenmeli, problemle ilgisi oldugu diisiiniilen konular ortaya
cikarilmalidir. Ancak belirsiz bir durum mevcut ise, problemin tanimlanmasi isletmeyi
yaniltacak ve rasyonel kararlar alinmasini engelleyecektir. Bu belirsizlik durumu goz
oniinde bulundurulmalidir. En iyi alternatifin secilmesi asamasinda; problemin iyi bir
sekilde tanimlanmas1 yapildiktan sonra dogru ve en iyi ¢6ziim yollart arastirilmalidir.
Co6ziim yollart bulunurken bazi kriterlerden yardim alinabilir, bunlar gegmis deneyimler,
rakiplerin uygulamalar1 is¢ilerin, miisterilerin sergiledikleri davranislar1 ve Onerileri
yararlt bir kaynak olabilir. Meydana getirilen alternatifler birden fazladir bu yiizden
alternatifler icerisinden en uygun olani secilmelidir. Bu durum c¢esitli arastirmalar
gerektireceginden dolayr uygun alternatifi segmek bazen zor olabilir. Bu durumun
istesinden gelebilmek iginde riskin derecesi, ekonomik olma durumu, zamanlama ve
kaynaklarin sinirlandirilmasi gibi bazi 6lgekleri géz oniinde bulundurmamiz gerekir.
Secilen alternatifin degerlendirilmesi; genelde her bir alternatif birden fazla sonug
ortaya ¢ikaracaktir ve bu sonuglar gesitli zamanlarda ve derecelerde goriilebilir. Birden
fazla sonu¢ dizisinden se¢cim yapabilmek icin karmasik bir deger sistemine ihtiyag
duyulmaktadir. Boylece tek bir dizi sonug, baska bir diziye baglanabilmesine
kararlagtirilir. Kararm uygulanmasi asamasi; elde edilen bulgular ve beklentiler karar
verici tarafindan siirekli olarak karsilastirmaya tabi tutularak, ¢oziimiin ne derece etkin
oldugu gozlemlenir. Gerceklesen sonuclar ile beklentiler arasinda anlamli farklar
olusursa, karar verici hatali bir karar aldigin1 anlar ve hatasini diizeltmeye ¢alisir (Emhan,

2007).

Karar verme, elde bulunan biitiin bilgileri g6z Oniinde bulundurarak durumun
kavranmasi, alternatif eylem bigimleri ile ortaya konulacak sonuglarin gdzden gecirilmesi
ve uygun eylemin segilerek uygulama asamasmin gerceklestirilmesidir. Rekabet
kosullarinin artmasini gz oniinde bulundurulacak olunursa, isletmeler agisindan karar
verme durumu, daha 6nemli hal alarak biiyiikk bir prestije doniismektedir. Bilim ve
teknolojideki gelismelerle, artik karar verme problemlerinin ¢oziimleri, sezgisel degil
bilimsel yontemlerle aciklanmaktadir. Ulasilmak istenen hedefin bircok degisken
tarafindan belirlendigi ve degerlendirilecek alternatiflerin her birinin kendine 6zel
avantajlarinin bulundugu durumlarda karar verme isi bir hayli zorlasmaktadir. Bu yiizden

kararlar iizerinde etkili olacak, karsilagilan giicliiklerin tistesinden gelmeyi saglayacak,



tim kriterlerin degerlendirilmesi ve analizi amaciyla Cok Kriterli Karar Verme

yontemleri gelistirilmeye ¢alisgilmistir (Kaya, Kiling ve Cevikcan, 2007).

Karar vericiler, karar verme durumuyla karsilastiklarinda, ¢oklu ve geliskili kriterleri
acikca dikkate almalar1 gerekir. Son yirmi yilda Cok Kriterli Karar Verme problemlerini
¢ozmek i¢in bircok yontem gelistirilmistir; karar verici, biiyiikk oranda tercih bilgilerini
elde edip, ¢6ziim yontemlerini kategoriler halinde, progresif ve interaktif yontemler
olarak ayirir. Interaktif ¢6ziim ydntemleri, bir sonraki ¢dziime karakterize olmasindan
dolay1, karar vericiler her adimda, interaktif olarak en ¢ok tercih edilen ¢6ziime dogru
ilerler (Buchanan, 1994).

Cok Kiriterli Karar Verme yontemleri, karmasik karar problemlerinin bilimsel ve analitik
yaklagimlarla beraber karar vericiye en dogru ve en giivenilir kararin alinmasina yardimci

olur (Guerrero-Baena vd., 2014).

Cok Kriterli Karar Verme yontemleri, karar problemlerinin dogal ozelliklerinin iyi
anlagilmasin1 saglamakta, katilimcilarin karar silirecine katilabilmeleri igin rollerini
tesviklemekte, miisterek kararlar1 ve uzlagmalari kolaylastirmakta, kararlari rasyonel,

etkin ve agik hale getirerek kaliteyi artirmaktadir (Pohekar ve Ramachandran, 2004).

1.2. Cok Kriterli Karar Verme ve Tanim

Kararlar, bireyler veya gruplar tarafindan elde edilebilir. Bireysel kararlar cogu kez daha
diisitk yonetim diizeylerinde ve kiiclik kuruluslarda elde edilirken, grup kararlari ise
genellikle yonetim diizeyi yiiksek ve biiyiik kuruluslarda elde edilmektedir. Karar verme
problemlerinde farkli siniflandirmalar olusabilir ve bu yilizden farkli modelleme ve ¢6ziim
metotlar1 gerekmektedir. Yapisal bir problem olarak, en iyi ya da en tatminkar ¢oziim
yontemlerini, elde etmek igin standart ¢6ziim yontemleri bilinmektedir. Genel olarak,
boyle bir sorun, mevcut klasik matematiksel modeller tarafindan tanimlanabilir. Ancak
belirsizlik durumlarinda, hicbir sekilde standart ¢oziim yontemi olmadigi igin
yapilandirilmamis bir sorundur. Cogu kez yapilandirilmamis bir sorunda insan sezgisi,
karar vermede temeldir. Yeni hizmetleri planlama, bir yoneticinin is alimi igin personel
segme veya arastirma ve gelistirme projeleri, gelecek ig¢in tipik yapilandirilmamis
sorunlari igerir. Bu sorunlari ¢ozmek igin insani yargilara ihtiyag duyulabilir (Lu vd.,

2007).



Ayrica nesnel gergekligin tanimlanabilmesi igin birtakim 6zelliklere bakilir. Bir kisi; boy,
kilo, renk, yas, zenginlik gibi farkli agilardan tarif edilebilir. Diger 6zellikleri drnegin;
akil, gilizellik ya da sosyal statii, daha 6znel ve Onyargili olabilir. Bu alternatifler
icerisinden karar verme kriteri olarak herhangi bir 6zelligin se¢ilmesi miimkiindiir.
Burada once hedef diizeyleri belirlenir, 6zel degerler, nitelikleri veya amaglari agisindan
tamimlanir. Ornegin "gaz kilometresini iist diizeye ¢ikarma" bir araba ile ilgili iyi bir
hedeftir. "Galon basina yirmi altt millik bir gaz kilometresinin saglanmasi" ise belirli bir
hedef ya da amag i¢gin referans degeri gosteren, agikca ifade edilmis bir hedeftir. Burada
ki amag, iyilestirme ya da bireysel nitelik 6lgekleri ile birlikte tercih yonlerinin, temsil
edilmesidir. Bu durumun iki yoni vardir: Daha fazla veya daha az (maksimize veya
minimize). Ornegin; niteligin alternatifler arasindan, en yiiksek olanm bulunmasi veya
yiiksek olanin en iist diizeye ¢ikarilmasi bir hedeftir. Boylece amaglanan iyilestirme yonii

nesnel olabilecektir (Zeleny, 2005).

Her hedef i¢in bir bakima en uygun olarak adlandirilabilecek, “ideal” alternatif vardir.
Cok Kriterli Karar Verme yontemi i¢in en dnemli gorev "iyi" bir uzlasma yolu bulmaktir.
Bu ayni zamanda, karar vericinin goziinde, en iyi performans alternatifidir. Bu nedenle,
uzlagsmanin Kkalitesini en iyi belirleyen, karar vericinin ¢ok boyutlu olan tercihleridir

(Habenicht, Scheubrein ve Scheubrein, 2014).

Cok Kiriterli Karar Verme siirecindeki problem ¢oziimiinii, sirasi ile temel adimlarla

gostermek miimkiindiir (Opricovic ve Tzeng, 2004).

1. Hedeflerin kurulmast, kriterlerle ilgili sistemin degerlendirilmesi.

2. Hedeflere ulagsmak i¢in alternatif sistemlerin gelistirilmesi (Alternatiflerin
iretilmesi).

3. Kiriterler acisindan alternatiflerin degerlendirilmesi (Kriter fonksiyonlarimin
degerlendirilmesi).

4. Cok kriterli yontemlere normatif bir analiz uygulanmasi.

5. Uygun bir alternatifin kabul edilmesi (tercih edilmesi).

6. Cok kriterli optimizasyon problemlerinde nihai ¢6zliim elde edilmez ise bilgilerin

yeniden toplanmasi ve bir sonraki yineleme asamasina gidilmesi.
Cok Kiriterli Karar Verme yontemine ait adimlar (Mateo, 2012):

e Problemin tanimlanmasi alternatiflerin belirlenmesi ve kriterlerin olusturulmasi:
Problem acgik olarak tamimlanir, alternatifler ayirt edilir ve ana hususlara,
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belirsizlik seviyesine ve kisitlarla c¢atisan noktalara, amaglara ve aktorlere
deginilir.

e Kriter agirliklarinin atanmasi: Degerlendirme kriterlerine ait dnem dereceleri,
farkli yontemler kullanilarak belirlenir.

e Degerlendirme matrisinin olusturulmasi: Alternatifler, kriterler ve agirliklar biitiin
olarak bir karar matrisinde gosterilir. Cok kriterli hesaplamalar bu matris
kullanilarak yapilmaktadir.

e Uygun yontemin se¢imi: Alternatiflerin derecelendirilmesi amaciyla uygun olan
Cok Kriterli Karar Verme yonteminden yararlanilir, verilerin 6zelliklerine ve
belirsizlik seviyelerine gore siralanir ve en iyi derecedeki alternatif, ¢cozliim Onerisi
olarak sunulur.

e Alternatiflerin siralanmasi: Alternatif ¢ozlimler Oncelik siralamasina gore
siralandiktan sonra, en iyi olduguna karar verilen alternatif, ¢6ziim onerisi olarak

ortaya konulur.

Isletmelerin ayakta kalabilmeleri ve siireklilik ilkesine sahip olabilmeleri i¢in birgok
seviyede farkli kararlar almak zorundadirlar. Bu kararlar1 alirken, karar vericiler dogru ve
giivenilir verilere ve degerlendirme siireclerine ihtiya¢ duyarlar. Bu yiizden karar verme
stireclerine, bilimsel tekniklerin dahil edilmesine, sonuglarin daha giivenilir olmasina ve
subjektif kararlardan uzaklasilmasina yardimci olur. Cesitli karar problemleri ile karsi
karsiya kalan yoneticiler i¢in zor problemlerden biri de, birden fazla alternatif
kiimesinden, uygun alternatifin se¢ilmesidir. Bu se¢im prosediiriinde ¢ok sayida ¢elisen
kriter dahil oldugundan geleneksel secim yontemlerinin kullanilmasi, gercekegi bir

¢oziimii ortaya koymamaktadir (Soner ve Oniit, 2006).

CKKV yontemleri, organizasyonlarin ortaya konulmasinda kullanilan ve elde edilen
neticeler ile alternatifleri siralama, alternatifler arasindan se¢gme ve siiflandirma yapma

ozelligine sahip metotlar, olarak karsimiza ¢ikmaktadir (Urfalioglu ve Geng, 2013).

Cok Kriterli Karar Verme yontemlerinin ¢esitliligi agisindan genis bir yelpazeye sahip
olmasina ragmen, bu yontemler bilinyesinde bir¢ok ortak 6zellik barindirmaktadir. Bu

ozelliklere asagida yer verilmistir:

e Alternatifler: Karar vericinin ortaya koyacagi segenek olarak adlandirilan

eylemlerdir (Habenicht, vd. 2014).
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e Birden fazla kriter: Kriterler, alternatiflerin farkli agilardan degerlendirebilecegi,
farkli boyutlar ifade etmektedir. Kriterler, kararlarin ne derece etkin ve verimli
oldugunu 6lgmektedir. Seceneklerin etkileri bazen dogrudan goriilebilirken, bazen
ise fark edilse bile niceliksel olarak ifade edilemeyen etkileri de olabilmektedir.
Ancak boyle bir durumda alternatifler arasindan en ¢ok katki saglayan segenegin
belirlenmesi, karar verici i¢in hem zor hem de ¢ok fazla zaman kaybi1 demektir.
Bu yiizden genelde karar vericiler, bu faktorleri sezgisel olarak ele alirlar
(Ozgiiven Tayfun, 2015).

e Kriterler arasinda celiski: Kriterler bazen birbiriyle ¢elismesi nedeniyle, tim
kriterlerin tatmin olmasini saglayacak, bir ¢oziim bulunamamaktadir. Bu yiizden
karar vericinin tercihlerine gore, bir ¢éziim kiimesi olusturulmaktadir (Sayadi,
Heydari ve Shahanaghi, 2009).

e Karsilastirllamayan o6l¢ii birimleri: Kriterler bazen farkl 6l¢ii birimlerine sahip
olmasindan dolay1 karsilastirma yapmak zorlasmaktadir. Ornegin; ikinci el araba
satin alinmak istendiginde, bazi kriterler gz 6niinde bulundurulur. Bunlardan biri
de arabanin satin alma isleminden 6nce yapmis oldugu km birimi ile dlgiiliirken,
arabanin maliyet kriteri ise TL birimi ile o6l¢iilmektedir. Bu yiizden farkli
kriterlerin, farkli birimlere sahip olmasi, ¢ok kriterli problemlerin ¢6ziimiini
zorlastirabilir. Arabanin alim probleminde fiyati nicel olarak nitelendirirken,
arabanin konforu gibi 6zellikler, nitel olarak degerlendirilir. Bu yiizden, nicel ve
nitel kriterlerin ayn1 anda degerlendirilmesi, CKKV problemlerinin bir baska
ozelligidir. CKKV problemlerinin bu 6zelligi sayesinde nicel ve nitel kriterlere,
ayni anda cevap bulunabilir, kolay uygulanabilir, farkli problemlere ortak ¢oziim
getirilebilir. Isletmelerin performanslarinin belirlenmesinde, iiriin, is gdrme gibi
konularin karsilastirilmasinda, sikga CKKV yéntemlerine basvurulur (Ozgiiven
Tayfun, 2015).

o Kiriter agirhklari: Cok Kriterli Karar Verme yontemleri, kriterlerin
agirliklandirilmasi ile farkli 6nem derecelerine sahip olmasini ve kriterlerin agirlik
degerleri bakimindan karara katki saglamaktadir (T.C. Cevre ve Orman Bakanligi

Tiirkiye Teknoloji Gelistirme Vakfi, 2010).

Cok kriterli kararlar genellikle iki temel asamada ele alinmaktadir. Birincisi; her
alternatifin sahip oldugu, kriterlere atanan puanlama sistemi digeri ise; alternatifler
arasinda siralama isleminin olmasidir. Cok Kriterli Karar Verme yontemleri, temelde dort
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farkli boyutta siniflandirilir bunlar; {ist derecelendirme, deger ve fayda teorisi, etkilesimli

hedef programlama, grup karari ve uzlasmaya dayali yontemlerdir (Valls ve Torra, 2000).

Cok Kriterli Karar Verme problemleri, giinliik hayatta ¢ok sik goriliir. Kisisel baglamda,
bir ev ya da bir araba satin alma agisindan fiyat, boyut, stil, giivenlik, konfor, vs.
karakterize edilebilir. Is baglaminda, genellikle karmasik ve biiyiik 6l¢ekli kuruluslarim,
CKKYV sorunlar1 daha fazladir. Ornegin, Avrupa'da birgok sirkette yiizlerce kriter ve alt
kriter kullanarak kurumsal 6z degerlendirme yapilip, EFQM (Avrupa Kalite Y6netimi
Vakf1l) is miikkemmelligi modeli ayarlanir. Genellikle biiyiik sirketlerin satig sonrasi
hizmeti, kalite yonetimi, tedarik¢i olmasi, finansal istikrar: vb. gibi farkli alanda bir dizi
kriteri kullanarak satin alma departmanlarini, degerlendirmek gerekir (Xu ve Yang,
2001).

CKKYV, 1970’lerin basindan beri operasyonel bilimlerde, en hizli biiyliyen arastirma
alanlarindan biri haline gelmistir. Bu alanda “birden fazla” kelimesi endise ve odaklanma
olarak tanimlanir. Bu konuda insani se¢im, yargi ve karar verme tek bir kriterden ziyade,

birden fazla kriter olarak nitelendirilir (Zeleny, 2005).

1970’1ler de CKKYV arastirmasi, Cok Amagh Matematiksel Programlama teorik temelleri
ve Cok Amacli Matematiksel Programlama problemlerinin ¢6ziimii igin prosediirler ve
algoritmalar tizerinde durularak, prosediirlerin teorik yakinlagsmasmin, prosediirlerin
isleyisinin kendileri kadar 6nemli oldugu goriilmiistiir (Dyer, Fishburn, Steuer, Wallenius
ve Zionts, 1992).

Cok Kiriterli Karar Verme arastirmasi, hizla gelismistir ve dikkat gerektiren karmasik
karar problemleri ile basa ¢ikmak i¢in gesitli hedefleri veya kriterleri arastirmak, temel
alan haline gelmistir (Lertprapai, 2013).

Gegmis yillara nazaran CKKV yontemleri, tiim ana alanlarda artis gostermektedir. Bu

alanlar sunlardir (Zavadskas, Turskis ve Kildiene, 2014):

¢ Big¢imsel/resmi modeller (Algoritmalar, prosediirler ve se¢im paradigmalari)
e Degerlendirme teorileri
e Degerlendirme metodojileri (Bireyin tercihlerinin ortaya cikarilmasi tahmin ve

olgekleme, Cok Kriterli Karar Verme durumlarinda subjektif kararlari)

CKKYV disiplininin gelisimi, bilgisayar teknolojisinin ilerlemesi ile yakindan ilgilidir.

Karmasik CKKYV sorunlarini, sistematik olarak analizini yapmak, son yillarda bilgisayar
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teknolojisinin hizla gelismesi ile miimkiin hale gelmistir. Ote yandan bilgisayar ve bilgi
teknolojilerinin yaygin kullanimi, is i¢inde karar vermeyi destekleyen, karar vermede
giderek daha onemli ve faydali olabilecek, biiyiik bir bilgi miktar1 tiretmektedir (Xu ve
Yang, 2001).

Cok Kriterli Karar Verme modeli, sorunlarin niteligine bagli olarak, cesitli unsurlardan
olusur. Asagidaki Sekil 2°de yer alan elementler, Cok Kriterli Karar Verme modelinin

unsurlaridir.

Karar

T ercihler

Sonuclar

Kriterler

Alternatifler

Karar degiskenleri

Sekil 2. Cok Kriterli Karar Verme modelinin unsurlar1 (Habenicht, vd., 2014)

CKKYV problemleri, genel olarak iki kategoriye ayrilmaktadir. Problemin, se¢im veya
tasarim problemi olup olmadigina bakilarak, Cok Nitelikli Karar Verme (CNKV) ve Cok
Amagli Karar Verme olmak iizere simiflandirilir. CAKV yontemlerinin, degisken karar
degerleri vardir, karar vericiler cok sayidaki se¢imler arasindan kararli olduklari tercihleri
icin, en iyi olan1 belirlemelidir. Diger taraftan CNKV de ise, sinirl sayidaki alternatifler
onceden tespit edilmistir. CNKV, sonlu sayidaki alternatifler arasindan se¢im ile ilgili,
problemleri ¢6zmek i¢in kullanilan bir yaklasimdir. CNKV yontemi, se¢ime ulagmak i¢in
nitelik bilgilerinin nasil islenecegini belirtir ve hem nitelikler arast hem de nitelik igi

karsilagtirmalari ortaya koyar (Rao, 2007).

Bir ¢ok mevcut segenekler, cesitli nitel/nicel Olciitlere gore, belli/belirsiz, aksiyon, se¢im,
strateji, politika gibi gercek diinya durumlarinin degerlendirildigi riskli ortamlar, Cok

Nitelikli Karar Verme siireci i¢erisinde algilanir (Zavadskas vd., 2014).
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Asagidaki Tablo 1°de bu iki siniftaki problemlerin 6zellikleri arasindaki karsilasgtirmay1

gostermektedir.

Tablo 1. CAKYV ile CNKV Problemlerinin Ozellikleri A¢isindan Karsilastirilmasi

Cok Amach Karar Verme Cok Nitelikli Karar

Verme
Kriterlerin Amaglar tarafindan Nitelikler tarafindan
Tanimlanmasi
Amaclarin Acik/Belirgin olarak Kapali/Net degil
Tanimlanmasi
Niteliklerin Kapali/Net degil Acik/Belirgin olarak
Tanimlanmasi
Kisithliklar Aktif Aktif degil (Niteliklere
dahil edilmis)
Alternatifler Sonsuz  sayida, siirekli  Sonlu sayida, ayrik
(stire¢ sirasinda belirir) (6nceden tanimlanmis)
Karar verici ile Cogunlukla Cok fazla degil
Etkilesim
Kullanim Amaci, Tasarim Secim/Degerlendirme

Problem Tiirii

(Kaynak: Ersoz ve Kabak, 2010)

1.2.1. Cok Amach Karar Verme Tarihcesi

Konu ile ilgili ve bilimsel nitelikli yayinlar, 1950°’li yillardan itibaren karsimiza
cikmaktadir. 11k kez “etkin vektdr” kavramini kullanan Koopmans, modern Cok Amagcl
Karar Verme de “baskin ¢oziim” kavramiyla es deger anlaminda kullanmistir. Aym
zamanda Kuhn ve Tucker ikilisi etkin ¢dziimlerin olusturulabilmesi i¢in optimallik
kosullarin1 ortaya atarak “vektor maksimizasyonu” modeli formiile edilmistir. 1950’11
yillarin, Cok Amach Karar Verme alanindaki en 6nemli gelismelerden biri, Charnes
Cooper ikilisinin, Hedef Programlama konusundaki ¢aligmalaridir. 1960’11 yillar boyunca
gelismeler devam etmis ve ozellikle “Cok Amacli Simpleks Metodu” ile “Cok Amaclh
Fayda Fonksiyonu” konularina 6nem verilmistir. 1970°1i yillarin yoneylem arastirmasi ve
yonetim bilimi alanlarindaki en hizli gelisme ise, Cok Amach Karar Verme konulari ile

ilgilidir (Kuruiiziim, 1998).
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Ikinci Diinya savasi siralarinda ve sonrasinda, yoneylem arastirmalarinda tek amacgh
fonksiyon optimizasyonuna dayanan tekniklerin, bir¢ok alanda kullanimi basari
saglamistir. Ancak birden fazla amaci olan problemlerle karsilasilmasi sonucunda,
problemlerin matematiksel ¢oziimii iizerindeki c¢alismalarin 6nem dereceleri artmistir.
Bunun sonucunda, o6zellikle 1970’li yillarda, iki ve daha fazla amag¢ fonksiyonunun
optimizasyonuna dayanan yontemler gelistirilmistir. Rekabetin  yogun oldugu
giiniimiizde, yoneticiler gerek stratejik, gerekse taktik kararlar alirken bir¢ok Ol¢iitii goz
ontinde bulundurmak zorunda kalmistir. Cok Kriterli Karar Verme; Cok Amagh Karar
Verme ve Cok Nitelikli Karar Verme konulariyla yakindan ilgilenen bir teknik halini
almistir (Ciddi ve Erol,2013).

1.2.2. Cok Amach Karar Verme Siireci

Baz1 gergek diinya sorunlari tek bir nesnel meseleye indirgenebilir olsa da, ¢ogu zaman
sorunlari, tek bir nesnel agidan tiim yonleriyle tanimlamak zordur. Genellikle CAKV,
coklu amaclarin tanimlanmasinda, daha iyi fikirler verir. Cok amaglh optimizasyonun,
gercek diinyadaki sorunlarda uygulanmasi, siirekli artmaktadir. En kisa siirede ve
miimkiin oldugunca, ayn1 anda birka¢ ¢elisen amaclarin optimize edilebilmesi, artik
¢ozlimlerin es deger kalitede oldugunu gosterir (Abraham ve Jain, 2005).

Karar vericilerin arzulari, onlara hangi yonde calismak istediklerini gosterir. Bir CAKV
probleminin sonucu olarak, karar vericiler hedeflerinin en optimize olanini igerir. Belirli
bir durumda, hedeflerin mekan ve zamaninin ifade edilmesi, karar vericiler tarafindan
istenen bir durumdur. Boylece hedeflere ulasmak igin arzu edilenin seviyesinde olunur
(Lu vd., 2007).

Cok Amaclh Karar Verme, birkag ¢eliskili objektif amaglara ayni anda ulasabilen, en iyi
tasarim problemlerini hedeflemektedir. CAKV o6zelliklerinde, bir dizi ¢elisen amag ve bir
dizi 1yi tanimlanmis kisitlamalar vardir. Bu nedenle, dogal optimizasyon problemleri ile
basa ¢ikmak i¢in matematiksel programlama yontemi ile iliskilendirilir (Tzeng ve Huang,
2011).

CAKYV yontemleri, alternatifi olmayan, 6nceden belirlenmis olan bir sorun ile ilgilidir.

Sorunun amaci ise, en iyi/en uygun alternatifi tasarlamaktir (Zavadskas vd., 2014).

Cok amagli bir optimizasyon problemi ¢esitli hedefleri icermektedir. Bu durumda Cok

amacli optimizasyon problemleri, tek amacgli optimizasyon probleminden farkl

15



kilmaktadir. Tek amacli problemi optimize ederken, hedef en iyi ¢6ziim planidir. Ancak
cok amagli optimizasyon problemi i¢in var olan (muhtemelen ¢eliskili) bircok hedefi ile
genellikle tek bir optimal ¢6ziim yoktur. Bu nedenle karar vericinin, uzlasma yoluyla
sonlu ¢6zlim kiimesinden, bir ¢6ziim se¢mesi gerekir. Uygun goriilen ¢oziim tiim hedefler
tizerinde kabul edilebilir bir sonug saglamalidir (Coello, Lamont ve Veldhuizen, 2007).
Cok Amaglhh Karar Verme problemlerinin, klasik (tek amagli) optimizasyon
problemlerinden en Onemli farki, matematiksel olarak sadece amag¢ fonksiyonu
sayisindan kaynaklanmaktadir. Tek amacli optimizasyon problemlerinde ¢6zlimiin hedefi,
amag fonksiyonunun, en iyi degerini veren degiskenlerin belirlenmesidir. Bu sebeple
klasik optimizasyon problemlerinde, amag¢ fonksiyonunun optimum degeri tektir. Diger
yandan Cok amacli optimizasyon problemlerinde ama¢ fonksiyonu sayisi birden fazla ve
birbiriyle geliskili olmas1 nedeniyle, klasik optimizasyon problemlerinden farkli olarak
optimal ¢oziime sahip olmalar1 hemen hemen imkansizdir. Ciinkii bu amag fonksiyonlari,
uygun ¢oziim bolgesinin farkli degisken ve bunlarin farkli degerlerine gore, optimum
degeri almaktadir (Umarusman, Bezgen ve Yavuz, 2012).
Cok Amacli Karar Verme problemlerinde, birbiri ile ¢elisen birden fazla amag¢ vardir.
Bazi amaglar diger amaglara gore daha yiiksek bir oncelikte veya esit dncelikte olup,
farkli agirlikta olabilir. Boyle durumlarda ¢elisen amaglar1 optimum kilan tek bir ¢6ziim
bulunamayacagindan, bunun yerine her amacin 6nem ve agirlik derecesini, temel alan
uzlasik ¢oziimler bulunabilir. Bu uzlasik ¢éziimler kiimesi, her bir amag i¢in tek amagl
optimizasyon ile elde edilecek ¢oziimler kiimesinden farkli olacaktir (Y1lmaz, 2005).
Cok Amagli Optimizasyon problemleri farkli tipteki amag fonksiyonlarina gore asagidaki
gibi ifade edilir (Lai ve Hwang, 1994).
Maksimizasyon yonlii amag fonksiyonlari igin,

Zy (X) =[Z1(%), Z5(X),-..Z; (X)] (1.1)

Minimizasyon yonlii amaglar igin,
Ws (X) =[Z1(X), 25 (%), Z (X)] (1.2)

olmak iizere matematiksel olarak;

|
Maksimize Z(x)= Z Z, (%)
k=1

Minimize W(x)= Zr: W, (X)
s=1
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Kisitlar; (1.3)
n

gi(X)Zainj ®0
1

X;=0,i=12,..m,j=12,..n k=12, lves=12..r

modeli ile ifade edilir. Burada ® isaretiyle "<","=",">" esitsizlik durumlan
genellestirilmistir.  Problemin  uygun ¢6ziim bolgesi X ile gosterilir ve
X={xeR:g;(x)®0,x>0,Vi,j} seklinde tanmimlanir. Optimizasyon problemleri uygun
¢6ziim alanm1 X igerisinde bir x” (x e X) degerini arastirir ve amaglarin maksimum veya

minimum degerlerini belirler (Li,1990).

1.2.3. Cok Amach Karar Vermede Kullanilan Temel Kavramlar

Cok Amagli Karar Vermede, karar verme islemiyle ugrasan karar vericilerin yani1 sira, bir
takim kavramlar da mevcuttur. Cok Amagli Karar Vermede en ¢ok kullanilan terimler;

hedefler, kriterler, amaglar, nitelikler, kisitlar olarak tanimlanmaktadir.

Anlam c¢atismalarini 6nlemek ve kullanis sekillerini agikliga kavusturmak igin bu
kavramlar1 agiklamakta fayda vardir. Bu kavramlar asagida agiklanmistir (Hwang ve
Masud, 1979).

1.2.3.1. Hedefler

Karar vericiler tarafindan, belirli bir durumun zaman iginde istenen terim olarak

tanimlanabilir. Hedefler istenilen yonde, arzu edilen diizeyde olmalidir.

1.2.3.2. Kriterler

Kriterlerin kabul edilebilir olmasi, karar vericinin kurallarina da bagli olarak
tanimlanabilir. Literatiirde kriter; amag, hedef ve nitelik kavramlarini da kapsayacak
sekilde kullanilabilmektedir. Bu tanimlar dogrultusunda, CAKV problemi en genel halde
asagidaki gibi agiklanabilir:

Max =[f,(x),f,(X),..., f, (X)] (1.4)

Kisitlar;
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g,(x) <0, j=1........ m

Buradaki X, n-boyutlu karar degiskenleri vektoridiir. Problem k tane amag, m tane de
kisit oldugunu ve n ise karar degiskenlerinin sayisin1 gostermektedir. Bu problem ayni
zamanda (VMP), yani Vektor Maksimizasyonu Problemi (VMP) olarak da bilinmektedir.
VMP olarak anilan bu problemde, g;(x)<0,j=1..... m  kisitlar takimi karar

degiskenlerinin alabilecegi en biiyiik ve en kiigiik degerleri belirlemekte ve bdylece
mimkiin olan ¢oziim alternatiflerini tanimlamaktadir. CAKV problemlerinde, olurlu
bolge ya da uygun bolge olarak bilinen bu bolge, kisitlar setini tatmin eden, karar

degiskenleri setidir.
Bu bolgeyi X ile gosterip asagidaki gibi matematiksel olarak ifade edilebilir:

X={x]g;(x) <0, j=1....... m (1.5)

Karar degiskenleri uzayinda X olarak belirlenen olurlu bolgeye karsin, amaglar uzayinda

S ile gosterebilecegimiz olurlu bolge asagidaki gibi olacaktir:

S={f(x) [x e X} (1.6)

1.2.3.3. Amaclar

Kriterlerin, karar vericilerin arzulari dogrultusunda, yonlendirilmis sekli olarak
tanimlanabilir. Amaglar i¢in diger onemli husus ise amaclarin bir hiyerarsi seklinde
siralanmasidir. Boyle bir durumda amaglar bir iist diizey i¢in bilesenin gordigl islev,
yerine getirilir. Gelismekte olan bir iilke hiikiimeti i¢in kalkinma planlar1 yapma
problemi, disiiniilecek olunursa, hiikiimetin amaglari; ulusal geliri maksimize etmek,
yabanci yardima bagimlilig1 en aza indirmek, igsizlik oranini azaltmak gibi durumlar s6z

konusu olacaktir.

1.2.3.4. Nitelikler

En genel halde 6z nitelik, alternatiflerin temel 6zellikleri, kaliteleri veya performans
parametreleri olarak tanimlanabilir. Cok Nitelikli Karar Verme problemlerinin
belirlenmesinde alternatif havuzundan “en iyi” alternatif seg¢ilmelidir. Bu durum soyle bir
ornekle aciklanabilir. Sehrin gelecekteki genislemesinin yoniinii tayin eden bir sehir
komisyonu problemini ele alalim. Arazinin jeolojik yapist yiiziinden planlamacilar
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tarafindan sehrin biiylime yoni Dogu, Gliney-dogu, ve Bat1 yonlerinden biri ile belirlenir.
Burada karar vericilere ii¢ alternatif sunulur ve onlar sehir igin en iyi olacak
alternatiflerden birini segmek zorundadir. Alternatifler, komisyon tarafindan belirlenen
niteliklerle karsilastirilir. Nitelikler, servis genisletme maliyeti, sehir merkezini etkileyen
hayati durum, sel baskini ihtimali, dinlenme tesislerine yakinlik vb. gibi durumlar

olabilir.

1.2.4. Cok Amach Karar Verme Tekniklerinin C6ziim Tipleri

Cok amach optimizasyon problemlerinin ¢oziimiinde tek tip ¢oziim sonucu elde
edilemediginden, belirlenen ¢oziimlerin yapisina gore farkli isimlerle adlandirilir. Bu

farkli ¢oziimler asagidaki basliklarla ifade edilmistir (Lai ve Hwang, 1994).

1.2.4.1. Optimal C6ziim

Bir vektor maksimum problemi i¢in optimal ¢dziim, her bir amag¢ fonksiyonunun
maksimum degerinin ayni degiskenlere gore belirlenmesidir. CAKV problemlerinde,
amaclarin birbirleriyle zit olmasi sebebiyle optimal ¢dziime genellikle ulagilmaz. Bir

optimal ¢6ziim i¢in asagidaki sart saglanmalidir.

vxeXicinx eXwe Z, (x)>Z,(X) (1.7)

1.2.4.2. ideal Céziimler

Ideal ¢dziimler pozitif ideal ¢dziim ve negatif ¢oziim olmak iizere iki farkli sekilde

incelenir. Maksimizasyon ve minimizasyon yonlii amaglar i¢in pozitif ideal ¢oziim;
Z, = Maksimize Z, (x) (1.8)
Xe
Z, = Minimize W, (x) (1.9)
Xe.
olarak belirlenir.
Her iki amag fonksiyonu i¢in pozitif ideal ¢6ziim kiimesi;
1" =120, Z5 0 20 W Wy o W (1.10)

gosterilir.
19



Maksimizasyon ve minimizasyon yonlii amagclar i¢in negatif ideal ¢ozlimler;

Z, = Miniry(ize Z (X) (1.11)
W, = Maksi)r(nize W, (x) (1.12)

olarak belirlenir. Negatif ideal ¢6ziimler kiimesi;
I =120, 25 20 W, Wy o W (1.13)
seklinde ifade edilir.

Cok Kriterli Karar Verme problemini, ideal ¢6ziim tiim kar kriterlerini maksimize,

maliyet kriterlerini ise minimize kilmaktadir. (Xu ve Yang, 2001).

1.2.4.3. Ustiin Olmayan Céziim

Bu ¢6ziim, CAKYV igerisinde ikincil ¢6ziim, etkin ¢oziim olarak Kullanilir. Ekonomide
Pareto ¢Ozilim, istatistiksel karar teorisinde kabul edilebilir alternatifler olarak adlandirilir.

Ustiin olmayan ¢oziimlerin kiimesi S olmak iizere,

Ix eX

Z (X)>Z.(X) Ve Z,(X)>Z(x), k=k (1.14)
veya

W, (X) < W, (X) Ve W, (X)<W,(X),5%S (1.15)

genel olarak tistlin olmayan ¢ézlimlerin sayis1 oldukca fazladir.

Cok Amagli Dogrusal Programlama, iistiin olmayan ¢6ziimler kiimesinde ¢éziim sayisi
oldukca fazladir. p- tane birisine gore optimallik kavrami diger “p-1" adet amagclar i¢in
genellikle optimal degildir. Bu yilizden oncelikli olarak yapilmasi gereken tek bir optimal
¢Ozlimiin arastirilmast yerine, ¢ok amagli programlama problemlerinde uygun ¢oziim
alam igerisinde {istiin olmayan ¢dziimler kiimesinin tanimlanmasidir. Ustiin olmayan
¢oziimlerin degerlendirilmesinde ideal ¢6ziim noktalarina yakinlik belirlenirken, hangi
metottan yararlanilacagi ile pozitif ve ideal ¢oziimlere gore yapilan degerlendirmenin
nasil yapilacagi, onemli bir siirectir. Ideal ¢dziimlere yakinligi belirleme metotlar1 ise
Step Metot, Geoffrion-Dyer-Freinberg Metot, Zoints ve Wallenius Metodu gibi interaktif

Metotlardir (Umarusman ve Tiirkmen, 2015).
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1.2.4.4. Tatminkar Coziim

Cok amagli evrimsel algoritma kullanilarak secilecek olan ¢6ziim, genelde yonetimin
verecegi bir karar olmaktadir. Secilecek bu tekil ¢6ziim “tatminkar-uzlagilmis en iyi

¢Oziim” olarak adlandirilmaktadir. Bu tekil ¢6ziim karar vericinin sezgilerine dayanir

(Acar ve Durucasu, 2014).

Tatminkar ¢6zlimii elde etmek i¢in deneysel verilerin katsayilari tanimlanir. Veri kiimesi
biiyiik ise tatminkar sonug elde edebilmek i¢in tahmin edilen katsayilarin sayisi azaltilir.

Boylece daha kapsamli bilgi elde edilir (Tzeng ve Huang, 2011).

1.2.4.5. Baskin ¢6ziim

Ideal bir ¢dziim elde edilememis ise karar verici, baskin ¢6ziimii dnerebilir (Xu ve Yang,
2001). Amag fonksiyonlar1 arasindan en az birinde gerileme olmaksizin, diger bir amag
fonksiyonunda gelisme saglanamayan ¢oziimlere “baskin ¢6ziim” denilmektedir. Baskin
¢ozlimlerin sayilari bir hayli fazla olabilir. Bu durumda karar verici diger baz1 kriterleri
g0z Onilinde bulundurarak, sonunda en tatmin sonuca karar vermelidir. Boylece sec¢ilen bu
sonug “tercih edilen ¢6ziim” veya “en iyi ¢oziim” yahut da “en iyi uzlasik ¢6ziim” olarak

adlandirilir (Evren ve Ulengin, 1992).

1.2.5. Cok Amach Karar Modellerinin Yapisi
(Cok amach karar modellerinde temel yap;

e Yarg kriterleri kiimesi

e Karar degiskenleri kiimesi

e Alternatifleri kiyaslama siireci

e Baskin ¢oziimler kiimesi

gibi ortak nitelikleri dikkate alarak uygun ¢6ziim alani icerisinde karar vericinin, en iyi
amag¢ degerlerini saptamasi lizerine kurulmustur. Birbiriyle celisir nitelikteki amaglar
belirli kisitlar altinda karar vericinin arzu ve beklentilerine gore genel bir uzlastirma
caligmasidir. Sonug olarak {i¢ ana yaklagimla sozii edilen uzlagsmaya varilmaya ¢alisilir

(Kuruiiztim, 1998):

e Karar vericinin Ozelliklerine uygun bir fayda fonksiyonu olusturularak fayda

fonksiyonunu maksimize edilir.
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e Karar vericinin ve modelin 6zelliklerine uygun olarak amaglardan biri optimize
edilir, sonra bu optimizasyonu bozmayacak sekilde ikinci amag¢ i¢in mimkiin
oldukca iyi deger elde edilmeye galigilir, iiglincli amag i¢in de her iki amacin
mevcut degerini bozmayan olabildigince iyi degere ulagilmaya calisilir ve diger
amaglar i¢inde hemen hemen ayn1 yontemlerle ilerlenmelidir..

e Karar vericinin ve modelin 6zelliklerine uygun tanimlanan ceza fonksiyonu

minimize edilir.

1.2.6. Cok Amach Karar Modellerinde Matematiksel Yapi

Son zamanlarda ¢ok amagli programlama modeli matematik ve miihendislik alanlarinda
daha fazla kullanilmaya baslanmistir. Cok amagh programlamaya ilginin artmasinin
bir¢ok nedeni vardir. Bunlardan birincisi ve en dnemlisi; bir¢ok karar probleminin dogasi
geregi cok amach olmasidir. Uretim planlamasi problemleri veya stok programlama
problemleri gibi konular ¢ok amagli problemler olarak karsimiza ¢ikmaktadir. Boyle bir
durumla karsilasiimasmin da bir sebebi vardir. Ornegin; iiretim isletmesinde bir yandan
kapasite artirimi hedeflenirken, diger yandan da sermaye ve maliyeti en aza indirme,
cevre kosullarinin iiretime uygunlugu ve miisteri memnuniyeti gibi amagclar da
giidiilmektedir. Ikinci nedeni ise; birgok iiretim planlama probleminde ¢ok sayida
“standart” 1 (ISO 9000, 9001 vb.) kabul etmek ve sektordeki endiistri uyumunu saglamak
zorundadir. Ugiincii neden ise; son zamanlarda ki hesaplama kolaylig1 ve ¢dziim hizinda
pek c¢ok gelismenin gerceklesmesidir. Ayrica bilgisayardaki gelismeler problem
¢oziimlerine biiyiik katkida bulunmustur. Bunun sonucunda da Cok Amacli Matematiksel

Programlama algoritmalar1 daha ¢ok kullanilmaya baslanmigtir (Atlas, 2008).

Cok amagli karar problemlerinin, genel olarak matematiksel yapis1 asagidaki gibi ifade

edilmektedir (Kuruiiziim, 1998).
Max fl (X) == Zl (116)

Max fz(X) = ZZ

MaX ft(X) = Zt
Kisitlar;

g,(x) <0, j=1....... m
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Burada t tane amag fonksiyonu ve m tane kisitlayici kosul s6z konusudur. Problemin

karar degiskenleri x vektoriidiir.

Max U (Zy,Zg, coe oo o Z.) (1.17)
fr(x) < Zy, 1<k<t
g(x) =<0

seklinde ifade edilen gosterim ile uzlasmaya calisirken kullanilan ii¢ yaklasimdan
birincisi temsil eder. Burada ki U modelin fayda fonksiyonunu olusturmaktadir. Bu

gosterim Vektor Maksimum Problemi (VMP) olarak da ifade edilmektedir.

t
Maxk= Y kfk(x)

k=% (1.18)
Kiszitlar;
gix) <0
t
w, agirlik vektoriidiir ve genellikle > w K =1
k=1 (1.19)

Karar verici birbiriyle g¢elisir nitelikteki amaglar1 belirli kisitlar altinda kendi arzu ve
beklentilerine goére uzlastirmaya calisirken kullandigr ikinci yaklasima uygun bir genel
gosterim de asagidaki gibi ifade edilebilir:

Max f, (x) (1.20)
Kisit;

gix) <0

fi(x) = a, t=1...... kvet#p

o; = t. Amaca ait belirlenmis deger. Hedef programlama modelinin iteratif ¢6ziim

yontemi bu yaklagima bir 6rnek olarak gosterilir.

Karar vericinin uzlastirma ¢abasi icerisinde kullandigi ti¢iincii yaklasim, daha ¢ok “Hedef

Programlama” ve “Uzlasik Programlama” problemlerinde kullanilmaktadir. Genel olarak:

p
Min G= Wk'dk

k=1 (1.21)
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Kisitlar;
g(x) =<0

seklinde ifade edilir. Burada, dy, kK amacin optimal (veya hedef) degeri ile diger baskin
¢oziim degeri arasindaki uzaklik ol¢iisiidiir. Wy, secimliktir ve agirlik Slgiisii olarak

tanimlanabilir (Kurutiziim, 1998).

1.2.7. Cok Amach Karar Verme Siirecinde Kullanilan Metotlar
Bu metotlar Tablo 2°de asagidaki gibi gosterilmistir.

Tablo 2. CAKV Metotlarinin Bilgi Cesidine Gore Kullanilan Metotlar

BILGI ASAMASI BLGI TiPi METODUN TEMEL SINIFI
1.Tercih  Bilgilerinin 1.1.1.Global Kriter Metodu
Kullanilmadig1 Metot
2.Tercih  Bilgilerinin  2.1.Kardinal Bilgi 2.1.1.Fayda Fonksiyonu
hoﬂréigi:la(il Kullanidig: 2.1.2.Simirlandirilmig
Amag Fonksiyonu
2.2. Ordinal ve 2.2.1.Lexicographic Metod
Iaiginal Bilg] 2.2.2.Hedef Programlama
2.2.3.Hedef Atama Metodu
3.Tgrc_ih Bilgilerinin  3.1.Belirgin 3.1.1.Geoffrion Metodu ve Interaktif
(Sjlr;:lLTliczlzsyIc()ﬂllanlldlgl pidlestm 3.1.2.Hedef Programlama
Metotlar 3.1.3.Deger Degisim Metodu
3.1.4.Tatminkar Hedefler Metodu
CAKV 3.1.5.Zionts-Wallenius Metodu
3.2.Dolayl 3.2.1. STEM ile ilgili Metotlar
Etkilesim 3.2.2. SEMOPS ve SIGMOP Metotlari
3.2.3. Displaced Ideal Metodu
3.2.4. GPTSEM Metodu
3.2.5. Steuer Metodu
4.Tercih  Bilgilerinin  4.1.Dolaylt 4.1.1. Parametrik Metot
gﬁ{i;ﬁﬁigﬁ&;ﬁgﬁm Etkilesim 4.1.2. Kisitlar Metodu
4.1.3. MOLP Metotlar1
4.1.4. Uyarlanmis Arastirma Metodu

Kaynak: Lu, Zhang, Ruan ve Wu, 2007
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Amag fonksiyonu sayisinin artirilmasiyla Cok Amaglhi Karar Verme bilimi ortaya
atilmistir. Problemin ¢6ziimii sirasinda farkli sekillerde ele alinan birgok yontem vardir.

Bunlar (Hwang ve Masud, 1979):

1.2.7.1. Tercih Bilgilerinin Kullanilmadig1 Metot

Burada Global Kriter Metodu ile karsilagilir. Karar vericinin ne ¢dziim siirecinden once
ne c¢oziim siirecinde nede ¢oOziim siirecinden sonra bilgisine ihtiya¢ duyulmadan
problemin kisitlar1 ve amaglari tanimlanir. Karar tercihleri ve belirledigi ¢6ziimler

hakkinda analizi yapan kisi varsayimlarda bulunur (Hwang ve Masud, 1979).

1.2.7.2. Tercih Bilgilerinin Oncelikli Kullamildig1 Metotlar

Matematiksel olarak formiile edilmeden once belirlenen hedefler hakkinda bilgi verilir.
Bilgiler kardinal ve ordinal olarak ayrilir ve bu 6zelliklerine gére de metotlar uygulanip,
¢oziime ulasilir. Bu tiir oncelikli yaklagimlar ile optimum ¢oziimlere yaklasmak daha
kolay olmaktadir. Ancak karar vericinin tercih bilgisini belirlemede bazi giicliiklerle kars1
karsiya kalmasi da en biiyiik dezavantajidir. Ciinkii 6ncelikli tercihlerde bulunmak bir
anlamda belirsizlik altinda tercih yapmak demektir (Atlas, 2008).

1.2.7.3. Tercih Bilgilerinin Optimizasyon Sirasinda Kullamildig1 Metotlar

Interaktif metot olarak da bilinen bu yontem, ¢dziim siireci igerisinde karar verici-
bilgisayar veya karar verici-analist arasinda her asamada, karsilikli diyalog olusturulur.
Her iterasyonda yeni ¢Oziimiin belirlenmesi amaci ile karar verici tercih bilgilerini
kullanir. Tercih bilgilerinin ¢oziim siirecinde kullanilan yaklasimlar, karar vericilere bazi

avantajlar ve dezavantajlar saglamaktadir. Bunlar sdyle siralanabilir (Atlas, 2008):

Avantajlar:
e Onceden tercih bilgisi verilmesine gerek kalmamaktadir.
e Sadece tercih bilgisi gerekir.

e Karar verici ilk adimdan itibaren her adimin1 daha iyi analiz ederek, anlamaya

caligir.
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e Karar verici, arastirma igerisinde daha aktif bir sekilde goérevlerini yerine

getirdikce nihai ¢6ziimii kabullenme ve uygulama olasilig1 artar.
Dezavantajlar:

e Karar vericiler tercihlerini ifade edebildigi kadar, ¢oziime bagli kalacaktir.

e Karar verici arastirmanin basindan sonuna kadar yiiksek c¢aba goOstermek
zorundadir.

e Karar vericinin tercihlerine gore ¢oziimler sekil alir. Eger karar verici tercihlerini
degistirecek olursa ¢6ziim siireci bastan baslatilarak ¢6zliime ulasiimalidir.

e Son zamanlarda daha fazla bilgisayar hesaplamalar ile hareket edilir. Bu durum
da onceki kullanilan yontemlere gore daha fazla gaba sarf ettirmektedir.

e Bu yaklagimlar karar vericiye agir yiikler yiiklemekte ve bu yaklasimlarda ¢ogu
amag ve kisitlayici yaklasimlar dogrusallik ve farklilasabilme varsayimini temel

aldiklarindan dolay1 kolay uygulanamamaktadir.

1.2.7.4. Tercih Bilgilerinin Optimizasyon Sonrasinda Kullanildig1 Metotlar

Karar verici baskin olmayan ¢6ziim kiimesinden bir alt kiime belirleyerek bu kiimenin
icerisinden en tatminkar olan ¢6ziimii seger. Bu yaklasimlarin en biiyiik avantaji; karar
vericilerin tercihleri ¢éziimlerden bagimsiz olmasidir. C6ziim bir kez yapilmaktadir. Bir
diger avantaj ise ¢ok sayida ¢ozlimiin olmasi1 ve karar vericinin se¢im yapmak zorunda
kalmasidir. Dezavantaji ise; algoritmalarin karmagikligi nedeniyle karar vericilerin,

anlamakta giigliik ¢gekmesidir (Atlas, 2008).
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IKINCi BOLUM

UZLASIK PROGRAMLAMA

2.1. Uzlasik Programlamanin Tarihcesi ve Tanimi

Cok Amachi Karar Verme modelleri hakkinda son zamanlarda yogun cabalar sarf
edilmektedir. Ancak ¢ok amacli problemlerde, geleneksel optimizasyon yontemleri her
zaman uygun ¢oziim saglayamayabilir. Bu ylizden farkli yontemlere de basvurma geregi

duyulmustur.

Birbiri ile ¢elisen ve birbirini ters yonde etkileyen amaglar i¢in optimum ¢oziimden s6z
etmek zorlagsmaktadir. Ornek olarak isletmenin karmi maksimize etmeyi amaclarken
diger yandan maliyetini minimize kilmayr hedeflemeyi verebiliriz (Bélat ve Kuzucu,
2006). Bu yiizden her bir amag i¢in optimum olan ¢oziimlerin belirli bir sekilde, karar
vericinin tercihlerine gore, bir ¢oziimler kiimesi veya uzlasik bir ¢oziim olusturulur.
Birbiriyle ¢elisen kriterlere sahip bir problemin uzlasik ¢6ziimii, karar vericinin arzu
edilen seviyeye en yakin olan uygun ¢dziime ulasmasim saglar (Kaya, Ipekci Cetin ve

Kuruiiziim, 2011).

Uzlagik Programlama yontemi ilk defa Zeleny tarafindan 6nerilen Cok Kriterli Karar
Verme yontemidir (Oztel, Kdse ve Aytekin, 2012).

Her bir amacin farkli oldugu uygun olmayan ¢dziimlere, listiin olmayan ¢oziimler denir.
Burada karsilagilan problemin ¢oziimii, Ustiin olmayan c¢oziimler ile ideal ¢oziimler
arasindaki yakinligin minimize edilmesi ile gergeklestirilecektir Bu siireci gerceklestiren
ve iki ¢Oziim arasindaki yakinlifi en aza indirgeyerek uzlasi saglayan yaklasim ise

Uzlasik Programlama olarak karsimiza ¢ikmaktadir (Yaralioglu ve Umarusman, 2010).

Uzlasik Programlama, c¢oklu hedeflere ulasma kapasitesine sahip bir matematiksel
programlama teknigi olup, kriterler arasindaki yiiksek seviyeli anlagsmazliklarin var

oldugu durumlarda istenen amaglarin tiimiiniin en iyi sekilde ve es zamanli ¢ézlimiine
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izin vermemektedir. Bu durumlarda amagclar arasindaki uzlasik ¢oziimii bulmak daha

rasyonel goriiniir (Antomil, Arenas, Bilbao Pérez Gladish ve Rodriguez Uria, 2004).

Uzlasik Programlama, iitopya noktasina en yakin etkin noktayi bulan bir yaklasimdir.
Yani etkin nokta ile litopya noktasi arasindaki mesafeyi 6lgmede yararlanilan 6nemli bir

konudur (Chen, Wiecek ve Zhang, 1998).

UP teknigi, en uygun ¢oziime ulasabilmek i¢in iki veya daha fazla amag¢ fonksiyonunun
es zamanli optimizasyonunu, etkin ¢oziimler kiimesini ve bu kiimeye verimli ¢éziimler
iiretilmesini saglar. Ideal bir ¢6ziime ulasabilmek igin, her bir hedefin degerine, en uygun
olabilecek koordinatlar belirlenir. Boylece Uzlagik Programlama teknigi ideal ¢oziime en

yakin, uygun ¢oziim kiimesinin se¢imine izin verir (Duval ve Featherstone, 1999).

Cok amagli optimizasyon problemlerinin ¢éziimiinde literatiirde siklikla kullanilan ve
amag¢ fonksiyonlarinin birlestirilmesine yonelik yaklagimlardan biri olan Uzlagik
Programlama, her bir amacin optimal degerlerinden, sapma miktarlari toplami1 en aza
indirgenerek, en iyi uzlasik ¢oziime ulasilmaya calisilir (Ozcan ve Erol, 2013). Cok
amagli optimizasyon problemlerinde, “optimum” ¢dzliim yerine, “en iyi uzlasik ¢6ziim

(en iyi ¢ozlim / tercih edilen ¢6ziim)” arastirilir (Ciddi ve Erol, 2013).

Uzlagik ¢oziim arastirilmasinda;

% Fayda Yaklagimi,
% Hedef Programlama Yaklagimi,
% Interaktif Yaklasim,

¢ Bulanik Mantik Yaklasimi olmak tizere dort temel yontem mevcuttur ( Yaralioglu

ve Umarusman, 2010).

2.2. Uzlasik Programlamanin Matematiksel Yapisi

Ideal ¢oziimlere yakmlhigin yani, arzu edilen ¢oziimler ile ideal ¢dziimler arasindaki
uzakligin minimizasyonu Uzlasik Programlama ile gerceklestirilir. Uzlasik Programlama,
CAKYV problemlerinin birden fazla amag fonksiyonu arasinda uzlasik ¢6zliimiinii arastirir.

Uzlasik Programlama matematiksel olarak asagidaki gibi olusturulur (Zeleny, 1973).

Uzlagik programlama ¢6ziimii i¢in ilk adim, her bir amag¢ fonksiyonuna gore pozitif ve
negatif ideal ¢ozimlerin belirlenmesidir. Cok amagl optimizasyon problemlerinde,

pozitif ideal ¢6zlim ve negatif ideal ¢6ziim noktalarina gore uzlagik ¢6ziim arastirilir.
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Burada hedeflenen konu ise pozitif ideal ¢oziim ile negatif ideal ¢oziim arasindaki
mesafenin en aza indirgenmesidir. (1.10) ve (1.13) ifadeleri g6z Oniinde

bulundurulmalidir (Umarusman, 2007).

Pozitif ideal ¢oziimler;

Ve

Uzaklik derecesi D olmak iizere;

Dy = Y ez -200] + (xs[Ws(X)—WS*}) (2.1)

|
k=1 —l

formiilasyonu ile amag¢ fonksiyonlari arasindaki uzakliklar minimize edilir. Bu

formiilasyonda;

p: uzaklik parametresi (1<p <)
Z\ :maksimizasyon ydnlii amaglar igin pozitif ideal ¢6ziim
W, : minimizasyon y&nlii amaglar igin pozitif ideal ¢6ziim

o - maksimizasyon amaglar i¢in goreceli agirlik (o) >0)

| r
o :minimizasyon amaglar i¢in goéreceli agirlik (o, > 0) ;Zak + Zas =1

k=1 s=1
CAKYV problemlerinde her bir ama¢ fonksiyonunun birimleri arasinda farkliliklarin
olabilecegi géz Oniinde bulundurularak (1.1) formiilasyonu ile bir araya getirilen amag
fonksiyonlar1 i¢in bir normallestirme siireci kac¢inilmazdir. Normallestirme iglemi,
Olcekleme fonksiyonu kullanilarak gerceklestirilir. Maksimizasyon ve minimizasyon

yonlii amaglar icin dlgekleme fonksiyonlari agagidaki gibi formiile edilir.

500 =% ;(X’ 2.2)
k
W, — W, (X)
S(d)_—W = (2.3)
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(2.2) ve (2.3) formiilasyonlar1 ile (1.3) CAKV problemi i¢in asagidaki doniisiim

gerceklestirilir.
. LTz -z 0 & o wWeewo
QllQ{Dp :Zaﬂ{ﬁ +§as W y pe[l,oo] (24)

CAKYV metotlar agisindan uzaklik parametresi p i¢in en 6nemli degerler 1,2 ve «o’dur. p
=1 i¢in D-Oklid uzayinda en genis uzakligi, p = 2 i¢in D-Oklid uzayinda en kisa uzaklig
belirler. Diger yandan p=oo i¢in en genis uzaklik tamamen domine edilir. p=co degerine

gore (2.4) i¢in Uzlasik Programlama modeli agsagidaki gibi elde edilir.

Minimum D,
Kisit; (2.5)
D > | 22X
) Zi - Zi

XxeX

p = o igin (2.5) istiin olmayan ¢6ziimler kiimesi igerisinde uzlasik ¢oziim olarak
isimlendirilir. Uzlagik Programlama ¢6ziimiiniin sonucu0<D <1 aralig1 igerisindedir. D
degerinin sifir olmasi amag¢ fonksiyonlarinin ideal degerlerinin elde edildigini
gostermektedir. D degerinin bire esit olmasi ise amag¢ fonksiyonlarmin ideal olmayan
degerlere esit oldugunu gosterir. Bu iki durum dikkate alinarak, wuzakligin
normallestirilmis derecesi amac¢ fonksiyonlarinin ideal degerlere gore basar1 yiizdesini

gosterir.

(2.5) formiilasyonu {istiin olmayan ¢oziimler kiimesi igerisinde uzlasik ¢oziim olarak
adlandirilir. P= 1,2 ve o« igin uzlasik ¢6ziimiin grafiksel olarak gosterimi Sekil 3’de

verilmistir.
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Z,(x)

Z,(x)

Foo

Uygun Coziim x

Al B
ant S XS > Uzlasik Kiime

Sekil 3. Uzlasik ¢oziim kiimesi(Umarusman, 2007)

Sekil 3’teki iki amag fonksiyonu ve dort kisita sahip iki degiskenli CADP problemine ait
uygun ¢dziim alani verilmistir. X* noktas1 Z;(x) amag fonksiyonu igin ve x, noktasi
Z,(x) amag fonksiyonu i¢in optimum noktalari gostermektedir. x* noktasi ise her iki
amag fonksiyonunun es zamanli degiskenlere gore optimum oldugu ideal ¢6ziim noktadir.
p= 1,2 ve o degerlerine gére x* noktasindan uzakliklar sirasiyla x*1,x*? ve x** olarak
gosterilmistir. Bu noktalarin uzlasik ¢6ziim kiimesi olarak adlandirilir (Umarusman,

2007).
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UCUNCU BOLUM
BULANIK MANTIK

3.1. Bulanik Mantik Kavram ve Kapsam
Bulanik mantik insan gibi diisiinmeyi ele almis ve bunlart matematiksel modellere
cevirerek islemler yapan bir daldir. Bulanik mantigin temeli bulanik kiime ve alt

kiimelere dayanur.

3.1.1. Bulamik Mantik Kavram

Mantik sisteminin temel hedefi, verilen 6nermelerden yeni dnermeler ¢ikarabilmek ve bu
onermelerin dogruluk degerini belirlemektir. Dogru veya yanlis oldugu yoniinde Kkesin
hiikiimlerin bildirildigi ifadelere “Onerme” denilmektedir. Bu onermelerin dogru veya
yanlis olmas1 durumuna gore bazi sayisal degerlere biirlinmektedir bu sayisal degerlere de
“dogruluk degeri” denir. Sozel ifadeler, onermelerin dogru veya yanlis kabul gérmesini
saglayan bir aragtir. Sozel ifadeler verilen hiikiimlerle birebir baglantis1 oldugu kiimelerin
simir kosulu olarak tanimlanmaktadir. Bir kiimeye iiye olup olmadig1 arastirilan nesne,
olusturulan smir kosuluna iiye ise, bu nesnenin kiimenin elemani oldugu, ancak
Olusturulan smir kosulunun ilgili nesne i¢in karsilanmadigi bir durumda ise s6z konusu
nesnenin, kiimenin elemani olmadigi sdylenir. Ayrica énermenin dogru oldugu kabul
edilirse, bu 6nermenin dogruluk degeri 1 sayisi ile eslenir. Eger bir 6nermenin yanlis
oldugu veya olusturulan sinir kosulunun karsilanmadigi kabul edilirse, bu durumda ilgili

onermenin dogruluk degeri 0 sayis1 ile eslenir (Ozkan, 2003).

Zadeh, Bulanik Kiime Teorisinin, asamali bir kavram oldugunu, her seyde bir esneklik
bulundugunu ya da her seyin bir derece meselesi oldugunu belirtmistir. Ger¢ek hayatta
bircok sistem karmasik veya ¢ok kotii tanimlanmig olabilir. Sistemler veya kavramlar

gelismig gibi goriiniiyor olsa da sadece islemlerin, algi ve anlayis durumu, 0 kadar da
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basit degildir. Bulanik kiimeler veya onlarin iiyelik dereceleri kullanilarak bu tiir

kantitatif ve kalitatif sistemlerin analiz edilmesine olanak taninmaktadir (Kecman, 2001).

Tablo 3. Klasik Kiime ile Bulanik Kiime Arasindaki Farklar

Klasik Kiime Bulanik Kiime
Yada Ve
Iki degerli Cok degerli
Evet ya da hayir Az ya da ¢cok

Kaynak: Kecman, 2001

Peki neden bulanik mantik kullaniriz? Belirsizlik denen durum, kismi gergeklik

toleransini istismar etmek demektir. Dogru ve ucuz maliyetli ¢oziimler elde etmek i¢in,

bulanik hesaplama yolu izlenmesi gerekir. Bulanik mantig1 bu kadar 6nemli kilan ise,

insani akil ve kavram olgusunun bulanik kurallara bagli oldugu gergegidir. Bulanik

kurallar1 hesaplamak i¢in, bulanik mantik sistematik bir gergeve sunarak biiyiik dl¢iide

insani akil giiciinii yiikseltir (Sen, 2004b):

Bulanik mantik sistemleri, belirsiz eksik veya bozuk verileri durulagtirma islemi
yaparak, verimli bilgilerin kullanilmasini saglar.

Bulanik mantik, bireylerin uzman bilgisinin sagduyu ve sezgilerinin
kullanilmasina olanak tanur.

Tasarlamak veya uygulamak icin oldukca basittir.

Bulanik kavramlarin olasilik kavramlar farklidir.

Bulanik kiimelerin modellenmesi, baska kiimelere nazaran daha kolaydir.

Bulanik mantik, bir gosterim ve akil yiiriitme stirecidir.

Bulanik mantikta matematiksel kavramlar ¢ok basittir.

Bulanik mantik yaklasimimi gilizel yapan, genis kapsamli karmasikligindaki
“dogallik” ve esnek olusudur.

Bulanik mantik kesin olmayan verilerin hosgoriilii olmas1 gerektigini savunur.
Bulanik mantik igerisindeki karmasikliga dogrusal olmayan fonksiyonlar neden
olabilir.

Bulanik mantik veriler olmadan, uzman kisilerin deneyimleri {izerine insa
edilebilir.

Bulanik mantik geleneksel modelleme teknikleri ile de harmanlanabilir. Ancak

geleneksel yontemler yerine gegmemektedir.
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e Bircok olay ve durumlar da bulanik sistemler uygulamalarin kolaylagsmasina
olanak tanir.

e Bulanik mantik teorisinin gelismesinden sonra belirsizlik yani olasilikli belirsizlik
resmen agiklanabilir bir hal alir.

e Bulanik mantik dogal bir dile sahiptir.

e Bulanik mantigin temeli insan iletisimine dayanir.

e Hassas ya da kesin olmayan bir bilgi ayn1 zaman da belirli ya da belirsiz olabilir.

Bulanik mantigin s6zel degiskenleri kullanabiliyor olmasi1 diger s6zel mantik sistemlerine
gore farkliligimi ortaya koymaktadir. Degisken degeri olarak bir dildeki kelimeleri
alabilen degiskene “sozel degisken” denir. S6zel degisken olarak adlandirilan terimler,
geleneksel kiime teorisinde sinir kosulunu net olarak ifade edemeyen kelimelerdir. Bazi
terimlerin anlamlari, karmasiklik veya belirsizlik durumu gosterebildigi igin, sozel bir
degiskenin bulanik kiimelere dayanarak tanimlanmasi gerekir. Boylece sozel
degiskenler, net olarak ifade edilemeyen kavramlarin yaklasik olarak belirlenebilmesini
saglayarak, sozel ifadeleri matematiksel olarak ifade edebilmek i¢in bulanik kiimelerin

kullanimim1 gerektiren bir arag haline gelir (Ozkan, 2003).

Dilsel degisken, degerleri rakam yerine kullanilabilen kelime, kelime gruplar: veya ciimle
olan degiskenlerdir. Dilsel degiskenleri kullanmaktaki asil amag; dilsel karakterizasyonu,
sayisal degerlerden daha az spesifik ve insanlarin ifade edebilme ve bilgi kullanimina
daha yakin olmasidir. Dilsel degiskenler insani bilgilerin modellenebilmesi i¢in gii¢lii bir
aragtir. Daha once dilsel degiskenler besli veri seti ile ifade edilmislerdir (L, T(L), U, S,
M). Bu ifade tarzina gore (Herrera, Alonso, Chiclana ve Herrera-Viedma, 2009):

L, degiskenin adini,

T(L), L degiskeni i¢in kullanilacak olan kelime grubunun sonlu terimi (dilsel

degerler toplulugu) dir.
U, ana kiitlesi

S, T(L) i¢indeki her bir dilsel degiskeninin olusturulabilmesi i¢in gerekli olan s6z

dizim kurals,

M, U ana kiitlesinin bulanik bir alt kiimesi olan M(x)’in her bir eleman ile ilgili

dilsel degisken degeriyle bagdastiran anlamsal kurali temsil eder.
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Sozel ifadelerin bilgisayara aktarilmasi matematiksel bir temele dayanmaktadir. Bu
matematiksel temel, bulanik kiimeler kurami ve bulanik mantik olarak adlandirilir.
Bulanik mantik, bilinen klasik mantik gibi (0, 1) olmak iizere iki seviyeden
olusmamaktadir. Cok seviyeli islemler olarak [0, 1] araliginda ifade edilir. Ornegin;
odadaki klimanin motorunun, bir insan tarafindan denetlendigi varsayilsin. Eger oda
sicaklig1 biraz arttiysa, denetmen de motorun hizini biraz artiracaktir. Eger oda sicakligi
cok diistiiyse, motor hizin1 da ¢ok azaltacaktir. Burada kullanilan “biraz” ve “gok”
kelimeleri dilsel terimler olarak nitelendirilmektedir. Bu durum ‘“bulanik degiskenler”
olarak adlandirilir. Bulanik mantik denetimi dilsel olarak tanimlanmis denetim stratejisini
uzman tabanli otomatik denetim algoritmasina g¢evirir. Deneyimler sonucunda bulanik
mantik denetimi ile ¢ikis performansinin geleneksel yontemlere gore daha iyi sonuglar
elde edilmistir. Ozellikle sistemin karmasik oldugu ve analizinin geleneksel yontemlerle
yapilamadig1 ve bilgilerin niteliklerinin belirsiz veya net olmadigi durumlarda bulanik

mantik denetim yontemi ¢ok uygun olmaktadir (Elmas, 2007).
Klasik mantik ile bulanik mantik arasindaki temel farkliliklar Tablo 4’te gosterilmistir.

Tablo 4. Klasik Mantik ile Bulanik Mantik Arasindaki Temel Farkliliklar

Klasik Mantik Bulamik Mantik
A veya A Degil A ve A Degil
Kesin Kismi
Hepsi veya Higbiri Belirli Derecelerde
Oveyal 0 ve 1 Arasinda Siireklilik
Ikili Birimler Bulanik Birimler

Kaynak: Yaralioglu, 2004

Bulanik ilkeler hakkinda ilk bilgiler, Azerbaycan asilli Liitfii Askerzade (Zadeh, 1965)
tarafindan literatiire mal edilmistir. 1970 yillarindan sonra dogu diinyasinda ve o6zellikle
de Japonya’da bulanik mantik ve sistem kavramlarina onem verilmistir. Bunlarin,
teknolojik cihaz yapimi ve isleyisinde kullanilmasi bugiin tiim diinyada yaygm bir
bicimde taninmistir. Bulamik kavram ve sistemlerin diinyanin degisik arastirma
merkezlerinde dikkat kazanmasi 1975 yilinda Mamdani ve Assilian tarafindan yapilan
gercek bir kontrol uygulamasi ile gergeklesmistir. Bu arastirmacilar ilk defa bir buhar
makinesi kontroliiniin bulanik sistem ve modellemesini basarmis ve bu sayede, bulanik
sistemlerle calismanin ne kadar kolay ve sonuglarinin da ne kadar etkili oldugu

anlasilmistir (Sen, 2004a).
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Cok Nitelikli Karar Verme modellerinin gergek uygulamalarinda, genel olarak karar
vericiler yargilarin1 sozel olarak ifade ederler, ayrica elde edilen degerlendirmeler her
zaman kesin ve tam bilgi icermeyebilir. Bu tiir karar modellerinde analizler bulanik
mantik yaklagimi ile yapilabilir. Bulanik mantigin karar verme siirecindeki uygulamalari
genellikle geleneksel karar teorilerinin bulaniklastirilmasi ile gergeklestirilir. Bulanik
mantikla tanimlanan karar problemlerinde, klasik problemlerde oldugu gibi bulanik
olmayan “en iyi” karara ulasmak amaclanir. Ancak, bulanik teori sonucunda elde edilen
karar, optimal karar iddiasinda olmaktan ¢ok, her alternatifin hangi olabilirlikte optimal
olabileceginin belirtilmesi amaglanir. Problemlerde kesin belirlilikler bulunmadiginda;
parametrelerin  veya degiskenlerin kesin olarak bilinmedigi durumlarda ve
degerlendirmelerin sézel oldugu durumlarda bulanik teori ile gelistirilen yontemlerin

uygulanmasi onerilir (Kilig, Aygiin, Aydin Keskin, Baynal, 2014).

Bulanik mantigin genel o6zellikleri Zadeh tarafindan su sekilde ifade edilmistir (Elmas,
2007):

e Bulanik mantikta klasik mantik gibi kesin degerlere dayanan bir diisiinme sistemi
yerine, yaklasik diisiinme kullanilir.

e Bulanik mantikta her sey [0, 1] araliginda belirli bir derece ile gosterilir.

e Bulanik mantikta terimler biiyiik, kii¢lik, ¢ok az gibi sozel ifadelere yer verilir.

e Bulanik ¢ikarim islemi dilsel ifadeler arasinda tanimlanan kurallar ile yapilir.

e Her mantiksal sistem bulanik olarak ifade edilebilir.

e Bulanik mantik matematiksel modeli ¢ok zor elde edilen sistemler i¢in ¢ok
uygundur.

e Bulanik mantik tam olarak bilinmeyen veya eksik girilen bilgilerin bile igleme

tabi olmasina olanak tanir.

3.1.2. Bulanik Mantik Teorisinin Avantajlar
Bulanik mantikta kullanilan ve bulanik denetleyicilerle ilgili baslica iistiinliiklerini sdyle

siralamamiz miimkiindiir (Yaralioglu, 2004, Kiyak ve Kahvecioglu, 2003):

e Belirsiz, zamanla degisen, karmasik, iyi tanimlanmamis sistemlerin denetimine
basit ¢ozlimler getirerek, belirsizligin agiga ¢ikarilmasinda bulanik mantigin

etkinliginden yararlanilir.
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Sistem basit bir matematiksel modelle tanimlanabilen bir sistemse o zaman
geleneksel bir denetim yeterli olacaktir, ancak karmasik bir sistem ise geleneksel
bir mantik uygulamak hem ¢ok zor hem de maliyetlidir. Boyle bir durum
karsisinda bulanik mantik denetimi klasik mantiga gore sistemi daha iyi analiz
edebilir ve ayrica ekonomiklik saglayacaktir.

Sozii edilen az sayida ki degerlere uygulanacak kural sayis1 da az olacagindan,
sonuca ulasmak daha da hizli olacaktir.

Bu durum gelencksel bilgisayar ortaminda bdoyledir. Geleneksel kontrol
teknikleriyle uyum halindedir. Ozel gelistirilmis bir donanimla sonuca daha da
hizli ulasmak miimkiindiir. Ornegin Sanyo-Fisher firmasi miihendisleri video
kayit cihazinda kullanmay1 diisiindiikleri mikro bilgisayarin yetersiz kalmasindan
dolayi, bulanik denetim kullanmaya karar vermislerdir. Bulanik denetim yazilim
boyutlarinin daha kiiciik olmasim1 sagladigindan, dis bellek kullanimina gerek
kalmamustir.

Dogrudan  kullanici girislerine ~ ve kullanicinin ~ deneyimlerinden
yararlanabilmesine olanak saglamaktadir.

Bilindigi gibi otomatik vites degisimi motorun belli hizlara ulasmas1 sonucunda
otomatik olarak gerceklesir. Buna karsilik manuel vitesli bir araba ise siiriicii, yol,
yiik ve kendi araba kullanis tarzina gore belli durumlarda vites degistirir. Subaru
tarafindan iretilen Justy tipi otomobilde kullanilan aktarim organinin
degistirilmesi, bir kayisin konumunun bulanik mantik kullanilarak degistirilmesi
ile saglanir. Boylece arabanin ivmesi ve performansi siirekli olarak ayarlanir hale
gelir. Subaru, bu otomobilde kullandigi bulanik mantik iiyelik fonksiyonlarini,
otomobili test soforlerine kullandirarak ve onlardan ivme ve performans acisindan
en iyi aktarim oranini 68renerek ayarlamistir. Bu konuda Hunda ve Nissan da
benzer ¢alismalar yapmislardir.

Insanlarin iletisim swrasinda kullandiklar1 sozel ifadelerin bulanik mantik
icerisinde yer edinmesiyle daha olumlu sonuglar dogmaktadir.

Insan diisiince sistemine ve tarzina yatkinlig1 sayesinde kolaylik tanimaktadir.
Uyelik degerleri kullanilir. Bu sayede diger kontrol tekniklerine gore daha esnek
bir yapt meydana gelir.

Dogrusal olmayan fonksiyonlarin diizenlenmesine yardimer olabilir.
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3.1.3. Bulanik Mantik Teorisinin Dezavantajlari

Bulanik mantik yaklagimimnin klasik mantik yaklasimlara gore birtakim dezavantajlari

bulunur (Elmas, 2007):

e Bulanik mantik uygulamalarinda kullanilan kurallar uzman deneyimlerine
baghdir.

e Uyelik islemlerini ve bulanik mantik kurallarini tanimlamak her zaman kolay
degildir.

e Uyelik islevlerinin degiskenlerinin belirlenmesinde kesin sonug veren belirli bir
yontem ve Ogrenme yetenedi yoktur. En uygun yontem deneme- yanilma
yontemidir ve bu da ¢ok uzun zaman alabilir. Uzun testler yapmadan, gergekte ne
kadar tiyelik islevi gerektigini dnceden kestirmek ¢ok giictiir.

e Sistemlerin  kararlilik, gdzlenebilirlik ve denetlenebilirlik  analizlerinin
yapilmasinda ispatlanmis kesin bir yontemin olmayisi bulanik mantigin temel
sorunu olarak karsimiza ¢ikmaktadir. Gliniimiizde bu sadece pahali deneyimlerle
miimkiindiir.

e Bulanik mantigin tyelik islevlerinin degiskenleri sisteme 06zel olup, baska
sistemlere uyarlanmas1 ¢ok zordur.

e Bulanik mantigin en sik karsimiza ¢ikan dezavantaji ise, iiyelik iglevlerinin

ayarlanmasinin uzun zaman almasi ve 6grenme yeteneginin olmamasidir.

3.1.4. Bulanik Mantigin Uygulama Alanlari

Gilinimiizde hemen hemen her alanda uygulama imkani bulan, bulanik mantik 6zellikle
sanayi alaninda yaygin olarak kullanilir. Bunun yani sira bulanik mantik uygulamalari,
1s1, elektrik akimi, s1vi gaz akimi denetimi, kimyasal ve fiziksel siire¢ denetimlerinde de
yer alir. Bulanik mantik yaklagimi uygulanmak istenildiginde O6ncelikle problemin
ozellikleri tanimlanir. Bulanik mantik yaklagimlarinin kullanildigr sistemler klasik
sistemlere gore daha etkin 1s1 ve hiz denetimi yapabilmekte, enerji tasarrufu saglanmakta

ve aygit omrii uzamaktadir (Elmas, 2007).
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Tablo 5. Bulanik Mantigin Kullanildig1 Uriin, Firma ve Bulanik Mantigin Rolii

URUN

FIRMA

BULANIK MANTIGIN ROLU

Asansor Kontroli

Fujitec, Mitsubishi,
Toshiba

Yolcu trafigini ayarlayarak bekleme
zamanini azaltmayi saglamasi

SLR Fotograf  Canon, Minolta Ekranda  birkag  obje  olmasi

Makinesi durumunda en iyi aydinlatmay1
belirler.

Video Kayit Cihazi Panasonic Cihaz elle tutulurken ¢ekim sirasinda
olusan sarsintilar1 engeller.

Camagir Makinesi Matsushita Camagirin kirliligine gore, kumasin
cinsini secer ve ona gore yikama
programini ayarlar.

Elektrik Stipiirgesi Matsushita Yerin kirlilik diizeyine gore motor
giiclinii ayarlar.

Su Isitict Matsushita Isitmayi, kullanilan suyun miktar ve
sicakligina gore ayarlar.

Klima Mitsubishi, Ortam kosullarint degerlendirerek en
iyi ¢aligma durumunu algilar.

ABS Fren Sistemi Nissan Tekerleklerin Kilitlenmeden
frenlenmesini saglar.

Celik Endiistrisi Nippon Steel Geleneksel denetleyicilerin  yerini
alir.

Cimento Sanayi Mitsubishi Degirmende 1s1 ve oksijen orani

Chem denetimi yapar.

Televizyon Sony Ekran kontranstini, parlakligini ve
rengini ayarlar.

El Bilgisayar1 Sony El yazisi ile veri ve komut girisine
olanak tanir.

Sendai Metro  Hitachi Hizlanma ve yavaglamayi

Sistemi ayarlayarak rahat bir yolculuk
saglanmasinin  yan1  sira durma
konumunu iyi ayarlar, giicten

tasarruf saglar.

Kaynak: Yaralioglu, 2004
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3.2. Bulanik Kiimeler ve Temel Kavramlar
Bulanik Kiime Teorisi, Zadeh tarafindan 1965 yilinda tanitildi. Bulanik Kiime Teorisi
belirsizlik problemleriyle basa ¢ikmak ve matematiksel problemler i¢in tasarlanmistir

(Fuller, 1998).

3.2.1. Bulanik Kiime

Aristo mantigina gore insanlar boy bakimindan ya uzun boyludur ya da uzun boylu
degildir. Aristo mantigina farkli bir bakis agis1 olan Zadeh yaklagimina gére uzun boylu
olmanin degisik dereceleri vardir. Uzun boylu olanlardan bir tanesi ger¢ek uzun boylu
olarak esas alinirsa, ondan biraz daha uzun veya kisa olanlar uzun boylu degil diye
tanimlanamazlar. Esas alinan, uzun boylulugun altinda ve {stiindeki boylar o kadar
kuvvetli olmasa bile, uzun boylular kiimesine girmesidir. Boylelikle, diinyadaki insanlar

kiimesindeki tiim insanlarin, boy agisindan bir uzunluk iiyelik derecelerinin bulundugu

sOylenebilir (Sen, 2004a).

Bulanik mantik denetleyici herhangi bir x € X’e [0,1] kapali araliginda bir iiyelik
derecesi belirler. Bulanik mantik kesin olmayan veya matematiksel olarak tam
modellenemeyen belirsizligin de s6z konusu oldugu bilgilerle ilgilenmesine ragmen,
sozel nitelikli olan matematiksel kurama dayanmaktadir. Geleneksel kiimeler olarak
bilinen keskin kiimeler ise, ait oldugu evrensel kiimenin her bir elemanin1 sinirlandirarak,
1 veya 0 degerlerini verip, elemanin kiime ile iliskisini agiklamaya ¢alismaktadir. Soyle
ki; bir nesne 1 degerini alirsa o kiimenin elemant, 0 degerini alirsa kiimeye ait olmadigini
gosterir. Ornegin; bir evrensel kiime X, cm olarak insanlarin boy uzunluklarmin kiimesi
olsun. Kisa, orta ve uzun boylularin kiimesini sekildeki gibi gosterilmektedir (Elmas,
2007):

P4 1

Eisza Orta Uzun

Boy 100 cm 160cm 180cm

Sekil 4. Klasik boy uzunluklari kiimeleri (Elmas, 2007)
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Sekil 4’te goriildiigii gibi 160 cm’ nin alt1 kisa boylu, 160 cm ile 180 cm arasi orta boylu
ve 180 cm’nin iistii uzun boylu olarak kabul gormiistiir. Burada 159 ¢cm boyunda olan bir
kisinin kisa, 161 cm boyunda olan bir kisinin orta boylu ayni sekilde 179 cm boyunda
olan bir kisinin de orta boylu iken 181 cm uzunlugundaki bir kisi de uzun boylu olarak
ifade edilir. Oysa gercek hayatta 159 cm boyunda olan bir kisi ile 161 cm boyunda olan
kisi arasinda ¢ok fazla fark olmayacagindan, 159 cm orta boylu sayilabilecegi gibi 161
cm de kisa boylu olarak sayilabilir. Eger bu degerler her iki kiimeye de ait olarak

diistintiliirse o zaman da Sekil 3.2’deki gibi bir durum ortaya ¢ikar (Elmas, 2007).

/.

D] B

100 155 165 175 185 Boy/cm

N

W

Sekil 5. Klasik kiimelerde kesisim (Elmas, 2007)

Yukaridaki sekilde goriildiigii gibi 155 cm ile 165 cm aras1 hem kisa boylu hem de orta
boylu, 175 cm ile 185 cm aras1 hem orta boylu hem de uzun boylu kabul edilmistir. Bir
onceki duruma bakilirsa, simdiki durumda keskin gegisler daha farkli sekle blirinmiistiir.
Boylece yeni bir problem ortaya ¢ikmistir. 164 cm boyu olan kisi ile 156 cm boyu olan
kisi, hem kisa boylular kiimesine hem de orta boylular kiimesine aitlik derecesi 1
degerinde olur. Gergekte 164 cm olan birisi, 156 ¢m olan birisine gére daha ¢ok orta
boylular kiimesine aittir. BOyle problemlerde, bulanik kiime kurami, duruma daha
iyilestirici bir ¢éziim getirir. Ciinkii bulanik kiime klasik kiimenin genisletilmis halidir.
Nesnelere keskin kiimelerin {0, 1} degerler vererek kiimenin elemani olup olmadigina
karar veren islevine karsilik, [0,1] araliginda degisebilen degerler veren bir yontem
ortaya atilmistir. Bulanik kiime tarafindan tanimlanan ve biiylik degerlere 1’e dogru
biiyiiyen, kii¢iik degerlere 0’a dogru kiiciilen liyelik degeri veren bu isleve iiyelik islevi
denilir. Boy uzunluklar ile ilgili kiimeler bulanik kiime halinde Sekil 6’daki gibi
gosterilir (Elmas, 2007).
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Kisa Crta Uzun

100 160 170 180 Bov/cm

Sekil 6. Boy uzunluklarinin bulanik kiimeleri

Sekil 6’da goriildigi gibi 160 cm’ den 170 cm’ye dogru biiyliyen degerler igin kisa
boylular kiimesine ait olma derecesi diiserken, orta boylular kiimesine ait olma derecesi
artmaktadir. Uyelik derecesi olarak adlandirilan bu degerler 170 cm ile 180 cm arasinda
degisen degerler i¢inde orta ve uzun boylular kiimesine aitlik seviyesini gosterir (EImas,

2007).

Aristo mantigina gore calisan klasik kiime kavraminda, bir kiimeye giren dgelerin iiyelik
dereceleri 1' e, o kiimeye ait olmamalar1 durumunda ise 0'a esit oldugu one siiriilmiistiir.
Bu ikisi arasinda bir tiyelik derecesi diisiinmek miimkiin degildir, ancak bulanik kiimeler
kavraminda 0O ile 1 arasinda degisen liyelik derecelerinden s6z etmek miimkiindiir. Zadeh,
kiime Ogelerinin iliyelik derecelerinin 0O ile 1 arasinda degisebilecegini ileriye siirerek,
kiimeler teorisinde genis uygulamaya sahip ve dogal hayatla uyumlu olan bulanik kiime
teorisini gelistirmistir. Bu kadar basit temeli olan bulanik kiimeler kavraminin, 1980’11
yillar sonrasindaki teknoloji ve bilimsel calismalara etkisi biiyiik olmustur. Bu sekilde
tanimlanan {yelik derecelerinin, her bir bulaniklik durumu i¢in ii¢ temel 6zelliginin

saglanmasi gerekir. Bunlar (Sen, 2004a):

1. Bulanik kiimenin normal olmasidir. Bunun i¢in en azindan, o kiimede bulunan
ogelerden bir tanesinin, en biiyiik tiyelik derecesi olan 1' e sahip olmas1 gerekir.

2. Bulanik kiimenin monoton olmasidir. Bunun anlamu, iiyelik derecesi 1 'e esit olan
Ogeye yakin, sagda ve soldaki Ogelerin iiyelik derecelerinin de 1' e yakin
olmasidir.

3. Uyelik derecesi 1 olan dgeden saga veya sola esit mesafede hareket edildigi
zaman, bulunan ogelerin iiyelik derecelerinin birbirine esit olmasidir ki buna da
bulanik kiimenin simetri 6zelligi ad1 verilir. Klasik kiimelerle, bulanik kiimelerin
arasindaki onemli farklardan bir tanesi, klasik kiimelerin Sadece bir tane
dikdortgen tyelik fonksiyonu bulunmasina karsilik, bulanik kiimenin yukaridaki

42



ii¢ sarttan ilk ikisini mutlaka saglayacak bicimde, degisik iiyelik fonksiyonlarina
sahip olmasidir. Sekil 7°de, 7 ile 9 arasinda degisen gergek sayilarin iiyelik

derecesi fonksiyonlarin1 géstermektedir.

A X
| | |
7 g 9
o (x) a(x)
1 1.0 /\
| |
7 a 9 % 7 a 9 b4

(a} (B)

Sekil 7. Uyelik derecesi fonksiyonlari (a) klasik kiime, (b) bulanik kiime (Sen, 2004a)

Klasik Kiime Teorisi, bireyin bir kiimeye iiyeligi olup olmamasini gosteren bir ibaredir.
Klasik Kiime Teorisine gore, o kiimenin ya elemanidir ya da elemani degildir. Bu yilizden
bireyin hangi kiimenin eleman: oldugunu ayirt etmek ¢ok kolaydir. Ciinkii kiimenin
noktalar1 kesin ve belli siirlarla ayrilir. Klasik Kiime Teorisinde bir elemanin ayn1 anda
bir kiime icerisinde hem bulunmasina hem de bulunmamasina miisaade edilmemektedir.
Ayrica kismi olarakda bir kiimeye aitlik s6z konusu degildir. Bu yiizden birgok gercek
diinya uygulamalarinda Klasik Kiime Teorisi, yeterli bir sekilde tarif edilememekte ve
¢Oziim Onerilememektedir. Bir elemanin bir kiimeye ne kadar ait oldugu sorusunu iyelik
fonksiyonlar1 cevaplamaya ¢alisir. Bu nedenle Bulanik Kiime Teorisi kismi tyelikleri

kabul eder (Chen ve Pham,2001).

Bulanik kiimeler daha onceleri bulanik ve kesin olmamakla birlikte, veri temsil eden ve
manipiile bir ara¢ olarak hizmet vermektedir. Bulanik mantik ve bulanik alt teori arasinda
giiclii bir iligki vardir. Klasik Kiime Teorisinde X evrensel kiime ise A’da X’in alt kiimesi
olarak tanimlanmaktadir. Klasik kiimeye gore X’in elemanlar1 {0,1} degerlerini alir

(Fuller, 1998).
XA X - {0,1} (3.1)

X’in her elemani sirali ¢iftlerle ifade edilir. Sirali ¢iftin ilk eleman1 X’in unsurudur, ikinci
elemant ise {0, 1} kiimesinin unsurudur. “0” degeri tiyelik olmayan kismini, “1” degeri

ise lyelik olan kismini ifade eder. “x’in A’nin eleman1” oldugu gergegini sirali ¢iftinden
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(x,Xa(x)) tespit edilir. Sirali ¢iftin ikinci elemani 1 ise ifade dogrudur, 0 ise yanligtir

(Fuller, 1998).

Benzer sekilde bir bulanik alt kiimenin sirali ¢iftlerinde X’in ilk elemam ve aralifi

seklinde tanimlanir (Fuller, 1998).
Ha:X = [0,1] (3.2)

X’in elemanlar1 [0, 1] araliginda ifade edilir. Sifir degeri kiime igerisinde lyelik temsil
etmedigi, 1 degerinin tam iiyelik temsil ettigini, aradaki degerler ise kiimeye iiyelik
derecesini veya kismi iiyeligini gosterir. X kiimesinin bulanik alt kiimesi olan A kiimesi
soylev evreni olarak bilinir. A kiimesinin tyelik fonksiyonu pa ile gosterilir. A’nin
elemani olan x’in lyelik derecesinin sirali ¢ifti (x, pa(x)) olarak tanimlanir. Gergek

derece sirali ¢iftin ikinci unsurdur (Fuller, 1998).

X bos olmayan bir kiime olsun. A ise X’e ait bir bulanik kiime ise tiyelik fonksiyonunun
karakteristikleri pa:X — [0,1]°dir. Ve A bulanik kiimesinin tiyelik derecesi pp(X) ise
x € X. Yani X evrensel kiimedir (Fuller, 1998).

A={xupa®)xEX] (3.3)
Tiim bulanik X kiimesinin ailesi F(x) ile gosterilir (Fuller, 1998).

Eger X = {Xq, ... ... ,Xn} sonlu bir dizi ise, X evrensel kiimenin A bulanik kiimesine ait

gosterim asagidaki gibidir (Fuller, 1998).

A= pi/xg + -+ pn/Xp (3.4)

Buradaki terimler, y;/x; vei=1,......... ,ni=1,...,nsmifi olup, A kilmesinin tiyelik
derecesini ;, elemanlarinin da x;, + isaretinin ise bulanik tekliklerin birlesimi oldugunu

gosteren bir simgedir (Fuller, 1998).

Ornegin; iiyelik fonksiyonlar: belirterek (A = {x | x < 5}) , analitik diziyi tanimlamak
veya fonksiyon 6zelliklerini kullanarak liye 6gelerini tanimlamak gibidir. Burada 1 sayisi
kiimenin iiyesi oldugunu, O sayisi ise iiyesi olmadigini gosterir. Bir bulanik kiime,
karakteristik fonksiyonu i¢in belirli bir kiimenin elemanlarinin iiyeligini ¢esitli

derecelerde saglar (Zimmermann, 1996).
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Sekil 8. Bulanik kiime parametreleri (Zimmermann 1996)

Iki iiyelik fonksiyonlar1 arasindaki kesisme noktalarinin iiyelik fonksiyonlari sifirdan
biiyiiktiir. Kesisme noktalarinda gapraz iiyelik s6z konusudur. Agikgast bu iki iyelik
fonksiyonlari, birden fazla ¢apraz noktada olabilir. Bu nedenle iki tiyelik fonksiyonunun
arasinda c¢apraz nokta sayisim1 tanimlamak icin, capraz noktasinin oranina bakilir

(Zimmermann, 1996).

Burada tanimlanmasi gereken iki 6nemli 6zellik vardir (Sivanandam, Sumathi ve Deepa,
2007):

1. Caprazlama noktast: Uyelik degerinin 0.5 esit olma durumu séz konusudur.
pA(x) = 0.5 (3.5)

2. Yiikseklik: A bulanik kiimesinin yiiksekligi iiyelik fonksiyonuna maksimum olan

eleman tarafindan belirlenir.

max(HA(X)) (3.6)

Bazi kurallar yukaridaki tanimlar kullanilarak formiile edilir. Ortak bir kurala gore temel
degiskenin tiim degerleri acisindan birbirine karsilik gelen en az bir iiyelik fonksiyonunun
sifirdan biiyiik olmasi gerektigini savunur. Bu aymi zamanda iki komsu tyelik
fonksiyonlar1 i¢in ¢apraz geg¢is oraninin bire esit oldugunu gosterir. Bu nedenle komsu
tiyelik fonksiyonlar1 arasindaki ¢apraz noktasina degerinin 1 e esit oldugunu ve ¢apraz
noktasina seviyenin ise 0.5 oldugu kabul edilir. Sonra simetri iizerinde durularak sag ve

sol genisligin esitligi elde edilir (Zimmermann, 1996).

Sag iiyelik fonksiyonu, sol genislige; sol tiyelik fonksiyonu ise sag genislige esittir. Bu
genislik durumlarinda her ikisi de, iki bitisik liyelik fonksiyonlarinin tepe degerleri

arasindaki Uzunluga esittir (Zimmermann 1996).
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3.2.2. Uyelik Fonksiyonu

Uyelik fonksiyonu, bulanik kiimenin énemli bir bilesenidir. Bulanik kiimeler ve islemler
iiyelik fonksiyonlari ile tanimlanir. Bunlar, Bulanik Kiime Teorisi i¢in tutarli bir ¢ergeve
olusturur, bununla birlikte, siirekli olarak Klasik Kiime Teorisini genisletmek i¢in
miimkiin olan tek yol degildir. Zadeh ve diger yazarlar kiime teorisi i¢in alternatif veya

ek tanimlar ileri siirmiislerdir (Zimmermann, 1996).
E evrensel kiimesinde tanimlanan, bulanik kiime A icin xA iiyelik fonksiyonu;
nA: X - [0,1] (3.7)

X bulanik kiime tarafindan genel olarak gdsterilen nesneler toplulugu olup, iiyelik

derecesini gosteren sirali ¢iftlerle ifade edilir.
A={(xprAX)|x € X} (3.8)

HA (%), tiyelik fonksiyonunu veya iiyelik derecesini ifade eder. Bulanik kiimelerde iiyelik
alan1 iki nokta igerir. 0 ile 1 arasindaki bir say1 ile aciklanir. 0 sayis1 kiimenin bulanik
olmayan kismini gosterirken 1 sayisi kiimenin elemani oldugunu ifade eder. Uyelik
fonksiyonu araligi sonlu olan negatif olmayan ger¢ek sayilarin st sinirmin bir alt
kiimesidir. Uyelik derecesinin 0 olmasi durumunda, genellikle elemanlar
listelenmemektedir. Bir bulanik kiime sadece iiyeligi islevini belirterek temsil edilir.

Bulanik kiime bir sirali ¢ift seti ile baslar (Zimmermann, 1996).

Uyelik fonksiyonlari, 0 ile 1 arasinda degerler almakta ve verilen bir bulanik kiime
icerisindeki noktalarin farkl iiyelik derecelerini gdstermektedir. Bulanik sayilar, stirekli
veya pargali siirekli iiyelik fonksiyonlari ile gdsterilmektedir. Uyelik fonksiyonlarindan
en yaygin olarak kullanilanlar ise; iggen ve yamuk iiyelik fonksiyonlaridir (Bagkaya ve

Oztiirk, 2011).

3.2.3. Destek Kiime
A, X bulanik kiimesinin alt kiimesi olsun. Supp(lx) ile gosterilen destek kiimesinin
unsurlari, X’in alt kiimesi olan A bulanik kiimesinde tiim elemanlar1 0’dan farkl tiyelik

derecesine sahip olan elemanlarin hepsini icermektedir. Destek kiimesi, matematiksel

olarak asagida verildigi gibi tanimlanir (Fuller, 1998).

Supp(A) = {x € X| pA(x) > 0} (3.9)
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Sekil 9. Uyelik fonksiyonu kisimlar1 (Sen, 2004a)

Buradaki gibi verilen bir bulanik alt kiimede, birden fazla 6genin tiyelik derecesi 1' e esit
olabilir. Uyelik dereceleri 1' e esit olan dgelerin toplandig1 alt kiime kismina, o alt
kiimenin &zii denir. (ii(x) = 1)' dir. Uggen seklindeki iiyelik fonksiyonunda sadece bir
Ogenin iyelik derecesi 1' e esit oldugundan, liggen iiyelik fonksiyonlarinin 6zii bir nokta
olarak karsimiza ¢ikmaktadir. Bir alt kiimenin tiim 6gelerini igeren araliga, o alt kiimenin
destegi ad1 verilir. Dayanak (destek) kisminda bulunan her 6genin az veya ¢ok degerde (0
ile 1 arasinda) tiyelik dereceleri vardir. Bunun matematiksel gosterimi (x) > 0'dir.
Uyelik dereceleri 0 ve 1’in disinda olan elemanlarm olusturdugu kisimlara “iiyelik

fonksiyonunun sinirlar1” ad1 verilir (Sen, 2004a).

0’dan ve 1’den farkh iiyelik derecelerin kisimlarina iiyelik fonksiyonunun sinir bolgesi

olarak adlandirilir. Matematiksel olarak tanimi ise;
0<pAlx) <1 (3.10)

Bu iiyelik fonksiyonlarinin tanimlandig1 yer standart bolgedir (Sivanandam vd., 2007).

3.2.4. a — kesim Seviyesi
Bulanik A kiimesinin o — kesim kiimesi Ao ile gosterilir. A kiimesindeki biitiin

elemanlarin tiyelik derecesi a degerinden biiylik veya esit olanlar1 igerir (Zimmermann,
1996).

Segilen her bir o degeri ile farkli bir a-kesim kiimesi olusturulur. o degeri, a € (0, 1]
kosuluyla tanimlanan gercel bir sayidir. Her bir a diizeyi ile iiyelik fonksiyonunun farkli
bir dilimi belirlenir. a; < «, oldugunda, Aa; € Aa, seklindeki kapsama iligkisi gegerli

hale gelir. Bagka bir deyisle, a degeri arttik¢a, a-kesimiyle olusturulan bulanik olmayan
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kiimedeki eleman sayisi azalir. a-kesim kiimesi, matematiksel olarak asagidaki gibi

tanimlanir (Ozkan, 2003).

Aa = {X € X|pA(x) = « (3.11)
Ve
a € (0,1]
#_:,(If‘

| e ee——— -

[y

=
M =

£E

:xLu__-{{x] =, x=l]}

Sekil 10. a-kesim kiimesinin gdsterimi

(13

Matematiksel gosterimdeki biiyiik esit “>" yerine biiyiikk “>" kullanilirsa, yani kesit
kiimesi tiiyelik dereceleri a’dan sadece biiyiik olan elemanlardan olusturuluyorsa o
Kesitinin bu ¢esidine gii¢lii a-kesim kiimesi denir ve A, ile gosterilir (Klir ve Yuan,

1995).

3.3. Bulanmik Kiime islemleri

Bu boliimde bulanik kiimeler igin, Klasik Kiime Teorisi islemleri genisletilecektir.
Bulanik kiime igerisinde mantiksal islemlerde yine iiyelik fonksiyonlar1 dnemlidir. Tiim
islemlerin eklentilerinin tutarli bir kavram olusturmasi icin her zaman ki gibi iiyelik
dereceleri {0,1} olarak alinmalidir. Bu nedenle Bulanik Kiime Teorisinde kiime
islemlerinin uzantilar1 ayn1 sembolle kullanilmali X kiimesinin bulanik alt kiimeleri A ve

B’dir. Ve x bos kiime igcermemektedir (Fuller, 1998).

Bulanik kiimeler iizerinde birlesim, kesisim ve tiimleme (degilleme) islemlerinin birkag

temel 6zelligi vardir. Bu 6zellikler Tablo 6’daki gibi ifade edilmektedir.
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Tablo 6. Bulanik Kiime Islemlerinin Temel Ozellikleri

Cift Degilleme uz(x) = pug(x)

Degisme nzus (%) = gy 2(x)
Wing(®) = ppnz(x)

Birlesme K umue () = Rau@iue (%)

Wi ngyne (1) = Win ncy(X)

Dagilma Wi ns ue) (%) = Wi nsyuiane) (X)
Rau@dne)(X) = Haaus)naue) (x)
Yansima waua(x) = wi(x)
Wina(x) = pg
Yutma Waucang) () = na(x)
Wincave) (X)) = pa(x)
Yutma Rauw (x) = py(x)
HAnQ(x) = pox)
Ozdeslik Winy (x) = nz(x)
Rauo (x) = pz(x)
De Morgan Kurali Wing(x) = Hm(x)

) = s

Kaynak: Ozkan, 2003

Yukaridaki tablo incelendiginde klasik kiime islemlerinden Orta Terimin Yoklugu Kurali
(AUA =U) ve Celisme Kuralinn AN A =@ bulamk kiimelerde gecerli olmadig
goriilmektedir. Klasik kiimelerde bir kiimeye ait olan bir eleman diger kiimeye ait
degilken, bulanik kiimelerde bir kiimeye kismi olarak iiye olan bir eleman diger kiimeye
de kismi iiye olabilmektedir. Sayet evrensel kiimeyi her elemanin 1 iiyelik derecesi ile
iiye oldugu ve bos kiimeyi de elemanlarinin tiyelik derecesinin 0 oldugunu kabul edersek

s6z konusu kurallar su sekilde ifade edilebilir (Ozkan, 2003).
Mxnaz () # Hp(X)
Mz z(®) # py(®) (3.12)

Bulanik kiimelerde kesisim, birlesim ve tiimleme islemleri i¢in tanim cesitliligi, teorik
acidan varligi, klasik mantikta kullanilan kiime iglemcilerinin bulanik kiime halinde

genisletilmesi, uygulamaya dayali nedenlerle aciklanabilir. Tki bulanik kiimenin kesisim
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veya birlesim kiimesi belirlenirken, bu kiimeler tarafindan kapsanan en biiyiik /en kii¢iik
bulanik kiimenin yerine diger kesisim veya birlesim kiimesinin se¢ilmesi daha etkin

sonuglar verebilir (Ozkan, 2003).

3.3.1. Birlesim islemi

Iki veya daha fazla alt kiimenin bir temel kiime iginde ortak noktalarm olmasi halinde
kiimelerin birbirleri ile “veya” mantigi ile baglanmasi sonucunda temel kiimenin alt
kiimelerin en az biri tarafindan kapsanan yerler olarak tanimlanir. Buradaki s6z konusu
olan sozel islem “veya” kelimesinin mantiksal anlamindan gelir. Bunun matematiksel
olarak diisiiniildiiglinde klasik kiimeler i¢cin U, bulanik kiimeler icin ise V isareti ile olur.
Buradaki U ve V isaretleri “veya” anlamma geldigi unutulmamalidir. iki tane A ve B
bulanik alt kiimenin birlesimi durumunda her bir kiimeye ait 6genin A ve B deki iiyelik

derecelerinin en biiyligii alinarak kiime birlesimi gergeklesir (Sen, 2004).

Uyelik fonksiyonu puD(x) olan kiimenin birlesimi ise D = AUB olarak tanimlanir

(Zimmermann, 1996):

uD(x) = max{uﬂ(x), uﬁ(x)},x eX (3.13)
veya bagka bir gosterim sekli ile (Fuller, 1998);
A ve B nin birlesim iglemi,

(A U B)(t) = max{A(t), B(t) = A(t) VB(t),Vt e X } (3.14)

olarak tanimlanmakta olup Sekil 11°de gosterildigi gibi bir sonug ortaya ¢ikar.

| >
Sekil 11. iki iicgen bulanik saymin birlesimi(Fuller, 1998)
Bulanik birlesimi veren s-eslesmeleri de [0, 1] araliginda tiyelik degerleri alir ve
s:[0,1] x [0,1] — [0, 1] (3.15)

ile gosterilen herhangi bir s-eslesmesinin birlesim kiimesi olarak kabul gérmesi i¢in, sinir,

degisme, artan olmama, birlesme kosullarin karsilanmasi gerekir (Ozkan, 2003).
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3.3.2. Kesisim Islemi

Birlesim isleminden farkli bir islem olarak iki alt kiimenin “ve” ifadesi ile bir araya
getirilmesi s6z konusudur. Burada “ve” ifadesi, iki veya daha fazla alt kiimelerde bulunan
ortak 6gelerin teskil ettikleri kiimedir. Boylece iki alt kiimeden daha dar kapsamli bir alt
kiimenin elde edilecegi anlasilir. iki bulanik kiimeye ait olan dgelerin en kiigiiklenmesiyle

ortaya kesigim islemi ¢ikmaktadir (Sen, 2004b).

Uyelik fonksiyonu puC(x) olarak tanimlanan kiimenin kesisimi ise C = AN B olarak

tanimlanir (Zimmermann, 1996):

uC(x) = min{pA(x), pB(x)},x € X (3.16)
veya bagka bir gosterim sekli ile;

(AN B)(t) = min{A(t),B(t)} = A(t) AB(t),Vt € X (3.17)

olarak tanimlanmaktadir ve Sekil 12’de gosterildigi gibi bir sonug ortaya ¢ikar (Fuller,
1998)

, >

Sekil 12. Iki iicgen bulanik saymin kesisimi (Fuller, 1998)

A ve B kiimelerine iliskin iiyelik fonksiyonlarmi ANB kesisim kiimesinin iiyelik

fonksiyonuna doniistiiren eslesme
t:[0,1] x [0,1] - [0, 1] (3.18)

olarak tamimlanir. Buradaki her bir [0, 1] terimi swrasiyla A, B ve ANB bulanik
kiimelerinin alabilecegi iiyelik degerlerini ifade etmektedir. Bilindigi tlizere, iki bulanik
kiimenin kesisimi yeni bir bulanik kiimeyle sonug¢lanir. Bu nedenle, [0, 1] araliginda
degerler alabilen A ve B bulanik kiimelerinin kesisim kiimesi de [0,1] araliginda degerler

alir (Ozkan, 2003).
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3.4. Bulanik Sayilar ve Uyelik Fonksiyonlar

Bulanik sayilar; digbiikey, normallestirilmis, siurlt siirekli tyelik fonksiyonu olan ve
gercel sayilarla tamimlanmis, ayrica bulanik kiimelerin 6zel bir alt kiimesi olarak ifade
edilir. Bulanik kiimelerde gegerli olan birlesim, kesisim, a-kesimi, genisleme kurali gibi

kiime teorik islemleri, bulanik sayilara da kolayca uygulanir (Cevik ve Yildirim 2010).

R’de tanimli bir bulanik kiimenin bulanik say1 olarak ele alinabilmesi i¢in, asgari olarak

asagidaki ti¢ sart1 saglamasi gerekir (Klir ve Yuan, 1995, Zimmermann, 1996):

1. A, normal bir bulanik kiime olmalidir. X in en az bir eleman1 1 degerini aldig1
icin normallik s6z konusudur.
2. A, her iiyelik derecesi kesiminde kapali aralik olmalidir.

3. A’nin destek kiimesi sinirli olmalidir.

Bulanik sayilar F ile gosterilir. Bir bulanik olmayan sayiyi, bulanik sayidan ayirt etmek

icin bazen yaklasik (~) yaklasik isareti ile ifade edilir (Fuller, 1998).

Bulanik Kiime Teorisinde kesin sayisal degerlerin yerine dogal dilde ifadeleri igceren

dilsel degiskenler kullanilir. Bu ifadeler bulanik sayilara doniistiiriilerek ¢oziimlemeler
yapilir. Bulanik say1 6zel bir bulanik kiimedir. (7& =x € R| uf&(x)). Burada x reel dogru
iizerindeki R;:—o00 < x < 400 degerlerdir. Uyelik fonksiyonlar1 ise pA(x),[0,1]

araligindaki bir say1 ile eslenir (Akyliz, 2012).

Uyelik fonksiyonu pA(x) = 0,Vx < 0 (Vx > 0) boyle ise A bulanik kiimesindeki bulanik
saylya pozitif/negatif denir (Zimmermann, 1996).

-2 -1 1 2 3
Sekil 13. Bulanik sayilar (Fuller, 1998)

Bulanik kiimenin elemanlarinin iiyeliklerinin belirlenmesinde iiye ve iiye degildir gibi
kesin ifadelerden ziyade tiyelik fonksiyonlarini kullanilarak tiyelik dereceleri olusturulur

ve sayilarin komsulugu yaklagimindan faydalanilir (Y1ldiz ve Deveci, 2013).
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nA(x) siirekli bir degisken icin iiyelik derecesi iiyelik fonksiyonuyla ifade edilir. Bulanik

sayilar iiggen ve yamuk bulanik sayilar olmak {izere iki tiirdiir (Zimmermann, 1996).

3.4.1. Ucgensel Bulanik Sayi ve Uyelik Fonksiyonu
Ucggensel bulanik sayr 6zel bir durumdur. Isle kolaylig1 saglamasi nedeniyle en ¢ok

kullanilan bulanik say tiiriidiir (Zimmermann, 1996).

Bir iicgensel bulanik sayinm iiyelik fonksiyonu A ile iiggensel bulanik sayilar ise basitce
I,m,u olarak ifade edilir (Ozdemir ve Yal¢mn Segme, 2009). I,m,u ile ifade edilen bu iic
gercek say1 sirastyla en kiigiik, en genis veya en ¢ok beklenen degeri ve en biiylik degeri
temsil etmekte ve 1< m < useklinde siralamir. Uggensel bulanik saymin iiyelik

fonksiyonu asagida tanimlanir (Ozbek, 2016):

0 ,x <1
x—1
_ 1 ,I<x<m
HAX) =, 1I1n—_x (3.19)
,mMSX<u
ku—m
0 ,X>u

1, m, u parametreleri sirasiyla;
| : Miimkiin olan en kiigiik degerdir.
m : Beklenen en genis degerdir.
u : Beklenen en biiyiik degeri temsil etmektedir. Buna gore; A iiyelik fonksiyonu
pA(x) =R - [0,1] (3.20)
olarak belirlenir.

Her parametrenin c¢esitli degerleri i¢cin O ile 1 arasinda iyelik degeri elde edilir.
Olasiliklarin ifade edilebilmesi i¢in iiyelik degerlerinin, belirgin sayilara doniistiiriilmesi

gerekir (Acar ve Durucasu, 2015).

53



Sekil 14. I,m,u tiggen bulanik say1(Canli ve Kandakoglu, 2007).
Ucggensel bulanik sayilarin islemlerinin 6zelliklerinden bahsetmek miimkiindiir. Bunlar

(Lee, 2005);

1. Ucggensel bulanik sayilar arasindaki toplama veya ¢ikarma islemlerinin
sonuglar1 yine bir tiggensel bulanik sayiy1 verir.
2. Carpma ve bdlme islemlerinin sonuglari, tliggensel bulanik sayiy1
vermeyebilir.
3. Maksimum ve minumum islemlerinin sonuglari, tiggensel bulanik sayiy1
vermek zorunda degildir.
Bazi calismalarda {iiggen bulanik sayilar icin temel aritmetik islemlerine gerek
duyulmaktadir. A = (I, m,, u,) ve B = (1, my, uy,) iki liggen bulanik sayilar arasindaki

temel aritmetik kurallar su sekilde tanimlanir (Akyiiz, 2012):

Toplama: A+ B = (I,, my, uy) + (I, mp, up) = 1, + 1y, my + my, uy + uy,
Cikarma : A — B = (I, m,, uy) — (Ip, mp,up) =1, — 1y, my — mp, uy — uy,
Carpma : A x B = (I, m,, uy) X (I, mp, up) = 1.1, my. myp, ug,. up,
Bolme : A/B = (I, my, uy)/ (I, mp, up) = 1y/lp, my /myp, uy /uy,

Tersini alma : A = 1/1,,1/m,,1/u,

3.4.2. Yamuk Tipi Bulanik Say1 ve Uyelik Fonksiyonu
Yamuk iyelik fonksiyonu, A = (aj,a,,as,a,) gibi dort parametre ile tanimlanir.
ai,a,,as,a, icin karar verilecek olan farkli degerler, simetrik veya simetrik olamayan

yamuk iiyelik fonksiyonu elde edilmesine sebep olmaktadir (Baskaya ve Oztiirk, 2011).
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Yamuk {iyelik fonksiyonunun pargali fonksiyon seklindeki ifadesi (3.21)’de wverilir
(Yaralioglu, 2004):

( 0 X < aq
X—a1
,a X< ap
a —aq
HA(x) =, 1 ,ay < xaz (3.21)
a, — X
,a3 S X < Ay
as —as
\ 0 ,X > Ay

Yamuk bir iiyelik fonksiyonu ve bilesenleri Sekil 15°de gosterilir.

O

a1 az a3 a4

Sekil 15. Yamuk iiyelik fonksiyonu(Baskaya ve Oztiirk, 2011)
Yamuk bulanik sayilarda islemlerin 6zellikleri (Lee, 2005);

1. Iki yamuksal bulanik say1 arasindaki toplama ve ya ¢ikarma islemleri yine bir

yamuksal bulanik say1y1 verir.

2. Carpma, bdlme ve ters alma islemlerinin sonucu yamuk bulanik sayiy1

vermeyebilir.

3. Maksimum ve minumum islemlerinin sonuglari tiggensel bulanik say1y1 vermek

zorunda degildir.

A = (aj,a,,a3,a4) ve B = (by, by, bs, b,) iki yamuk bulanik say1 olmak iizere yamuk

bulanik sayilarla yapilan bazi temel islemler asagida tanimlanir (Ecer, 2007)
Toplama: A + B = (a; + by, a, + by, a3 + bs,a, +by)

Cikarma: A — B = (a; — by,a, — by, a3 — bz, a, — by)

Carpma: A x B = (a;.by,a,.b,,a3.b3,a4.b,)
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Hesaplama verimliligi ve toplama kolayligi i¢in yamuk {tyelik fonksiyonlart sik sik

kullanilir (Zimmermann, 1996).

3.5. Bulanik Matematiksel Programlama

Matematiksel programlama, Bulanik Kiime Teorisi igerisinde yaygin olarak kullanilir.
Bunun en 6nemli sebeplerinden birisi, Bulanik Matematiksel Programlama kisitlarda ve
amac fonksiyonunda esneklige izin verir ve boylece bulanik ortamda karar vermek daha
da kolay bir hal alir. Gergek hayatta karsimiza c¢ikan problemlerin verileri ve
parametreleri genellikle kesin bilgiler igermeyebilir. Bu yiizden literatiire bakildiginda
Bulanik Matematiksel Programlama modellerinin pratik problemlere uygulandig

caligmalar giin gegtikge hizla arttig1 goriilmektedir (Sungur, 2008).

Bulanik Matematiksel Programlama, Zimmermann tarafindan, karar vericinin ulagmak
istedigi amag¢ fonksiyonunun degeri igin bir istek seviyesinin (aspirasyon seviyesi)
olusturulabileceginin ve kisitlarin  her birinin bir bulanmik kiime olarak
modellenebilecegini ortaya atarak yayginlasmasina katkida bulunmustur (Sarikaya,
Calikan ve Tiirkbey, 2014).

Zimmermann, ¢ok amagh bir fonksiyona sahip olan problemleri ¢6zebilmek i¢in Bulanik
Matematiksel Programlama modelini gelistirmistir. Zimmermann, esit amaglara sahip
dogrusal vektor problemi igin kesigsme operatdrii temelinde operasyonel bir Bulanik
Dogrusal Programlama modelini ortaya koymustur. Yager, amaglar iizerinde bulanik
smirlamali ve tercihli matematiksel programlama {izerine ¢alismalarda bulunmustur.
Narasimhan, calismasinda bulanik ortamda amag¢ programlama problemini tartismistir.
Diger bir calismada, Rubin ve Narasimhan tarafindan, bulanik amacglar ve bunlarin
oncelikleri iizerine yapilmistir. Feng ve YingYun, vektor en iyileme problemlerini
Bulanik Matematiksel Programlama teknigi kullanarak ¢ozmislerdir (Dagdeviren, Akay,

Cetinyokus ve Kurt, 2002).

Bulanik Matematiksel Programlama modelinin en genel formiilasyonu a;;, d; ve ¢

bulanik olmak sartiyla asagidaki gibidir (Sungur, 2008):

n
MaxZ= Y C.X.

PRl
J=1 (3.22)
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Kisitlar;

Burada, c; amag fonksiyonunun kar katsayisi, d; mevcut kit kaynak miktar1 ve a;; ise
teknik katsayir olarak tanimlanir. Bu girdiler (cj,di,aij) eksik ya da elde edilememis
bilgiler olabileceginden genellikle bulaniklik s6z konusudur. Bu bulanik sayilarin

formiile edilebilmesi i¢in iiyelik fonksiyonlari (ui (X)) kullanilir (Sungur, 2008).

3.6. Bulanik Dogrusal Programlama
Gergek yasamda kisitlar her zaman dogrusal programlama da oldugu gibi kati kurallara
bagl degildir. Bulanik Dogrusal Programlama, amag ve kisitlarda esneklige izin verir ve

catigan amag ve kisitlar arasinda uzlasik bir ¢ziim getirir (Erdogmus ve Ogiitlii).

Dogrusal programlama modelleri i¢in bulaniklik ifadesi, amag¢ fonksiyonu ve kisit
katsayilarinin tam olarak bilinmedigi ve model igerisinde kullanilan bazi esitsizlikler ve
esitlikler icin smirlarinin kesinlik bildirmeyen degerlerle tanimlanabildigi anlamin tasir

(Ozkan, 2003).

Bulanik Dogrusal Programlama, bulanik mantik ve dogrusal programlamanin birlesimi
olup, Klasik dogrusal programlamanin genisletilmis halidir. Bulanik Dogrusal
Programlama, dogrusal programlama yontemi kullanilarak ¢éziimlenebilen problemlere
karar siireclerinde goriilen belirsizlik dahil edildiginde kullanilan bir yontemdir. Bulanik
Dogrusal Programlama modelinin en genel hali soyle formiile edilebilir (Cevik ve

Yildirim 2010):

n
MaxZ= 3 C.X.
j:lJ J

Kisitlar;

n ~
Y a..x.(g,=,2)b. i=12,...... m
=1 1] i
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X; =0 i =12 e n (3.23)

Dogrusal programlama modelinden farkli olarak, Bulanik Dogrusal Programlama
modelinde bulaniklik simgesi (~) konulur. Burada éi]-,Bi, ¢ bulanik sayilardir ve x;

degerleri bulanik sayilarinin halleridir (Cevik ve Yildirim 2010).

Klasik Dogrusal Programlama problemlerinde optimal sonug¢ bulunurken dogrusal
esitsizlik ve esitliklerle ifade edilen cesitli kisitlar altinda, bir dogrusal fonksiyonun
maksimum ya da minimum degeri tespit edilmeye ¢aligilir. Fakat kimi zaman pratikte
karsimiza ¢ikan durumlarda bu denklemlerde kullanilan parametrelerin kesin ve net
olarak ifade edilmesi miimkiin degildir. Bu tip durumlarda Bulamik Dogrusal

Programlamanin kullanilmasi gerekir (Klir ve Yuan, 1995).

Bulanik Dogrusal Programlama konusunda ilk ¢alisma 1970 yilinda “Decision Making in
a Fuzzy Environment” adli makale ile yapilmistir. Bu makalenin yayinlanmasinin
ardindan bulanik ortamda karar verme dogrusal programlama problemlerine
uygulanmaya baslamistir. Ik olarak Zimmermann 1974 yilinda Klasik Dogrusal
Programlama problemlerine Bulanik Kiime Teorisini sunmustur (Cevik ve Yildirim
2010). Bulanik Dogrusal Programlama modellerini simetrik modeller ve simetrik

olmayan modelleri seklinde ilk kez Zimmermann tarafindan siiflandirilmistir.

Zimmermann’a gore amac fonksiyonu ve kisitlarin her ikisinin de bulanik olmasi halinde

simetrik model ortaya ¢ikmaktadir (Ozkan, 2003).

Daha sonra ¢aligmalar hizla yaygilagsmistir. Tanaka, Okuda ve Asai 1974 yilinda bulanik
kisitlarda Bulanik Dogrusal Programlamanin bir formiilasyonunu 6ne siirmiis ve bulanik
sayilar arasindaki esitsizlik iliskilerine dayali ¢oziimiine iliskin bir yontem sunmustur.
Zimmermann 1978 yilinda bulanik optimizasyonun temellerini olusturarak ¢ok amacl ve
dogrusal {liyelik fonksiyonlu bir bulanik optimizasyon problemine indirgenebilecegini
kanitlamistir. Orlovsky(1978), Yager(1979), Freeling(1980), Dubois ve Prade(1980)
Bulanik Dogrusal Programlama konusunda ¢aligsmalar yapmislardir. Negotia 1981 yilinda
bulanik katsayilarda dogrusal programlama problemini formiile etmis ve robust
programlama olarak tanimlamistir.1981 yilinda Hannan, 1984 yilinda Nakamura pargali
tiyelik fonksiyonlu Bulanik Dogrusal Programlama problemlerini ele almiglardir. Chanas
1983 yilinda Bulanik Dogrusal Programlamada parametrik programlamay1 kullanmistir.
Tanaka ve Asai 1984 yilinda teknoloji matrisi ve amag fonksiyonu katsayilarini, sag taraf

sabitlerini bulanik sayilar olarak alip, kisitlar1 bulanik fonksiyon olarak diistinmislerdir.
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Ayrica Tanaka ve Asai 1984 yilinda amag fonksiyonuna bir tatmin diizeyi vererek bunu
da bir kisit gibi diigiinen bir yontem onermistir. 1989 yilinda Werners tarafindan, amag ve
siirlarin bulanik oldugu modellerin ¢éziimiinde etkilesimli bir matematiksel model 6ne
striilmiistiir. 1989 yilinda Delgado, Vergeday ve Vila tarafindan Bulanik Dogrusal
Programlama problemlerinin ¢6ziimii i¢in genel bir model gelistirilmistir (Cevik ve

Yildirim 2010).

Bulanik Dogrusal Programlamanin uygulama alanma gelince, Klasik Dogrusal
Programlamanin kullanildig1 her alanda kullanilabilir. Bulanik Dogrusal Programlama
tarimsal ekonomiler, atama problemleri, bankacilik ve finans, ¢evre ydnetimi, personel

yonetimi, iiretim gibi bir¢ok alanda uygulamaya konulmustur (Cevik ve Yildirim 2010).

3.6.1. Bulanik Dogrusal Programlama Modellerinde Yaklasimlar
Bulanik Dogrusal Programlama modellerinde yer alan yaklasimlari Zimmermann

yaklagimi, Verdegay yaklasimi ve Werners yaklasimi seklinde incelenebilir.

3.6.1.1. Zimmermann Y aklasimi

Bulanik Dogrusal programlama bir karar modeli olarak ilk kez Zimmermann tarafindan
ele alinmistir. Zimmermann ¢alismasinda bulanik amag ve bulanik kisitlayicili dogrusal
programlama modellerinde, karar vericinin amag¢ fonksiyonu i¢in hedeflemis oldugu
seviyeyi ve tolerans miktarini ¢éziim oncesinde belirleyebildigini savunmustur (Cevik ve

Yildirim, 2010).

Bulanik Dogrusal Programlama modellerinin ¢6ziimii i¢in Zimmermann’in sundugu
yontemin az sayida varsayim ve islemsel kolaylik saglama gibi avantajlar1 olmasina
ragmen, bu yonteme literatiirde iki acidan elestiri getirilmistir. Ilk elestiri, amag
fonksiyonunun erisim diizeyi ile maksimum tolerans miktarinin karar vericiden
baslangigta istenmis olmasidir. Karar vericinin bu degeri dogru olarak belirlemesi
miimkiin olmayabilir. Ayrica ama¢ fonksiyonunun erisim diizeyinin ¢ok biiyiik olmasi
problemin ¢dziimiiniin belirlenememesine sebep olabilir. Ikinci elestiri ise, bulanik karar
kiimesi tamamen belirlenememekte, bunun yerine bulanik karar kiimesinin en biiylik

iiyelik dereceli elemam belirlenir (Ozkan, 2003).
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Zimmermann’a gore bulanik amag¢ fonksiyonunun b, amaci ve p, tolerans miktari ile
tim kaynaklarin b; ve p; degerleri baslangigta belirlenerek bulanik amag¢ ve bulanik
kisitlarin birbirinden farksiz olduguna karar verilir. V; icin [b;, b; + p;] araliklariyla

tanimlanir. Dolayisiyla (Karaatli, Omiirbek ve Yilmaz, 2014);
Maximum Z = cTx

Kisitlar;
(Ax); < by i=12. ... ,m (3.24)
x>0

esitligi x’in bulunmas1 problemine doniisiir.

X, bul;

(AX)i g bi i= 1,2, ......... ,Im (325)
x=0

burada gdsterilen ~ bulaniklastirma isareti olup, < isaretinin bulamklastirilmis hali <
doniisiir. ‘(Ax); kisitlayicist b; civarinda ve daha azdir’, cTx amaci ise b, civarinda veya

daha fazladir seklinde yorumlanir.

Bulanik ama¢ ve bulanik kisitlayicilarin iiyelik fonksiyonlar1 belirlenir ve karar verici
tarafindan belirlenen sabit degerli tolerans miktarina gore bulanik ama¢ ve bulanik
kisitlayicilarin pargali dogrusal iiyelik fonksiyonlari asagida verildigi gibidir (Lai ve
Hwang, 1992)

( 1 ,cTx > b,
_ by — cTx
Ho(X) =141 _ OT by — po < cTx < by (3.26)
\ 0 ,cTx < by — po
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( 1 , (AX)i < bi

w(x) =141— w ,b; < (AX); < b; + p; (3.27)

\ 0 , (Ax); > b; + p;

Bulanik amag fonksiyonuna iligkin {iyelik fonksiyonlar1 artan siirekli dogrusal fonksiyon
iken ve bulanik kisitlayici i¢in iiyelik fonksiyonu azalan dogrusal bir fonksiyondur.
Bulanik amag¢ ve bulanik kisitlar igin iiyelik fonksiyonlar1 Sekil 16’da ve Sekil 17°de
goriilmektedir (Ozkan 2003).

Ho(x)
A

bo-po bo

Sekil 16. ¢'x Shy seklindeki bulanik amacin iiyelik fonksiyonu (Ozkan 2003)

pi(x)

0 > (AX)
b{ br"]:ri

Sekil 17. A(X)i £ - b seklindeki bulanik kisit i¢in iiyelik fonksiyonu (Ozkan 2003)
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Simetrik Bulanik Dogrusal Programlama modellerinde ilave bir degisken olan A ifadesi
kullanilarak, bulanik amag¢ ve bulanik kisit {iyelik fonksiyonlarinin yerine yazilmasi ile

asagidaki modele dontistiiriiliir ve model son halini alir (Cevik ve Yildirim, 2010).
Max A
Kisitlar;
cTx>by — (1 —2)p, (3.28)
(Ax); < b; + (1 — Dp;
(Ex); < b;; i=12,...... ,m
A€[0,1]
x=0

(Ex); < b; bulanik olmayan kisitlayici seklinde modele dahil olur. Yukarida verilen

dogrusal programlama modeli klasik bir dogrusal programlama problemidir (Ozkan,

2003).

3.6.1.2.Verdegay Yaklasimi

Vergeday yaklagiminda, betimleme teoremi ve parametrik programlamadan yararlanarak;
bulanik kisitlayicili bir dogrusal programlama modelinin bulanik ¢6ziimiiniin bulunmasi
icin, bulanik kisitlayicilarin a-kesim kiimelerine ayrilmasi gerektigini savunulmustur.
Vergeday yaklasiminda parametrik programlama yardimiyla hesaplanan ¢dziimlerden
hangisinin  Bulanik Dogrusal Programlama probleminin ¢oziimii kabul edilecegi,
tamamen karar vericiye aittir (Karaath vd., 2014). Verdegay(1982), sag taraf degerleri
bulanik olan DP problemlerinin kesin parametrik programlama problemine esdeger

oldugunu ilk olarak kanitlayan kisidir (Lai ve Hwang, 1992).

Bulanik parametreli dogrusal programlama problemleri su sekilde ifade edilir (Ozkan,

2003).
n —~ o~
MaxZ= > c.X.
j=1 ]

Kasztlar; (3.29)
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Verdegay’in Onerdigi, bulanik kisitlara ait tiyelik fonksiyonu asagidaki gibidir (Lai ve
Hwang, 1992).

( 1 ) (AX)i < b;

o =4 - @i=hi ,b; < (AX); < b; + p; (3.30)

\ 0 , (AX)i > bi + Pi

Bu iiyelik fonksiyonlar1 kullanilarak diizenlenen model de asagidaki hali alir (Lai ve
Hwang, 1992).

Maximum Z = cT x
Kisitlar;
(Ax); < b;+ (1 — a)p; i=12,. ... ,m (3.31)
a €[0,1]
x=0

Bu model, o = 1 — 6 alindiginda parametrik programlama problemine ulasilir ve sonug 0

parametresine bagl olarak elde edilir (Lai ve Hwang, 1992).

3.6.1.3.Werners Yaklasimi

Werners modelde bulanik kisitlarin tolerans diizeyleri (p;)ve tiyelik fonksiyonlart (py,s,¢)
karar verici tarafindan belirlenebildigini savunmustu ancak, bulanik amag¢ fonksiyonuna
iliskin tyelik fonksiyonlari, karar verici tarafindan Onceden belirlenememektedir.
Werners, amag fonksiyonunun tiyelik fonksiyonunu Orlovski’nin 6nermis oldugu bulanik
karar kiimesini temel almistir. Orlovski, bulanmik kisitlayicilarin olusturdugu tanim
kiimesinin her bir a- kesim kiimesi i¢in, amag¢ fonksiyonunu optimal degerlerini belirler.
Optimal degerlerle esit liyelik dereceli olan ¢6ziim uzaymin a- kesim kiimesini bulanik
karar kiimesi olarak ele almay1 6nermistir (Orug ve Yilmaz 2013).
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Werners, amaglarin gergeklesebilir en kiigiik ve en biiyiikk degerlerini bularak iiyelik
fonksiyonunu olusturmustur. Werners yontemi, Bellman ve Zadeh’in bulanik karar;

bulanik hedef ve bulanik kisitlarin kesisimidir (Sarucan, Atak ve Yilmaz).

Werners’e gore bulanik kisith dogrusal programlama problemlerinde kisitlarin bulanik
olmasi sebebiyle, amag¢ fonksiyonunda bulanik olmasii gerektirir. Bu sebeple, bulanik
kisitlayicili dogrusal programlama problemleri bulanik amag¢ fonksiyonlu ve bulanik
kisitlayicili dogrusal programlama problemleri olarak ele alinabilir. Werners’in Bulanik

Dogrusal Programlama yaklasimi asagidaki gibi modellenir (Ozkan, 2003).

Maximum Z = cTx

Kisitlar;
(AX)i g bi i= 1,2, ......... , M (332)
x>0

Optimal deger Z° ve Z! arasinda deger alacagindan bu aralikta amag fonksiyonunun
iiyelik fonksiyonu siirekli artan dogrusal iiyelik fonksiyonudur. Bu durumda amag
fonksiyonunun ve bulanik kisitlarin iiyelik fonksiyonu asagida tanimlanmistir (Cevik ve

Yildirim, 2010):

( 1 ,Clx > 71
() ={, _ 2 —c'x 0 < T 1 (3.33)
1- 170 L < c'x<Z
\ 0 cTx < Z0
( 1 ,(AX)i <bi

I'li(X) = < 1 —M ,bi < (AX)i < bi + p; (334)

\ 0 , (AX)i > bi + Pi
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W

z° Lz‘

Sekil 18. Amag fonksiyonu i¢in iiyelik fonksiyonu(Lai ve Hwang, 1992)

Optimal ¢6ziim, Z° ve Z* arasinda bir deger alacagi icin optimal ¢dziimiin degeri arttikca
memnuniyet de artacaktir (Lai ve Hwang, 1992).

Optimal kararin belirlenmesinde max (min) islemcisi kullanilir. Bu ylizden Werners’in
yontemi, simetrik bir yontemdir. Bunun anlami ise; hem amag fonksiyonunun, hem de
kisitlarin birlikte doyumunu saglayan bir Bulanik Dogrusal Programlama modelidir.
Optimal karara ulagsmak i¢in Bellman ve Zadeh tarafindan Onerilen min islemcisi ele

alinarak, pp tiyelik fonksiyonu ile D karar alani elde edilir (Cevik ve Yildirim, 2010):

Up = Min (U, Hy, v ee e s Hm) (3.35)

Werners modelini Klasik Dogrusal Programlama modeline doniistiirmek i¢in A degiskeni
kullanilarak, pp esitliginin optimal ¢6ziimiin maksimum oldugu kararinin segilmesi

halinde model asagidaki gibi ifade edilir (Cevik ve Yildirim, 2010):
Max A (3.36)

Kisitlar;

Hi = A AU vey; €1[0,1], V; i¢in
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BOLUM 4
BULANIK UZLASIK PROGRAMLAMA

4.1. Bulanik Uzlasik Programlama Yaklasim

Uzlasik Programlama da karar vericinin deger sistemi ve kriter degerlerindeki
belirsizlikleri gidermek i¢in genel bir bulanik yaklagim uygun goriilmektedir (Simonovic,
2009). Ayrica uzlasik programlama yaklagimindaki belirsizlik durumlarinin ve karar
vericilerin degisebilen kararlarimin {istesinden gelebilmek i¢in Bulanik Uzlagik
Programlama (BUP) yontemine basvurulur. Uzlasik Programlama da bulanik yaklasim,
genel olarak orijinal formiilasyona benzerlik gosterir. Bununla birlikte girdi verileri,
kriter degerleri, agirliklar1 ve olas1 kriter deger araliklarinin bulanik kiimeleridir. Girdi
verileri g6z Oniine alindiginda bir merkez yontemi kullanilarak, alternatiflerin
siralanmasi, bulamik mesafe metriklerine dayanir. Bulamik mesafe metrikleri,
deterministik ayirma oOlgiislinii genisleterek elde edilir. Buna ek olarak bulanik girdi,
celigkili goriisleri ifade ederken, beklenen degerler i¢cin de bilgi saglar. Bu c¢elisen
tercihleri yansitacak sekilde tasarlanmis iiyelik islevleri, grubun karar vermesini

kolaylastirir (Malczewski, 1999).

Bulanik Uzlasik Programlama, bulanik ortamda, Uzlasik Programlamanin bir uzantisidir.
Net girdiler yerine bulanik sayilar1 kullanarak sonu¢ matrisinin formiilasyonu agisindan
uzlagik programlamadan farklidir (Kumar ve Raju, 2010). Sekil 2.1’deki ¢ok amagl
problem, ideal ¢6zlim i¢in artik tek bir nokta olarak diisiinlilmemektedir ve her alternatif
cesitli derecelerde kiiclik bir bolge sahasini kaplamaktadir. Bulanik ideal ile alternatiflerin
bulanik performanslar1 arasindaki mesafelerin  Olgiimleri i¢cin tek bir deger
verilememektedir. Clinkli pek cok mesafe vardir ve en azindan belirli bir gecerlilige
sahiptir. ideale en yakin mesafeyi secmek icin, cakismalar ve olasilik derecelerinin
cesitliligi nedeniyle artik mesafe metriklerinin dogrudan siralanmasi ile miimkiin degildir.
(Simonovic, 2009). Bulanik mesafe metrigi, kararin sonuglar1 hakkinda ¢ok miktarda ek
bilgiler icerir (Bender, 2002).
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BUP yaklasiminda tiim girdiler, kesinlikten bulanik hale getirilerek ve bulaniklik
genisletme ilkesini kullanarak, bir mesafe metriginin bulamik kiimeye dontigimii
gergeklestirilir. Bununla birlikte baz1 girdilerin deterministik bir bi¢imde kalabildiklerini
belirtmek gerekir ki, dogruluklar1 hakkindaki gliven diizeyi tatmin edici derece de
yiiksektir.

Bender ve Simonovic (2000), tarafindan gelistirilen Bulanik Uzlasik Programlama
teknigi, Uzlasik Programlama mesafe metrigini bulanik uzatma ilkesinin uygulamasi
yoluyla tiim girdileri degistirerek bulanik kiimeye doniistiiriiliir. Bulamk Uzlagik
Programlama yaklagimi, birgok belirsizligin iistesinden gelebilir (Simonovic, 2002). Bu
sekilde bulanik ve deterministik girdilerin birlesimi, Bulanik Uzlasik Programlama

yaklagimiyla ele alinabilir (Nirupama ve Simonovic, 2002).

Bender ve Simonovic (2000), ¢ok kriterli uzlasiga dayali karar verme teknigine yenilik¢i
bir degisiklik getirmislerdir. Tamamen programlamaya uyum saglayan Bulanik Uzlasik
Programlamay: formiile etmislerdir. Klasik bir ortamdan bulanik bir ortama
doniistiirmenin zorlugu sebebiyle karar verme de 6znel verilerin dogru bir sekilde
verilmesine ihtiyag duyulmustur. Oznel veriyi iyi temsil eden ise bulanik kiime teorisidir.
Boylece Uzlasik Programlama, mesafe metrik denkleminde net sayilar kullanmak yerine
bulanik sayilar kullanilir. Klasik aritmetik kurallar kullanmak yerine bulanik aritmetik
kurallar uygulanilir. Basitce mesafe metriklerini siralamak yerine bulanik mesafe
metriklerini siralamak i¢in bulanik kiime siralama yontemleri uygulanir. Diger bir
deyisle, bulanik doniisiim, sonuclarin toplanip yorumlanmasini ve karar verme siirecini

daha gergekgi bir sekilde modellenmesini saglamaktadir (Simonovic, 2007).

Bulanik Uzlagik Programlama yonteminin temel fikri, miimkiin olan ¢6zlim kiimesi ile
ideal ¢ozlim kiimesi arasindaki mesafeyi hesaplayarak ve ideal ¢dziime en yakin olan
uygun ¢oziimii nihai ¢6ziim olarak belirleyip genel optimumu elde etmektir (Yu, Tian,

Xing ve Gao,2016).

Bulanik Uzlasik Programlama yaklasimi, geleneksel (bulanik olmayan) Cok Kriterli
Karar Verme tekniklerine kiyasla cok sayida karsilastirma avantajina sahiptir. En
onemlisi belirsizlik ve belirsizlik durumlarinin dogrudan ve ¢ogunlukla sezgisel olarak
karar verme siirecine dahil edilir. Gergek kararlarda kriterlerin bir¢ogu 6znel niteliktedir.
Dogas1 geregi Oznel kriterler bulaniktir. Bulaniklik derecesine izin vererek teknigin

alternatif tercihleri yayma becerisine daha fazla gergekgilik eklenir (Bender, 2002).
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Bulanik Uzlagik Programlama yaklasimi, “algilamadaki en saglam belirsizliklere” ve
“alg1 ve performanstaki en saglam belirsizliklere” Cok Kriterli Karar Verme geribildirimi
uygulanir. Riskten kaginma derecesinde duyarliligin degerlendirilmesi, belirli bir sorunun
baglaminda saglam olan alternatiflerin se¢ilmesine ve hem kriter vurgusuna hem de kriter

Ol¢limiine saglamlik getiren daha geleneksel dayanikliliga izin verilir (Bender, 2002).

Grup karar verme durumuna geldiginde Bulanik Uzlasik Programlama yaklasimi, mevcut
alternatifleri ve bunlarla iliskili risklerin birlikte arastirilmasini1 kolaylastirir. Kolektif
goriisler, girdilerin bulanikliginin artirilmasi (azaltilmasi) yoluyla veya araliklar1 veya
coklu goriislerin konumlarinin belirlenmesiyle dahil edilmistir. Bulanik kiimeler bu tiir

bilgileri isleyebilir. Etkili ve sezgisel olarak sunabilir (Bender, 2002).

Cok amacli optimizasyon problemlerini bulanik kisitlarla ¢ozmek i¢in, Bulanik Uzlagik
Programlama yaklagimi onerilir. Hedefler arasindaki catigmalar ideal bir ¢6ziimiin
temelinde uzlasik bir ¢oziimiin tiiretilmesi yoluyla ¢oziiliir. Kisitlar bulanik oldugundan
fikir ¢oziimii tam olarak ger¢eklesmemektedir. Mesafe dl¢timii ile ilgili olarak bulanik
idealin belirli bir unsura uzakligi en aza indirgeyerek uzlasmaya dayali bir ¢6ziim kiimesi
bulunur. Bahsedilen unsura bagl olarak, farkli uzlasik ¢6ziim kiimeleri elde edilebilir.
Ideal ve uzlasik ¢oziimler eksik veya hatali olsa da catismalarin ¢oziimiinde biiyiik dl¢iide

esneklik artmaktadir (Leung, 1984).

Bulanik ¢ok amagh analiz; ¢ok amacli problemlerin formiilasyonun da parametrelerin
niteliginin kesin olmayan ve bulanik olarak anlasilmasim1 igerecek sekilde
genisletilmigtir. BUP, g¢esitli belirsizlik kaynaklarina izin veren ve grup karar verirken
esnek olmasini saglayan programdir. Olas1 bir durumu bulanik kiimeler araciligiyla toplu
gorlisleri ve celiskili kararlar1 yansitacak sekilde tasarlanmis gozden gecirme olanagi

tanir.

Bulanik kiimeler i¢in rastgele siralamalar iiretmek ve alternatif secimleri degerlendirmek
i¢in siralama Olgiitlerinden yararlanilir. Siralama o6lgiitleri farkli karar vericilerin riskten
kacinma etkisini gosterir. Hedeflerin degerleri, karar vericilerin tercihleri ve mesafe
metriginin yorumu i¢in bulanik kiimelerin farkli sekilleri ile denemeler yapmak

miimkiindiir (Simonovic, 1997).

Bulanik Uzlasik Programlama da, en kii¢iik mesafe metrik degerlerini elde etmek, ¢ok ta
kolay degildir. Clinkli mesafe metrikleri de bulaniktir. Gruptaki mesafe metriklerinden en
kiiciik mesafe metrigini segebilmek i¢in, bulanik kiime siralama yontemlerini kullanmak
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gerekir. Prodonavic ve Simonavic tarafindan yapilan bir ¢alisma da, Bulanik Uzlasik
Programlama da bulanik kiime siralama yontemlerinin kullanilmasi kararlastirilmistir

(Simonovic 2007).

Leung “Bulanik Uzlasik Programlama” olarak ifade edilen “bulanik ideal kavramini
ortaya atmistir. (Delgado, Verdegay ve Vila, 1990) Wang ve Yang 2009 yilinda tedarikgi
secimi i¢in AFP yontemi ve Bulanik Uzlagik Programlama yontemini kullandi. Aymi
zaman da se¢im modelleri, miktar indirim oranlar ile tedarikgiler arasinda siparis
miktarlar1 tahsis etmektedir. Terol, Gladish, Parra ve Uria 2006 yilinda portfdy se¢im
problemini ¢ozmek i¢in BUP yaklasimini kullanmislardir (Alptekin, 2012).

BUP yaklagimi, bireysel amaglar1 marjinal bir sekilde degerlendirerek ve ardindan tiim
hedefleri kiiresel olarak degerlendirip, ¢esitli amaclar1 dikkate alir. Kiiresel 6znel
degerlendirmede karar vericinin tercihleri yansitilir ve g¢esitli hedefler géz Oniinde
bulundurulur (Yu vd., 2016). Oznel faktorleri olabildigince énleyebilmek icin, BUP her
optimizasyon amacina ¢esitli agirlik katsayilart verir. Daha sonra ¢ok amach

optimizasyon problemi tek amagh optimizasyon problemine donistiirilir (Yu vd., 2016).

BUP yaklagimi, amaglar1 ve kisitlart kesin olmayan ortamlarda uygun bir ¢ziim yontemi
olarak karsimiza ¢ikmaktadir. Bulanik parametrelerdeki belirsizlik siirekli olarak olasilik
dagilimini temsil eder. Bu nedenle, parametrelerin kabul edilebilir olas1 degerleri igin,
kisitlamaya yer verilerek, bulanik sayilarla hesaplama gergeklestirilir (Bilbao Terol, Perez
Gladish ve Antomil Ibias, 2006). Boylece modelin kurulabilmesi ve bulaniklik
durumunda ideal bir ¢oziimiin sunulabilmesi i¢in Bulanik Uzlasik Programlama

yaklasimi analiz edilir (Gharakhani ve Sadjadi, 2013).

Bulanik Uzlasik Programlama, her tiirli belirsizlik ortami igin kullanilabilecek bir

yontemdir.

Ornegin; sel yonetiminde meydana gelen dogal hidrolojik siirecler, veri izleme sistemleri,
dogru ekipman sec¢imi ve bilgi eksikligi gibi durumlar Bulanik Uzlasik Programlama

yaklagimui ile iligkilendirilir (Simonovic, 2002).

Cok amagli optimizasyon problemlerinin ¢6ziimii karmasik oldugundan, genellikle
¢cozlime ulagabilmek i¢in kombinasyon yontemi kullanilir. Her bir optimizasyon amacina
agirlik katsayilart verilerek cok amagli optimizasyon problemi tek amacgli optimizasyon

problemine dontstiiriiliir. Her hedefin boyutlar1 genellikle farklidir. Bu nedenle ¢ok
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amacli optimizasyon problemlerini bir araya getirmek i¢in Bulanik Uzlagik Programlama

yaklagimina basvurulur (Yu vd., 2016).

Bulanik Uzlasik Programlama yaklasimini benimsemenin faydalari ¢oktur. Muhtemelen
en belirgin olani, karar belirsizliginin genel olarak incelenmesidir. Olasilik degerlerini
bulanik girdilerle ifade etmek, tecriibeye dayanan girdi bilgilerinin ifade edilmesinde
onemli bir rol oynamasina olanak tanir. Bulanik kiime sekli, karar vericinin deneyimini
ve yorumunu ifade eder. Celiskili veriler veya tercihlerde, grubun kolayca karar
verebilmesinde uyumun ve esnekligin saglanabilmesinde bulanik kiimelerin
kullanilmasinda, Bulanik Uzlagik Programlama yaklasimindan yararlanarak elde edilir
(Bender, 2002).

Bulanik Uzlagik Programlama modelinin, bir diger 6zelligi; karar vericinin, gorisiiniin
yani sira karar vericinin analizi ve buna bagl tercihleridir (Bilbao-Terol, Perez-Gladish,

Arenas-Parra ve Rodriguez-Uria, 2006).

Modellemenin sagladigir avantajlardan biri ¢ok amacli problemin, tek amagli probleme
doniistiiriilmesi ve olagan optimizasyon teknikleri ile ¢oziilmesidir. Bulamik Uzlagik
Programlamanin kullanilmasi tedarik zinciri planlama sisteminde ele alinan iki farkli
amag arasinda homojen olmayan 6l¢iim 6l¢eklerinin varligini engelleyerek daha objektif
bir uzlasik ¢oziimiin olusturulmasini kolaylastirir (Elahi, Pakzad-jafarabadi, Etaati ve
Seyed-Hosseini, 2011a).

Bulanik Uzlagik Programlama teknigi, ¢oklu alternatifleri yargilamak igin birden fazla

kriterin kullani1ldig1 karar verme listesine gii¢lii ve esnek bir katki sagladigi kanitlanmigtir

(Simonovic, 2002).

Cesitli belirsizlik kaynaklarina izin vermek ve grup karar destegini esnek bir bicimde

kolaylastirmak amaciyla, Bulanik Uzlasik Programlamadan yararlanilir.

BUP yaklasimi, olas1 kosullarin gézden gecirilmesini saglar ve grup goriisleri ve celiskili
yargilar1 yansitacak sekilde tasarlanmis bulanik kiimeler yoluyla grup kararlan
desteklenir. Rastgele siralamalari iiretmek igin alternatiflerin degerlendirilmesi bulanik
kiimeler i¢in iki siralama yontemi ile gerceklestirilir. Siralama yontemleri farkl karar
vericilerin riskten kaginma diizeylerine etkisinin oldugunu gdstermistir. Siralamaya ait iki
ayrt yontem kullanilir. Bu yontemler merkez 6lgiisii ve bulanik bir hedefe dayanan

bulanik karsilastirma olgitiidiir (Bender, 2002).
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BUP, tiim girdi parametrelerini sadece kriter degerleri ile degil, bulanik kiimeler olarak
da degerlendirilir. Bu yaklasim, modelin miimkiin oldugunca ¢ok bilgi kullanmasini
saglayan c¢esitli parametrelerin temsili olarak bulanik kiimelerin kullanilmasindan
yararlanilir. Uzmanin belirli bir parametre degerinde ne kadar ¢ok keskin olursa bulanik
saytya daha az bulaniklik atanir ve boylece daha odaklanilmis bir ¢6ziim ortaya ¢ikar. Bu
yaklasimin dezavantaji; mesafe 6l¢iimlerinin bulanik olmasi, boylece a-kesim degerine

dayanan agir bir hesaplama yiikii getirmesidir (Ben-Arieh ve Chen, 2014).

4.2. Bulamik Mesafe Metrikleri

Mesafe metrigi, belirli bir ¢oziimiin genelde uygulanabilir (ideal) ¢oziimle yakinligini

belirlemektedir (Simonovic, 2009).

Girdiler bulanik kiimeleri olusturma siirecinde 6nem arz eder. Kesinlikle rastgele atama
basittir ve olasilik araligmi kapsayabilir. Ayrica bir siirii bilgiyi bulanik kiime de
kodlamak miimkiindiir. Uygun bulanik kiimeler liretme, mevcut verileri, bulussal bilgileri
veya celigkili goriisleri barindirma siireci bilgiyi dogru bir sekilde sunma yetenegine
sahip olmalidir. Bulanik kiime olusturulmasi i¢in ele alinan uygun teknikler sorunun
tiriine, farkli karar vericilerin varligia spesifik oldugu diisiiniilmelidir. Bulanik mesafe
Olciimlerinin 6zellikleri ile ilgili tartigmalar maksimizasyon problemleri igindir. Diger bir
deyisle kriterler i¢in daha biiytlik degerlerin, kiigiik degerlerden daha 1yi oldugu varsayilir
ve ideal ¢ozliim alternatiflerden daha biiyiik degerlere sahip olma egilimindedir (Bender,
2002).

Kriterlerin/hedeflerin ~ degerlerinin ~ bulaniklastirilmast  muhtemelen karar verme
problemlerinde bulanik kiimelerin en bariz kullanimidir. Bulanik kiimeler, alternatifler

arasinda kriterlerin algilanan degerinde bircok goreceli farklilik kalitesini yakalar.

Model degerlerinin yerlestirilmesi, iiyelik islevlerinin egriligi ve bu egrilik ile birlikte,
karar vericilerin 6znel kriter degerleri igin olasilik derecesini korumalarina izin verebilir

(Bender, 2002).

Kriter agirliklar1 se¢imi genellikle belli araliklarla derecelendirilen 6znel bir yonii ifade
edilir. Oznel bir deger olarak, kriter agirliklari, bulanik kiimeler ile daha dogru temsil
edilebilir. Bu bulanik kiimeleri iiretmekte 6znel bir unsurdur. Bir karar vericiden

bulaniklik derecesi hakkinda dirust fikir almak zor olabilir. Birden fazla karar vericinin
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katildig1 durumlar da, agirliklar i¢in bulanik kiimeler olusturmak daha net olabilmekte ve
daha sonra oylama yontemleri ile diger teknikleri birlestirerek toplu bir fikir tiretmek
mimkiin olmaktadir. Sonug¢ olarak bulanmik kiimelerdeki gecerli agirliklar hakkinda

fazlaca net bilgiler saglanabilir (Bender, 2002).

Kriterler i¢in daha biiyiik degerlerin, daha kiiclik degerlerden daha iyi oldugu varsayilir
ve ideal ¢oziim, alternatifler igerisinde daha biiyiik bir degere sahip olma egilimindedir
(Simonovic, 2009).

Bu cerceveyle formiile edilen ¢cok amagli problemlerin, tiim parametrelerini tiiretmek
miimkiindiir ve bu durum arzulanabilir. Sekil 19°daki, kriter degerleri, agirliklari, Bulanik
Uzlagik Programlamanin olumlu idealleri ve olumsuz idealleri i¢in kullanilacak bulanik
kiimelerinin, girdilerinin tipik sekillerini gostermektedir. Gosterilen bulanik kiimeler, (a)
ve (b) tek tarafli dogrusal, (c) licgen, (d) yamuk veya (e) celiskili iki {iggen setini
birlestiren parcali dogrusallardir. Dogrusal olmayan bulanik kiimeler de kullanilabilir,

ancak bu se¢im farkl sekilde 6zellikleri belirtilir (Simonovic, 2009).

j)

1.0A /
(a) (b) (c) (d) () X

Sekil 19. Tipik bulanik girdi sekilleri (Simonovic, 2009)

Bir karar vericinin perspektifinden farkli alternatiflerin goreceli performansinin

inceliklerini yakalamak icin yeterli secenek olmayabilir. Ayni sekilde, eger cok sayida
secenek saglanirsa, dilsel anlamda Oznelligin takdiri kaybolur. Bulanik kiimeler,
alternatifler arasinda kriterlerin algilanan degerlerinde bir¢ok goreceli farklilik kalitesini
yakalamaktadir. Sekle degerlerin yerlestirilmesi, tiyelik islevlerinin egriligi ve egriligi ile
birlikte, karar vericilerin 6znel kriter degerleri i¢in ne derece olma ihtimalini géz 6niinde
bulundurmalarina izin verebilir. Kantitatif kriterler, nitel kriterlerden biraz farklh

ozelliklere sahiptir.
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Kantitatif kriterlerin dogrudan ya da bazli hesaplamalar yoluyla bir sekilde Sl¢iilmiis
oldugu varsayilabilir. Bunlar, 6rnegin gelecekteki belirsizliklere dayali olarak, degerlerin
olugsma ihtimalini tanimlayan stokastik Ozelliklere sahiptir. Ayrica Ol¢limlerinde veya
modellemelerinde bir derece yanilgisi vardir. Bu sekilde nicel kriterler hem stokastik hem
de bulanik 6zelliklere sahip olabilir. Bir¢ok karar verme probleminin komplikasyonunu
onlemek igin, gesitli belirsizlikler bulanik kiimelerle temsil edilebilir. Genel olarak,
bulanik bir yaklasimla nicel kriterlerin uygulanmasi, nicel kriterlerin, nitel kriterlere gore

daha bulanik oldugunu varsayabilir (Simonovic, 2009).

Kriter agirliklari, Bulanik Uzlagik Programlama yonteminin 6nemli bir dzelligidir.
Gorevleri, genelde bir aralik dlgeginde derecelendirmeli olarak tamamen &zneldir. Oznel
bir deger olarak, kriter agirliklar1 bulanik kiimelerle daha dogru temsil edilebilir. Bu
bulanik kiimeleri iiretmek de 6znel bir siiregtir. Kararin bulanikligi derecesinde diiriist
fikir almak zor olabilir. Birden fazla karar vericiler s6z konusu oldugunda agirliklar i¢in
bulanik kiimeler tiretmek daha kolay olabilir. Daha sonra, en azindan, oylama yontemleri
ve diger teknikler, toplu bir ortak goriis olusturmak i¢in kullanilabilir. Bulanik
kiimelerdeki gecerli agirliklar hakkinda daha net bilgiler verildiginden, daha fazla bilgiye
de sahip olunmaktadir (Simonovic, 2009).

Bulanik kriter agirliklar gesitli amaglara hizmet edebilir. Icerige duyarli agirliklandirma
dikkate alinarak gecerli deger araliklar iiretilir. Ideal olarak, dogru agirlik, kararin ve
mevcut bilgilerin baglaminda sarta baghdir, ancak bu normal olarak kotli tanimlanmig ve
az anlasilmistir. Agirliklar daha sonra secilebilir ve tek bir karar vericinin potansiyel
olarak gecerli agirliklarinin bulanik bir kiimesi olarak disiiniilebilir. Birden fazla karar

vericinin tercihlerinden emin olduklar1 goz oniine alinmalidir (Simonovic, 2009).

Kriter degerleri ve kriter agirliklart igin tiyelik islevleri, her biri ti¢ farkli bicimde ifade
edilebilir. Bunlar (Bender,2002):

1. Belirsiz (Burada, kiigiik bir bulaniklik derecesine sahip 6zel bir durum oldugu
bilinir);

2. Bilinmeyen;

3. Celiskili;

Hem (b) hem de (c) gecerli durum hakkinda biraz celiskili bir durum tiretmektedir.
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H(x)

VAWAN IV

Sekil 20. Bulanik kriter degerleri ve agirliklar: (Simonovic, 2009)

1.0

Belirsizligin ideal ¢oziime dahil edilmesi, alternatiflerin siralamalarini etkileyen bir
unsurdur. ideal ¢6ziimiin (hem pozitif hem de negatif) konumuna bulaniklik kattigimizda,
ideal nokta igin gegerli alan - 6l¢iit alanindaki - alternatiflere olan uzaklhigin 6lgiilmesini
etkiler. Oregin, taskin hasarinin azaltilmasi bir kriter ise, o zaman hasar azaltmanin ideal
miktar1 nedir? Tipik olarak, (keskin) Uzlasik Programlama uygulamalari, alternatifler
arasinda en biiyiik kriter degerini ideal deger olarak kullanir. Bu rasgele yerlestirme
durumu, muhtemelen gecerli degildir ve ayn1 zamanda genel ideal arasindaki goreceli
mesafeleri de etkiler. Baska bir ornekte, Oznel bir ol¢iit, {1,2,3,4,5} Olceginde
derecelendirilir ve her biri icin dilsel yorumlamalar yapilir ve tiim alternatifler {3} veya
{4} olarak derecelendirilirse, pozitif ve negatif {4} ve {3} idealleri genel olarak alternatif

performansini gosteren mesafe dlglimlerini tiretmemektedir (Simonovic, 2009).

Sekil 21°de pozitif ve negatif ideallerin tekli bulanik kiimeler olarak nasil ifade

edilebilecegini gostermektedir.

Uc segenek vardir: (a) belli, (b) belirsiz ve (c) bilinmeyen. Belirsizlik, bulanik bir hedef
olarak da distiniilebilir. Kriter degerindeki bir iyilesme tatmin diizeyini artirmamistir
¢linkii; amaca tamamen ulasilmistir. Ideallerin bilinmekte olan kesinlik derecesi, gecerli
degerler araliginda ifade edilir. (Bender, 2002) Pozitif ve negatif idealler ayn1 zamanda
liggensel, dogrusal olmayan veya diger karmasik tiyelik islevlerine uyabilir ancak genelde
pozitif ideal ¢dziim olarak daha biiyiik bir degerin daha az gegerli oldugunu ya da negatif

ideal olarak daha kiigiik bir degerin daha az gecerli oldugu varsayilir (Simonovic, 2009).
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u(x)

A En kétii En ivi

10

- r o
Gecerli lciit arahg (a) (b) (c)
Sekil 21. Bulanik pozitif ve negatif ideallerle tanimlanan gegerli kriter degerleri araligi

(Simonovic, 2009)

Mesafe metrik iissii olan p, mesafe metriginin hesaplanmasinda en belirsiz unsurdur.
Mesafe metrigini tanimlamak i¢in kullanilan s, kriterler arasindaki telafi seviyesini
gosterir. Telafinin genel seviyesi bulanik olabilir. Neredeyse her tiir problem icin p kabul
edilebilir tek bir deger yoktur ve bu durum kolayca yanlis anlasilmaya sebep olabilir.
Dolayisiyla, p'nin olast degerler araliginin {izerindeki tanimi, dogal olarak bulanik bir
formiilasyona uymaktadir (Simonovic, 2009). Ayrica, mesafe yorumlamasi iizerinde
parametrik kontrol saglanabilmektedir bunun disinda problem bilgisiyle higbir sekilde
iligkili degildir. Mesafe metrik iissii p'nin bulaniklastirilmasi pek ¢ok formda olabilir
(Bender, 2002). Ancak pratik bir sekilde Sekil 22'de gosterilen bes segenekten birinde
tanimlanabilir. Secenekler (a) ve (¢), p = 2 esitligi kullanilarak yaygin bir uygulama
gosterilir. Bununla birlikte, (a) 'da, mesafe metrik tissiiniin 1 kadar kiiglik olma ihtimali
oldugu kabul edilir. Segenekler (b) ve (d) p =1 ile esdegeridir. Segenek (e), bulanik
uzlasik formiilasyonunun net olanin iizerinde teorik bir avantaj sunmaktadir (Simonovic,

2009)

Ornegin; {icgensel bir iiyelik fonksiyonu kullanilarak, Bulanik Uzlasik Programlamanin
temel formiilasyonu, 1 < p < oo parametresi i¢in deger araligin1 ayarlamak yonelik bir
degistirme saglar. P'nin daha biiyiik degerlerinin, yonetilemeyen bulaniklik derecesine
(olast degerler araligia) yol agabilecegini ve mesafe metriginin yorumlanmasinin zor
oldugunu belirtmek 6nemlidir (Simonovic, 2009). P’nin daha biiyiik degeri de gecerli
olabilir, ancak biiyiik isler i¢in, bulanik {issel islemler, yonetilemeyen derece de
bulaniklik (olas1 degerler araligi) ile sonuglanir, bu durum da mesafe metriginin

yorumlanmasini zorlastirir (Bender, 2002).
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(a) (b) ) (d)

Sekil 22. Bulanik mesafe metrik tissii (Simonovic, 2009)

Elde edilen bulanik mesafe metriginin sekli iizerindeki bulanik girdilerin etkisi, Sekil
23’te Ve 24’te gosterilmektedir. Sekil 23’te L icin verilen {icgen agirliklar1 ve kriter

degerleri i¢in P icin farkli yorumlar kullanarak tipik sekilleri gosterilir (Bender, 2002).

u(x) - I -

FrAY/ \-

1 2 1 2 1 2

(a) (b) () x

Sekil 23. p 'nin farkli bulanik tanimlari igin bulanik mesafe metrikleri (Simonovic, 2009)
Sekil 24’te, bilinmeyen ve belirsiz agirliklarin veya kriter degerlerinin etkisini
gostermektedir. Dogrusal tiyelik islevleri i¢in, mod degeri ile ilgili alanlar etkilenir. Mod

yayilabilir, boliinebilir veya her ikisi birden olabilir (Simonovic, 2009)

H(x)

N

(b) (c) X

Sekil 24. Farkli ¢cok modlu kriter degerleri ve agirliklart ig¢in bulanik mesafe metrikleri

(Simonovic, 2009)
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Kriter degerlerindeki belirsizlik kaynaklar1 kolayca belirlenebilmektedir (6zellikle 6znel
nitel kriterler i¢in), ancak diger girdilerde de belirsizlik veya belirsizlik durumu vardir.
Bu genellikle dikkate alinmaz veya duyarlilik analizi kullanilarak degerlendirilir. Her
senaryo, Ozel diisiinceler olmadik¢a, normalde esit ihtimalle degerlendirilir. Bulanik
Uzlasik Programlama, her olasi senaryoyu olasilik derecesine gore inceler (Simonovic,
2009).

Olasilik degerlerini, bulanik girdilerle ifade etmek, deneyimin girdi bilgilerinin ifade
edilmesinde 6nemli bir rol oynamasini saglar. Bulanik kiimenin sekli, bir karar vericinin
deneyimini veya yorumunu ifade eder. Cakisan veriler veya tercihler, ¢ok karmasik

bulanik kiimeler kullanilarak kolayca ifade edilebilir (Simonovic, 2009).

Bulanik kriter degerleri, veri kalitesi ve kriter degerlerini hesaplamak i¢in kullanilan
modeller hakkinda bilgi ve giiveni yansitmaktadir Bulanik kriter degerlerini kullanmada
bir varsayim, niceliksel dl¢iitlerin 6znel 6l¢iitlerden daha az bulanik olmasidir. Bu, birgok
cok amacli yontem tizerinde biiylik bir iyilesme ile sonuglanir. Hem niceliksel hem de
niteliksel kriterleri iceren problemleri degerlendirme egilimi 6znel agirlik OSlgiitlerini
belirlemektir. Tek bir karar verici probleminde kesin olarak bilinen kriter degerleri bile,
kriterlerin degerlendirilmesi konusunda hem fikir olmayan ek karar mercileri

diistintildiigiinde belirsiz olabilir.

Bulanik Uzlasik Programlama, Oznellikteki farkliliklar1 ifade etmek i¢in daha iy1
secenekler sunar, ¢iinkil goreceli 6nemdeki belirsizlik, agirliklardan karsilanir ve goreceli

degerdeki belirsizlik 6l¢iit degerleri tarafindan saglanir (Simonovic, 2009).

Bulanik kriter agirliklar: ¢esitli amaclara hizmet edebilir. Baglam-duyarli agirliklandirma
dikkate alinarak gegerli deger araliklar iiretilir. Ideal olarak, uygun agirlik, kararin ve
mevcut bilgilerin baglaminda sarta baghdir, ancak bu normal olarak kétii tanimlanmis ve
az anlasilmistir. Agirliklar daha sonra secilebilir ve tek bir karar vericinin potansiyel
olarak gecerli agirliklarinin bulanik bir kiimesi olarak kabul edilebilir. Birden ¢ok karar
verici géz Oniine alinacak olursa, tim karar vericiler tercihlerinden emin olsa bile,

bulanik agirliklandirma ile sonuglanir (Simonovic, 2009).
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4.3. Bulanik Mesafe Metriklerini Karsilastirilmasi

Ortaya ¢ikan bulanik mesafe metrigi (denklem 4.1), bir kararin sonuglari ve 6znelligin
etkisi hakkinda ¢ok sayida ek bilgi icermektedir. Geleneksel (bulanik olmayan) uzlasik
programlama mesafe metrikleri ideal bir noktadan mesafeyi Olger, burada ideal bir
alternatif, bir uzaklik metrigine neden olur L:X — {0} ile sonuglanir (Nirupama ve

Simonovic, 2002).

Bulanik Uzlagma Programlamada, olasilik derecesi veya iiyelik degeri ile gosterilen olasi
tiim gegerli degerlendirmeleri temsil edecek sekilde mesafe bulaniktir. Ideale daha yakin
olma egilimi gosteren alternatifler secilir. Bu bulaniklastirilmis mesafe metrigi, bulanik
olmayan uzlagik programlama durumunda duyarlilik analizine benzemektedir (Bender,
2002).

h AV
_ (Zr =70\ P
L(x) = [z P <Z——Z(X)> ] (4.1)

Burada f.p, bulanik mesafe metrigini, Z;* kriteri, bulanik en kotii deger, Z; bulanik

degerdir . Z’i kriteri i¢in bulanik optimal deger; § bulaniklastirilmis bir parametredir
(1 <p<o); w; karar verici tercihlerinin bulaniklastirilmis agirliklarini  belirtir

(Nirupama ve Simonovic, 2002).

Bulanik mesafe metrigi (f,p,), her biri iiye olma olasilig1 olan gegerli tiim deger araligina

sahiptir ve boylece olas1 tiim degerler ideal ¢6ziim ile pozitif bir uzaklik arasinda (bulanik

hale gelir) olur.

Bulanik girdiler arasinda, kriter agirliklarinin belirsizligi, W;, pozitif idealler ile, Z{ ve
negatif ideallerin, Z{* belirsizligi, z ve uygun mesafe metrik iissiindeki belirsizlik yer alir.
Elbette, herhangi bir girdi kesin olarak biliniyorsa, L. daha az bulamk hale gelir
(Simonovic, 2009).

Girdi i¢in bulanik kiimelerin iiretilme siireci 6nemlidir. Rastgele atama basittir ve olasilik
araligin1 kapsayabilir, ancak bulanik kiimede bir siirii bilgi vardir. Bu bilgiyi, kodlamak
miimkiindiir. Eldeki verileri, sezgisel bilgileri veya ¢eligkili goriisleri barindiran uygun
bir bulanik kiime olusturma siireci bilgiyi hem ayrintida hem de genel olarak dogru bir

sekilde saklayabilir ve sunabilir olmalidir. Bulanik kiime {iretimi i¢in ele alinan uygun
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teknikleri, sorunun tiiriinti, farkli bilgi tiirlerinin bulunabilirligini ve farkli karar

vericilerin varligini spesifik olarak goriinmektedir (Simonovic, 2009).

Bulanik kiime tiyelik fonksiyonlarini, mesafe metrik hesaplama (4.1) denklemine yonelik
cesitli girdiler i¢in, karar verici birtakim varsayimlar yapmalidir. Normal bulanik kiimeler
kabul edilir. Olasiliksal deneyler i¢in beklenen deger drnegine benzer sekilde, tamamen
gegerli bir deger bulundugunu kabul eder. En azindan bir karar noktasinin bulunamadigi
durumlarda, kismen degerlendirmeleri yorumlamak i¢in, muhtemel degerler araliginda
(sOylem evreni) diisiik tiyelik degerlerini atamaktan ¢ok modsal puan atamak daha iyidir.
¢ok modlu bulanik kiimeler, birden fazla modsal nokta veya siirekli bir dizi moddan
olusabilir. S6ylem evreninin sinirlarinin se¢imi ayn1 zamanda varsayimlari soylem evreni
hakkinda mevcut bilgi verir. Smir ve modsal nokta se¢imi, bulanik kiimelerin sekli ile
birlikte, gercek diinya davraniginin karakteristik bulanikligii umutla temsil eden bir

bulaniklik derecesini tanimlar (Simonovic, 2009).

Gergek diinya sorunlartyla ugrasirken, bulanik kiimeler, bir parametrenin gegerli degerleri
icin olasilik derecesini tanimlar. En azindan basit stokastik uygulamalar icin sarth
olasiliklar gibi ozelliklere sahip degillerdir. Tipik duyarlilik analizleri, tiim deger
kombinasyonlarinin kesfedilmesi ve kosullu 6zellikler olusturmak i¢in genellikle yeterli
bilgi yoktur, bu kabul edilebilen bir durumdur. Gelismis bulanik bir uygulamada, kosullu

bulanik kiimeleri saglamamak i¢in higbir neden yoktur (Simonovic, 2009).

Sekil 25°te iki Lg'yi de gostermektedir. Bir secenek secilecekse, en iyi alternatif olan A,
makul derecede sezgisel bir se¢enek olabilir. Basitge A ve B'nin aynmi sekil ve derece
bulanikliga sahip oldugunu diistiniiliirse, ancak A, x = 0 yakininda yiiksek bir iyelik
degerinin arzu edildigini varsayarak, ideal bir ¢6ziim olan kdkene kaydirilmistir. Bununla
birlikte, alternatif se¢mek genelde o kadar basit degildir. Bulaniklik veya karakteristik
derecesi mevcut alternatifler farkli ise, en iyi uzlasik ¢oziimii segerken zor olabilir

(Simonovic, 2009).

Hangi L’nin bir dizi alternatif arasinda en iyi olduguna karar vermek icin arzu edilen

ozellikler tanimlanir. GOz Oniine alinmasi gereken en Onemli Ozellikler sunlardir

(Simonovic, 2009):

1. Olabilirlik degerleri, ideal olan x = 0'a yakin olma egilimindedir.
2. Olasilik degerleri nispeten kiigiik bir bulaniklik derecesine sahiptir.
3. Tipik degerler idealin yakinindadir.
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4. Olasiliklar zayif ¢oziimlerden ¢ok uzaktir.

Bulanik mesafe metriklerini karsilagtirmanin bir yonii, bulanik kiimeler arasindaki

ilgisizlik noktalarinin olas1 durumudur (Bender, 2002).

L;’in yiikselen kolu ile L, nin yiikselen kolu kesisirse (Idealden biraz uzak nokta da
iiyelik degerlerine esit olur.) ilgisizlik noktas1 olacaktir. Bu fark, kavrami degistirebilir.
“en 1yi “ yorumu, karsilastirma da en iyisinin degerlendirilmesinde ilgisizlik noktasinin
hangi tarafinda yer aldigidir. Modlarin esit oldugu 6zel durumda, yiikselen ve alcalan
kollarin biiyiik olgiide degisirken, kiimelerin siralanmasinda ilgi noktasi olarak mod
secimi iki bulanik kiimenin esit derecede siralanmasina neden olacaktir. Alternatifleri
siralarken bu ilgisizlik noktalarinin farkinda olma durumu dogrudan belirgin olmayabilir,
ancak ilgisizlik noktalart1 (konumlarina bagli olarak), bulanik kiimelerin farkl

“aydinlatma” kosullar1 altinda incelendiginde siralama degisebilir (Bender, 2002).

Fe (X))
F 3
1.0

o s E

Sekil 25. 1ki alternatif icin bulanik mesafe metrigi karsilastirmas: (A ve B) (Simonovic,
2009)

Deneyimli bir kisi, alternatiflerin goreli olarak kabul edilebilirligini, gorsel olarak ayirt
edebilir, ancak her L 'in pek cok alternatifin benzer ézelliklere sahip oldugu durumlarda,
gorsellige gore se¢im yapmak pratik degildir, hatta bu durum istenmeyebilir. L'yi
karsilastirarak alternatifleri siralamak i¢in kullanilan yontem, siralama bilgisini daha

erigilebilir hale getirir, bir¢ok gorsel yorumu otomatiklestirir ve tekrarlanabilir sonuglar

olusturur (Bender, 2002).

Yatay yontemler, esit iiyelik degerinde bir gegerlilik sinamasi yaparak, bulanik kiimenin
bulaniklastirilmas ile ilgilenmektedir. Dikey yontemler, agirlik merkezinin oldugu gibi,
degerlendirme ic¢in, temel olarak bir iyelik fonksiyonu altindaki alani kullanma
egilimindedir. Karsilastirmali yontemler, bulanik bir hedef gibi bulanik kiimenin

performansini degerlendirmek i¢in diger yapay olgiitleri getiren yontemlerdir (Simonovic,
2009).
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Bender ve Simonovic, Bulanik Uzlasik Programlama ile agirlikli ¢gekim merkezinin ve
bulanik kabul edilebilirligini arastirmislardir. Prodanovic ve Simonovic, dokuz farkli
yontem karsilastirmis ve Chen ve Chang ve Lee yontemlerini tam olarak sinamislardir.
Kars1 konulmaz sonug, cogu yontemin siipheli olmayan durumlarda oldukca 1yi
davrandiklar1 ve ayni siralamayi tirettigi anlamina gelir. Bununla birlikte, sezgi belirgin
olmadiginda, sonuglar ¢ogunlukla daginiktir. Bu, zor durumlarda farkli yontemlerin,
farkl1 siralamalar iirettigi anlamina gelmektedir. Bu tiir zor durumlarda bulanik kiimelerin
karmasikligi nedeniyle, derecelerin degiskenligini hesaba katmak i¢in yontem
derecelerine, kendiliginden dahil edilir. Stipheli durumlarda, siralamanin sirasi, risk

derecesinde, degisikliklere duyarli degildir (Simonovic, 2009).

4.4. Bulanik Uzlasik Programlamanin Co6ziim Siireci

Bulanik Uzlasik Programlama yaklasimi, kriter agirliklart oSlgiilerek, marjinal fayda
fonksiyonunun derecesini belirlemek i¢in uygulanan Bulanik Dogrusal Programlama
probleminin yeniden formiile edilmis halidir. Her kriterin marjinal fayda fonksiyonunu
belirlemek i¢in Bulanik Uzlasik Programlama kullanilir (Elahi, Seyed-Hosseini ve
Makui,2011b)

Diger Cok Amach Karar Verme yontemlerinin kullanildigr gibi mevcut alternatifler
belirlenir ve en onemli kriterler secilir (Stanujkic ve Magdalinovig, 2012). Kisitlarin

siirlar1 dahilinde amag fonksiyonlar belirlenir.

Once minumum degerler ve maksimum degerler sirasiyla hesaplanir. Cok amagh
programlama problemindeki Zg amaci igin, Zg jax V€ Zg min ile gosterilen tist ve alt sinir
degerleri atanir. Ardindan, ideal deger vektorii, tim amag¢ fonksiyonlarin Zg i, olarak
adlandirilan alt sinir degerleri olusturulur. Benzer sekilde zit ideal deger vektorii, amag

fonksiyonlarin Zg .« 0Olarak belirtilen tist sinir degerleri olusturulur (Yu, vd., 2016).
Zimin = (21,22,23,24) (4.2)
= (Z1 min> Z2 min» Z3 min» Z4 min)
Zmax = (21,22, 23, 24)

= (Zl max- ZZ max’ Z3 max’ Z4 max)
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Bilindigi iizere dogrusal, hiperbolik ve parcali dogrusal gibi birgok iiyelik fonksiyonu
bulunur. Uygulanabilirlik ve basitlik i¢in genelde dogrusal iiyelik fonksiyonu benimsenir.
Her bir Z, amaci igin, Gist ve alt sinir degerleri ile marjinal degerlendirme elde edilir (Yu

vd.,2016).
Uyelik fonksiyonlari,

F = {Ugy, Ugp, oo, Ugpn) (4.3)
olarak gosterilir.

Her hedefteki marjinal fayda derecesini elde etmek i¢in ilk 6nce ¢ok amagli bir probleme
bulanik bir yaklasim getirilecektir. ikincisi, karar verme parametrelerinin uygun bir
kombinasyonunu uygulayarak, bu marjinal fayda dereceleri biitliin hedefler i¢in kiiresel
bir fayday elde etmek igin toplanabilir. Ugiincii olarak, elde edilen kiiresel fayday: temel
alarak, ¢cok amagl probleme yonelik Bulanik Uzlasik Programlama yaklasimi olusturmak

mimkin olacaktir.

Bu diisiinceye gore her bir amag fonksiyonu Zg nin degeri ZM™ den ZN2%""in dogrusal
olarak degisikligi dikkate alinirsa (¢ok amacli problemi tek amacl olarak ¢dzmek igin,
diger hedefleri goz ardi ederek ve tim objektif fonksiyonlar i¢in bir sonug tablosu
olusturularak elde edilir) bu degeri dogrusal {iyelik fonksiyon tabani tercihi veya faydasi

ile bulanik bir say1 olarak hesaba katmak miimkiindiir (Elahi, vd., 2011a).

Her amag fonksiyonunun degeri Zs ile gosterilirken, Z™™ degeri dogrusal olarak degisir
ve buna gore ZN34T degerleri alinir. ZN24*, amag ve hedeflerin maksimize problemleri
icin bir alt sinir iken minimize problemler i¢in bir {ist sinirdir. Diger hedefler ihmal edilir
ve tiim nesnel amagclar i¢in sonug tablosu olusturularak elde edilmektedir. Bu deger icin
dogrusal tiyelik fonksiyonu ile bulanik sayidan yararlanilmasi tercih edilmektedir (Elahi,
vd.,2011b).

Ayrica her amacg fonksiyonunun {yelik fonksiyon denklemi asagidaki formiilde

tanimlanmaktadir ( Elahi, vd., 2011b):
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( 1 ,eger Zg(x) < Zmin

Z X ZNadlr ) )
Us(x) = { Zn(lm) ZNad1r ,eger ZMN <7 (x) < Zyadlr (4.4)
|
\ 0 ,eger Zg(x) > zNadir

Cok Amagli Dogrusal Programlama probleminin kiiresel fayda derecesi U%(X) , asagidaki
gibi formiile edilmektedir ( Elahi vd., 2011b):

. Ve
UG = | D weUE(0 (45)
s=1
Kosul ise;
0<|a| <o

S
zws =1
s=1

Yukaridaki denklemde o bir parametredir ve degeri karar vericilerin tercihine gore
belirlenir. Pratik acidan bakildiginda iki operatdriin toplanmast Cok Amaglhi Dogrusal
Programlama probleminin iistesinden gelmek i¢in uygulanir. Bunlardan biri amacin fayda
fonksiyonu toplami goz 6niine alindiginda (o = 1) cinsinden ifade edilerek, agirlik en st
diizeye c¢ikarilir. Diger bir ifadeyle tiim hedefler arasindan faydanin en iist diizeye
cikartlmast i¢in max-min operatorii (o« = —o0) olarak tanimlanmaktadir. Ayrica s™, amag
fonksiyonunun kriter sayisini belirtirken, wgise kriterlerin agirligini temsil etmektedir.

Boylece daha once formiile edilen Bulanik Dogrusal Programlama modeli Bulanik

Uzlasik Programlama modeline doniiserek asagidaki gibi ifade edilir (Elahi vd., 2011b):

Y

Maximize U*(x) = Z wg US(x) (4.6)

s=1
Kisitlar;
X

Bu formiiliin avantaji, Cok Amagli Dogrusal Programlama problemini tek amaglh

programlama problemine doniistiirerek, normal optimizasyon tekniklerini ¢6zmek igin
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kullamlir. Bu model i¢in X~ € X olmasi, en uygun ¢oziim olarak goriilmektedir (Elahi vd.,

2011b).
Yani;
U%(x*) = maxU%*(x):x € X 4.7

(o = 1), a degerinin 1’e esit oldugu varsayilir. Asagidaki denkleme uygun kiiresel fayda
formiille edilir ve Bulanik Uzlasik Pprogramlama modeli olusturulur (Elahi vd., 2011b).

x*, tim hedefler i¢in optimum iiyelik derecesinin maksimum oldugu, hakim olmayan
(pareto) uzlasik ¢oziimiidiir. Bu calismada benzer 6neme sahip L karar alicilarin oldugu
varsayilir. Karar vericiler, ¢iftli karsilastirma matrisleri yoluyla hedeflerin géreceli neme
sahip oldugu goriisiinii bildirir. Siklikla karmasik bir sorunun ¢6ziimii ig¢in Gnerilen bir
analitik yaklasim AHP olup, ilk olarak 1980'de Saaty tarafindan ortaya atilmistir. Cok
Amachi Karar Verme baglamlarinda kullanilmistir. Ayrica Olgiitlerin - agirliklarinm
belirlemek i¢in yapilandirilmis bir yaklasim da saglar. Burada, akillica karsilastirmalar
yaparak, cesitli hedeflerin goreceli dnemi g6z dniinde bulunduruldugundan, bu kriterlerin

agirligi olusturulacaktir. Sonug olarak, daha makul ¢oztimler elde edilir (Elahi vd., 2011a)

L={vy, vy, ... vg} kriterler bir dizi olusturulacak sekilde siralanir. Ayrica, asagida

gosterilen denklemde her karar vericinin karsilikli matrisi tanimlanir ( Elahi vd., 2011b):

al,l (X]ls
O(i',j' ] (48)

(Xs,l O(S,S

ailjl:;'j‘ l] :1,2,....,5

Ayrica Karar vericiler goriislerini belirtirken sozel olarak yargilama 6lgegini bir 6lgii
birimi olarak kabul ederler. Ve bunlari numaralandirirlar. Asagidaki tabloda sozel

yargilama 6l¢ii 6l¢egine bir 6rnek verilmistir ( Elahi vd., 2011b).
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Tablo 7. Sozel Yargilama Olgii Olgegi

Sozel Tercih Sayisal Degerlendirme
Cok tercih edilen 9
Cok giiglii bir tercih 7
Siddetle tercih 5
Orta derecede tercih 3
Ayni derecede tercih edilen tercih 1

Kaynak: Elahi vd., 2011a)

Karar vericiler goriislerini bir araya getirerek tek bir matris olusturabilmek i¢in geometrik
ortalama islecini uygulamaktadir. Bu durum asagidaki denklemde gosterilir (Elahi vd.,
2011b):

(Xll'l (Xll’s
AI — E ali',jl E (4.9)
O(Isl O(Is,s
1 =1
O(i'j' = ; 1] = 1,2, ,S
L \I
Qyy = <1_[ ai'j') (4.10)
I=1

Satty’nin teoremine atifta bulunarak, kriterlerin agirliklarini hesaplayabilmek i¢in A’

matrisinin her satirindaki unsurlarin toplami elde edilir. Onun 6nerdigi yontem asagidaki

sekilde formiile edilir ( Elahi vd., 2011b).:

_ - AKe
W= lim

k—>oo eT_ AK. e (411)

A matrisinde A 6z vektorii, W ise normalize bir sag matrisi oldugunu gosterir ( Elahi vd.,
2011b).

Ayrica;

Bu nedenle kriter agirliklari hesaplandiktan sonra denklem (4.5)’te gosterilen Bulanik

Uzlasik Programlama formiiliinde, her parametrenin kesin olacak sekilde genisletilmis

hali denklem (4.12)’ de verilmistir ( Elahi vd., 2011b):
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(o degerinin 1’e esit oldugu varsayildiginda. o = 1)

Maximize;

s __—Nadir
U(x) = ZWSZS(_X)—ZS. (4.12)

7Zmin _ ZNadlI‘
s=1 S s

m(1) s Nadir
i=1 X =1 CijXij — Zs
E Wy .
Nadir
me A

n m()

s .
w Nadir
Z Z Z ] X SZS
Nadir L i Nadir
Zmln Z L Z;mn _ Zs

i=1 j=

Kisitlar;

X

Yeniden bi¢imlendirilmis matematiksel model tek bir amag¢ olarak coziilmesiyle elde
edilen optimum degerlerine, diger amacglari géz ardi ederek, yakinlik derecesini

gostermektedir. (Elahi vd., 2011a).
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BESINCI BOLUM
UYGULAMA

Bu boliimde oncelikle ¢alismanin gergeklestirildigi isletme ve isletmenin tiretim siireci ile
ilgili bilgi verilmistir. Daha sonra iizerinde ¢alisilan problem, {i¢ farkli model acisindan
ayr1 ayr1 degerlendirilmistir. Bu modeller; Cok Amagli Dogrusal Programlama, Uzlasik
programlama ve bulanik mantik yaklasimina gore degerlendirilerek, isletmenin iiretim
girdileri  dogrultusunda Bulamik Uzlasik Programlama modelinin  kurulmasi

gerceklestirilip agamali bir sekilde ¢ozlim siireci anlatilmistir.

Isletmelerin ayakta kalabilmeleri icin, i¢lerinde bulunduklari yogun rekabet ortaminda
isletmenin karmi maksimum kilmak zorundadirlar. Ozellikle belirsizlik durumlar
diisiiniildiiglinde, belirsizlik ortamlarinda maksimum karin saglanabilmesi, Bulanik

Uzlasik Programlama modeli ile gergeklestirilebilir.

Arastirmada BUP modeli ile siit iiriinleri {izerine faaliyet gdsteren bir fabrikanin giinliik

ortalama karinin maksimum kilinmasi hedeflenmektedir.

Uygulamada kullanilan tiim veriler, isletmenin {iretim ve muhasebe-finans birimleri
tarafindan belirtilen rakamlardir. Problemin ¢6ziimiinde kullanilan veriler, isletmenin
giinliik tiretim miktarlaridir. Ayrica karar verici tarafindan giinliik ortalama kara iliskin

her hangi bir hedef belirtilmemis olup, kisitlara iligkin baz1 tolerans degerleri verilmistir.

Ik olarak, problem Cok Amagl Dogrusal Programlama acisindan incelenerek, her bir
amac fonksiyonu i¢in ayr1 ayr1 ¢oziim gerceklestirilmistir. Optimal ¢6ziime ulasilmamasi
sebebiyle Uzlasik Programlama kullanilarak “uzlagik ¢6ziim” gergeklestirilmistir. Uzlagik
¢ozlime gore, her bir iirliniin, hammadde (¢ig siit) kullanim miktarlarinin, miisteri talep
miktarinin ve {retilen {riinlerin makine kapasitesinin optimal seviyeleri yeniden
olusturulmustur. isletmeden elde edilen verilere gére Cok Amagl Dogrusal Programlama

modeli Bulanik Uzlasik Programlama yaklasimina gére yeniden diizenlenmistir.
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Uygulamanin gerceklestirildigi siit tiriinleri fabrikas1 1984 yilindan beri faaliyette olup,

yoresel anlamda, 6nemli bir pazar payina sahiptir.

Fabrikada toplamda 20 kadar beyaz yakali ¢alisan vardir. Bu ¢alisanlar arasindan 15 kisi
{iretim biriminde calismaktadir. Uretim birimi icerisinde calismakta olan 1 {iretim miidiirii
ve miihendis, 1 iiretim sefi yer almaktadir. Fabrikada c¢alisan toplam vasifsiz eleman

sayisi ise 18 kisidir.

Isletme toplamda 5 000 m?’lik bir alana sahiptir. Fermantatif {iriinlerin yani vakumlu ve
siizme yogurtun iiretildigi kapali alan 125 m* dir. Bu 125 m? lik alan igerisinde 3 ayr1 alan
yer almaktadir. Yogurtlar i¢in soguk oda alam 25 m? paketleme i¢in ayrilan alan 25 m?
ve son olarak inkiibasyon islemi goriilen alan ise 75 m®’lik bir alandir. K8y tipi peynir

iiretiminde kullanilan alan icin ise, 100 m* lik bir alana sahiptir.

Yoresel olarak diisiiniildiigiinde, pazarin %80’ine sahip olan isletmeyi KOBI olarak
adlandirmak miimkiindiir. Muhasebe ve finans biriminden edilen bilgiler dogrultusunda

isletmenin yillik cirosu 6 trilyon (6 000 000 000 000)’dur.

Bu boliimde isletmede iiretilmekte olan ii¢ ana iirlinden bahsedilmektedir. Bunlar

vakumlu yogurt ¢esitleri, siizme yogurt cesitleri ve peynir ¢esitleridir.

Vakumlu Yogurt Uretim Siireci: Siitin 90 santigrat°C 1sitilip, daha sonra da
mayalanma derecesine kadar sogutma islemine tabi tutulmaktadir. Soguma isleminden
hemen sonra yogurt mayasi katilarak, laktik mayalama islemi gergeklestirilerek o6zel
kivamli bir siit iiriinii elde edilmektedir. Cift cidarli kazanlarda muhafaza edilen ¢ig siit,
kazanlardan alinip 6n 1sitma denilen 15 dk siiren bir islemden gegirilir. Isitilan siite
klerifikasyon yapilir. Klerifikasyon, siitiin temizlenme agsamasidir. Yabanci maddelerden
arindirilan siit 1 saat vakum makinelerinde buharlastirma yontemi ile kuru madde orani
18’e ¢ikarilir. Yogurdu, iizerindeki yag tabakasindan arindirmak igin siitii plakali
pastorizatorlerde 92 santigrat®’C de 15 sn. pastdrizasyonu yapilir. Pastorizasyon
isleminden sonra 15 dk. sogutma islemi gerceklestirilir. Siitlin mayalanmasini saglayan
starter kiiltiir mayasinin eklenmesinin ardindan 30-35 dakikalik dolum ve paketleme
islemi yapilmaktadir. Paketleme igleminin ardindan inkiibasyon odalarinda 3 saat kadar
mayalanmaya birakilir. Mayalanan yogurtlar 2 saat kadar da sogutma isleminden
gectikten sonra soguk hava depolarina alinir. Yukarida verilen bilgiler dogrultusunda

vakumlu yogurt tiretim siireci Sekil 26’da gosterilmistir.
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Sekil 26. Vakumlu yogurt iiretim siireci

Siizme Yogurt Uretim Siireci: Siitiin 90 santigrat°C 1sitilip, daha sonra da mayalanma
derecesine kadar sogutma islemine tabi tutulmaktadir. Soguma isleminden hemen sonra
yogurt mayasi katilir ve laktik mayalama islemi gerceklestirilerek 6zel kivamli bir siit
iiriinii elde edilmektedir. Cift cidarli kazanlarda muhafaza edilen ¢ig siit, kazanlardan
almip on 1sitma denilen 15 dk. siiren bir islemden gecirilir. Isitilan siite klerifikasyon
yapilir. Yabanci maddelerden arindirilan siit 1 saat vakum makinelerinde buharlastirma
yontemi ile kuru madde orani 18’e ¢ikarilir. Yogurdu, ilizerindeki yag tabakasindan
arindirmak i¢in siitii plakali pastorizatorlerde 92 santigrat®C de 15 sn. pastdrizasyonu
yapilir. Pastorizasyon isleminden sonra 15 dk. sogutma islemi gergeklestirilir. Siitiin
mayalanmasini saglayan starter kiiltiir mayasimin eklenmesinin ardindan 30-35 dakikalik
dolum ve paketleme islemi yapilmaktadir. Paketleme isleminden sonra inkiibasyon
odalarinda, vakumlu yogurttan farkli olarak mayalanmasi belli bir saate gore degil, asitlik
degerine gore mayalanmaktadir. Titrasyon asitti yani ¢ig siitteki sh degeri baslangigta 6-
6.5 degerinde isletmeye gelmektedir. 23 sh degerine ulasilinca birakiliyor. Mayalanan

yogurtlar 2 saat kadar da sogutma isleminden gegtikten sonra keselere dokiilerek kese
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icerisinde 12 saat baskilama islemi gérmektedir. Daha sonra yogurt kazania dokiilerek

paketleme islemine yapilmaktadir.

Son olarak +4 santigrat °C soguk hava depolarina alinir. Yukarda verilen bilgiler 1s181inda

stizme yogurt iiretim siireci Sekil 27°de gosterilmistir.

ON ISITMA (90 KLERIFIKASYON (SUTUN
—> o - b —

santigrat°C ) TEMIZLENMESI STANDARDIZASYON

CiGsUT

\4

EVAPARATOR (KURU o
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AYARLANMASI) g

\4
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iLAVESi iINKUBASYON —> | SOGUTMA (24 SAAT) —> KESELERE DOKUM

\4

KESELERDE BASKILAMA S YOGURT KAZANINA S
(12 SAAT) DOKUM

DEPOLAMA (+4 santigrat

PAKETLEME — °C)

Sekil 27. Siizme yogurt iiretim siireci

Koy Tipi Peynir Uretim Siireci: Koy tipi peynir iiretimi, 82 santigrat °C de 15 sn. kadar
bir siirede ¢ift cidarl kazan tipi pastorizatorlerde pastorizasyonu yapilir. 15 dakikalik bir
klerifikasyon (slitiin temizlenmesi ) isleminden sonra siit teknelere aktarilarak siitiin
mayalanma derecesine kadar yaklasik olarak 40 dakika sogutma islemi yapilir. Daha
sonra peynir mayasi ilave edilir. Kullanilan peynir mayasinin markasi Renmax 600°diir.
Bir miiddet dinlenmeye birakilir ve 90 dakika kadar piht1 kirimi islemi yapilmaktadir.
Daha sonra 20 dakika tekrar dinlenmeye alinmaktadir. Ardindan 20 dakika igerisinde
baskiya konulup, baskida maksimum 2 saat, minimum 1 saat bekletilmektedir.
Baskilama islemi biten, kesilen peynirlere, suya tuz ilavesi ile elde edilen salamura suyu
ilave edilir. Tuz orani, salamura %33’liikk bome degerinden 14’e tekabiil eder. 15
dakikalik bir siirede paketleme islemi gerceklestirilerek soguk hava depolarinda

depolanir. Peynir iiretim siireci Sekil 28°de gdsterilmistir.
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Sekil 28. Koy tipi peynir iiretim siireci

5.1. Problemin Tanimi
Uygulamaya konu olan siit driinleri isletmesinden alinan veriler ve kisitlar

degerlendirilerek, tirettigi tirlinler i¢gin maksimum kara ulasilmast hedeflenir.

Problemde Oncelikle amag¢ fonksiyonlari olusturularak, isletme i¢in iic adet amag
belirtilmistir. Bunlardan birincisi; birim kar degerleri ile maksimum kar amaci, ikincisi;
birim iiretim amaci, l¢linclisii ise; birim maliyet degerleri ile olusturulan minimum
maliyet amacidir. Model kisitlari, igsletmenin makinelerinde hammaddenin (¢ig siit)
islenme miktarlari, miisteri talep miktarlari, makine kapasiteleri kisitlarindan
olusturulmustur. Amag fonksiyonlarinin olusturulmasinin ardindan, kisitlar belirtilerek,

amag fonksiyonlari ile kisitlar matematiksel olarak gosterilmektedir.

Problem ¢6ziimii i¢in ele alinan isletme, ¢esitli sayida siit tirlinleri iiretir. Her bir iirliniin
simgesi, adi, iiretim miktari, makine kapasitesi ve her bir iriine olan miisteri talebinin
tolerans degerleri Tablo 8’de gosterilmistir. Miisteri talepleri belirli degerler arasinda
degismektedir. Makine kapasitesi degerleri ise sabittir. Buradaki miisteri talebi ve makine
kapasitesi verileri ile Bulanik Uzlagik Programlama modelinde kisit olarak yer

verilmistir.
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Tablo 8. Modeldeki Degiskenler ve Diger Veriler (Giinliik)

Uriin Uriin Adt Miisterini  Makin ~ Uretim
Simgesi n Talebi e Miktar1
Kapasi  /adet
tesi
VY1(x;) Taze Yogurt (Kase) 350 Gr 400-550 650 523
VY2(x,) Taze Yogurt (Kase) 500 Gr 50-150 200 81
VY3(x3) Taze Yogurt (Kase) 650 Gr 300-400 500 354
VY4(x4) Taze Yogurt (Kase) 1 000 Gr 300-400 550 379
VYS5(x5) Taze Yogurt (Kase) 1 200 Gr 25-75 100 34
VY6(xg) Taze Yogurt (Kase) 1 500 Gr 50-150 150 108
VY7(x7) Taze Yogurt Yarim Yagl 2 250 Gr 350-450 600 428
VY38(xg) Taze Yogurt (Kova) 2 500 Gr 200-400 450 250
VY9(xq) Taze Yogurt (Kova) 5 000 Gr 30-90 100 46
SY1(x19) Stizme Yogurt (Kova) 450 Gr 50-150 250 100
SY2(x11) Stizme Yogurt (Kase) 900 Gr 400-700 900 602
SY3(x12) Siizme Yogurt (Tava) 2 000 Gr 50-100 150 74
SY4(x13) Stizme Yogurt (Kova) 2 500 Gr 300-400 450 322
SY5(x14) Siizme Yogurt (Kova) 5 000 Gr 50-100 150 57
KBPI(x;5) Klasik Beyaz Peynir (Tnk) 17 000gr 5-20 50 10
KBP2(x44) Klasik Beyaz Peynir (Tnk) 5 000gr 5-30 50 14
KVBPI(x,;7) Klasik Vak. Beyaz Peynir 1 000 Gr 250-350 400 312
KVBPI(x,5) Koy Peyniri 1 000 Gr 150-300 500 209
YBPI1(x,9) Yagli Beyaz Peynir 1 000 Gr 350-550 600 451
YBP2(x50) Yagh Beyaz Peynir 500 Gr 1 500- 2 500 1690
2 000

Uretim i¢in kullanilan tesis:

i. Vakum

ii.  Seperator

iii.  Cift cidarh kazan tipi pastorizator

Iv.  Plakali sogutucular

V.  Homojenizator

Makinelerde islenip pazara sunulan tiriinlerin birim satis fiyati, birim maliyeti ve birim

kar1 asagidaki Tablo 9°da gosterilmistir. Fiyatlarda ki kar yiizdesi %10’dur. Buradaki

bilgiler 1s1¢inda hem uygulamanin ilk asamasi
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Programlamanin hem ikinci agamasindaki Uzlasik Programlamanin hem de son asamasi
Bulanik Uzlasik Programlama modelinin maksimum ve minumum amag¢ fonksiyonlari

olusturulmustur.

Tablo 9. Modeldeki Degiskenlerin Birim Fiyat — Maliyet ve Kar Degerleri

Uriin Uriin Adi Birim Birim Birim
Simgesi Fiyat Maliyet Kar
VYI1(x;) Taze Yogurt (Kase) 350 Gr 1.40 1.26 0.14
VY2(x,) Taze Yogurt (Kase) 500 Gr 1.60 1.44 0.16
VY3(x3) Taze Yogurt (Kase) 650 Gr 2.20 1.98 0.22
VY4(x,) Taze Yogurt (Kase) 1 000 Gr 3.50 3.15 0.35
VY5(xs)  Taze Yogurt (Kase) 1200 Gr 4.00 3.60 0.40
VY6(xs) Taze Yogurt (Kase) 1 500 Gr 4.75 4.275 0.475
VY7(x;) Taze Yogurt Yarim Yagh 2 250 Gr 6.50 5.85 0.65
VY8(xg) Taze Yogurt (Kova) 2 500 Gr 8.00 7.20 0.80
VY9(xq) Taze Yogurt (Kova) 5 000 Gr 16.00 14.40 1.60
SY1(xq9) Siizme Yogurt (Kova) 450 Gr 2.70 243 0.27
SY2(xy7) Siizme Yogurt (Kase) 900 Gr 5.20 4.68 0.52
SY3(x4,) Siizme Yogurt (Tava) 2 000 Gr 11.40 10.26 1.14
SY4(x43) Siizme Yogurt (Kova) 2 500 Gr 14.00 12.60 1.40
SY5(xy4)  Siizme Yogurt (Kova) 5 000 Gr 28.00 25.20 2.80
KBPI(x;5) Klasik Beyaz Peynir (Tnk) 17 000gr 161.50 145.35 16.15
KBP2(x46) Klasik Beyaz Peynir (Tnk) 5 000gr 50.00 45.00 5.00
KVBPI(x,,) Klasik Vak. Beyaz Peynir 1 000 Gr 11.30 10.17 1.13
KVBPI(x;3) Koy Peyniri 1 000 Gr 9.50 8.55 0.95
YBPI1(x,9) Yagl Beyaz Peynir 1 000 Gr 10.40 9.36 1.04
YBP2(x,,) Yagl Beyaz Peynir 500 Gr 5.20 4.68 0.52

Isletmede iiretilen {iriinlerin temel ham maddesi ¢ig siittiir. Cig siitiin isletmeye kabul
edilmesi, islenilmesi ile ilgili birtakim kistaslar yer alir. Toplam islenilen giinliik siit
miktar1 yaz ve kis mevsimlerine gére 15 ton ile 24 ton arasinda degismektedir. Toplanan
¢ig siitler giinliik olarak isletmeye teslim edilmesi gerekir. Islenilmesi igin isletmeye
getirilen ¢ig siit maksimum 10 santigrat °C olmas1 gerekir. 10 santigrat °C’nin iistiinde
gelen siitler isletmeye kabul edilmemektedir. Cig siitte, sicaklik kontrolii, ph, yag, kuru
madde, sh (Titrasyon asitligi), alkali madde ve antibiyotik tayinlerine iliskin analizler

yapildiktan sonra, hammadde uygun kriterleri tasiyor ise isletmeye kabulii gerceklesir.
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Kabul goren hammadde sogutucu ¢ift cidarli kazanlarda 12 saat muhafaza edilir. isletme

yonetimi iiretimde kullanacagi ¢ig siit miktarlarini Tablo 10°da belirlemistir.

Tablo 10. Siit Uriinlerinde Islenilen Siit Miktarlar1 (Birim Uriin Basina)

Uriin Simgesi Uriin Ad1 Islenilen siit
miktarlari (Litre)
VY1(x4) Taze Yogurt (Kase) 350 Gr 0.70
VY2(xy) Taze Yogurt (Kase) 500 Gr 1.00
VY3(x3) Taze Yogurt (Kase) 650 Gr 1.30
VY4(x4) Taze Yogurt (Kase) 1 000 Gr 2.00
VYS5(x5) Taze Yogurt (Kase) 1 200 Gr 2.40
VY6(xq) Taze Yogurt (Kase) 1 500 Gr 3.00
VY7(x5) Taze Yogurt Yarim Yagh 2 250 Gr 4.50
VY8(xg) Taze Yogurt (Kova) 2 500 Gr 5.00
VY9(x9) Taze Yogurt (Kova) 5 000 Gr 10.00
SY1(x44) Stizme Yogurt (Kova) 450 Gr 1.575
SY2(xX44) Stizme Yogurt (Kase) 900 Gr 3.150
SY3(x42) Siizme Yogurt (Tava) 2 000 Gr 7.00
SY4(x43) Siizme Yogurt (Kova) 2 500 Gr 8.75
SY5(x14) Siizme Yogurt (Kova) 5 000 Gr 17.50
KBPI1(x45) Klasik Beyaz Peynir (Tnk) 17 000gr 110.50
KBP2(x44) Klasik Beyaz Peynir (Tnk) 5 000gr 32.50
KVBP1(x45) Klasik Vak. Beyaz Peynir 1 000 Gr 6.50
KVBP1(X4s) Koy Peyniri 1 000 Gr 6.50
YBPI1(x49) Yagli Beyaz Peynir 1 000 Gr 6.50
YBP2(x,4) Yagli Beyaz Peynir 500 Gr 3.25

Tablo 10°da isletmede {iretilen ve simgeleriyle belirtilen sirastyla vakumlu yogurt, stizme
yogurt ve peynir gesitlerinin birim {iriin basina islenilen siit miktarlar1 yer alir. isletmeden
alia bilgilere gore, 1 kg vakumlu yogurt elde edebilmek i¢in 2 kg siitiin, 1 kg stizme
yogurt elde edebilmek i¢in 3.5 Kg siitiin ve 1 kg peynir tiretimi i¢in 6.5 kg siitiin islenmesi
gerekir. Vakumlu yogurt iiretimi i¢in normal sartlarda 6 ton siit, siizme yogurt i¢in 6 ton

siit, peynir tiretimi i¢in 10.5 ton siit islenilmesi gergeklesir.

5.2. Amag¢ Fonksiyonlari ve Kisitlar
Isletmede 24 ton siit islenmesi durumunda; uygulamada degisken sayis1 yirmi adet olup,
tablodaki siray1 gz oniinde bulundurarak degisken isimleri x1, X2, X3, X4, X5, Xg, X7, Xs, Xo,

X10, X11, X12, X13, X14, X15, X16, X17, X18, X19 V€ X20 Seklinde belirtilmistir. Maksimum ve
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minumum amag fonksiyonlari ile kisitlar asagidaki gibi tanimlanmistir. Amag fonksiyonu

degerleri Tablo 9’da yer verilmistir.

e Maksimum Kar Amaci: Her bir iriiniin, birim fiyatindan birim maliyetinin

cikarilip genel toplamlarinin alinmasidir.

Max Z;: 0.14x; + 0.16x, + 0.22x5 + 0.35x, + 0.40x5 + 0.475%x4 + 0.65x, + 0.80xg +
1.60X9 + 0.27X10 + 0.52X11 + 1.14‘X12 + 1.4‘OX13 + 2.80X14 + 16.15X15 + 5'00X16 +
1.13X17 + O.95X18 + 1.04‘X19 + O.52X20

e Birim Uretim Amaci: Maksimum birim iiretim amact; her iiriiniin en fazla birim
uretimidir.
MaXZZ:X1+X2 +X3 +X4+X5 +X6+X7+X8+X9+X10+X11+X12 +X13 +X14+
X15 T X16 T X17 T X18 + X19 + X239

e Minumum Maliyet Amaci: Her bir iriiniin birim fiyatinin %10 degeriyle

carpilip genel toplaminin alinmasidir.

Min W;: 1.26x, + 1.44x, + 1.98x; + 3.15%, + 3.60xs + 4.27%¢ + 5.85x, + 7.20xg +
14.40%0 + 2.43%, + 4.68%,; + 10.26x,, + 12.60%,5 + 25.20x,, + 145.35x,5 +
45.00%,6 + 10.17%,, + 8.55X5 + 9.36%40 + 4.68%,

Tanimlanan amag¢ fonksiyonu ve kisitlara gére Cok Amaghh Dogrusal Programlama

modeli asagida olusturulmustur.
Maksimize/Minimize (M5.1)

Max Z;: 0.14x; + 0.16x, + 0.22x5 + 0.35x, + 0.40x5 + 0.475%x, + 0.65x, + 0.80xg +
1.60xq + 0.27x19 + 0.52x,; + 1.14%x,, + 1.40%x,3 + 2.80%;4 + 16.15%;5 + 5.00x,¢ +
1.13x47 + 0.95x4g + 1.04x49 + 0.52x;,

MaxZ,:Xq + Xy + X3 + X4 + X5 + Xg + X7 + Xg + Xg + X109 + X171 + X412 + X413 + X4 +
X15 T X16 t X17 + X158 T X19 1 X0

Min W;: 1.26x; + 1.44x, + 1.98x3 + 3.15x, + 3.60x5 + 4.27x¢ + 5.85x, + 7.20xg +

14.40x0 + 2.43%, + 4.68%1; + 10.26x,, + 12.60x,5 + 25.20x,,4 + 145.35x,5 +
45.00%;4 + 10.17x;, + 8.55%,4 + 9.36xX49 + 4.68%4g

Kisitlar;
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1. isletmede iiretilen iiriinlerin ham maddesi olan ¢ig siit islenme miktarlarinin

toplami1 (M5.1a)

0.70x4 + 1.00x, + 1.30x3 + 2.00x, + 2.40x5 + 3.00x, + 4.50x, + 5.00xg +
10.00x9 + 1.575%4, + 3.150x;4 + 7.00x,, + 8.75%x43 + 17.50x,4 + 110.50x;5 +
32.50x46 + 6.50x;7 + 6.50x;g + 6.50X,9 + 3.25%,5 < 24000

2. Isletmede iiretilen siit iiriinlerine miisterilerin talep miktari (M5.1b)
X7 = 400 ... ...... x; < 550 X171 = 400 ... ... ... X171 <700
Xy, = 50......... X, < 150 X12 = 50 ... X1 <100
X3 = 300 ......... x3 < 400 X713 = 300........ X413 < 400
X4 = 300 ... ... ... X, < 400 X14 = 50 .. ... X14 <100
Xs = 25.. ... Xs < 75 X15 = 5 e X15 < 20
Xg = 50......... Xg < 150 X16 = 5 v e e X16 < 30
X7 = 350 ......... X; < 450 X17 = 250 ... ... ... X17 < 350
xg = 200 ......... Xg < 400 X1g = 150 ... ... ... X1g < 300
Xg =30 ......... X9 <90 X19 = 350 ... ... ... X19 < 550
X109 = 50 ... ... .. X109 < 150 Xp0 = 1500 ... ... ... X209 < 2000
3. Isletmede iiretilen iiriinlerin makine kapasitesi (M5.1c¢)
X, <650 Xy <100
X, <200 Xyo < 250
X5 <500 X,, <900
X, <550 X3, <150
X5 <100 X153 <450
Xs <150 Xy, <150
X, <600 X5 <50
Xy <450 X6 <90
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X, <400 X9 <600
X1 <500 X, <2500

Ve
Pozitiflik Sarti,

Xl'X2’X3’X4’XS’XG'X7'X8’X9’X10'Xll'XlZ’XIS'Xl4’X15’X16'Xl7’X18’X19’X20 ZO

5.3. Siit Uriinleri Problemi Céziim Asamalar

(M5.1)’de kurulan model igin ilk olarak segilen amag¢ fonksiyonuna gére hem Cok
Amagclh Dogrusal Programlama, hem Uzlasik Programlama ve hem de Bulanik Uzlagik
Programlama modeline gore ¢oziilerek, amag fonksiyonlari, kisitlarin kullanim miktarlari,

misteri talep miktarlar1 ve fabrika makinelerinin kullanim kapasiteleri karsilastirilmistir.

Ele alinan uygulamanin ilk asamasinda Cok Amacgli Dogrusal Programlama modelinin
¢coziimii gerceklestirilerek, uzlagik ¢oziim igin ideal ¢éziimler belirlenmistir. Cok Amagl
Dogrusal Programlama modeline gore belirlenen pozitif ve negatif ideal ¢6ziim degerleri
ile Uzlasik Programlama yaklagimi ele alinarak optimal ¢oziim gergeklestirilip, uzaklik
parametresi degeri belirlenmistir. Diger yandan, Cok Amacli Dogrusal Programlama
modelinin amag¢ fonksiyon sonuglarima gore ({istlin olmayan c¢oziimler tablosu
olusturularak ~ Bulanmik  Uzlasik  Programlama  modelinin  ilk  asamasinin
degerlendirilmesinde kullanilacak nadir degerlerinin belirlenmesini saglamaktadir ve
Bulanik Uzlasitk Programlama modeli olusturulup bu modele goére ¢6ziim

gergeklestirilecektir.

5.3.1. Cok Amach Dogrusal Programlama Coziim Asamalar

Kurulan model (MS5.1) icin, ilk olarak her bir amag¢ fonksiyonu i¢in ¢oziim
gergeklestirilmis ve optimalligi arastirilmistir. Daha sonra her bir amag¢ fonksiyonu icin
(1.8) ve (1.9) pozitif ideal ¢oziimler ile (1.11) ve (1.12) kullanilarak negatif ideal
coziimler belirlenmistir. Elde edilen bu degerlere bagli olarak Uzlagik Programlama
¢coziimii gergeklestirilmistir. Son olarak isletme yonetimi hedefi i¢in kabul edilen tolerans

degerleri ile Bulanik Uzlasik Programlama ele alinmistir.
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Ele alinan modelin ilk asamasinda Cok Amagli Dogrusal Programlama modeline gore
coziilerek optimallik durumu arastirilmistir. Cok Amacli Dogrusal Programlama modeli
icin gergeklestirilen ¢oziimler neticesinde belirlenen degiskenler ve amag¢ fonksiyonu

degerleri Tablo 11°de verilmistir.

Tablo 11. Her Bir Amag Fonksiyonu I¢in Cok Amagcli Dogrusal Programlama Céziimii

DEGiISKENLER Zs Z W,
VYI1(x4) 550 550 400
VY2(xp) 150 150 50
VY3(x3) 400 400 300
VY4(x4) 400 400 300
VY5(xs) 75 75 25
VY6(xe) 50 150 50
VY7(x7) 350 407.500 350
VY8(xg) 200 200 200
VY9(x9) 30 30 30
SY1(x10) 150 150 50
SY2(x11) 700 700 400
SY3(x12) 100 S0 50
SY4(x13) 300 300 300
SY5(x14) 50 50 50
KBP1(x15) 5 5 5
KBP2(x16) 5 5 5

KVBP1(x;7) 350 250 250
KVBP1(x15) 150 150 150
YBPI1(x19) 350 350 350
YBP2(x20) 1864.230713 2000 1500
AMACLAR 3873.900 6372.500 28957.50

Amag fonksiyonu degerleri farkli degisken ve bu degiskenlerin farkli degerlerine gore
belirlenmistir. Bu sebeple optimal ¢6ziime ulasilmamistir. Her bir amag fonksiyonu igin
pozitif ideal ¢coziimler i¢in (1.8) ve (1.9) denklemleri ile negatif ideal ¢oziimler igin (1.11)

ve (1.12) denklemleri kullanilmistir.
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Cok Amagli Dogrusal Programlama problemlerinin uzlagik ¢oziimii i¢in (M5.1) nin

¢coziimiinden elde edilen pozitif ve negatif ideal ¢oziimler Tablo 12°de verilmistir.

Tablo 12. Pozitif ve Negatif Ideal Coziimler

Amag Fonksiyonlari Pozitif Ideal Coziimler Negatif ideal Coziimler
Maksimum Kar Hedefi Z, 3873.900 3217.500
Birim Uretim Hedefi Z, 6372.500 4815.000
Minumum Maliyet Hedefi W; 28957.50 34865.10

5.3.2. Uzlasik Programlama Coziimii

Uzlagik Programlama ¢ok amagl problemlere ulagsma kapasitesine sahip bir matematiksel
programlama teknigi olup, ideal ¢dziime en yakin uygun ¢dziim kiimesini arastirir. Ideal
¢oztimler Uzlasik Programlama modelinde kullanilmistir. Tablo 12°de belirlenen pozitif
ve negatif ideal ¢oziimlere bagli olarak (M5.1) Uzlasik Programlama modelinde

asagidaki gibi yazilir.
Min D (M5.2)
Kisitlar;

Max Z, : 0.14x, +0.16x, + 0.22x%, + 0.35X, + 0.40%; +0.475%; + 0.65x, + 0.80x, +1.60X, +
0.27x,,+0.52x,, +1.14x,, +1.40x,;, + 2.80%,, +16.15%, +5.00X,4 +1.13X;, + 0.95x, +
1.04x, +0.52x,, +656.400D > 3873900

Max Z, : X, + X, + X5 + X, + Xg + Xg + X7 + Xg + Xg + Xy + Xy + Xyp + Xyg + Xy + Xi5 + Xy

Xi7 + X5 + X9 + X, +1557.500D > 6372500

Min W, :1.26x, +1.44x, +1.98x, +3.15x, + 3.60x, + 4.275X, +5.85%, + 7.20X, +14.40x, +
243X, +4.68x,, +10.26x,, +12.60x,, + 25.20X,, +145.35X,5 + 45.00X,, +10.17x,, +
8.55x%4 +9.36X,, +4.68X,, —5907.60D < 28957.50

0.70x, +1.00x, +1.30x, + 2.00x, + 2.40X, + 3.00%, + 4.50%, +5.00%, +10.00x, +
1.575%,, +3.150x,, + 7.00x,, +8.75X,, +17.50x,, +110.50x%,5 + 32.50X,, + 6.50%,; +
6.50x,, + 6.50x,, +3.25x%,, < 24 000

X, 2400............. X, <550 X, 2300............. X, <400
X, 250, X, <150 Xg 225 X5 <75
X5 >300............. X, <400 Xg =50, X <150
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Xg 2 200............. Xg <400 X5 Z D, X5 <20

Xg =30, Xy <90 Xig 2 Duererarnn, X6 <30
X190 250, X0 <150 X37 2250, X, <350
X,y = 400............. X, <700 X,5 2150.......... X5 <300
X5 250 X, <100 X1 2350, X9 <550
X132 300............. X3 <400 X, =1 500............. X ,, <2000
X, <650 X;; <900

X, <200 X, <150

X5 <500 X3 <450

X, <550 X, <150

Xs <100 X,5 <50

X¢ <150 X1 <50

X, <600 X,; <400

Xg <450 X35 <500

Xy <100 X9 <600

X, <250 X,, <2500

X1y X3y Xg5 X g5 X55 X6y X7, Xgy Xgs Xgg1 Xa15 X125 Xi35 Xig5 Xg55 X165 Xg7 Xggs X195 X9 2 0 Ve tamsay1

Model (M5.2)’in Uzlasik Programlama g¢oziimiinden belirlenen degiskenler ve amag

fonksiyonu degerleri Tablo 13’de verilmistir.
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Tablo 13. Uzlasik Programlama Co6ziimii

DEGISKENLER Zs Z, W,
VY1(xq) 550 550 550
VY2(x5) 150 150 150
VY3(x3) 400 400 400
VY4(x4) 400 400 400
VY5(x5) 75 75 75
VY6(x6) 150 150 150
VY7(x7) 350 350 350
VY8(xg) 200 200 200
VY9(x9) 90 90 90
SY1(x10) 150 150 150
SY2(x44) 400 400 400
SY3(x1) 50 50 50
SY4(x43) 300 300 300
SY5(x14) 64.890350 64.890350 64.890350

KBP1(X;5) 5 S 5
KBP2(x4¢) 5 S 5
KVBP1(x;7) 250 250 250
KVBPI1(X4g) 150 150 150
YBPI(x19) 350 350 350
YBP2(x40) 1503.859619 1503.859619 1503.859619
d = 0,500 782.0070019 5593.749969 31911.29984

Uzlasik Programlama modeline gore belirlenen uzlasik ¢oziim degerleri her bir degisken
icin ayni degisken degerinde belirlenmistir. Uzaklik parametresi d =0.500 olarak elde
edilmistir. Uzaklik parametresine gore belirlenen ¢oziim tam olarak pozitif ve negatif

cozlimler arasinda meydana gelmistir.

5.3.3. Bulanik Uzlasik Programlama Coziimii
Tablo 5.4’te her bir amag fonksiyonu igin farkli degisken degerlerine amag fonksiyonlari
optimize edilmektedir. Her bir amag fonksiyonunun ¢6ziimiinden elde edilen degiskenler

{istiin olmayan ¢dziimler olarak adlandirilir. Ustiin olmayan ¢dziimlere gore her bir amag
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fonksiyonun degeri Tablo 14’te verilmistir. Bu tabloda x:(i=1,2,3) her bir amag

fonksiyonuna ait degisken degerlerini gostermektedir.

Tablo 14. Ustiin Olmayan Céziimler Tablosu

Degiskenler Z; Z W,
X1 3873.900 5958.35714 34865.10
X5 3859.375 6372.500 34734.375
X3 3217.500 4815 28957.50

Her bir amag fonksiyonu i¢in yapilan ¢éziimler incelendiginde farkli degisken degerlerine
gore amacg fonksiyonlarinin optimum degerleri belirlenmistir. Bu durum uygun ¢éziim

alaninin olmadigini gosterir.

Uygun ¢6ziim alanini olusturmak i¢in Bulanik Uzlasik Programlama teknigi kullanilarak
“uzlasik  ¢Oziim”  belirlenmistir. Bulanik Uzlagik Programlama modelinin
olusturulabilmesi i¢in Nadir degerlerinin bulunmasi gerekmektedir. Nadir degerler, Tablo
14°deki Ustiin Olmayan Coziimler tablosundaki degerlerin igerisinden belirlenir. Nadir
degerler, maksimizasyon problemler i¢in alt sinirlar, minumum problemler i¢in iist

sinirlar kabul edilir. Nadir degerler Tablo 15°te verilmistir.

Tablo 15. Bulanik Uzlasik Programlama Coziimii icin Nadir Degerler

Nadir Degerler
ZNNadir 3217.500
Zadir 4815
ZNadir 34865.10

Nadir degerlerine gore, her bir amag¢ fonksiyonuna ait fayda fonksiyonunun iyelik

fonksiyonu (4.4) kuruldu.

1 Z,(x) < 3873.900
Zs(x) — 3217.500

Ui(x) = . > .
1) = V3573000 - 3217500 3873900 2 Z(x) > 3217.500
0 Z(x) > 3217.500
1 Z(x) < 6372.500
7.(x) — 6372.500
U,(x) = { S . -
2(¥) = 14372500 — 2815 6372.500 = Zg(x) > 4815

\ 0 7.(x) > 4815
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1 Z,(x) < 28957.500

24505102 () 28957.500 < Z < 34865.10
34865.10 — 28957.500 : s() = :

0 Zs(x) > 34865.10

Us(x) =

Daha once Cok Amagli Dogrusal programlama ve Uzlagik Programlama teknigi ile
¢oziilen (M5.1) modeli Bulanik Uzlasik Programlama modeline doniistiiriilebilmesi igin

(4.6) denkleminden yararlanilmistir.

(4.6) denkleminde yer alan wy kriter agirlik degerleri, Kkarar vericinin tercihine baglh
olarak degisir. Ve agirliklarin toplami 1°e esit olmasi gerekir. Agirlik degerleri Tablo

16°da verilmistir.

Tablo 16. Her Bir Kriter I¢in Agirlik Degerleri

Kriter Agirlik Degerleri Y3, wg =1

W 0.333
W, 0.333
w3 0.333

Her bir kriter i¢in belirlenen agirlik degerleri i¢in, birbirine esit degerlerin verilmesine
karar verilmistir. Kriter agirliklar1 hesaplandiktan sonra denklem (4.6)’da gosterilen
Bulanik Uzlasik Programlama formiiliinde, her parametrenin genisletilmis hali denklem
(4.12)’de verilmistir. (4.12)’de verilen denkleme gore, Bulanik Uzlasik Programlama

modeli i¢in yeni bir amag fonksiyonu olusturulur.

0.333
(3873_900_3217_500 (0.14x, + 0.16x, + 0.22x5 + 0.35x, + 0.40xs + 0.475x, + 0.65x, +

O.80X8 + 1.60X9 + O.27X10 + O.52X11 + 1.14‘X12 + 1.4‘0X13 + 2.80X14 + 16.15X15 +

5.00% 14 + 1.13x17 + 0.95%,4 + 1.04%,9 + 0.52x,0) — 1.632278336) +

0.333
———— (X1 + X3 + X3 + X4 + X5 + Xg + X7 + Xg +Xg + X190 + X371 + X4 + Xq3 +
(6372.500—4815 ( 1 2 3 4 5 6 7 8 9 10 11 12 13

X14 + X15 + X16 + X7 + X1 + X109 + X30) — 1.029467095) + (1.632278336 -

0.333
34865.10—28957.50

7.20xg + 14.40x + 2.43x,( + 4.68x; + 10.26X;5 + 12.60x,3 + 25.20X, +

(1.26x4 + 1.44x, + 1.98x3 + 3.15x, + 3.60x5 + 4.275%, + 5.85x, +

145.35x%,5 + 45.00%,¢ + 10.17x,, + 8.55x,5 + 9.36X49 + 4.68x20)>
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Bulanik Uzlasik Programlama i¢in olusturulan yeni amag¢ fonksiyonu;

((0.0002138041734x, + 0.0002138041734x, + 0.0002138041734x; +
0.0002138041734x, + 0.0002138041734x; + 0.0002138041734x%, +
0.0002138041734x, + 0.0002138041734x5 + 0.0002138041734%, +
0.0002138041734x,, + 0.0002138041734%,, + 0.0002138041734x,, +
0.0002138041734x,5 + 0.0002138041734%,, + 0.0002138041734x,s +
0.0002138041734x,, + 0.0002138041734%,, + 0.0002138041734x,5 +
0.0002138041734x,4 + 0.0002138041734x,,) — 1.029467095)

Olusturulan yeni amag¢ fonksiyonu (4.6) denklemine gére LINGO 14.0 programinda
asagidaki gibi yazilir. (4.6) denkleminde belirtilen a degeri i¢in o = 0.8 degerine karar
verilmigtir

Maximum; (M5.3)

Kisitlar;

(0.0002138041734x, + 0.0002138041734x, + 0.0002138041734x5 +
0.0002138041734x, + 0.0002138041734x5 + 0.0002138041734x¢ +
0.0002138041734x, + 0.0002138041734xg + 0.0002138041734x4 +
0.0002138041734x%x4¢ + 0.0002138041734x%x,4 + 0.0002138041734x4, +
0.0002138041734x43 + 0.0002138041734x%x,, + 0.0002138041734x,5 +
0.0002138041734x4¢ + 0.0002138041734x%,, + 0.0002138041734x,g +
0.0002138041734x,9 + 0.0002138041734x,7)"5 / 4 ;

0.70x, +1.00x, +1.30x, + 2.00X, + 2.40x, + 3.00X, + 4.50%, +5.00, +10.00x, +
1.575x,, + 3.150x,, + 7.00X,, + 8.75X,, +17.50x,, +110.50,, + 32.50x,, + 6.50X,, +
6.50x,; + 6.50X 4 + 3.25X ,, < 24 000;

104



X, > 400............. X, <550

Xy 250, X, <150 X1 250, X,, <100
X5 >300........., X, <400 X33 2 300............. X3 <400
X, =300, X, <400 X1g 250 X, <100
X5 225 e, X5 <75 X5 2D X;5 <20

Xe 250 X, <150 p ST - T X,5 <30

X7 2 350.......... X, <450 Xy7 2 250............. X4, <350
Xg > 200............. X, <400 Xig 2150............. X, <300
Xg 230 Xy <90 X3 2 350........... X, <550
X102 50, X, <150 X3 21 500............. X ,, <2000
X, <650 X, <900

X, <200 X,, <150

X3 <500 X, <450

X, <550 X,, <150

X5 <100 X5 <50

X <150 X,; <50

X, <600 X,, <400

X <450 X,5 <500

X, <100 X4 <600

X, < 250 X ,, <2500

X11 X3 X3, X4s X55 Xy X75 Xgs Xgs X109y X115 X121 X135 X140 X150 X161 X17, X1g0 X190 X5 2 0 Ve tamsay1
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Yeniden bigimlendirilmis matematiksel model i¢in tek bir amag olarak ¢oziilmesiyle elde
edilen optimum degerler, Tablo 17°de Bulanik Uzlasik Programlama modelinin ¢6ziimii

olarak verilmistir.

Tablo 17. Bulanik Uzlasik Programlama Coziimii

DEGISKENLER Z Z, Wi
VY1(x)) 550 550 550
VY2(x,) 150 150 150
VY3(x3) 400 400 400
VY4(x,4) 400 400 400
VY5(xs) 75 & 75
VY6(xg) 100 100 100
VY7(x,) 440.8333 440.8333 440.8333
VY8(xg) 200 200 200
VY9(xq) 30 30 30
SY1(x40) 150 150 150
SY2(x44) 700 700 700
SY3(x4,) 50 50 50
SY4(x13) 300 300 300
SY5(x14) 50 50 50

KBP1(x;5) 5 5 5

KBP2(x16) 5 5 5
KVBP1(x45) 250 250 250
KVBPI(x;5) 150 150 150
YBP1(x45) 350 350 350
YBP2(x5) 2 000 2000 2000
AMACLAR 3857.291645 6355.8333 34715.624805

Tablo 17°de elde edilen amag fonksiyonu 1.158466 degerini almistir. Ele alinan amag
fonksiyonu degerinden, daha 6nce hesaplanan kriter agirlik degerleri ile elde edilen
1.029467095 degerine ¢ikarma islemi uygulayarak 0.128998905 sonucuna ulasilmigtir.

Bu deger karar vericiler i¢in kabul edilebilir bir sonugtur.

Amag fonksiyonu degeri=1.158466
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1.158466 — 1.029467095 = 0.128998905

Modelin ¢6ziim siireci bilindigi gibi Cok Amaghi Dogrusal Programlama, Uzlagik
Programlama ve Bulanik Uzlasik Programlama olmak iizere {i¢ agsamadan olusmaktadir

ve bu ili¢ asamanin genel degerlendirilmesi Tablo 18’de verilmistir.

Tablo 18. Modellerin Genel Degerlendirilmesi

PEGSKENLER B0  progamiams roganiams
Programlama
VY1(x)) 550 550
VY2(x,) 150 150
VY3(x3) 400 400
VY4(xy) o0 400
VY5(s) 75 75
VY6(xe) 150 100
VY7(x,) 350 440.8333
— (m 29000 23000
VY9(xo) o
SY1(x40) COZUM 150 150
SY2(x44) YOKTUR 400 400
SY3(xy5) _ 50 50
SY4(xys) 300 300
SY5(x.s) 64.890350 50
KBP1(x42) 5 5
KBP2(x44) 5 5
KVBP1(x;5) 250 250
KVBPI(x;5) 150 150
YBP1(xy0) 350 350
YBP2(x,q) 1503.859619 2000
Amag 7, 3873900 7, 7820070019 7, 3857.291645
Fonksiyonlar: 7, 6372500 7, 5593749969 7, 6355.8333

W; 2895750 w; 31911.29984 W, 34715.624805
D=0.500 1.158466
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Tablo 18’de ¢oziimlerin verdigi sonuglar ele alindiginda, ilk olarak Cok Amagli Dogrusal
Programlama modelinin uygun ¢oziim vermedigi goriilmiistiir. Bununla birlikte her bir
amacin farkli degisken degerlerine gore aldigi degerler verilmistir. Uzlasik
Programlamada amaglarin her biri hedeflere doniistiiriiliirken, Cok Amagli Dogrusal
Programlama ¢oziimlerinden elde edilen pozitif ideal ¢oziimler ile negatif ideal ¢oziimler
kullanilmistir.  Uzlagik Programlama ¢6ziimiin verdigi ama¢ fonksiyonu degerleri
incelendiginde, birim dretim ile kar amacinda azalmalar, maliyette ise artiglar
goriilmektedir. Bu sebeple amag¢ degerleri ideal ¢oziimlerden uzak olmasina karsin
uzlasik ¢oziim ile tatminkar bir seviyede gerceklesmistir. Son olarak her bir amag
fonksiyonunun ¢oziimiinden elde edilen {istiin olmayan ¢ozlimler tablosuna gore nadir
degerlerine ulasilarak, her bir amag¢ fonksiyonuna ait fayda fonksiyonunun iiyelik
fonksiyonu kurulmustur. Ayrica karar vericiler tarafindan belirlenen kriter agirliklar: ile
birlikte, BUP ¢6ziimiine ulagilmistir. Sonug itibariyle yapilan ¢oziimde kar, birim iiretim

ve maliyet hedeflerinde artiglar belirlenmistir.
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SONUCLAR VE ONERILER

Karar verme isleminin gergeklestirilebilmesi i¢cin ¢ogu zaman, yOneylem arastirmasi
icerisinde yer alan karar verme tekniklerine basvurulur. Karar verme tekniklerinin
kullaniminda ise, karar vericilerin tercihleri 6nemli bir role sahiptir. Karar verme siirecine
yardimci olacak karar vericilerin o anki psikolojik durumu, sosyal ¢evrenin etkisi,
tecriibeleri ve 6znel yargilar siirecin sekillenmesini saglar. Problem yapisina gore de en

uygun teknigin kullanilmasini tercih ederler.

Karar verme, yasamin her asamasinda karsilasilabilecek bir siirectir. Bazen bireysel
toplumsal, yonetsel alanlarda bazen iiretim, finans ve mali birimlerde bazen de rekabetli
ve riskli ortamlarda karsimiza ¢ikmaktadir. Bu siirecin en iyi sekilde degerlendirilmesi ve
en dogru kararin verilebilmesi icin karar vericiler ¢oklu ve ¢eliskili kriterleri agikca
dikkate almalidir. Uretim alaninda karar verirken, amaglar nitelik ve nicelik bakimindan
en iyi sekilde degerlendirilmelidir. Bu amaglar tek bir kritere bagli olabildigi gibi birden
fazla kritere de bagl olabileceginden cesitlilik 6zelligine sahiptir. Karar vericiler her
zaman maliyetlerinin diismesini, israfin Oniine gecilmesini, kaynaklarin en 1yi sekilde
islenilmesini ve karmnin artmasimni hedeflemektedir. Bu gibi birbiriyle ¢elisen ve
bilinyesinde birden fazla amaci barindiran karar problemleri i¢in Cok Amagli Karar

Verme tekniklerinden yararlanilmalidir.

Cok amacgli optimizasyon problemlerinin ¢6ziimiinde ama¢ fonksiyonlarinin
birlestirilmesine yonelik yaklasimlardan biri olan Uzlagik Programlama teknigine
basvurulur. Celisen amaglar1 optimum kilan tek bir ¢6ziim bulunamayacagindan her bir
amacin agirlik derecesini gozeten uzlasik ¢oziimler bulunabilir. Uzlasik ¢6ziim karar

vericinin arzu edilen seviyeye yakinlasmasini saglayan uygun ¢éztimler iiretir.

Uzlasik Programlama yaklasimindaki bazi belirsizlik durumlart s6z konusu olabilir veya
karar vericilerin kararlar1 tutarsiz bir sekilde degisebilir. Boyle belirsiz ve g¢eligkili
durumlarin istesinden gelebilmek i¢in Bulanik Uzlasik Programlama yaklagimindan
yararlanilmalidir. Bulanik Uzlasik Programlama, ¢eliskili goriisleri ifade ederken kararin
sonuglar1 hakkinda ve arzu edilen degerler igin bilgilendirerek, karar vericilerin dogru

karar vermesini saglar.
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BUP yaklasimi, geleneksel Cok Kriterli Karar Verme tekniklerine kiyasla ¢ok sayida
karsilastirma avantaj1 sagladigindan, karar vericiler daha ¢ok sezgisel olarak siirece dahil
oldugundan ayrica ideal ve uzlasik ¢oziimler eksik veya hatali olsa dahi ¢6ziime esneklik
getirdiginden c¢ok amacli optimizasyon problemlerinde Bulanik Uzlagik Programlama

teknigi kullanilmalhidar.

Bulanik Uzlagik Programlama da, karar vericinin kararlarina gore kurulan model
iizerindeki rakamlar da bulaniklik s6z konusudur ve bu model de iiyelik fonksiyonu

kullanilarak hedefler olusturulur.

Birden fazla amaci igeren matematiksel programlama modellerinde amaglarin
birbirleriyle ihtilafli olmalari, yapilmasi gereken optimizasyonun tam anlamiyla
gerceklesmesine engel olmaktadir. Bu sebepler amag¢ fonksiyonlarinin en iyi
performansini veren pozitif ideal ¢éziimler ile en kotli performansini veren negatif ideal
¢oziimler goz Oniinde bulundurularak ¢6zliim arastirilmalidir. Bu c¢alismada Bulanik
Uzlasik Programlama modeli, Uzlasik Programlama modeli ve Cok Amacli Dogrusal
Programlama modeli ger¢ek bir problem vasitastyla karsilastirilmis ve Cok Amacgh
Dogrusal Programlama ve Uzlagik Programlama modelinde saglanamayan tatminkar

¢Oziim, BUP yardimiyla gerceklestirilmistir.

Kurulan model de siit {irlinleri lireten isletmenin iiretim siireci ele alinmistir. Elde edilen
verilerle Cok Amacli Dogrusal Programlama, Uzlasik Programlama ve Bulanik Uzlasik

Programlama modellerinin birden fazla amaci igeren yapilart incelenmistir.

Isletme yonetimi tarafindan belirlenen yirmi farkl tipteki siit iiriinleri {iretimi i¢in miisteri
talebi, makine kapasitesi ve iiretim miktarlar1 Tablo 8’de, birim fiyat , maliyet ve kar
degerleri Tablo 9’da, siit iriinlerinde islenilen siit miktarlari, her bir {riin ig¢in
hesaplanarak Tablo 10’da verilmistir. Her bir iiriin i¢in atanan karar degiskenleri, X1, Xp,
X3, X4, X5, Xg, X7, Xg, X9, X10, X11, X12, X13, X14, X15, X1, X17, X1, X19 V€ Xpo seklinde

tanimlanmustir.

Uretim plani icerisinde ii¢ farkli amag belirlenmistir. Bu amagclar, modeldeki sirasiyla Z:
Kar Amaci, Z,: Birim Uretim Amaci, Z3: Maliyet Amacidir. Belirlenen bu amaglar
haricinde kisitlar ile ilgili tolerans degerleri verilmistir. Bu kisitlar vakumlu taze
yogurttan 9 adet, slizme yogurttan 5 adet, ¢esitli peynir iiretiminden ise 6 adet olmak
lizere toplamda 20 kisit olusturulmustur. Hedeflere ve kisitlara bagli olarak (M5.1)

modeline gore ¢cok amagli matematiksel model kurulmustur.
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(M5.1)’deki ¢ok amagli matematiksel modelin ilk agsamasinda her bir amag fonksiyonu
icin ¢oziimii gergeklestirilecek, optimalligi incelenmistir. Her bir amag¢ fonksiyonu i¢in
Cok Amacli Dogrusal Programlama c¢oziimii Tablo 11°de verilmistir. Optimalligi
arastiritlan modelden elde edilen sonuglarda optimal ¢6ziime ulagilmamistir. Daha sonra
her bir amag¢ fonksiyonu icin birinci bolimde yer alan (1.8) ve (1.9) denklemleri
kullanilarak pozitif ideal ¢oziimler, (1.11) ve (1.12) denklemleri kullanilarak negatif ideal
¢oziimler belirlenmistir. Tablo 12’deki pozitif ve negatif ideal ¢6ziimlerden elde edilen

degerlere bagli olarak Uzlasik Programlama ¢6ziimii gergeklesmistir.

Model (M5.2)’in Uzlasik Programlama ¢oziimiinden elde edilen degisken ve amag
fonksiyonu degerleri, Tablo 13’de verilmistir. Uzlasik Programlama modeline gore
belirlenen uzlagik ¢6ziim degerleri her bir degisken i¢in ayni degisken degerinde
belirlenmis ve uzaklik parametresi d = 0.500 olarak elde edilmistir. Bu durum uzaklik
parametresine gore belirlenen ¢éziimiin tam olarak pozitif ve negatif ¢ozlimler arasinda
meydana geldigini gostermektedir. Uzlagik Programlama ¢oziimiiniin amag¢ fonksiyonu
degerleri incelendiginde, birim iiretim ve kar amacinda azalmalar, maliyet degerinde ise
artis oldugu izlenmistir. Bu nedenle Uzlasik Programlama ¢6ziimii tatminkar seviyede

gerceklesmemistir.

Tablo 11°deki her bir amag¢ fonksiyonu ¢oziimiinden elde edilen degiskenler ile, Tablo
14’de yer alan iistiin olmayan c¢oziimler tablosu olusturulmustur. Ustiin olmayan
coziimler incelendiginde uygun ¢6ziim alanlarinin olmadig: goriilmektedir. Uygun ¢6ziim
alaninin olusmasi icin Bulanik Uzlasik Programlama teknigi kullanilarak uzlasik ¢6ziim
belirlenmelidir. Bunun i¢in ilk adim {istiin olmayan ¢dziimler tablosu ele alinarak, nadir
degerlerinin belirlenmesidir. Tablo 15’de Bulanik Uzlasik Programlama ¢6ziimii igin

nadir degerleri belirlenmistir.

Nadir degerlerine gore her bir amag¢ fonksiyonuna ait {iyelik fonksiyonlar1 kurulmustur.
(M5.1) modelinin Bulanik Uzlasik Programlama modeline doniistiiriilebilmesi i¢in (4.6)
denkleminden yararlanilmistir. (4.6) denkleminde yer alan kriter agirhgi degerleri karar
vericinin tercihine bagli olarak, ii¢ amag i¢inde 0.333 degeri verilerek, her bir amacin esit
degerler almasina dikkat edilmistir. Her bir amag icin kriter agirligi degerleri Tablo 16°da

verilmistir.
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(4.6) denkleminde gosterilen Bulanik Uzlasik Programlama formiiliinde, her bir
parametrenin genisletilmis hali (4.12) denkleminde gosterilmistir. Bu denkleme gore,

BUP i¢in yeni bir amag fonksiyonu olusturulmustur.

(4.6) denkleminde belirtilen a degeri i¢in, a = 0.8 degerine karar verilmistir. Yeniden
bi¢imlendirilen matematiksel model tek bir hedef olarak ¢oziilmesiyle Bulanik Uzlagik
Programlama ¢oziimii elde edilmistir. Ulasilan ¢6ziim sonucuna gore amag fonksiyonu

degeri 1.158466 olup, optimum degerlere Tablo 17’°de yer verilmistir.

Sonu¢ olarak Bulanik Uzlasik Programlama c¢oziimiiyle elde edilen degerlere
baktigimizda, kar hedefinin Cok Amagli Dogrusal Programlama ¢oziimiiyle belirlenen
kar hedefiyle hemen hemen yakin degerler aldigini, Uzlasik Programlama ¢6ziimiine gore
ise gozle goriilir bir artis oldugunu, birim iretim miktarinin Cok Amacli Dogrusal
Programlama ¢6ziimiiyle elde edilen birim iiretim miktarina yakin, Uzlagik Programlama
coziimiinden elde edilen degerden biiylik deger aldigini, maliyet hedefinin ise, hem Cok
Amagli Dogrusal Programlama hem de Uzlagik Programlama c¢oziimiine gore fazla

oldugunu gosterir.

Uretim siirecinde en iyi ve en kotii performans degerlendirmesi karar vericiler tarafindan
saglanir. Elde edilen sonuclara gore bir degerlendirme yaptigimizda birtakim tavsiyelerde
bulunabiliriz. Bulanik Uzlasik Programlama sonuglar1 maliyet unsurunda artis
gostermesine ragmen, biitiin  hedeflerin tatminkarlik seviyesinde gergeklestigi
goriilmektedir. Ug ayr1 ¢oziim teknigi icerisinden, tatminkarlik seviyesini saglayan BUP

modeli, tiretim siirecinde dogru kararlarin alinmasinda kullanilmalidir.

Bu sonuglara gore, 6zellikle 500 gr’lik yagl beyaz peynirin ¢ok miktarda; 350, 650, 1
000, 2 250 gr’'lik vakumlu yogurtlardan, 900 ve 2500 gr’lik siizme yogurtlardan 1 000
gr’'lik klasik vakumlu beyaz peynirden ve 1 000 gr’lik yaghh beyaz peynirden orta
miktarlarda; 500, 1 500, 2 500 gr’lik vakumlu yogurtlardan, 450 gr’lik siizme yogurttan
ve 1000 gr’lik kdy peynirinden bir miktar; son olarak 1 200 ve 5 000 gr’lik vakumlu
yogurtlardan, 2000 ve 5000 gr’lik slizme yogurtlardan ve 17 000 ve 5 000 gr’lik klasik
beyaz peynirlerden az miktarda tiretmelidir. Firma ¢6ziim sonucuna goére belirlenen
tiretim tiplerini ve miktarlarini dikkate aldig1 ve gilinlik makine kapasitesini, hammadde
miktarlari1 en iyi sekilde kullanildigi takdirde karini daha fazla artirma imkani

bulacaktir.
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