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GĠRĠġ 

 

 

Bu çalıĢma, UzlaĢık Programlamanın (UP) bir uzantısı olan Bulanık UzlaĢık 

Programlama yaklaĢımının geliĢtirilmesi sürecini içerir. Tarafımızdan önerilen modelin 

geliĢim süreci, iki aĢamadan oluĢmaktadır. Ġlk aĢamasında literatür araĢtırması yapılarak 

teori kısmı yer alırken, ikinci aĢamasında ise, çalıĢmamızın uygulama sürecinden söz 

edilmiĢtir. 

Bulanık UzlaĢık Programlama sürecini konu alan bu çalıĢma, beĢ bölümden 

oluĢmaktadır. Birinci bölümde araĢtırma konusu ile ilgili literatür taraması yapılmıĢtır. 

Bu bölümde karar verme sürecinin önemi, doğru kararın verilmesinde iĢletmeye sağladığı 

yararlar anlatılmıĢtır. Çok Amaçlı Doğrusal Programlama (ÇADP) yaklaĢımının geliĢim 

süreci araĢtırılmıĢ ve genel uygulama alanları hakkında bilgi verilmiĢtir. 1950‟li yıllardan 

itibaren karĢımıza çıkan Çok Kriterli Karar Verme (ÇKKV) metotlarının, tanım ve temel 

kavramlarına, çözüm tiplerine yer verilmiĢtir. Çok Amaçlı Karar Verme (ÇAKV) 

modellerinin matematiksel yapısı ve Çok Amaçlı Karar Verme sürecinde kullanılan 

teknikler sınıflandırılmıĢtır. 

Ġkinci bölümde, Zeleny tarafından önerilen UzlaĢık Programlama yaklaĢımına ait temel 

kavramlar açıklanarak, matematiksel yapısı ele alınmıĢtır. 

Üçüncü bölümde, öncelikle Bulanık Mantık Teorisi incelenmiĢtir. Bu bölümde Bulanık 

Mantık Teorisinin avantaj ve dezavantajlarına yer verilmiĢ ve uygulama alanından söz 

edilmiĢtir. Bulanık Küme Teorisine ait kavramlar açıklanarak, bulanık küme iĢlemlerine 

yer verilmiĢtir. Daha sonra Bulanık Matematiksel Programlama ve Bulanık Doğrusal 

Programlama modellerinin formülasyonu verilmiĢtir. Bulanık Doğrusal Programlama 

modellerinde kullanılan yaklaĢımlardan Zimmermann yaklaĢımı, Verdegay yaklaĢımı ve 

Werners yaklaĢımı incelenmiĢtir. Bu yaklaĢımlara ait üyelik fonksiyonları ve bu üyelik 

fonksiyonlarına göre oluĢturulan modeller açıklayıcı bir Ģekilde anlatılmıĢtır.  
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Dördüncü bölümde Bulanık UzlaĢık Programlama modeli hakkında genel bilgiler 

verilerek, matematiksel formülasyonu ve Bulanık UzlaĢık Programlama süreci incelenmiĢ 

ve girdi Ģekillerinin, kriter ağırlık değerlerinin ve bulanık mesafe metriklerinin alabileceği 

tipik Ģekillere yer verilmiĢtir.  

Uygulama bölümünde süt ürünleri üreten bir firmanın belirlenen üç amaç fonksiyonu ve 

20 kısıtı ile üretim süreci ele alınmıĢtır. Ġlk olarak Çok Amaçlı Doğrusal Programlama 

modeline göre çözüm yapılarak, amaç fonksiyonu değerleri belirlenmiĢtir. Bu değerlere 

göre uygun çözüm alanının bulunamadığı açıklanmıĢtır. Ġkinci olarak problem, UzlaĢık 

Programlama modeli ile çözümü gerçekleĢtirilmiĢtir. Ġdeal çözümlerden yararlanılarak, 

sonuca ulaĢılan UzlaĢık Programlama modelinde, her bir değiĢken için aynı değiĢken 

değerleri belirlenmiĢ ancak optimallik tatminkar seviyede oluĢmamıĢtır. Üçüncü bölümde 

üstün olmayan çözümlerden elde edilen Nadir değerler ile üyelik fonksiyonları kurulmuĢ 

ve bununla birlikte karar vericiler tarafından belirlenen kriter ağırlıkları ile Bulanık 

UzlaĢık Programlama çözümü gerçekleĢtirilmiĢtir. Uygulama modelleri LINDO 6.1 ve 

LINGO 14.0 kullanılarak çözülmüĢtür.  
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BĠRĠNCĠ BÖLÜM 

 

KARAR VERME SÜRECĠ VE ÇOK KRĠTERLĠ KARAR VERME 

 

 

1.1. Karar Verme Süreci 

Karar verme, birden fazla seçenek arasından örgüt için en uygun olanın belirlenmesi 

olarak tanımlanır. Karar verme esnasında; karar vericilerin deneyimleri, öznel yargıları, 

stratejik hedefleri dikkate alındığı gibi birçok nicel ve nitel kriterin de sürece dâhil 

edildiği görülmektedir. Karar vericilerin psikolojik durumu, içinde bulundukları sosyal 

ortam ve geleceğe dönük beklentileri karar üzerinde etkili olmaktadır. Bu nedenle iç ve 

dıĢ çevreden etkilenmeden, ancak bu çerçeveyi de dikkate alarak doğru kararlar almak 

iĢletmeler için önemlidir (Özbek, 2014).  

Rasyonel kararlar vermek, düĢünen bir varlık olan insana özgü bir davranıĢ olup, karar 

vericiler, her daim en doğru kararı verebilme arzusu içerisine girer (Guerrero-Baena, 

Gomez-Limon, & Fruet Cardozo, 2014). 

Birçok iĢletme veya firma değiĢik alanlarda karar vermek zorunda kalır. Tabi ki en doğru 

kararın verilmesi hedeflenir. Bireylerin karar vermesi gereken önemli konulardan biri, 

iĢletmelerin finansal ve ekonomik performansların değerlendirilmesine yönelik alınacak 

kararlardır. Bu kararlar, finansal ve ekonomik performansın ölçülmesinden, iĢletmeye 

kredi sağlayacak olan kiĢi ve kurumların belirlenmesine kadar birçok alanda doğrudan 

etki göstermektedir (Turan, Özarı ve Demir, 2016). 

Bir diğer konu, yönetimde karar verme olgusudur. Bireylerin aldıkları kararların, 

amaçlara uygun olup olmadığı karar verme iĢlemi ile ilgilidir. Bu yüzden yönetim 

sorumluluğu almıĢ bireyler, sonuçları az veya çok zararlı, amaca kısa ya da uzun yoldan 

ulaĢan, Ģirketin finansal durumunu, çalıĢanlarını ve performanslarını gözeten, Ģirketin 

uzun veya kısa vadeli ömrünü oluĢturacak kriterler gibi birçok alanda karar alma 

durumundadır (Emhan, 2007). 
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Gerek bireysel, gerek yönetsel gerekse de toplumu etkileyecek düzeyde kısaca her 

seviyede doğru ve etkili karar vermek, önemli bir beceri olarak kabul edilir. Doğru karar 

verme de karar vericinin becerisini oluĢturan akıl, sezgi ve deneyimlerini doğru 

kullanabilme yetisinin önemi bilinmekle beraber günümüzde zorlaĢan ve karmaĢıklaĢan 

karar süreçlerinin karar vericinin daha etkin, hızlı ve daha doğru karar verebilmesine 

olanak sağlayacak karar alma araçları ile desteklenmelidir (Yıldırım, 2015). 

Rekabetli ve riskli ortamlarda daha verimli ve daha güvenilir büyümeyi hedefleyen 

iĢletmelerin alacakları kararlar son derece önemlidir. Hızla değiĢen ortam koĢullarına 

uyum sağlayan, geliĢme fırsatını daha çabuk yakalamaktadırlar. Bu kararların etkinliğini 

artırabilmek için de çok sayıda nicel ve nitel kriterleri bir arada değerlendirebilen 

yöntemlerden, yardım alarak gerçekleĢtirilir (Fettahoğlu, Dönmez ve Kazhi, 2016). 

Karar verme sürecinde çeĢitli risk teĢkil edebilecek bazı durumlar mevcuttur ve bu 

hususlara dikkat etmek son derece önemlidir. Bu hususlar Ģöyle sıralanabilir (Emhan, 

2007): 

 Karar verme sürecinde aceleci davranmak. Acele verilen kararlar yanlıĢ sonuçlara 

sebep olabilir. 

 Çok geç hareket edilmesi. Geç karar vermek, bazı fırsatların yakalanmasına engel 

olabilir.  

 Öncelik sıralaması dikkate alınmadan plansız bir karar verme süreci. 

 Yapılan hataların kabullenilmemesi ve bu durumun doğru karara ulaĢmada 

gecikmelere sebep olması. 

 Karar vericilerin baĢkalarına kimselere danıĢmadan hareket etmesi gibi durumlar 

risk durumlarını meydana getirir. 

Yukarıda belirtilen bu hususlara dikkat edildiği takdirde daha doğru kararlar ve daha 

güvenilir sonuçlar elde edilecektir. 

Etkili bir kararın verilebilmesi için karar sisteminin özelliklerini bilmek fayda 

sağlayacaktır. Bu özellikler Ģunlardır (Özmen ve Yörük, 2005): 

 Kararlar ne kadar rasyonel ve mantıklı ise o derece etkili bir karar verilmiĢ olunur. 

Analitik düĢünce sayesinde alınan kararların temeli sağlam atılmıĢ demektir. 
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 Etkili bir karar açık, anlaĢılır ve kolay uygulanabilir özelliğe sahip basit derecede 

olmalıdır ki, iĢletme içerisindeki her bölüm, kararları algılayıp 

uygulayabilmelidir. 

 Etkili karar zamanında verilmelidir. 

 Etkili karar hızlı bir Ģekilde alınıp uygulamaya konulmalıdır. 

 Etkili bir karar, hukuki olarak yönetimin mevzuatına, uygun olup iĢletmenin 

amaçlarına paralel olmalıdır. 

Karar problemi, ayrı ayrı analiz edilir ve alternatif önermek için karar analizi aksiyomları 

(mantığı) ile parçaya ayrıĢtırılıp seçilmelidir. Bu "böl ve yönet" kavramlarının uyumu 

disiplinler arası sorunların ele alınması için neredeyse Ģarttır. Karar analizi yöntemi, 

geleneksel teknikleri, yöneylem araĢtırması, yönetim bilimi, sistem analizi ve profesyonel 

hüküm ve karar vermeyi desteklemek ve analiz değerlerini birleĢtirmek için bir çerçeve 

sağlar. Karar analizi, modelleri (örneğin; ekonomik, bilimsel, yöneylem araĢtırması), 

mevcut veriler, örnekler ve testleri ve uzmanların bilgileri ile alternatiflerin çeĢitli 

sonuçlarını ölçmek için kullanılır.  Karar analizinin temel yönleri (Keeney, 1982): 

 Bazı amaçları gerçekleĢtirmek için ihtiyaçlar belirlenmelidir. 

 ÇeĢitli alternatiflerden biri seçilmelidir. 

 Alternatifler ile ilgili farklı sonuçlar değerlendirilmelidir. 

 Genellikle her bir alternatif sonuç hakkında belirsizlikler olabilir. 

 Olası sonuçların tümü eĢit değerli değildir, Ģeklinde sıralanabilir. 

Karar verme, bir süreçten ibaret olup, bu karar verme sürecinin çerçevesini aĢağıdaki 

ġekil 1‟de sırası ile adımlar halinde görmek mümkündür. 
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ġekil 1. Karar verme süreci çerçevesi  (Lu, Zhang, Ruan ve Wu, 2007) 

Yukarıda verilen karar verme süreci çerçevesine göre ana aĢamaları kısaca açıklamak 

gerekirse problemin tanımlanması aĢamasında; yöneticinin problemi en iyi Ģekilde 

tanımlaması sadece bir baĢlangıçtır. Ayrıca birçok sorunla karĢı karĢıya da 

kalabilmektedir. Bu yüzden bir taraftan problemin elde edilen veri ve tahminlerle amacını 

belirlerken diğer taraftan gerçekleĢecek sorunları, amaçları ayırt edebilmelidir. 
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Tanımlanma aĢamasında problemin tanımı açıkça belirtilmeli, kiĢilerin veya grupların 

görevleri sorumlulukları belirlenmeli, problemle ilgisi olduğu düĢünülen konular ortaya 

çıkarılmalıdır. Ancak belirsiz bir durum mevcut ise, problemin tanımlanması iĢletmeyi 

yanıltacak ve rasyonel kararlar alınmasını engelleyecektir. Bu belirsizlik durumu göz 

önünde bulundurulmalıdır. En iyi alternatifin seçilmesi aĢamasında; problemin iyi bir 

Ģekilde tanımlanması yapıldıktan sonra doğru ve en iyi çözüm yolları araĢtırılmalıdır. 

Çözüm yolları bulunurken bazı kriterlerden yardım alınabilir, bunlar geçmiĢ deneyimler, 

rakiplerin uygulamaları iĢçilerin, müĢterilerin sergiledikleri davranıĢları ve önerileri 

yararlı bir kaynak olabilir. Meydana getirilen alternatifler birden fazladır bu yüzden 

alternatifler içerisinden en uygun olanı seçilmelidir. Bu durum çeĢitli araĢtırmalar 

gerektireceğinden dolayı uygun alternatifi seçmek bazen zor olabilir. Bu durumun 

üstesinden gelebilmek içinde riskin derecesi, ekonomik olma durumu, zamanlama ve 

kaynakların sınırlandırılması gibi bazı ölçekleri göz önünde bulundurmamız gerekir. 

Seçilen alternatifin değerlendirilmesi; genelde her bir alternatif birden fazla sonuç 

ortaya çıkaracaktır ve bu sonuçlar çeĢitli zamanlarda ve derecelerde görülebilir. Birden 

fazla sonuç dizisinden seçim yapabilmek için karmaĢık bir değer sistemine ihtiyaç 

duyulmaktadır. Böylece tek bir dizi sonuç, baĢka bir diziye bağlanabilmesine 

kararlaĢtırılır. Kararın uygulanması aĢaması; elde edilen bulgular ve beklentiler karar 

verici tarafından sürekli olarak karĢılaĢtırmaya tabi tutularak, çözümün ne derece etkin 

olduğu gözlemlenir. GerçekleĢen sonuçlar ile beklentiler arasında anlamlı farklar 

oluĢursa, karar verici hatalı bir karar aldığını anlar ve hatasını düzeltmeye çalıĢır (Emhan, 

2007). 

Karar verme, elde bulunan bütün bilgileri göz önünde bulundurarak durumun 

kavranması, alternatif eylem biçimleri ile ortaya konulacak sonuçların gözden geçirilmesi 

ve uygun eylemin seçilerek uygulama aĢamasının gerçekleĢtirilmesidir. Rekabet 

koĢullarının artmasını göz önünde bulundurulacak olunursa, iĢletmeler açısından karar 

verme durumu, daha önemli hal alarak büyük bir prestije dönüĢmektedir. Bilim ve 

teknolojideki geliĢmelerle, artık karar verme problemlerinin çözümleri, sezgisel değil 

bilimsel yöntemlerle açıklanmaktadır. UlaĢılmak istenen hedefin birçok değiĢken 

tarafından belirlendiği ve değerlendirilecek alternatiflerin her birinin kendine özel 

avantajlarının bulunduğu durumlarda karar verme iĢi bir hayli zorlaĢmaktadır. Bu yüzden 

kararlar üzerinde etkili olacak, karĢılaĢılan güçlüklerin üstesinden gelmeyi sağlayacak, 
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tüm kriterlerin değerlendirilmesi ve analizi amacıyla Çok Kriterli Karar Verme 

yöntemleri geliĢtirilmeye çalıĢılmıĢtır (Kaya, Kılınç ve Çevikcan, 2007). 

Karar vericiler,  karar verme durumuyla karĢılaĢtıklarında, çoklu ve çeliĢkili kriterleri 

açıkça dikkate almaları gerekir. Son yirmi yılda Çok Kriterli Karar Verme problemlerini 

çözmek için birçok yöntem geliĢtirilmiĢtir; karar verici, büyük oranda tercih bilgilerini 

elde edip, çözüm yöntemlerini kategoriler halinde, progresif ve interaktif yöntemler 

olarak ayırır. Ġnteraktif çözüm yöntemleri, bir sonraki çözüme karakterize olmasından 

dolayı,  karar vericiler her adımda, interaktif olarak en çok tercih edilen çözüme doğru 

ilerler (Buchanan, 1994). 

Çok Kriterli Karar Verme yöntemleri, karmaĢık karar problemlerinin bilimsel ve analitik 

yaklaĢımlarla beraber karar vericiye en doğru ve en güvenilir kararın alınmasına yardımcı 

olur (Guerrero-Baena vd., 2014). 

Çok Kriterli Karar Verme yöntemleri, karar problemlerinin doğal özelliklerinin iyi 

anlaĢılmasını sağlamakta, katılımcıların karar sürecine katılabilmeleri için rollerini 

teĢviklemekte, müĢterek kararları ve uzlaĢmaları kolaylaĢtırmakta, kararları rasyonel, 

etkin ve açık hale getirerek kaliteyi artırmaktadır (Pohekar ve Ramachandran, 2004). 

 

1.2. Çok Kriterli Karar Verme ve Tanımı 

Kararlar, bireyler veya gruplar tarafından elde edilebilir. Bireysel kararlar çoğu kez daha 

düĢük yönetim düzeylerinde ve küçük kuruluĢlarda elde edilirken, grup kararları ise 

genellikle yönetim düzeyi yüksek ve büyük kuruluĢlarda elde edilmektedir. Karar verme 

problemlerinde farklı sınıflandırmalar oluĢabilir ve bu yüzden farklı modelleme ve çözüm 

metotları gerekmektedir. Yapısal bir problem olarak, en iyi ya da en tatminkâr çözüm 

yöntemlerini, elde etmek için standart çözüm yöntemleri bilinmektedir. Genel olarak, 

böyle bir sorun, mevcut klasik matematiksel modeller tarafından tanımlanabilir. Ancak 

belirsizlik durumlarında, hiçbir Ģekilde standart çözüm yöntemi olmadığı için 

yapılandırılmamıĢ bir sorundur. Çoğu kez yapılandırılmamıĢ bir sorunda insan sezgisi, 

karar vermede temeldir. Yeni hizmetleri planlama, bir yöneticinin iĢ alımı için personel 

seçme veya araĢtırma ve geliĢtirme projeleri, gelecek için tipik yapılandırılmamıĢ 

sorunları içerir. Bu sorunları çözmek için insani yargılara ihtiyaç duyulabilir (Lu vd., 

2007). 
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Ayrıca nesnel gerçekliğin tanımlanabilmesi için birtakım özelliklere bakılır. Bir kiĢi; boy, 

kilo, renk, yaĢ, zenginlik gibi farklı açılardan tarif edilebilir. Diğer özellikleri örneğin; 

akıl, güzellik ya da sosyal statü, daha öznel ve önyargılı olabilir. Bu alternatifler 

içerisinden karar verme kriteri olarak herhangi bir özelliğin seçilmesi mümkündür. 

Burada önce hedef düzeyleri belirlenir, özel değerler, nitelikleri veya amaçları açısından 

tanımlanır. Örneğin "gaz kilometresini üst düzeye çıkarma" bir araba ile ilgili iyi bir 

hedeftir. "Galon baĢına yirmi altı millik bir gaz kilometresinin sağlanması" ise belirli bir 

hedef ya da amaç için referans değeri gösteren, açıkça ifade edilmiĢ bir hedeftir. Burada 

ki amaç, iyileĢtirme ya da bireysel nitelik ölçekleri ile birlikte tercih yönlerinin, temsil 

edilmesidir. Bu durumun iki yönü vardır: Daha fazla veya daha az (maksimize veya 

minimize). Örneğin; niteliğin alternatifler arasından, en yüksek olanın bulunması veya 

yüksek olanın en üst düzeye çıkarılması bir hedeftir.  Böylece amaçlanan iyileĢtirme yönü 

nesnel olabilecektir (Zeleny, 2005).  

Her hedef için bir bakıma en uygun olarak adlandırılabilecek, “ideal” alternatif vardır. 

Çok Kriterli Karar Verme yöntemi için en önemli görev "iyi" bir uzlaĢma yolu bulmaktır. 

Bu aynı zamanda, karar vericinin gözünde, en iyi performans alternatifidir. Bu nedenle, 

uzlaĢmanın kalitesini en iyi belirleyen, karar vericinin çok boyutlu olan tercihleridir 

(Habenicht, Scheubrein ve Scheubrein, 2014). 

Çok Kriterli Karar Verme sürecindeki problem çözümünü, sırası ile temel adımlarla 

göstermek mümkündür (Opricovic ve Tzeng, 2004). 

1. Hedeflerin kurulması, kriterlerle ilgili sistemin değerlendirilmesi. 

2. Hedeflere ulaĢmak için alternatif sistemlerin geliĢtirilmesi (Alternatiflerin 

üretilmesi). 

3. Kriterler açısından alternatiflerin değerlendirilmesi (Kriter fonksiyonlarının 

değerlendirilmesi). 

4. Çok kriterli yöntemlere normatif bir analiz uygulanması. 

5. Uygun bir alternatifin kabul edilmesi (tercih edilmesi). 

6. Çok kriterli optimizasyon problemlerinde nihai çözüm elde edilmez ise bilgilerin 

yeniden toplanması ve bir sonraki yineleme aĢamasına gidilmesi. 

Çok Kriterli Karar Verme yöntemine ait adımlar (Mateo, 2012): 

 Problemin tanımlanması alternatiflerin belirlenmesi ve kriterlerin oluĢturulması: 

Problem açık olarak tanımlanır, alternatifler ayırt edilir ve ana hususlara, 
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belirsizlik seviyesine ve kısıtlarla çatıĢan noktalara, amaçlara ve aktörlere 

değinilir. 

 Kriter ağırlıklarının atanması: Değerlendirme kriterlerine ait önem dereceleri, 

farklı yöntemler kullanılarak belirlenir. 

 Değerlendirme matrisinin oluĢturulması: Alternatifler, kriterler ve ağırlıklar bütün 

olarak bir karar matrisinde gösterilir. Çok kriterli hesaplamalar bu matris 

kullanılarak yapılmaktadır. 

 Uygun yöntemin seçimi: Alternatiflerin derecelendirilmesi amacıyla uygun olan 

Çok Kriterli Karar Verme yönteminden yararlanılır, verilerin özelliklerine ve 

belirsizlik seviyelerine göre sıralanır ve en iyi derecedeki alternatif, çözüm önerisi 

olarak sunulur. 

 Alternatiflerin sıralanması: Alternatif çözümler öncelik sıralamasına göre 

sıralandıktan sonra, en iyi olduğuna karar verilen alternatif, çözüm önerisi olarak 

ortaya konulur. 

ĠĢletmelerin ayakta kalabilmeleri ve süreklilik ilkesine sahip olabilmeleri için birçok 

seviyede farklı kararlar almak zorundadırlar. Bu kararları alırken, karar vericiler doğru ve 

güvenilir verilere ve değerlendirme süreçlerine ihtiyaç duyarlar. Bu yüzden karar verme 

süreçlerine, bilimsel tekniklerin dâhil edilmesine, sonuçların daha güvenilir olmasına ve 

subjektif kararlardan uzaklaĢılmasına yardımcı olur. ÇeĢitli karar problemleri ile karĢı 

karĢıya kalan yöneticiler için zor problemlerden biri de, birden fazla alternatif 

kümesinden, uygun alternatifin seçilmesidir. Bu seçim prosedüründe çok sayıda çeliĢen 

kriter dâhil olduğundan geleneksel seçim yöntemlerinin kullanılması, gerçekçi bir 

çözümü ortaya koymamaktadır (Soner ve Önüt, 2006).   

ÇKKV yöntemleri, organizasyonların ortaya konulmasında kullanılan ve elde edilen 

neticeler ile alternatifleri sıralama, alternatifler arasından seçme ve sınıflandırma yapma 

özelliğine sahip metotlar, olarak karĢımıza çıkmaktadır (Urfalıoğlu ve Genç, 2013).  

Çok Kriterli Karar Verme yöntemlerinin çeĢitliliği açısından geniĢ bir yelpazeye sahip 

olmasına rağmen, bu yöntemler bünyesinde birçok ortak özellik barındırmaktadır. Bu 

özelliklere aĢağıda yer verilmiĢtir: 

 Alternatifler: Karar vericinin ortaya koyacağı seçenek olarak adlandırılan 

eylemlerdir (Habenicht, vd. 2014). 
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 Birden fazla kriter: Kriterler, alternatiflerin farklı açılardan değerlendirebileceği, 

farklı boyutları ifade etmektedir. Kriterler, kararların ne derece etkin ve verimli 

olduğunu ölçmektedir. Seçeneklerin etkileri bazen doğrudan görülebilirken, bazen 

ise fark edilse bile niceliksel olarak ifade edilemeyen etkileri de olabilmektedir. 

Ancak böyle bir durumda alternatifler arasından en çok katkı sağlayan seçeneğin 

belirlenmesi, karar verici için hem zor hem de çok fazla zaman kaybı demektir. 

Bu yüzden genelde karar vericiler, bu faktörleri sezgisel olarak ele alırlar 

(Özgüven Tayfun, 2015). 

 Kriterler arasında çeliĢki: Kriterler bazen birbiriyle çeliĢmesi nedeniyle, tüm 

kriterlerin tatmin olmasını sağlayacak, bir çözüm bulunamamaktadır. Bu yüzden 

karar vericinin tercihlerine göre, bir çözüm kümesi oluĢturulmaktadır (Sayadi, 

Heydari ve Shahanaghi, 2009). 

 KarĢılaĢtırılamayan ölçü birimleri: Kriterler bazen farklı ölçü birimlerine sahip 

olmasından dolayı karĢılaĢtırma yapmak zorlaĢmaktadır. Örneğin; ikinci el araba 

satın alınmak istendiğinde, bazı kriterler göz önünde bulundurulur. Bunlardan biri 

de arabanın satın alma iĢleminden önce yapmıĢ olduğu km birimi ile ölçülürken, 

arabanın maliyet kriteri ise TL birimi ile ölçülmektedir. Bu yüzden farklı 

kriterlerin, farklı birimlere sahip olması, çok kriterli problemlerin çözümünü 

zorlaĢtırabilir. Arabanın alım probleminde fiyatı nicel olarak nitelendirirken, 

arabanın konforu gibi özellikler, nitel olarak değerlendirilir. Bu yüzden, nicel ve 

nitel kriterlerin aynı anda değerlendirilmesi, ÇKKV problemlerinin bir baĢka 

özelliğidir. ÇKKV problemlerinin bu özelliği sayesinde nicel ve nitel kriterlere, 

aynı anda cevap bulunabilir, kolay uygulanabilir, farklı problemlere ortak çözüm 

getirilebilir. ĠĢletmelerin performanslarının belirlenmesinde, ürün, iĢ görme gibi 

konuların karĢılaĢtırılmasında, sıkça ÇKKV yöntemlerine baĢvurulur (Özgüven 

Tayfun, 2015). 

 Kriter ağırlıkları: Çok Kriterli Karar Verme yöntemleri,  kriterlerin 

ağırlıklandırılması ile farklı önem derecelerine sahip olmasını ve kriterlerin ağırlık 

değerleri bakımından karara katkı sağlamaktadır (T.C. Çevre ve Orman Bakanlığı 

Türkiye Teknoloji GeliĢtirme Vakfı, 2010). 

Çok kriterli kararlar genellikle iki temel aĢamada ele alınmaktadır. Birincisi; her 

alternatifin sahip olduğu, kriterlere atanan puanlama sistemi diğeri ise; alternatifler 

arasında sıralama iĢleminin olmasıdır. Çok Kriterli Karar Verme yöntemleri, temelde dört 
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farklı boyutta sınıflandırılır bunlar; üst derecelendirme, değer ve fayda teorisi, etkileĢimli 

hedef programlama, grup kararı ve uzlaĢmaya dayalı yöntemlerdir (Valls ve Torra, 2000). 

Çok Kriterli Karar Verme problemleri, günlük hayatta çok sık görülür. KiĢisel bağlamda, 

bir ev ya da bir araba satın alma açısından fiyat, boyut, stil, güvenlik, konfor, vs. 

karakterize edilebilir. ĠĢ bağlamında, genellikle karmaĢık ve büyük ölçekli kuruluĢların, 

ÇKKV sorunları daha fazladır. Örneğin, Avrupa'da birçok Ģirkette yüzlerce kriter ve alt 

kriter kullanarak kurumsal öz değerlendirme yapılıp, EFQM (Avrupa Kalite Yönetimi 

Vakfı) iĢ mükemmelliği modeli ayarlanır. Genellikle büyük Ģirketlerin satıĢ sonrası 

hizmeti, kalite yönetimi, tedarikçi olması, finansal istikrarı vb. gibi farklı alanda bir dizi 

kriteri kullanarak satın alma departmanlarını, değerlendirmek gerekir (Xu ve Yang, 

2001). 

ÇKKV, 1970‟lerin baĢından beri operasyonel bilimlerde, en hızlı büyüyen araĢtırma 

alanlarından biri haline gelmiĢtir. Bu alanda “birden fazla” kelimesi endiĢe ve odaklanma 

olarak tanımlanır. Bu konuda insani seçim, yargı ve karar verme tek bir kriterden ziyade, 

birden fazla kriter olarak nitelendirilir (Zeleny, 2005). 

1970‟ler de ÇKKV araĢtırması, Çok Amaçlı Matematiksel Programlama teorik temelleri 

ve Çok Amaçlı Matematiksel Programlama problemlerinin çözümü için prosedürler ve 

algoritmalar üzerinde durularak, prosedürlerin teorik yakınlaĢmasının,  prosedürlerin 

iĢleyiĢinin kendileri kadar önemli olduğu görülmüĢtür (Dyer, Fishburn, Steuer, Wallenius 

ve Zionts, 1992). 

Çok Kriterli Karar Verme araĢtırması, hızla geliĢmiĢtir ve dikkat gerektiren karmaĢık 

karar problemleri ile baĢa çıkmak için çeĢitli hedefleri veya kriterleri araĢtırmak, temel 

alan haline gelmiĢtir (Lertprapai, 2013). 

GeçmiĢ yıllara nazaran ÇKKV yöntemleri, tüm ana alanlarda artıĢ göstermektedir. Bu 

alanlar Ģunlardır (Zavadskas, Turskis ve Kildiene, 2014): 

 Biçimsel/resmi modeller (Algoritmalar, prosedürler ve seçim paradigmaları) 

 Değerlendirme teorileri 

 Değerlendirme metodojileri (Bireyin tercihlerinin ortaya çıkarılması tahmin ve 

ölçekleme, Çok Kriterli Karar Verme durumlarında subjektif kararları) 

ÇKKV disiplininin geliĢimi, bilgisayar teknolojisinin ilerlemesi ile yakından ilgilidir. 

KarmaĢık ÇKKV sorunlarını, sistematik olarak analizini yapmak, son yıllarda bilgisayar 
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teknolojisinin hızla geliĢmesi ile mümkün hale gelmiĢtir. Öte yandan bilgisayar ve bilgi 

teknolojilerinin yaygın kullanımı, iĢ içinde karar vermeyi destekleyen, karar vermede 

giderek daha önemli ve faydalı olabilecek, büyük bir bilgi miktarı üretmektedir (Xu ve 

Yang, 2001).  

Çok Kriterli Karar Verme modeli, sorunların niteliğine bağlı olarak, çeĢitli unsurlardan 

oluĢur. AĢağıdaki ġekil 2‟de yer alan elementler, Çok Kriterli Karar Verme modelinin 

unsurlarıdır. 

 

ġekil 2. Çok Kriterli Karar Verme modelinin unsurları (Habenicht, vd., 2014) 

ÇKKV problemleri, genel olarak iki kategoriye ayrılmaktadır. Problemin, seçim veya 

tasarım problemi olup olmadığına bakılarak, Çok Nitelikli Karar Verme (ÇNKV) ve Çok 

Amaçlı Karar Verme olmak üzere sınıflandırılır. ÇAKV yöntemlerinin, değiĢken karar 

değerleri vardır, karar vericiler çok sayıdaki seçimler arasından kararlı oldukları tercihleri 

için, en iyi olanı belirlemelidir. Diğer taraftan ÇNKV de ise, sınırlı sayıdaki alternatifler 

önceden tespit edilmiĢtir. ÇNKV, sonlu sayıdaki alternatifler arasından seçim ile ilgili, 

problemleri çözmek için kullanılan bir yaklaĢımdır. ÇNKV yöntemi, seçime ulaĢmak için 

nitelik bilgilerinin nasıl iĢleneceğini belirtir ve hem nitelikler arası hem de nitelik içi 

karĢılaĢtırmaları ortaya koyar (Rao, 2007). 

Bir çok mevcut seçenekler, çeĢitli nitel/nicel ölçütlere göre, belli/belirsiz, aksiyon, seçim, 

strateji, politika gibi gerçek dünya durumlarının değerlendirildiği riskli ortamlar, Çok 

Nitelikli Karar Verme süreci içerisinde algılanır (Zavadskas vd., 2014). 
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AĢağıdaki Tablo 1‟de bu iki sınıftaki problemlerin özellikleri arasındaki karĢılaĢtırmayı 

göstermektedir. 

 

Tablo 1. ÇAKV ile ÇNKV Problemlerinin Özellikleri Açısından KarĢılaĢtırılması 

 Çok Amaçlı Karar Verme  Çok Nitelikli Karar 

Verme 

Kriterlerin 

Tanımlanması 

Amaçlar tarafından Nitelikler tarafından 

Amaçların 

Tanımlanması 

Açık/Belirgin olarak Kapalı/Net değil 

Niteliklerin 

Tanımlanması 

Kapalı/Net değil Açık/Belirgin olarak 

Kısıtlılıklar Aktif Aktif değil (Niteliklere 

dahil edilmiĢ) 

Alternatifler Sonsuz sayıda, sürekli 

(süreç sırasında belirir) 

Sonlu sayıda, ayrık 

(önceden tanımlanmıĢ) 

Karar verici ile 

EtkileĢim 

Çoğunlukla Çok fazla değil 

Kullanım Amacı, 

Problem Türü 

Tasarım Seçim/Değerlendirme 

(Kaynak: Ersöz ve Kabak, 2010) 

 

1.2.1. Çok Amaçlı Karar Verme Tarihçesi  

Konu ile ilgili ve bilimsel nitelikli yayınlar, 1950‟li yıllardan itibaren karĢımıza 

çıkmaktadır. Ġlk kez “etkin vektör” kavramını kullanan Koopmans, modern Çok Amaçlı 

Karar Verme de “baskın çözüm” kavramıyla eĢ değer anlamında kullanmıĢtır. Aynı 

zamanda Kuhn ve Tucker ikilisi etkin çözümlerin oluĢturulabilmesi için optimallik 

koĢullarını ortaya atarak “vektör maksimizasyonu” modeli formüle edilmiĢtir. 1950‟li 

yılların, Çok Amaçlı Karar Verme alanındaki en önemli geliĢmelerden biri, Charnes 

Cooper ikilisinin, Hedef Programlama konusundaki çalıĢmalarıdır. 1960‟lı yıllar boyunca 

geliĢmeler devam etmiĢ ve özellikle “Çok Amaçlı Simpleks Metodu” ile “Çok Amaçlı 

Fayda Fonksiyonu” konularına önem verilmiĢtir. 1970‟li yılların yöneylem araĢtırması ve 

yönetim bilimi alanlarındaki en hızlı geliĢme ise, Çok Amaçlı Karar Verme konuları ile 

ilgilidir (Kuruüzüm, 1998). 
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Ġkinci Dünya savaĢı sıralarında ve sonrasında, yöneylem araĢtırmalarında tek amaçlı 

fonksiyon optimizasyonuna dayanan tekniklerin, birçok alanda kullanımı baĢarı 

sağlamıĢtır. Ancak birden fazla amacı olan problemlerle karĢılaĢılması sonucunda, 

problemlerin matematiksel çözümü üzerindeki çalıĢmaların önem dereceleri artmıĢtır. 

Bunun sonucunda, özellikle 1970‟li yıllarda, iki ve daha fazla amaç fonksiyonunun 

optimizasyonuna dayanan yöntemler geliĢtirilmiĢtir. Rekabetin yoğun olduğu 

günümüzde, yöneticiler gerek stratejik, gerekse taktik kararlar alırken birçok ölçütü göz 

önünde bulundurmak zorunda kalmıĢtır. Çok Kriterli Karar Verme; Çok Amaçlı Karar 

Verme ve Çok Nitelikli Karar Verme konularıyla yakından ilgilenen bir teknik halini 

almıĢtır (Ciddi ve Erol,2013). 

 

1.2.2. Çok Amaçlı Karar Verme Süreci 

Bazı gerçek dünya sorunları tek bir nesnel meseleye indirgenebilir olsa da, çoğu zaman 

sorunları, tek bir nesnel açıdan tüm yönleriyle tanımlamak zordur. Genellikle ÇAKV, 

çoklu amaçların tanımlanmasında, daha iyi fikirler verir. Çok amaçlı optimizasyonun, 

gerçek dünyadaki sorunlarda uygulanması, sürekli artmaktadır. En kısa sürede ve 

mümkün olduğunca, aynı anda birkaç çeliĢen amaçların optimize edilebilmesi, artık 

çözümlerin eĢ değer kalitede olduğunu gösterir (Abraham ve Jain, 2005). 

Karar vericilerin arzuları, onlara hangi yönde çalıĢmak istediklerini gösterir. Bir ÇAKV 

probleminin sonucu olarak, karar vericiler hedeflerinin en optimize olanını içerir. Belirli 

bir durumda, hedeflerin mekân ve zamanının ifade edilmesi, karar vericiler tarafından 

istenen bir durumdur. Böylece hedeflere ulaĢmak için arzu edilenin seviyesinde olunur 

(Lu vd.,  2007). 

Çok Amaçlı Karar Verme, birkaç çeliĢkili objektif amaçlara aynı anda ulaĢabilen, en iyi 

tasarım problemlerini hedeflemektedir. ÇAKV özelliklerinde, bir dizi çeliĢen amaç ve bir 

dizi iyi tanımlanmıĢ kısıtlamalar vardır. Bu nedenle, doğal optimizasyon problemleri ile 

baĢa çıkmak için matematiksel programlama yöntemi ile iliĢkilendirilir (Tzeng ve Huang, 

2011). 

ÇAKV yöntemleri, alternatifi olmayan, önceden belirlenmiĢ olan bir sorun ile ilgilidir. 

Sorunun amacı ise, en iyi/en uygun alternatifi tasarlamaktır (Zavadskas vd., 2014). 

Çok amaçlı bir optimizasyon problemi çeĢitli hedefleri içermektedir. Bu durumda Çok 

amaçlı optimizasyon problemleri, tek amaçlı optimizasyon probleminden farklı 
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kılmaktadır. Tek amaçlı problemi optimize ederken, hedef en iyi çözüm planıdır. Ancak 

çok amaçlı optimizasyon problemi için var olan (muhtemelen çeliĢkili) birçok hedefi ile 

genellikle tek bir optimal çözüm yoktur. Bu nedenle karar vericinin, uzlaĢma yoluyla 

sonlu çözüm kümesinden, bir çözüm seçmesi gerekir. Uygun görülen çözüm tüm hedefler 

üzerinde kabul edilebilir bir sonuç sağlamalıdır (Coello, Lamont ve Veldhuizen, 2007). 

Çok Amaçlı Karar Verme problemlerinin, klasik (tek amaçlı) optimizasyon 

problemlerinden en önemli farkı, matematiksel olarak sadece amaç fonksiyonu 

sayısından kaynaklanmaktadır. Tek amaçlı optimizasyon problemlerinde çözümün hedefi, 

amaç fonksiyonunun, en iyi değerini veren değiĢkenlerin belirlenmesidir. Bu sebeple 

klasik optimizasyon problemlerinde, amaç fonksiyonunun optimum değeri tektir. Diğer 

yandan Çok amaçlı optimizasyon problemlerinde amaç fonksiyonu sayısı birden fazla ve 

birbiriyle çeliĢkili olması nedeniyle, klasik optimizasyon problemlerinden farklı olarak 

optimal çözüme sahip olmaları hemen hemen imkansızdır. Çünkü bu amaç fonksiyonları, 

uygun çözüm bölgesinin farklı değiĢken ve bunların farklı değerlerine göre, optimum 

değeri almaktadır (Umarusman, Bezgen ve Yavuz, 2012). 

Çok Amaçlı Karar Verme problemlerinde, birbiri ile çeliĢen birden fazla amaç vardır. 

Bazı amaçlar diğer amaçlara göre daha yüksek bir öncelikte veya eĢit öncelikte olup, 

farklı ağırlıkta olabilir. Böyle durumlarda çeliĢen amaçları optimum kılan tek bir çözüm 

bulunamayacağından, bunun yerine her amacın önem ve ağırlık derecesini, temel alan 

uzlaĢık çözümler bulunabilir. Bu uzlaĢık çözümler kümesi, her bir amaç için tek amaçlı 

optimizasyon ile elde edilecek çözümler kümesinden farklı olacaktır (Yılmaz, 2005). 

Çok Amaçlı Optimizasyon problemleri farklı tipteki amaç fonksiyonlarına göre aĢağıdaki 

gibi ifade edilir (Lai ve Hwang, 1994).  

Maksimizasyon yönlü amaç fonksiyonları için, 

)]x(Z),...,x(Z),x(Z[)x(Z l21k               (1.1) 

Minimizasyon yönlü amaçlar için,  

)]x(Z),...,x(Z),x(Z[)x(W r21s                (1.2)  

olmak üzere matematiksel olarak; 






l

1k.

k )x(Z Z(x)Maksimize

 






r

1s.

r )x(W W(x)inimizeM
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Kısıtlar;                 (1.3) 






n

1j

jiji 0xa)x(g

 

r1,2,...,s   vel1,2,...,k  n,1,2,...,j m,1,2,..,i ,0x j 
 

modeli ile ifade edilir. Burada   iĢaretiyle "","",""   eĢitsizlik durumları 

genelleĢtirilmiĢtir. Problemin uygun çözüm bölgesi X ile gösterilir ve 

 ji, 0, x,0)x(g:RxX i   Ģeklinde tanımlanır. Optimizasyon problemleri uygun 

çözüm alanı X içerisinde bir *x )Xx(  değerini araĢtırır ve amaçların maksimum veya 

minimum değerlerini belirler (Li,1990). 

 

1.2.3.  Çok Amaçlı Karar Vermede Kullanılan Temel Kavramlar 

Çok Amaçlı Karar Vermede, karar verme iĢlemiyle uğraĢan karar vericilerin yanı sıra, bir 

takım kavramlar da mevcuttur. Çok Amaçlı Karar Vermede en çok kullanılan terimler; 

hedefler, kriterler, amaçlar, nitelikler, kısıtlar olarak tanımlanmaktadır.  

Anlam çatıĢmalarını önlemek ve kullanıĢ Ģekillerini açıklığa kavuĢturmak için bu 

kavramları açıklamakta fayda vardır. Bu kavramlar aĢağıda açıklanmıĢtır (Hwang ve 

Masud, 1979). 

  

1.2.3.1. Hedefler  

Karar vericiler tarafından, belirli bir durumun zaman içinde istenen terim olarak 

tanımlanabilir. Hedefler istenilen yönde, arzu edilen düzeyde olmalıdır.  

 

1.2.3.2. Kriterler 

Kriterlerin kabul edilebilir olması, karar vericinin kurallarına da bağlı olarak 

tanımlanabilir. Literatürde kriter; amaç, hedef ve nitelik kavramlarını da kapsayacak 

Ģekilde kullanılabilmektedir. Bu tanımlar doğrultusunda, ÇAKV problemi en genel halde 

aĢağıdaki gibi açıklanabilir: 

)]x(f),...,x(f),x(f[Max k21
                                   (1.4) 

Kısıtlar; 
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1........mj          ,0)x(g
j

  

Buradaki x, n-boyutlu karar değiĢkenleri vektörüdür. Problem k tane amaç, m tane de 

kısıt olduğunu ve n ise karar değiĢkenlerinin sayısını göstermektedir. Bu problem aynı 

zamanda (VMP), yani Vektör Maksimizasyonu Problemi (VMP) olarak da bilinmektedir. 

VMP olarak anılan bu problemde, 1........mj ,0)x(g j 
 

kısıtlar takımı karar 

değiĢkenlerinin alabileceği en büyük ve en küçük değerleri belirlemekte ve böylece 

mümkün olan çözüm alternatiflerini tanımlamaktadır. ÇAKV problemlerinde, olurlu 

bölge ya da uygun bölge olarak bilinen bu bölge, kısıtlar setini tatmin eden, karar 

değiĢkenleri setidir.  

Bu bölgeyi X ile gösterip aĢağıdaki gibi matematiksel olarak ifade edilebilir: 

1........mj          ,0)x(g|{xX j                         (1.5) 

Karar değiĢkenleri uzayında X olarak belirlenen olurlu bölgeye karĢın, amaçlar uzayında  

S ile gösterebileceğimiz olurlu bölge aĢağıdaki gibi olacaktır:  

S={f(x) |x E X}                                   (1.6) 

 

1.2.3.3.  Amaçlar   

Kriterlerin, karar vericilerin arzuları doğrultusunda, yönlendirilmiĢ Ģekli olarak 

tanımlanabilir. Amaçlar için diğer önemli husus ise amaçların bir hiyerarĢi Ģeklinde 

sıralanmasıdır. Böyle bir durumda amaçlar bir üst düzey için bileĢenin gördüğü iĢlev, 

yerine getirilir. GeliĢmekte olan bir ülke hükümeti için kalkınma planları yapma 

problemi, düĢünülecek olunursa, hükümetin amaçları; ulusal geliri maksimize etmek, 

yabancı yardıma bağımlılığı en aza indirmek, iĢsizlik oranını azaltmak gibi durumlar söz 

konusu olacaktır.  

 

1.2.3.4. Nitelikler 

En genel halde öz nitelik, alternatiflerin temel özellikleri, kaliteleri veya performans 

parametreleri olarak tanımlanabilir. Çok Nitelikli Karar Verme problemlerinin 

belirlenmesinde alternatif havuzundan “en iyi” alternatif seçilmelidir. Bu durum Ģöyle bir 

örnekle açıklanabilir. ġehrin gelecekteki geniĢlemesinin yönünü tayin eden bir Ģehir 

komisyonu problemini ele alalım. Arazinin jeolojik yapısı yüzünden planlamacılar 
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tarafından Ģehrin büyüme yönü Doğu, Güney-doğu, ve Batı yönlerinden biri ile belirlenir. 

Burada karar vericilere üç alternatif sunulur ve onlar Ģehir için en iyi olacak 

alternatiflerden birini seçmek zorundadır. Alternatifler, komisyon tarafından belirlenen 

niteliklerle karĢılaĢtırılır. Nitelikler, servis geniĢletme maliyeti, Ģehir merkezini etkileyen 

hayati durum, sel baskını ihtimali, dinlenme tesislerine yakınlık vb. gibi durumlar 

olabilir. 

 

1.2.4. Çok Amaçlı Karar Verme Tekniklerinin Çözüm Tipleri 

Çok amaçlı optimizasyon problemlerinin çözümünde tek tip çözüm sonucu elde 

edilemediğinden, belirlenen çözümlerin yapısına göre farklı isimlerle adlandırılır. Bu 

farklı çözümler aĢağıdaki baĢlıklarla ifade edilmiĢtir (Lai ve Hwang, 1994). 

 

1.2.4.1. Optimal Çözüm 

Bir vektör maksimum problemi için optimal çözüm, her bir amaç fonksiyonunun 

maksimum değerinin aynı değiĢkenlere göre belirlenmesidir. ÇAKV problemlerinde, 

amaçların birbirleriyle zıt olması sebebiyle optimal çözüme genellikle ulaĢılmaz. Bir 

optimal çözüm için aĢağıdaki Ģart sağlanmalıdır. 

(x)Z)(x Z veXiçin x Xx k

*

k

*                        (1.7) 

 

1.2.4.2. Ġdeal Çözümler 

Ġdeal çözümler pozitif ideal çözüm ve negatif çözüm olmak üzere iki farklı Ģekilde 

incelenir. Maksimizasyon ve minimizasyon yönlü amaçlar için pozitif ideal çözüm; 

)x( ZMaksimizeZ k
Xx

*
k


                          (1.8) 

)x( WMinimizeZ r
Xx

*
k


                          (1.9) 

olarak belirlenir. 

Her iki amaç fonksiyonu için pozitif ideal çözüm kümesi; 

 *
r

*
2

*
1

*
l

*
2

*
1

* W,...,W,W;Z,...,Z,ZI                        (1.10) 

gösterilir.  
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Maksimizasyon ve minimizasyon yönlü amaçlar için negatif ideal çözümler; 

)x( ZMinimizeZ k
Xx

k


                                      (1.11) 

)x( WMaksimizeW r
Xx

k


                         (1.12) 

olarak belirlenir. Negatif ideal çözümler kümesi; 

   r21l21 W,...,W,W;Z,...,Z,ZI                      (1.13) 

Ģeklinde ifade edilir.  

Çok Kriterli Karar Verme problemini, ideal çözüm tüm kar kriterlerini maksimize, 

maliyet kriterlerini ise minimize kılmaktadır. (Xu ve Yang, 2001).  

 

1.2.4.3. Üstün Olmayan Çözüm 

Bu çözüm, ÇAKV içerisinde ikincil çözüm, etkin çözüm olarak kullanılır. Ekonomide 

Pareto çözüm, istatistiksel karar teorisinde kabul edilebilir alternatifler olarak adlandırılır. 

Üstün olmayan çözümlerin kümesi S olmak üzere, 

Xx '   

)x(Z)x(Z '' k

'

k
   ve '

k
'

k kk ),x(Z)x(Z            (1.14) 

veya  

)x(W)x(W '' s

'

s
   ve '

s
'

s ss ),x(W)x(W           (1.15) 

genel olarak üstün olmayan çözümlerin sayısı oldukça fazladır. 

Çok Amaçlı Doğrusal Programlama, üstün olmayan çözümler kümesinde çözüm sayısı 

oldukça fazladır. p- tane birisine göre optimallik kavramı diğer “p-1” adet amaçlar için 

genellikle optimal değildir. Bu yüzden öncelikli olarak yapılması gereken tek bir optimal 

çözümün araĢtırılması yerine, çok amaçlı programlama problemlerinde uygun çözüm 

alanı içerisinde üstün olmayan çözümler kümesinin tanımlanmasıdır. Üstün olmayan 

çözümlerin değerlendirilmesinde ideal çözüm noktalarına yakınlık belirlenirken, hangi 

metottan yararlanılacağı ile pozitif ve ideal çözümlere göre yapılan değerlendirmenin 

nasıl yapılacağı, önemli bir süreçtir. Ġdeal çözümlere yakınlığı belirleme metotları ise 

Step Metot, Geoffrion-Dyer-Freinberg Metot, Zoints ve Wallenius Metodu gibi interaktif 

Metotlardır (Umarusman ve Türkmen, 2015). 
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1.2.4.4. Tatminkâr Çözüm  

Çok amaçlı evrimsel algoritma kullanılarak seçilecek olan çözüm, genelde yönetimin 

vereceği bir karar olmaktadır. Seçilecek bu tekil çözüm “tatminkâr-uzlaĢılmıĢ en iyi 

çözüm” olarak adlandırılmaktadır. Bu tekil çözüm karar vericinin sezgilerine dayanır 

(Acar ve Durucasu,  2014).  

Tatminkar çözümü elde etmek için deneysel verilerin katsayıları tanımlanır. Veri kümesi 

büyük ise tatminkar sonuç elde edebilmek için tahmin edilen katsayıların sayısı azaltılır. 

Böylece daha kapsamlı bilgi elde edilir (Tzeng ve Huang, 2011). 

 

1.2.4.5. Baskın çözüm 

Ġdeal bir çözüm elde edilememiĢ ise karar verici, baskın çözümü önerebilir (Xu ve Yang, 

2001). Amaç fonksiyonları arasından en az birinde gerileme olmaksızın, diğer bir amaç 

fonksiyonunda geliĢme sağlanamayan çözümlere “baskın çözüm” denilmektedir. Baskın 

çözümlerin sayıları bir hayli fazla olabilir. Bu durumda karar verici diğer bazı kriterleri 

göz önünde bulundurarak, sonunda en tatmin sonuca karar vermelidir. Böylece seçilen bu 

sonuç “tercih edilen çözüm” veya “en iyi çözüm” yahut da “en iyi uzlaĢık çözüm” olarak 

adlandırılır (Evren ve Ülengin, 1992). 

 

1.2.5. Çok Amaçlı Karar Modellerinin Yapısı  

Çok amaçlı karar modellerinde temel yapı; 

 Yargı kriterleri kümesi 

 Karar değiĢkenleri kümesi 

 Alternatifleri kıyaslama süreci 

 Baskın çözümler kümesi  

gibi ortak nitelikleri dikkate alarak uygun çözüm alanı içerisinde karar vericinin, en iyi 

amaç değerlerini saptaması üzerine kurulmuĢtur. Birbiriyle çeliĢir nitelikteki amaçlar 

belirli kısıtlar altında karar vericinin arzu ve beklentilerine göre genel bir uzlaĢtırma 

çalıĢmasıdır. Sonuç olarak üç ana yaklaĢımla sözü edilen uzlaĢmaya varılmaya çalıĢılır 

(Kuruüzüm, 1998): 

 Karar vericinin özelliklerine uygun bir fayda fonksiyonu oluĢturularak fayda 

fonksiyonunu maksimize edilir. 
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 Karar vericinin ve modelin özelliklerine uygun olarak amaçlardan biri optimize 

edilir, sonra bu optimizasyonu bozmayacak Ģekilde ikinci amaç için mümkün 

oldukça iyi değer elde edilmeye çalıĢılır, üçüncü amaç için de her iki amacın 

mevcut değerini bozmayan olabildiğince iyi değere ulaĢılmaya çalıĢılır ve diğer 

amaçlar içinde hemen hemen aynı yöntemlerle ilerlenmelidir.. 

 Karar vericinin ve modelin özelliklerine uygun tanımlanan ceza fonksiyonu 

minimize edilir.  

 

1.2.6. Çok Amaçlı Karar Modellerinde Matematiksel Yapı  

Son zamanlarda çok amaçlı programlama modeli matematik ve mühendislik alanlarında 

daha fazla kullanılmaya baĢlanmıĢtır. Çok amaçlı programlamaya ilginin artmasının 

birçok nedeni vardır. Bunlardan birincisi ve en önemlisi; birçok karar probleminin doğası 

gereği çok amaçlı olmasıdır. Üretim planlaması problemleri veya stok programlama 

problemleri gibi konular çok amaçlı problemler olarak karĢımıza çıkmaktadır. Böyle bir 

durumla karĢılaĢılmasının da bir sebebi vardır. Örneğin; üretim iĢletmesinde bir yandan 

kapasite artırımı hedeflenirken, diğer yandan da sermaye ve maliyeti en aza indirme, 

çevre koĢullarının üretime uygunluğu ve müĢteri memnuniyeti gibi amaçlar da 

güdülmektedir. Ġkinci nedeni ise; birçok üretim planlama probleminde çok sayıda 

“standart” ı (ISO 9000, 9001 vb.) kabul etmek ve sektördeki endüstri uyumunu sağlamak 

zorundadır. Üçüncü neden ise; son zamanlarda ki hesaplama kolaylığı ve çözüm hızında 

pek çok geliĢmenin gerçekleĢmesidir. Ayrıca bilgisayardaki geliĢmeler problem 

çözümlerine büyük katkıda bulunmuĢtur. Bunun sonucunda da Çok Amaçlı Matematiksel 

Programlama algoritmaları daha çok kullanılmaya baĢlanmıĢtır (Atlas, 2008).  

Çok amaçlı karar problemlerinin, genel olarak matematiksel yapısı aĢağıdaki gibi ifade 

edilmektedir (Kuruüzüm, 1998). 

      ( )                            (1.16) 

      ( )     

• 

      ( )     

Kısıtlar; 

1........mj          ,0)x(g
j

  
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Burada t tane amaç fonksiyonu ve m tane kısıtlayıcı koĢul söz konusudur. Problemin 

karar değiĢkenleri x vektörüdür. 

      (            )                                                       (1.17) 

  ( )    ,        

  ( )    

Ģeklinde ifade edilen gösterim ile uzlaĢmaya çalıĢırken kullanılan üç yaklaĢımdan 

birincisi temsil eder. Burada ki   modelin fayda fonksiyonunu oluĢturmaktadır. Bu 

gösterim Vektör Maksimum Problemi (VMP) olarak da ifade edilmektedir. 





t

1k

(x)
k

f
k

wkMax 

                                (1.18) 

Kısıtlar; 

  ( )    

w, ağırlık vektörüdür ve genellikle  



t

1k

1
k

w

        (1.19)

 

Karar verici birbiriyle çeliĢir nitelikteki amaçları belirli kısıtlar altında kendi arzu ve 

beklentilerine göre uzlaĢtırmaya çalıĢırken kullandığı ikinci yaklaĢıma uygun bir genel 

gösterim de aĢağıdaki gibi ifade edilebilir: 

      ( )             (1.20) 

Kısıt; 

  ( )    

  ( )    ,          ve      

    . Amaca ait belirlenmiĢ değer. Hedef programlama modelinin iteratif çözüm 

yöntemi bu yaklaĢıma bir örnek olarak gösterilir. 

Karar vericinin uzlaĢtırma çabası içerisinde kullandığı üçüncü yaklaĢım, daha çok “Hedef 

Programlama” ve “UzlaĢık Programlama” problemlerinde kullanılmaktadır. Genel olarak: 





p

1k
k

.d
k

wMin  G

                       (1.21) 
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Kısıtlar; 

  ( )    

Ģeklinde ifade edilir. Burada,   , k amacın optimal (veya hedef) değeri ile diğer baskın 

çözüm değeri arasındaki uzaklık ölçüsüdür.   , seçimliktir ve ağırlık ölçüsü olarak 

tanımlanabilir (Kuruüzüm, 1998). 

 

1.2.7. Çok Amaçlı Karar Verme Sürecinde Kullanılan Metotlar 

Bu metotlar Tablo 2‟de aĢağıdaki gibi gösterilmiĢtir. 

Tablo 2. ÇAKV Metotlarının Bilgi ÇeĢidine Göre Kullanılan Metotlar 

                                                                                          

 

 

 

 

 

 

 

 

 

 

 

 

ÇAKV                                 

BĠLGĠ AġAMASI BLGĠ TĠPĠ METODUN TEMEL SINIFI 

1.Tercih Bilgilerinin 

Kullanılmadığı Metot 

 1.1.1.Global Kriter Metodu 

2.Tercih Bilgilerinin 

Öncelikli Kullanıldığı 

Metotlar 

2.1.Kardinal Bilgi 2.1.1.Fayda Fonksiyonu  

2.1.2.SınırlandırılmıĢ 

Amaç Fonksiyonu 

2.2. Ordinal ve 

Kardinal Bilgi 

2.2.1.Lexicographic Metod 

2.2.2.Hedef Programlama 

2.2.3.Hedef Atama Metodu 

3.Tercih Bilgilerinin 

Optimizasyon 

Sırasında Kullanıldığı 

Metotlar 

3.1.Belirgin 

EtkileĢim 

3.1.1.Geoffrion Metodu ve Ġnteraktif   

3.1.2.Hedef Programlama 

3.1.3.Değer DeğiĢim Metodu 

3.1.4.Tatminkâr Hedefler Metodu 

3.1.5.Zionts-Wallenius Metodu 

3.2.Dolaylı 

EtkileĢim 

3.2.1. STEM ile ilgili Metotlar 

3.2.2. SEMOPS ve SĠGMOP Metotları 

3.2.3. Displaced Ġdeal Metodu  

3.2.4. GPTSEM Metodu 

3.2.5. Steuer Metodu 

4.Tercih Bilgilerinin 

Optimizasyon Sonrası 

Kullanıldığı Metotlar 

4.1.Dolaylı 

EtkileĢim 

4.1.1. Parametrik Metot 

4.1.2. Kısıtlar Metodu 

4.1.3. MOLP Metotları 

4.1.4. UyarlanmıĢ AraĢtırma Metodu 

Kaynak: Lu, Zhang, Ruan ve Wu, 2007 
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Amaç fonksiyonu sayısının artırılmasıyla Çok Amaçlı Karar Verme bilimi ortaya 

atılmıĢtır. Problemin çözümü sırasında farklı Ģekillerde ele alınan birçok yöntem vardır. 

Bunlar (Hwang ve Masud, 1979):  

 

1.2.7.1. Tercih Bilgilerinin Kullanılmadığı Metot 

Burada Global Kriter Metodu ile karĢılaĢılır. Karar vericinin ne çözüm sürecinden önce 

ne çözüm sürecinde nede çözüm sürecinden sonra bilgisine ihtiyaç duyulmadan 

problemin kısıtları ve amaçları tanımlanır. Karar tercihleri ve belirlediği çözümler 

hakkında analizi yapan kiĢi varsayımlarda bulunur (Hwang ve Masud, 1979). 

 

1.2.7.2. Tercih Bilgilerinin Öncelikli Kullanıldığı Metotlar  

Matematiksel olarak formüle edilmeden önce belirlenen hedefler hakkında bilgi verilir. 

Bilgiler kardinal ve ordinal olarak ayrılır ve bu özelliklerine göre de metotlar uygulanıp, 

çözüme ulaĢılır. Bu tür öncelikli yaklaĢımlar ile optimum çözümlere yaklaĢmak daha 

kolay olmaktadır. Ancak karar vericinin tercih bilgisini belirlemede bazı güçlüklerle karĢı 

karĢıya kalması da en büyük dezavantajıdır. Çünkü öncelikli tercihlerde bulunmak bir 

anlamda belirsizlik altında tercih yapmak demektir (Atlas, 2008). 

 

1.2.7.3. Tercih Bilgilerinin Optimizasyon Sırasında Kullanıldığı Metotlar 

Ġnteraktif metot olarak da bilinen bu yöntem, çözüm süreci içerisinde karar verici-

bilgisayar veya karar verici-analist arasında her aĢamada, karĢılıklı diyalog oluĢturulur. 

Her iterasyonda yeni çözümün belirlenmesi amacı ile karar verici tercih bilgilerini 

kullanır. Tercih bilgilerinin çözüm sürecinde kullanılan yaklaĢımlar, karar vericilere bazı 

avantajlar ve dezavantajlar sağlamaktadır. Bunlar Ģöyle sıralanabilir (Atlas, 2008): 

Avantajlar: 

 Önceden tercih bilgisi verilmesine gerek kalmamaktadır. 

 Sadece tercih bilgisi gerekir. 

 Karar verici ilk adımdan itibaren her adımını daha iyi analiz ederek, anlamaya 

çalıĢır. 
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 Karar verici, araĢtırma içerisinde daha aktif bir Ģekilde görevlerini yerine 

getirdikçe nihai çözümü kabullenme ve uygulama olasılığı artar. 

Dezavantajlar: 

 Karar vericiler tercihlerini ifade edebildiği kadar, çözüme bağlı kalacaktır. 

 Karar verici araĢtırmanın baĢından sonuna kadar yüksek çaba göstermek 

zorundadır. 

 Karar vericinin tercihlerine göre çözümler Ģekil alır. Eğer karar verici tercihlerini 

değiĢtirecek olursa çözüm süreci baĢtan baĢlatılarak çözüme ulaĢılmalıdır. 

 Son zamanlarda daha fazla bilgisayar hesaplamaları ile hareket edilir.  Bu durum 

da önceki kullanılan yöntemlere göre daha fazla çaba sarf ettirmektedir. 

 Bu yaklaĢımlar karar vericiye ağır yükler yüklemekte ve bu yaklaĢımlarda çoğu 

amaç ve kısıtlayıcı yaklaĢımlar doğrusallık ve farklılaĢabilme varsayımını temel 

aldıklarından dolayı kolay uygulanamamaktadır. 

 

 

1.2.7.4. Tercih Bilgilerinin Optimizasyon Sonrasında Kullanıldığı Metotlar 

Karar verici baskın olmayan çözüm kümesinden bir alt küme belirleyerek bu kümenin 

içerisinden en tatminkâr olan çözümü seçer. Bu yaklaĢımların en büyük avantajı; karar 

vericilerin tercihleri çözümlerden bağımsız olmasıdır. Çözüm bir kez yapılmaktadır. Bir 

diğer avantaj ise çok sayıda çözümün olması ve karar vericinin seçim yapmak zorunda 

kalmasıdır. Dezavantajı ise; algoritmaların karmaĢıklığı nedeniyle karar vericilerin, 

anlamakta güçlük çekmesidir (Atlas, 2008). 
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ĠKĠNCĠ  BÖLÜM 

UZLAġIK PROGRAMLAMA 

 

 

2.1. UzlaĢık Programlamanın Tarihçesi ve Tanımı 

Çok Amaçlı Karar Verme modelleri hakkında son zamanlarda yoğun çabalar sarf 

edilmektedir. Ancak çok amaçlı problemlerde, geleneksel optimizasyon yöntemleri her 

zaman uygun çözüm sağlayamayabilir. Bu yüzden farklı yöntemlere de baĢvurma gereği 

duyulmuĢtur. 

Birbiri ile çeliĢen ve birbirini ters yönde etkileyen amaçlar için optimum çözümden söz 

etmek zorlaĢmaktadır. Örnek olarak iĢletmenin karını maksimize etmeyi amaçlarken 

diğer yandan maliyetini minimize kılmayı hedeflemeyi verebiliriz (Bölat ve Kuzucu, 

2006). Bu yüzden her bir amaç için optimum olan çözümlerin belirli bir Ģekilde, karar 

vericinin tercihlerine göre, bir çözümler kümesi veya uzlaĢık bir çözüm oluĢturulur. 

Birbiriyle çeliĢen kriterlere sahip bir problemin uzlaĢık çözümü, karar vericinin arzu 

edilen seviyeye en yakın olan uygun çözüme ulaĢmasını sağlar (Kaya, Ġpekçi Çetin ve 

Kuruüzüm, 2011). 

UzlaĢık Programlama yöntemi ilk defa Zeleny tarafından önerilen Çok Kriterli Karar 

Verme yöntemidir (Öztel, Köse ve Aytekin, 2012).  

Her bir amacın farklı olduğu uygun olmayan çözümlere, üstün olmayan çözümler denir. 

Burada karĢılaĢılan problemin çözümü, üstün olmayan çözümler ile ideal çözümler 

arasındaki yakınlığın minimize edilmesi ile gerçekleĢtirilecektir Bu süreci gerçekleĢtiren 

ve iki çözüm arasındaki yakınlığı en aza indirgeyerek uzlaĢı sağlayan yaklaĢım ise 

UzlaĢık Programlama olarak karĢımıza çıkmaktadır (Yaralıoğlu ve Umarusman, 2010). 

UzlaĢık Programlama, çoklu hedeflere ulaĢma kapasitesine sahip bir matematiksel 

programlama tekniği olup, kriterler arasındaki yüksek seviyeli anlaĢmazlıkların var 

olduğu durumlarda istenen amaçların tümünün en iyi Ģekilde ve eĢ zamanlı çözümüne 
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izin vermemektedir. Bu durumlarda amaçlar arasındaki uzlaĢık çözümü bulmak daha 

rasyonel görünür (Antomil, Arenas, Bilbao Pérez Gladish ve Rodríguez Uría, 2004). 

UzlaĢık Programlama, ütopya noktasına en yakın etkin noktayı bulan bir yaklaĢımdır. 

Yani etkin nokta ile ütopya noktası arasındaki mesafeyi ölçmede yararlanılan önemli bir 

konudur (Chen, Wiecek ve Zhang, 1998). 

UP tekniği, en uygun çözüme ulaĢabilmek için iki veya daha fazla amaç fonksiyonunun 

eĢ zamanlı optimizasyonunu, etkin çözümler kümesini ve bu kümeye verimli çözümler 

üretilmesini sağlar. Ġdeal bir çözüme ulaĢabilmek için, her bir hedefin değerine, en uygun 

olabilecek koordinatlar belirlenir.  Böylece UzlaĢık Programlama tekniği ideal çözüme en 

yakın, uygun çözüm kümesinin seçimine izin verir (Duval ve Featherstone, 1999). 

Çok amaçlı optimizasyon problemlerinin çözümünde literatürde sıklıkla kullanılan ve 

amaç fonksiyonlarının birleĢtirilmesine yönelik yaklaĢımlardan biri olan UzlaĢık 

Programlama, her bir amacın optimal değerlerinden, sapma miktarları toplamı en aza 

indirgenerek, en iyi uzlaĢık çözüme ulaĢılmaya çalıĢılır (Özcan ve Erol, 2013). Çok 

amaçlı optimizasyon problemlerinde, “optimum” çözüm yerine, “en iyi uzlaĢık çözüm 

(en iyi çözüm / tercih edilen çözüm)” araĢtırılır (Ciddi ve Erol, 2013). 

UzlaĢık çözüm araĢtırılmasında; 

 Fayda YaklaĢımı,  

 Hedef Programlama YaklaĢımı,  

 Ġnteraktif YaklaĢım,  

 Bulanık Mantık YaklaĢımı olmak üzere dört temel yöntem mevcuttur ( Yaralıoğlu 

ve Umarusman, 2010). 

 

2.2. UzlaĢık Programlamanın Matematiksel Yapısı 

Ġdeal çözümlere yakınlığın yani, arzu edilen çözümler ile ideal çözümler arasındaki 

uzaklığın minimizasyonu UzlaĢık Programlama ile gerçekleĢtirilir. UzlaĢık Programlama, 

ÇAKV problemlerinin birden fazla amaç fonksiyonu arasında uzlaĢık çözümünü araĢtırır. 

UzlaĢık Programlama matematiksel olarak aĢağıdaki gibi oluĢturulur (Zeleny, 1973).  

UzlaĢık programlama çözümü için ilk adım, her bir amaç fonksiyonuna göre pozitif ve 

negatif ideal çözümlerin belirlenmesidir. Çok amaçlı optimizasyon problemlerinde, 

pozitif ideal çözüm ve negatif ideal çözüm noktalarına göre uzlaĢık çözüm araĢtırılır.  
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Burada hedeflenen konu ise pozitif ideal çözüm ile negatif ideal çözüm arasındaki 

mesafenin en aza indirgenmesidir. (1.10) ve (1.13) ifadeleri göz önünde 

bulundurulmalıdır (Umarusman, 2007). 

Pozitif ideal çözümler;  
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formülasyonu ile amaç fonksiyonları arasındaki uzaklıklar minimize edilir. Bu 

formülasyonda; 

  :p uzaklık parametresi )p(1   

:Z*
k maksimizasyon yönlü amaçlar için pozitif ideal çözüm 

:W*
k minimizasyon yönlü amaçlar için pozitif ideal çözüm 

:αk maksimizasyon amaçlar için göreceli ağırlık 0)(αk   
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ÇAKV problemlerinde her bir amaç fonksiyonunun birimleri arasında farklılıkların 

olabileceği göz önünde bulundurularak (1.1) formülasyonu ile bir araya getirilen amaç 

fonksiyonları için bir normalleĢtirme süreci kaçınılmazdır. NormalleĢtirme iĢlemi, 

ölçekleme fonksiyonu kullanılarak gerçekleĢtirilir. Maksimizasyon ve minimizasyon 

yönlü amaçlar için ölçekleme fonksiyonları aĢağıdaki gibi formüle edilir. 
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(2.2) ve (2.3) formülasyonları ile (1.3) ÇAKV problemi için aĢağıdaki dönüĢüm 

gerçekleĢtirilir. 
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ÇAKV metotları açısından uzaklık parametresi p için en önemli değerler 1,2 ve ∞‟dur.  p 

=1 için D-Öklid uzayında en geniĢ uzaklığı, p = 2 için D-Öklid uzayında en kısa uzaklığı 

belirler. Diğer yandan p=∞  için en geniĢ uzaklık tamamen domine edilir. p=∞ değerine 

göre  (2.4) için UzlaĢık Programlama modeli aĢağıdaki gibi elde edilir. 

D Minimum  

Kısıt;                (2.5) 
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    için (2.5) üstün olmayan çözümler kümesi içerisinde uzlaĢık çözüm olarak 

isimlendirilir. UzlaĢık Programlama çözümünün sonucu 1D0   aralığı içerisindedir. D 

değerinin sıfır olması amaç fonksiyonlarının ideal değerlerinin elde edildiğini 

göstermektedir. D değerinin bire eĢit olması ise amaç fonksiyonlarının ideal olmayan 

değerlere eĢit olduğunu gösterir. Bu iki durum dikkate alınarak, uzaklığın 

normalleĢtirilmiĢ derecesi amaç fonksiyonlarının ideal değerlere göre baĢarı yüzdesini 

gösterir. 

(2.5) formülasyonu üstün olmayan çözümler kümesi içerisinde uzlaĢık çözüm olarak 

adlandırılır. P= 1,2 ve ∞ için uzlaĢık çözümün grafiksel olarak gösterimi ġekil 3‟de 

verilmiĢtir. 
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ġekil 3. UzlaĢık çözüm kümesi(Umarusman, 2007) 

ġekil 3‟teki iki amaç fonksiyonu ve dört kısıta sahip iki değiĢkenli ÇADP problemine ait 

uygun çözüm alanı verilmiĢtir.    noktası   ( ) amaç fonksiyonu için ve   
 
noktası 

  ( ) amaç fonksiyonu için optimum noktaları göstermektedir.    
noktası ise her iki 

amaç fonksiyonunun eĢ zamanlı değiĢkenlere göre optimum olduğu ideal çözüm noktadır. 

p= 1,2 ve ∞ değerlerine göre    noktasından uzaklıklar sırasıyla                olarak 

gösterilmiĢtir. Bu noktaların uzlaĢık çözüm kümesi olarak adlandırılır (Umarusman, 

2007). 
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ÜÇÜNCÜ BÖLÜM 

BULANIK MANTIK 

 

 

3.1. Bulanık Mantık Kavramı ve Kapsamı  

Bulanık mantık insan gibi düĢünmeyi ele almıĢ ve bunları matematiksel modellere 

çevirerek iĢlemler yapan bir daldır. Bulanık mantığın temeli bulanık küme ve alt 

kümelere dayanır.  

 

3.1.1. Bulanık Mantık Kavramı 

Mantık sisteminin temel hedefi, verilen önermelerden yeni önermeler çıkarabilmek ve bu 

önermelerin doğruluk değerini belirlemektir. Doğru veya yanlıĢ olduğu yönünde kesin 

hükümlerin bildirildiği ifadelere “önerme” denilmektedir. Bu önermelerin doğru veya 

yanlıĢ olması durumuna göre bazı sayısal değerlere bürünmektedir bu sayısal değerlere de 

“doğruluk değeri” denir. Sözel ifadeler, önermelerin doğru veya yanlıĢ kabul görmesini 

sağlayan bir araçtır. Sözel ifadeler verilen hükümlerle birebir bağlantısı olduğu kümelerin 

sınır koĢulu olarak tanımlanmaktadır. Bir kümeye üye olup olmadığı araĢtırılan nesne, 

oluĢturulan sınır koĢuluna üye ise, bu nesnenin kümenin elemanı olduğu, ancak 

oluĢturulan sınır koĢulunun ilgili nesne için karĢılanmadığı bir durumda ise söz konusu 

nesnenin, kümenin elemanı olmadığı söylenir. Ayrıca önermenin doğru olduğu kabul 

edilirse, bu önermenin doğruluk değeri 1 sayısı ile eĢlenir. Eğer bir önermenin yanlıĢ 

olduğu veya oluĢturulan sınır koĢulunun karĢılanmadığı kabul edilirse, bu durumda ilgili 

önermenin doğruluk değeri 0 sayısı ile eĢlenir (Özkan, 2003). 

Zadeh, Bulanık Küme Teorisinin, aĢamalı bir kavram olduğunu, her Ģeyde bir esneklik 

bulunduğunu ya da her Ģeyin bir derece meselesi olduğunu belirtmiĢtir. Gerçek hayatta 

birçok sistem karmaĢık veya çok kötü tanımlanmıĢ olabilir. Sistemler veya kavramlar 

geliĢmiĢ gibi görünüyor olsa da sadece iĢlemlerin, algı ve anlayıĢ durumu, o kadar da 
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basit değildir. Bulanık kümeler veya onların üyelik dereceleri kullanılarak bu tür 

kantitatif ve kalitatif sistemlerin analiz edilmesine olanak tanınmaktadır (Kecman, 2001). 

Tablo 3. Klasik Küme ile Bulanık Küme Arasındaki Farklar 

Klasik Küme Bulanık Küme 

Ya da Ve 

Ġki değerli Çok değerli 

Evet ya da hayır Az ya da çok 

Kaynak: Kecman, 2001 

Peki neden bulanık mantık kullanırız? Belirsizlik denen durum, kısmı gerçeklik 

toleransını istismar etmek demektir. Doğru ve ucuz maliyetli çözümler elde etmek için, 

bulanık hesaplama yolu izlenmesi gerekir. Bulanık mantığı bu kadar önemli kılan ise, 

insani akıl ve kavram olgusunun bulanık kurallara bağlı olduğu gerçeğidir. Bulanık 

kuralları hesaplamak için, bulanık mantık sistematik bir çerçeve sunarak büyük ölçüde 

insani akıl gücünü yükseltir (ġen, 2004b): 

 Bulanık mantık sistemleri, belirsiz eksik veya bozuk verileri durulaĢtırma iĢlemi 

yaparak, verimli bilgilerin kullanılmasını sağlar. 

 Bulanık mantık, bireylerin uzman bilgisinin sağduyu ve sezgilerinin 

kullanılmasına olanak tanır. 

 Tasarlamak veya uygulamak için oldukça basittir. 

 Bulanık kavramların olasılık kavramları farklıdır. 

 Bulanık kümelerin modellenmesi, baĢka kümelere nazaran daha kolaydır. 

 Bulanık mantık, bir gösterim ve akıl yürütme sürecidir. 

 Bulanık mantıkta matematiksel kavramlar çok basittir. 

 Bulanık mantık yaklaĢımını güzel yapan, geniĢ kapsamlı karmaĢıklığındaki 

“doğallık” ve esnek oluĢudur. 

 Bulanık mantık kesin olmayan verilerin hoĢgörülü olması gerektiğini savunur. 

 Bulanık mantık içerisindeki karmaĢıklığa doğrusal olmayan fonksiyonlar neden 

olabilir. 

 Bulanık mantık veriler olmadan, uzman kiĢilerin deneyimleri üzerine inĢa 

edilebilir. 

 Bulanık mantık geleneksel modelleme teknikleri ile de harmanlanabilir. Ancak 

geleneksel yöntemler yerine geçmemektedir. 
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 Birçok olay ve durumlar da bulanık sistemler uygulamaların kolaylaĢmasına 

olanak tanır.  

 Bulanık mantık teorisinin geliĢmesinden sonra belirsizlik yani olasılıklı belirsizlik 

resmen açıklanabilir bir hal alır. 

 Bulanık mantık doğal bir dile sahiptir. 

 Bulanık mantığın temeli insan iletiĢimine dayanır. 

 Hassas ya da kesin olmayan bir bilgi aynı zaman da belirli ya da belirsiz olabilir.  

Bulanık mantığın sözel değiĢkenleri kullanabiliyor olması diğer sözel mantık sistemlerine 

göre farklılığını ortaya koymaktadır. DeğiĢken değeri olarak bir dildeki kelimeleri 

alabilen değiĢkene “sözel değiĢken” denir. Sözel değiĢken olarak adlandırılan terimler, 

geleneksel küme teorisinde sınır koĢulunu net olarak ifade edemeyen kelimelerdir. Bazı 

terimlerin anlamları, karmaĢıklık veya belirsizlik durumu gösterebildiği için, sözel bir 

değiĢkenin bulanık kümelere dayanarak tanımlanması gerekir.  Böylece sözel 

değiĢkenler, net olarak ifade edilemeyen kavramların yaklaĢık olarak belirlenebilmesini 

sağlayarak, sözel ifadeleri matematiksel olarak ifade edebilmek için bulanık kümelerin 

kullanımını gerektiren bir araç haline gelir (Özkan, 2003). 

Dilsel değiĢken, değerleri rakam yerine kullanılabilen kelime, kelime grupları veya cümle 

olan değiĢkenlerdir. Dilsel değiĢkenleri kullanmaktaki asıl amaç; dilsel karakterizasyonu, 

sayısal değerlerden daha az spesifik ve insanların ifade edebilme ve bilgi kullanımına 

daha yakın olmasıdır. Dilsel değiĢkenler insani bilgilerin modellenebilmesi için güçlü bir 

araçtır. Daha önce dilsel değiĢkenler beĢli veri seti ile ifade edilmiĢlerdir (L, T(L), U, S, 

M). Bu ifade tarzına göre (Herrera, Alonso, Chiclana ve Herrera-Viedma, 2009): 

L, değiĢkenin adını, 

T(L), L değiĢkeni için kullanılacak olan kelime grubunun sonlu terimi (dilsel 

değerler topluluğu) dir. 

U, ana kütlesi 

S, T(L) içindeki her bir dilsel değiĢkeninin oluĢturulabilmesi için gerekli olan söz 

dizim kuralı, 

M, U ana kütlesinin bulanık bir alt kümesi olan M(x)‟in her bir elemanı ile ilgili 

dilsel değiĢken değeriyle bağdaĢtıran anlamsal kuralı temsil eder. 
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Sözel ifadelerin bilgisayara aktarılması matematiksel bir temele dayanmaktadır. Bu 

matematiksel temel, bulanık kümeler kuramı ve bulanık mantık olarak adlandırılır. 

Bulanık mantık, bilinen klasik mantık gibi (0, 1) olmak üzere iki seviyeden 

oluĢmamaktadır. Çok seviyeli iĢlemler olarak [0, 1] aralığında ifade edilir. Örneğin; 

odadaki klimanın motorunun, bir insan tarafından denetlendiği varsayılsın. Eğer oda 

sıcaklığı biraz arttıysa, denetmen de motorun hızını biraz artıracaktır. Eğer oda sıcaklığı 

çok düĢtüyse, motor hızını da çok azaltacaktır. Burada kullanılan “biraz” ve “çok” 

kelimeleri dilsel terimler olarak nitelendirilmektedir. Bu durum “bulanık değiĢkenler” 

olarak adlandırılır. Bulanık mantık denetimi dilsel olarak tanımlanmıĢ denetim stratejisini 

uzman tabanlı otomatik denetim algoritmasına çevirir. Deneyimler sonucunda bulanık 

mantık denetimi ile çıkıĢ performansının geleneksel yöntemlere göre daha iyi sonuçlar 

elde edilmiĢtir. Özellikle sistemin karmaĢık olduğu ve analizinin geleneksel yöntemlerle 

yapılamadığı ve bilgilerin niteliklerinin belirsiz veya net olmadığı durumlarda bulanık 

mantık denetim yöntemi çok uygun olmaktadır (Elmas, 2007). 

Klasik mantık ile bulanık mantık arasındaki temel farklılıklar Tablo 4‟te gösterilmiĢtir. 

Tablo 4. Klasik Mantık Ġle Bulanık Mantık Arasındaki Temel Farklılıklar 

Klasik Mantık Bulanık Mantık 

A veya A Değil A ve A Değil 

Kesin Kısmi 

Hepsi veya Hiçbiri Belirli Derecelerde 

0 veya 1 0 ve 1 Arasında Süreklilik 

Ġkili Birimler Bulanık Birimler 

Kaynak: Yaralıoğlu, 2004 

Bulanık ilkeler hakkında ilk bilgiler, Azerbaycan asıllı Lütfü Askerzade (Zadeh, 1965) 

tarafından literatüre mal edilmiĢtir. 1970 yıllarından sonra doğu dünyasında ve özellikle 

de Japonya‟da bulanık mantık ve sistem kavramlarına önem verilmiĢtir. Bunların, 

teknolojik cihaz yapımı ve iĢleyiĢinde kullanılması bugün tüm dünyada yaygın bir 

biçimde tanınmıĢtır. Bulanık kavram ve sistemlerin dünyanın değiĢik araĢtırma 

merkezlerinde dikkat kazanması 1975 yılında Mamdani ve Assilian tarafından yapılan 

gerçek bir kontrol uygulaması ile gerçekleĢmiĢtir. Bu araĢtırmacılar ilk defa bir buhar 

makinesi kontrolünün bulanık sistem ve modellemesini baĢarmıĢ ve bu sayede, bulanık 

sistemlerle çalıĢmanın ne kadar kolay ve sonuçlarının da ne kadar etkili olduğu 

anlaĢılmıĢtır (ġen, 2004a). 
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Çok Nitelikli Karar Verme modellerinin gerçek uygulamalarında, genel olarak karar 

vericiler yargılarını sözel olarak ifade ederler, ayrıca elde edilen değerlendirmeler her 

zaman kesin ve tam bilgi içermeyebilir. Bu tür karar modellerinde analizler bulanık 

mantık yaklaĢımı ile yapılabilir. Bulanık mantığın karar verme sürecindeki uygulamaları 

genellikle geleneksel karar teorilerinin bulanıklaĢtırılması ile gerçekleĢtirilir. Bulanık 

mantıkla tanımlanan karar problemlerinde, klasik problemlerde olduğu gibi bulanık 

olmayan “en iyi” karara ulaĢmak amaçlanır. Ancak, bulanık teori sonucunda elde edilen 

karar, optimal karar iddiasında olmaktan çok, her alternatifin hangi olabilirlikte optimal 

olabileceğinin belirtilmesi amaçlanır. Problemlerde kesin belirlilikler bulunmadığında; 

parametrelerin veya değiĢkenlerin kesin olarak bilinmediği durumlarda ve 

değerlendirmelerin sözel olduğu durumlarda bulanık teori ile geliĢtirilen yöntemlerin 

uygulanması önerilir (Kılıç, Aygün, Aydın Keskin, Baynal, 2014). 

Bulanık mantığın genel özellikleri Zadeh tarafından Ģu Ģekilde ifade edilmiĢtir (Elmas, 

2007): 

 Bulanık mantıkta klasik mantık gibi kesin değerlere dayanan bir düĢünme sistemi 

yerine, yaklaĢık düĢünme kullanılır. 

 Bulanık mantıkta her Ģey [0, 1] aralığında belirli bir derece ile gösterilir. 

 Bulanık mantıkta terimler büyük, küçük, çok az gibi sözel ifadelere yer verilir.  

 Bulanık çıkarım iĢlemi dilsel ifadeler arasında tanımlanan kurallar ile yapılır. 

 Her mantıksal sistem bulanık olarak ifade edilebilir. 

 Bulanık mantık matematiksel modeli çok zor elde edilen sistemler için çok 

uygundur. 

 Bulanık mantık tam olarak bilinmeyen veya eksik girilen bilgilerin bile iĢleme 

tabi olmasına olanak tanır. 

 

3.1.2. Bulanık Mantık Teorisinin Avantajları 

Bulanık mantıkta kullanılan ve bulanık denetleyicilerle ilgili baĢlıca üstünlüklerini Ģöyle 

sıralamamız mümkündür (Yaralıoğlu, 2004, Kıyak ve Kahvecioğlu, 2003): 

 Belirsiz, zamanla değiĢen, karmaĢık, iyi tanımlanmamıĢ sistemlerin denetimine 

basit çözümler getirerek, belirsizliğin açığa çıkarılmasında bulanık mantığın 

etkinliğinden yararlanılır. 
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 Sistem basit bir matematiksel modelle tanımlanabilen bir sistemse o zaman 

geleneksel bir denetim yeterli olacaktır, ancak karmaĢık bir sistem ise geleneksel 

bir mantık uygulamak hem çok zor hem de maliyetlidir. Böyle bir durum 

karĢısında bulanık mantık denetimi klasik mantığa göre sistemi daha iyi analiz 

edebilir ve ayrıca ekonomiklik sağlayacaktır. 

 Sözü edilen az sayıda ki değerlere uygulanacak kural sayısı da az olacağından, 

sonuca ulaĢmak daha da hızlı olacaktır. 

 Bu durum geleneksel bilgisayar ortamında böyledir. Geleneksel kontrol 

teknikleriyle uyum halindedir. Özel geliĢtirilmiĢ bir donanımla sonuca daha da 

hızlı ulaĢmak mümkündür. Örneğin Sanyo-Fisher firması mühendisleri video 

kayıt cihazında kullanmayı düĢündükleri mikro bilgisayarın yetersiz kalmasından 

dolayı, bulanık denetim kullanmaya karar vermiĢlerdir. Bulanık denetim yazılım 

boyutlarının daha küçük olmasını sağladığından, dıĢ bellek kullanımına gerek 

kalmamıĢtır. 

 Doğrudan kullanıcı giriĢlerine ve kullanıcının deneyimlerinden 

yararlanabilmesine olanak sağlamaktadır.  

 Bilindiği gibi otomatik vites değiĢimi motorun belli hızlara ulaĢması sonucunda 

otomatik olarak gerçekleĢir. Buna karĢılık manuel vitesli bir araba ise sürücü, yol, 

yük ve kendi araba kullanıĢ tarzına göre belli durumlarda vites değiĢtirir. Subaru 

tarafından üretilen Justy tipi otomobilde kullanılan aktarım organının 

değiĢtirilmesi, bir kayıĢın konumunun bulanık mantık kullanılarak değiĢtirilmesi 

ile sağlanır. Böylece arabanın ivmesi ve performansı sürekli olarak ayarlanır hale 

gelir. Subaru, bu otomobilde kullandığı bulanık mantık üyelik fonksiyonlarını, 

otomobili test Ģoförlerine kullandırarak ve onlardan ivme ve performans açısından 

en iyi aktarım oranını öğrenerek ayarlamıĢtır. Bu konuda Hunda ve Nissan da 

benzer çalıĢmalar yapmıĢlardır. 

 Ġnsanların iletiĢim sırasında kullandıkları sözel ifadelerin bulanık mantık 

içerisinde yer edinmesiyle daha olumlu sonuçlar doğmaktadır. 

 Ġnsan düĢünce sistemine ve tarzına yatkınlığı sayesinde kolaylık tanımaktadır. 

 Üyelik değerleri kullanılır. Bu sayede diğer kontrol tekniklerine göre daha esnek 

bir yapı meydana gelir. 

 Doğrusal olmayan fonksiyonların düzenlenmesine yardımcı olabilir. 
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3.1.3. Bulanık Mantık Teorisinin Dezavantajları 

Bulanık mantık yaklaĢımının klasik mantık yaklaĢımlara göre birtakım dezavantajları 

bulunur (Elmas, 2007): 

 Bulanık mantık uygulamalarında kullanılan kurallar uzman deneyimlerine 

bağlıdır.  

 Üyelik iĢlemlerini ve bulanık mantık kurallarını tanımlamak her zaman kolay 

değildir. 

 Üyelik iĢlevlerinin değiĢkenlerinin belirlenmesinde kesin sonuç veren belirli bir 

yöntem ve öğrenme yeteneği yoktur. En uygun yöntem deneme- yanılma 

yöntemidir ve bu da çok uzun zaman alabilir. Uzun testler yapmadan, gerçekte ne 

kadar üyelik iĢlevi gerektiğini önceden kestirmek çok güçtür. 

 Sistemlerin kararlılık, gözlenebilirlik ve denetlenebilirlik analizlerinin 

yapılmasında ispatlanmıĢ kesin bir yöntemin olmayıĢı bulanık mantığın temel 

sorunu olarak karĢımıza çıkmaktadır. Günümüzde bu sadece pahalı deneyimlerle 

mümkündür. 

 Bulanık mantığın üyelik iĢlevlerinin değiĢkenleri sisteme özel olup, baĢka 

sistemlere uyarlanması çok zordur. 

 Bulanık mantığın en sık karĢımıza çıkan dezavantajı ise, üyelik iĢlevlerinin 

ayarlanmasının uzun zaman alması ve öğrenme yeteneğinin olmamasıdır. 

 

3.1.4. Bulanık Mantığın Uygulama Alanları 

Günümüzde hemen hemen her alanda uygulama imkanı bulan, bulanık mantık özellikle 

sanayi alanında yaygın olarak kullanılır. Bunun yanı sıra bulanık mantık uygulamaları, 

ısı, elektrik akımı, sıvı gaz akımı denetimi, kimyasal ve fiziksel süreç denetimlerinde de 

yer alır. Bulanık mantık yaklaĢımı uygulanmak istenildiğinde öncelikle problemin 

özellikleri tanımlanır. Bulanık mantık yaklaĢımlarının kullanıldığı sistemler klasik 

sistemlere göre daha etkin ısı ve hız denetimi yapabilmekte, enerji tasarrufu sağlanmakta 

ve aygıt ömrü uzamaktadır (Elmas, 2007). 
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Tablo 5. Bulanık Mantığın Kullanıldığı Ürün, Firma ve Bulanık Mantığın Rolü 

ÜRÜN FiRMA BULANIK MANTIĞIN ROLÜ 

Asansör Kontrolü Fujitec, Mitsubishi, 

Toshiba 

Yolcu trafiğini ayarlayarak bekleme 

zamanını azaltmayı sağlaması 

SLR Fotoğraf 

Makinesi 

Canon, Minolta Ekranda birkaç obje olması 

durumunda en iyi aydınlatmayı 

belirler. 

Video Kayıt Cihazı Panasonic Cihaz elle tutulurken çekim sırasında 

oluĢan sarsıntıları engeller. 

ÇamaĢır Makinesi Matsushita ÇamaĢırın kirliliğine göre, kumaĢın 

cinsini seçer ve ona göre yıkama 

programını ayarlar. 

Elektrik Süpürgesi Matsushita Yerin kirlilik düzeyine göre motor 

gücünü ayarlar. 

Su Isıtıcı Matsushita Isıtmayı, kullanılan suyun miktar ve 

sıcaklığına göre ayarlar. 

 

Klima Mitsubishi, Ortam koĢullarını değerlendirerek en 

iyi çalıĢma durumunu algılar. 

ABS Fren Sistemi Nissan Tekerleklerin kilitlenmeden 

frenlenmesini sağlar. 

Çelik Endüstrisi Nippon Steel Geleneksel denetleyicilerin yerini 

alır. 

Çimento Sanayi Mitsubishi 

Chem 

Değirmende ısı ve oksijen oranı 

denetimi yapar. 

Televizyon Sony Ekran kontranstını, parlaklığını ve 

rengini ayarlar. 

El Bilgisayarı Sony El yazısı ile veri ve komut giriĢine 

olanak tanır. 

Sendai Metro 

Sistemi 

Hitachi Hızlanma ve yavaĢlamayı 

ayarlayarak rahat bir yolculuk 

sağlanmasının yanı sıra durma 

konumunu iyi ayarlar, güçten 

tasarruf sağlar. 

Kaynak: Yaralıoğlu, 2004 
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3.2. Bulanık Kümeler ve Temel Kavramlar 

Bulanık Küme Teorisi, Zadeh tarafından 1965 yılında tanıtıldı. Bulanık Küme Teorisi 

belirsizlik problemleriyle baĢa çıkmak ve matematiksel problemler için tasarlanmıĢtır 

(Fuller, 1998). 

 

3.2.1. Bulanık Küme  

Aristo mantığına göre insanlar boy bakımından ya uzun boyludur ya da uzun boylu 

değildir. Aristo mantığına farklı bir bakıĢ açısı olan Zadeh yaklaĢımına göre  uzun boylu 

olmanın değiĢik dereceleri vardır. Uzun boylu olanlardan bir tanesi gerçek uzun boylu 

olarak esas alınırsa, ondan biraz daha uzun veya kısa olanlar uzun boylu değil diye 

tanımlanamazlar. Esas alınan, uzun boyluluğun altında ve üstündeki boylar o kadar 

kuvvetli olmasa bile, uzun boylular kümesine girmesidir. Böylelikle, dünyadaki insanlar 

kümesindeki tüm insanların, boy açısından bir uzunluk üyelik derecelerinin bulunduğu 

söylenebilir (ġen, 2004a). 

Bulanık mantık denetleyici herhangi bir    ‟e ,   - kapalı aralığında bir üyelik 

derecesi belirler. Bulanık mantık kesin olmayan veya matematiksel olarak tam 

modellenemeyen belirsizliğin de söz konusu olduğu bilgilerle ilgilenmesine rağmen, 

sözel nitelikli olan matematiksel kurama dayanmaktadır. Geleneksel kümeler olarak 

bilinen keskin kümeler ise, ait olduğu evrensel kümenin her bir elemanını sınırlandırarak, 

1 veya 0 değerlerini verip, elemanın küme ile iliĢkisini açıklamaya çalıĢmaktadır. ġöyle 

ki; bir nesne 1 değerini alırsa o kümenin elemanı, 0 değerini alırsa kümeye ait olmadığını 

gösterir.  Örneğin; bir evrensel küme  , cm olarak insanların boy uzunluklarının kümesi 

olsun. Kısa, orta ve uzun boyluların kümesini Ģekildeki gibi gösterilmektedir  (Elmas, 

2007): 

 

ġekil 4. Klasik boy uzunlukları kümeleri (Elmas, 2007) 
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ġekil 4‟te görüldüğü gibi 160 cm‟ nin altı kısa boylu, 160 cm ile 180 cm arası orta boylu 

ve 180 cm‟nin üstü uzun boylu olarak kabul görmüĢtür. Burada 159 cm boyunda olan bir 

kiĢinin kısa, 161 cm boyunda olan bir kiĢinin orta boylu aynı Ģekilde 179 cm boyunda 

olan bir kiĢinin de orta boylu iken 181 cm uzunluğundaki bir kiĢi de uzun boylu olarak 

ifade edilir. Oysa gerçek hayatta 159 cm boyunda olan bir kiĢi ile 161 cm boyunda olan 

kiĢi arasında çok fazla fark olmayacağından, 159 cm orta boylu sayılabileceği gibi 161 

cm de kısa boylu olarak sayılabilir. Eğer bu değerler her iki kümeye de ait olarak 

düĢünülürse o zaman da ġekil 3.2‟deki gibi bir durum ortaya çıkar (Elmas, 2007). 

 

ġekil 5. Klasik kümelerde kesiĢim (Elmas, 2007) 

Yukarıdaki Ģekilde görüldüğü gibi 155 cm ile 165 cm arası hem kısa boylu hem de orta 

boylu, 175 cm ile 185 cm arası hem orta boylu hem de uzun boylu kabul edilmiĢtir. Bir 

önceki duruma bakılırsa, Ģimdiki durumda keskin geçiĢler daha farklı Ģekle bürünmüĢtür. 

Böylece yeni bir problem ortaya çıkmıĢtır. 164 cm boyu olan kiĢi ile 156 cm boyu olan 

kiĢi, hem kısa boylular kümesine hem de orta boylular kümesine aitlik derecesi 1 

değerinde olur. Gerçekte 164 cm olan birisi, 156 cm olan birisine göre daha çok orta 

boylular kümesine aittir. Böyle problemlerde, bulanık küme kuramı, duruma daha 

iyileĢtirici bir çözüm getirir. Çünkü bulanık küme klasik kümenin geniĢletilmiĢ halidir.  

Nesnelere keskin kümelerin *   + değerler vererek kümenin elemanı olup olmadığına 

karar veren iĢlevine karĢılık, ,   - aralığında değiĢebilen değerler veren bir yöntem 

ortaya atılmıĢtır. Bulanık küme tarafından tanımlanan ve büyük değerlere 1‟e doğru 

büyüyen, küçük değerlere 0‟a doğru küçülen üyelik değeri veren bu iĢleve üyelik iĢlevi 

denilir. Boy uzunlukları ile ilgili kümeler bulanık küme halinde ġekil 6‟daki gibi 

gösterilir (Elmas, 2007). 
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ġekil 6. Boy uzunluklarının bulanık kümeleri 

ġekil 6‟da görüldüğü gibi 160 cm‟ den 170 cm‟ye doğru büyüyen değerler için kısa 

boylular kümesine ait olma derecesi düĢerken, orta boylular kümesine ait olma derecesi 

artmaktadır. Üyelik derecesi olarak adlandırılan bu değerler 170 cm ile 180 cm arasında 

değiĢen değerler içinde orta ve uzun boylular kümesine aitlik seviyesini gösterir (Elmas, 

2007). 

Aristo mantığına göre çalıĢan klasik küme kavramında, bir kümeye giren ögelerin üyelik 

dereceleri 1' e, o kümeye ait olmamaları durumunda ise 0'a eĢit olduğu öne sürülmüĢtür. 

Bu ikisi arasında bir üyelik derecesi düĢünmek mümkün değildir, ancak bulanık kümeler 

kavramında 0 ile 1 arasında değiĢen üyelik derecelerinden söz etmek mümkündür. Zadeh, 

küme ögelerinin üyelik derecelerinin 0 ile 1 arasında değiĢebileceğini ileriye sürerek, 

kümeler teorisinde geniĢ uygulamaya sahip ve doğal hayatla uyumlu olan bulanık küme 

teorisini geliĢtirmiĢtir. Bu kadar basit temeli olan bulanık kümeler kavramının, 1980‟li 

yıllar sonrasındaki teknoloji ve bilimsel çalıĢmalara etkisi büyük olmuĢtur. Bu Ģekilde 

tanımlanan üyelik derecelerinin, her bir bulanıklık durumu için üç temel özelliğinin 

sağlanması gerekir. Bunlar (ġen, 2004a): 

1. Bulanık kümenin normal olmasıdır. Bunun için en azından, o kümede bulunan 

ögelerden bir tanesinin, en büyük üyelik derecesi olan 1' e sahip olması gerekir. 

2. Bulanık kümenin monoton olmasıdır. Bunun anlamı, üyelik derecesi 1 'e eĢit olan 

ögeye yakın, sağda ve soldaki ögelerin üyelik derecelerinin de 1' e yakın 

olmasıdır. 

3. Üyelik derecesi 1 olan ögeden sağa veya sola eĢit mesafede hareket edildiği 

zaman, bulunan ögelerin üyelik derecelerinin birbirine eĢit olmasıdır ki buna da 

bulanık kümenin simetri özelliği adı verilir. Klasik kümelerle, bulanık kümelerin 

arasındaki önemli farklardan bir tanesi, klasik kümelerin sadece bir tane 

dikdörtgen üyelik fonksiyonu bulunmasına karĢılık, bulanık kümenin yukarıdaki 
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üç Ģarttan ilk ikisini mutlaka sağlayacak biçimde, değiĢik üyelik fonksiyonlarına 

sahip olmasıdır. ġekil 7‟de, 7 ile 9 arasında değiĢen gerçek sayıların üyelik 

derecesi fonksiyonlarını göstermektedir. 

 

 

ġekil 7. Üyelik derecesi fonksiyonları (a) klasik küme, (b) bulanık küme (ġen, 2004a) 

Klasik Küme Teorisi, bireyin bir kümeye üyeliği olup olmamasını gösteren bir ibaredir. 

Klasik Küme Teorisine göre, o kümenin ya elemanıdır ya da elemanı değildir. Bu yüzden 

bireyin hangi kümenin elemanı olduğunu ayırt etmek çok kolaydır. Çünkü kümenin 

noktaları kesin ve belli sınırlarla ayrılır. Klasik Küme Teorisinde bir elemanın aynı anda 

bir küme içerisinde hem bulunmasına hem de bulunmamasına müsaade edilmemektedir. 

Ayrıca kısmi olarakda bir kümeye aitlik söz konusu değildir. Bu yüzden birçok gerçek 

dünya uygulamalarında Klasik Küme Teorisi, yeterli bir Ģekilde tarif edilememekte ve 

çözüm önerilememektedir. Bir elemanın bir kümeye ne kadar ait olduğu sorusunu üyelik 

fonksiyonları cevaplamaya çalıĢır. Bu nedenle Bulanık Küme Teorisi kısmi üyelikleri 

kabul eder (Chen ve Pham,2001). 

Bulanık kümeler daha önceleri bulanık ve kesin olmamakla birlikte, veri temsil eden ve 

manipüle bir araç olarak hizmet vermektedir. Bulanık mantık ve bulanık alt teori arasında 

güçlü bir iliĢki vardır. Klasik Küme Teorisinde   evrensel küme ise A‟da  ‟in alt kümesi 

olarak tanımlanmaktadır. Klasik kümeye göre  ‟in elemanları *   + değerlerini alır 

(Fuller, 1998). 

     *   +                                     (3.1) 

 ‟in her elemanı sıralı çiftlerle ifade edilir. Sıralı çiftin ilk elemanı  ‟in unsurudur, ikinci 

elemanı ise *   + kümesinin unsurudur. “0” değeri üyelik olmayan kısmını, “1” değeri 

ise üyelik olan kısmını ifade eder. “ ‟in A‟nın elemanı” olduğu gerçeğini sıralı çiftinden 
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(    ( )) tespit edilir. Sıralı çiftin ikinci elemanı 1 ise ifade doğrudur, 0 ise yanlıĢtır 

(Fuller, 1998). 

Benzer Ģekilde bir bulanık alt kümenin sıralı çiftlerinde  ‟in ilk elemanı ve aralığı 

Ģeklinde tanımlanır (Fuller, 1998). 

     ,   -                                     (3.2) 

 ‟in elemanları ,   - aralığında ifade edilir. Sıfır değeri küme içerisinde üyelik temsil 

etmediği, 1 değerinin tam üyelik temsil ettiğini, aradaki değerler ise kümeye üyelik 

derecesini veya kısmi üyeliğini gösterir. X kümesinin bulanık alt kümesi olan A kümesi 

söylev evreni olarak bilinir. A kümesinin üyelik fonksiyonu  µᴀ ile gösterilir. A‟nın 

elemanı olan  ‟in üyelik derecesinin sıralı çifti (    ( )) olarak tanımlanır. Gerçek 

derece sıralı çiftin ikinci unsurdur (Fuller, 1998). 

X boĢ olmayan bir küme olsun. A ise   ‟e ait bir bulanık küme ise üyelik fonksiyonunun 

karakteristikleri      ,   -‟dir. Ve  A bulanık kümesinin üyelik derecesi   ( ) ise 

   . Yani   evrensel kümedir (Fuller, 1998). 

  *(    ( ))     +              (3.3) 

Tüm bulanık   kümesinin ailesi  ( ) ile gösterilir (Fuller, 1998). 

Eğer   *        + sonlu bir dizi ise,   evrensel kümenin A bulanık kümesine ait 

gösterim aĢağıdaki gibidir (Fuller, 1998). 

                               (3.4) 

Buradaki terimler,       ve           i = 1, . . . , n sınıfı olup, A kümesinin üyelik 

derecesini   , elemanlarının da   , + iĢaretinin ise bulanık tekliklerin birleĢimi olduğunu 

gösteren bir simgedir (Fuller, 1998). 

Örneğin; üyelik fonksiyonları belirterek (  *       +) , analitik diziyi tanımlamak 

veya fonksiyon özelliklerini kullanarak üye öğelerini tanımlamak gibidir. Burada 1 sayısı 

kümenin üyesi olduğunu,  0 sayısı ise üyesi olmadığını gösterir. Bir bulanık küme, 

karakteristik fonksiyonu için belirli bir kümenin elemanlarının üyeliğini çeĢitli 

derecelerde sağlar (Zimmermann, 1996).  
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ġekil 8. Bulanık küme parametreleri (Zimmermann 1996) 

Ġki üyelik fonksiyonları arasındaki kesiĢme noktalarının üyelik fonksiyonları sıfırdan 

büyüktür. KesiĢme noktalarında çapraz üyelik söz konusudur. Açıkçası bu iki üyelik 

fonksiyonları, birden fazla çapraz noktada olabilir. Bu nedenle iki üyelik fonksiyonunun 

arasında çapraz nokta sayısını tanımlamak için, çapraz noktasının oranına bakılır 

(Zimmermann, 1996).  

Burada tanımlanması gereken iki önemli özellik vardır (Sivanandam, Sumathi ve Deepa, 

2007): 

1. Çaprazlama noktası: Üyelik değerinin 0.5 eĢit olma durumu söz konusudur. 

  ̃( )                                   (3.5) 

2. Yükseklik: Ã bulanık kümesinin yüksekliği üyelik fonksiyonuna maksimum olan 

eleman tarafından belirlenir. 

    (  ̃( ))                          (3.6) 

Bazı kurallar yukarıdaki tanımlar kullanılarak formüle edilir. Ortak bir kurala göre temel 

değiĢkenin tüm değerleri açısından birbirine karĢılık gelen en az bir üyelik fonksiyonunun 

sıfırdan büyük olması gerektiğini savunur. Bu aynı zamanda iki komĢu üyelik 

fonksiyonları için çapraz geçiĢ oranının bire eĢit olduğunu gösterir. Bu nedenle komĢu 

üyelik fonksiyonları arasındaki çapraz noktasına değerinin 1 e eĢit olduğunu ve çapraz 

noktasına seviyenin ise 0.5 olduğu kabul edilir. Sonra simetri üzerinde durularak sağ ve 

sol geniĢliğin eĢitliği elde edilir (Zimmermann, 1996). 

Sağ üyelik fonksiyonu, sol geniĢliğe; sol üyelik fonksiyonu ise sağ geniĢliğe eĢittir. Bu 

geniĢlik durumlarında her ikisi de, iki bitiĢik üyelik fonksiyonlarının tepe değerleri 

arasındaki uzunluğa eĢittir (Zimmermann 1996).  
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3.2.2. Üyelik Fonksiyonu  

Üyelik fonksiyonu, bulanık kümenin önemli bir bileĢenidir. Bulanık kümeler ve iĢlemler 

üyelik fonksiyonları ile tanımlanır. Bunlar, Bulanık Küme Teorisi için tutarlı bir çerçeve 

oluĢturur, bununla birlikte, sürekli olarak Klasik Küme Teorisini geniĢletmek için 

mümkün olan tek yol değildir.  Zadeh ve diğer yazarlar küme teorisi için alternatif veya 

ek tanımlar ileri sürmüĢlerdir (Zimmermann, 1996). 

E evrensel kümesinde tanımlanan, bulanık küme A için μÃ  üyelik fonksiyonu; 

  ̃   ,   -                          (3.7) 

X bulanık küme tarafından genel olarak gösterilen nesneler topluluğu olup, üyelik 

derecesini gösteren sıralı çiftlerle ifade edilir. 

 ̃  {(    ̃( ))     }             (3.8) 

  ̃( ), üyelik fonksiyonunu veya üyelik derecesini ifade eder. Bulanık kümelerde üyelik 

alanı iki nokta içerir. 0 ile 1 arasındaki bir sayı ile açıklanır. 0 sayısı kümenin bulanık 

olmayan kısmını gösterirken 1 sayısı kümenin elemanı olduğunu ifade eder. Üyelik 

fonksiyonu aralığı sonlu olan negatif olmayan gerçek sayıların üst sınırının bir alt 

kümesidir. Üyelik derecesinin 0 olması durumunda, genellikle elemanlar 

listelenmemektedir. Bir bulanık küme sadece üyeliği iĢlevini belirterek temsil edilir. 

Bulanık küme bir sıralı çift seti ile baĢlar (Zimmermann, 1996). 

Üyelik fonksiyonları, 0 ile 1 arasında değerler almakta ve verilen bir bulanık küme 

içerisindeki noktaların farklı üyelik derecelerini göstermektedir. Bulanık sayılar, sürekli 

veya parçalı sürekli üyelik fonksiyonları ile gösterilmektedir. Üyelik fonksiyonlarından 

en yaygın olarak kullanılanları ise; üçgen ve yamuk üyelik fonksiyonlarıdır (BaĢkaya ve 

Öztürk, 2011). 

 

3.2.3. Destek Küme 

A, X bulanık kümesinin alt kümesi olsun.     ( ̃) ile gösterilen destek kümesinin 

unsurları,  ‟in alt kümesi olan A bulanık kümesinde tüm elemanları 0‟dan farklı üyelik 

derecesine sahip olan elemanların hepsini içermektedir. Destek kümesi, matematiksel 

olarak aĢağıda verildiği gibi tanımlanır (Fuller, 1998). 

    ( ̃)  {       ̃( )   }                        (3.9) 
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ġekil 9. Üyelik fonksiyonu kısımları (ġen, 2004a) 

Buradaki gibi verilen bir bulanık alt kümede, birden fazla ögenin üyelik  derecesi 1' e eĢit 

olabilir. Üyelik dereceleri 1' e eĢit olan ögelerin toplandığı alt küme kısmına, o alt 

kümenin özü denir. ( ( )   )' dir. Üçgen seklindeki üyelik fonksiyonunda sadece bir 

ögenin üyelik derecesi 1' e eĢit olduğundan, üçgen üyelik fonksiyonlarının özü bir nokta 

olarak karsımıza çıkmaktadır. Bir alt kümenin tüm ögelerini içeren aralığa, o alt kümenin 

desteği adı verilir. Dayanak (destek) kısmında bulunan her ögenin az veya çok değerde (0 

ile 1 arasında) üyelik dereceleri vardır. Bunun matematiksel gösterimi  ( )   'dır. 

Üyelik dereceleri 0 ve 1‟in dıĢında olan elemanların oluĢturduğu kısımlara “üyelik 

fonksiyonunun sınırları” adı verilir (ġen, 2004a). 

0‟dan ve 1‟den farklı üyelik derecelerin kısımlarına üyelik fonksiyonunun sınır bölgesi 

olarak adlandırılır. Matematiksel olarak tanımı ise;  

    ̃( )                                                 (3.10) 

Bu üyelik fonksiyonlarının tanımlandığı yer standart bölgedir (Sivanandam vd., 2007). 

 

3.2.4. α − kesim Seviyesi  

Bulanık A kümesinin α – kesim kümesi Aα ile gösterilir. Ã kümesindeki bütün 

elemanların üyelik derecesi α değerinden büyük veya eĢit olanları içerir (Zimmermann, 

1996). 

Seçilen her bir α değeri ile farklı bir α-kesim kümesi oluĢturulur. α değeri,    (   - 

koĢuluyla tanımlanan gerçel bir sayıdır. Her bir α düzeyi ile üyelik fonksiyonunun farklı 

bir dilimi belirlenir.        olduğunda,          Ģeklindeki kapsama iliĢkisi geçerli 

hale gelir. BaĢka bir deyiĢle, α değeri arttıkça, α-kesimiyle oluĢturulan bulanık olmayan 
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kümedeki eleman sayısı azalır. α-kesim kümesi, matematiksel olarak aĢağıdaki gibi 

tanımlanır (Özkan, 2003). 

   *      ̃( )            (3.11) 

Ve  

   (   - 

 

ġekil 10. α-kesim kümesinin gösterimi 

Matematiksel gösterimdeki büyük eĢit  “ ” yerine büyük “ ” kullanılırsa, yani kesit 

kümesi üyelik dereceleri  ‟dan sadece büyük olan elemanlardan oluĢturuluyorsa   

kesitinin bu çeĢidine güçlü -kesim kümesi denir ve Ã+ ile gösterilir (Klir ve Yuan, 

1995). 

 

3.3. Bulanık Küme ĠĢlemleri  

Bu bölümde bulanık kümeler için, Klasik Küme Teorisi iĢlemleri geniĢletilecektir. 

Bulanık küme içerisinde mantıksal iĢlemlerde yine üyelik fonksiyonları önemlidir. Tüm 

iĢlemlerin eklentilerinin tutarlı bir kavram oluĢturması için her zaman ki gibi üyelik 

dereceleri *   + olarak alınmalıdır. Bu nedenle Bulanık Küme Teorisinde küme 

iĢlemlerinin uzantıları aynı sembolle kullanılmalı   kümesinin bulanık alt kümeleri A ve 

B‟dir. Ve   boĢ küme içermemektedir (Fuller, 1998). 

Bulanık kümeler üzerinde birleĢim, kesiĢim ve tümleme (değilleme) iĢlemlerinin birkaç 

temel özelliği vardır. Bu özellikler Tablo 6‟daki gibi ifade edilmektedir. 
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Tablo 6.  Bulanık Küme ĠĢlemlerinin Temel Özellikleri 

Çift Değilleme    ̃
 ( )    ̃( ) 

DeğiĢme    ̃  ̃( )    ̃   ̃( ) 

  ̃   ̃( )     ̃   ̃( ) 

BirleĢme   ( ̃   ̃)  ̃( )     ̃ ( ̃  ̃)( ) 

 ( ̃   ̃)  ̃( )    ̃ ( ̃   ̃)( ) 

Dağılma    ̃  ( ̃   ̃)( )   ( ̃   ̃) ( ̃  ̃)( ) 

  ̃ ( ̃  ̃)( )    ( ̃  ̃) ( ̃  ̃)( ) 

Yansıma    ̃  ̃( )     ̃( ) 

  ̃  ̃( )    ̃ 

Yutma    ̃ ( ̃  ̃)( )    ̃( ) 

  ̃ ( ̃  ̃)( )     ̃( ) 

Yutma    ̃  ( )     ( ) 

  ̃  ( )     ( ) 

ÖzdeĢlik    ̃  ( )    ̃( ) 

  ̃  ( )     ̃( ) 

De Morgan Kuralı    ̃  ̃̅̅ ̅̅ ̅̅ ( )    
 ̃  ̃

( ) 

 
 ̃  ̃

( )     ̃  ̃̅̅ ̅̅ ̅̅ ( ) 

Kaynak: Özkan, 2003 

Yukarıdaki tablo incelendiğinde klasik küme iĢlemlerinden Orta Terimin Yokluğu Kuralı 

(   ̅   ) ve ÇeliĢme Kuralının    ̅    bulanık kümelerde geçerli olmadığı 

görülmektedir. Klasik kümelerde bir kümeye ait olan bir eleman diğer kümeye ait 

değilken, bulanık kümelerde bir kümeye kısmi olarak üye olan bir eleman diğer kümeye 

de kısmi üye olabilmektedir. ġayet evrensel kümeyi her elemanın 1 üyelik derecesi ile 

üye olduğu ve boĢ kümeyi de elemanlarının üyelik derecesinin 0 olduğunu kabul edersek 

söz konusu kurallar Ģu Ģekilde ifade edilebilir (Özkan, 2003). 

 
 ̃  ̅̃

( )     ( ) 

 
 ̃  ̅̃

( )      ( )                                                            (3.12)   

Bulanık kümelerde kesiĢim, birleĢim ve tümleme iĢlemleri için tanım çeĢitliliği, teorik 

açıdan varlığı, klasik mantıkta kullanılan küme iĢlemcilerinin bulanık küme halinde 

geniĢletilmesi, uygulamaya dayalı nedenlerle açıklanabilir. Ġki bulanık kümenin kesiĢim  
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veya birleĢim kümesi belirlenirken, bu kümeler tarafından kapsanan en büyük /en küçük 

bulanık kümenin yerine diğer kesiĢim veya birleĢim kümesinin seçilmesi daha etkin 

sonuçlar verebilir (Özkan, 2003). 

 

3.3.1. BirleĢim ĠĢlemi 

Ġki veya daha fazla alt kümenin bir temel küme içinde ortak noktaların olması halinde 

kümelerin birbirleri ile “veya” mantığı ile bağlanması sonucunda temel kümenin alt 

kümelerin en az biri tarafından kapsanan yerler olarak tanımlanır. Buradaki söz konusu 

olan sözel iĢlem “veya” kelimesinin mantıksal anlamından gelir. Bunun matematiksel 

olarak düĢünüldüğünde klasik kümeler için  , bulanık kümeler için ise ˅ iĢareti ile olur. 

Buradaki    ve ˅ iĢaretleri “veya” anlamına geldiği unutulmamalıdır. Ġki tane  ̃     ̃ 

bulanık alt kümenin birleĢimi durumunda her bir kümeye ait öğenin  ̃     ̃ deki üyelik 

derecelerinin en büyüğü alınarak küme birleĢimi gerçekleĢir (ġen, 2004). 

Üyelik fonksiyonu   ̃( ) olan kümenin birleĢimi ise  ̃   ̃   ̃ olarak tanımlanır 

(Zimmermann, 1996): 

  ̃( )     {  ̃( )   ̃( )}              (3.13) 

veya baĢka bir gösterim Ģekli ile (Fuller, 1998); 

A ve B nin birleĢim iĢlemi, 

(   )( )     * ( )  ( )   ( )   ( )      +       (3.14) 

olarak tanımlanmakta olup ġekil 11‟de gösterildiği gibi bir sonuç ortaya çıkar. 

 

ġekil 11. Ġki üçgen bulanık sayının birleĢimi(Fuller, 1998) 

Bulanık birleĢimi veren s-eĢleĢmeleri de ,   - aralığında üyelik değerleri alır ve  

  ,   -  ,   -  ,   -           (3.15) 

ile gösterilen herhangi bir s-eĢleĢmesinin birleĢim kümesi olarak kabul görmesi için, sınır, 

değiĢme, artan olmama, birleĢme koĢulların karĢılanması gerekir (Özkan, 2003). 
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3.3.2. KesiĢim ĠĢlemi 

BirleĢim iĢleminden farklı bir iĢlem olarak iki alt kümenin “ve” ifadesi ile bir araya 

getirilmesi söz konusudur. Burada “ve” ifadesi, iki veya daha fazla alt kümelerde bulunan 

ortak öğelerin teĢkil ettikleri kümedir. Böylece iki alt kümeden daha dar kapsamlı bir alt 

kümenin elde edileceği anlaĢılır. Ġki bulanık kümeye ait olan öğelerin en küçüklenmesiyle 

ortaya kesiĢim iĢlemi çıkmaktadır (ġen, 2004b). 

Üyelik fonksiyonu   ̃( )  olarak tanımlanan kümenin kesiĢimi ise  ̃   ̃   ̃ olarak 

tanımlanır (Zimmermann, 1996): 

  ̃( )     {  ̃( )   ̃( )}              (3.16) 

veya baĢka bir gösterim Ģekli ile; 

(   )( )     * ( )  ( )+   ( )   ( )             (3.17) 

olarak tanımlanmaktadır ve ġekil 12‟de gösterildiği gibi bir sonuç ortaya çıkar (Fuller, 

1998) 

 

ġekil 12. Ġki üçgen bulanık sayının kesiĢimi (Fuller, 1998) 

Ã ve B  kümeler ne  l Ģk n üyel k fonks yonlarını Ã B  kes Ģ m kümes n n üyel k 

fonksiyonuna dönüĢtüren eĢleĢme 

  ,   -  ,   -  ,   -            (3.18) 

olarak tanımlanır. Buradak  her b r [0, 1] ter m  sırasıyla Ã, B  ve Ã B  bulanık 

kümelerinin alabileceği üyelik değerlerini ifade etmektedir. Bilindiği üzere, iki bulanık 

kümenin kesiĢimi yeni bir bulanık kümeyle sonuçlanır. Bu nedenle, [0, 1] aralığında 

değerler alab len Ã ve  B  bulanık kümeler n n kes Ģ m kümes  de [0,1] aralığında değerler 

alır (Özkan, 2003). 
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3.4. Bulanık Sayılar ve Üyelik Fonksiyonları 

Bulanık sayılar; dıĢbükey, normalleĢtirilmiĢ, sınırlı sürekli üyelik fonksiyonu olan ve 

gerçel sayılarla tanımlanmıĢ, ayrıca bulanık kümelerin özel bir alt kümesi olarak ifade 

edilir. Bulanık kümelerde geçerli olan birleĢim, kesiĢim, α-kesimi, geniĢleme kuralı gibi 

küme teorik iĢlemleri, bulanık sayılara da kolayca uygulanır (Çevik ve Yıldırım 2010). 

R‟de tanımlı bir bulanık kümenin bulanık sayı olarak ele alınabilmesi için, asgari olarak 

aĢağıdaki üç Ģartı sağlaması gerekir (Klir ve Yuan, 1995, Zimmermann, 1996): 

1.  ̃,  normal bir bulanık küme olmalıdır. X in en az bir elemanı 1 değerini aldığı 

için normallik söz konusudur.  

2.  ̃, her üyelik derecesi kesiminde kapalı aralık olmalıdır. 

3.  ̃‟nın destek kümesi sınırlı olmalıdır.  

Bulanık sayılar F ile gösterilir. Bir bulanık olmayan sayıyı, bulanık sayıdan ayırt etmek 

için bazen yaklaĢık ( ) yaklaĢık iĢareti ile ifade edilir (Fuller, 1998). 

Bulanık Küme Teorisinde kesin sayısal değerlerin yerine doğal dilde ifadeleri içeren 

dilsel değiĢkenler kullanılır. Bu ifadeler bulanık sayılara dönüĢtürülerek çözümlemeler 

yapılır. Bulanık sayı özel bir bulanık kümedir. . ̃         ̃( )/. Burada x reel doğru 

üzerindeki            değerlerdir. Üyelik fonksiyonları ise   ̃( ) ,   - 

aralığındaki bir sayı ile eĢlenir (Akyüz, 2012).  

Üyelik fonksiyonu   ̃( )         (    ) böyle ise  ̃ bulanık kümesindeki bulanık 

sayıya pozitif/negatif denir  (Zimmermann, 1996). 

ġekil 13. Bulanık sayılar (Fuller, 1998) 

Bulanık kümenin elemanlarının üyeliklerinin belirlenmesinde üye ve üye değildir gibi 

kesin ifadelerden ziyade üyelik fonksiyonlarını kullanılarak üyelik dereceleri oluĢturulur 

ve sayıların komĢuluğu yaklaĢımından faydalanılır (Yıldız ve Deveci, 2013).  
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  ̃( ) sürekli bir değiĢken için üyelik derecesi üyelik fonksiyonuyla ifade edilir. Bulanık 

sayılar üçgen ve yamuk bulanık sayılar olmak üzere iki türdür (Zimmermann, 1996). 

 

3.4.1. Üçgensel Bulanık Sayı ve Üyelik Fonksiyonu 

Üçgensel bulanık sayı özel bir durumdur. ĠĢle kolaylığı sağlaması nedeniyle en çok 

kullanılan bulanık sayı türüdür (Zimmermann, 1996).     

Bir üçgensel bulanık sayının üyelik fonksiyonu Ã ile üçgensel bulanık sayılar ise basitçe 

l,m,u olarak ifade edilir (Özdemir ve Yalçın Seçme, 2009). l,m,u ile ifade edilen bu üç 

gerçek sayı sırasıyla en küçük, en geniĢ veya en çok beklenen değeri ve en büyük değeri 

temsil etmekte ve       Ģeklinde sıralanır. Üçgensel bulanık sayının üyelik 

fonksiyonu aĢağıda tanımlanır (Özbek, 2016): 

  ̃( )   

{
 
 

 
 

               
   

   
              

   

   
              

                

                                                                            (    ) 

l, m, u parametreleri sırasıyla; 

l : Mümkün olan en küçük değerdir. 

m : Beklenen en geniĢ değerdir. 

u : Beklenen en büyük değeri temsil etmektedir. Buna göre;  ̃ üyelik fonksiyonu  

  ̃( )    ,   -            (3.20) 

olarak belirlenir. 

Her parametrenin çeĢitli değerleri için 0 ile 1 arasında üyelik değeri elde edilir. 

Olasılıkların ifade edilebilmesi için üyelik değerlerinin, belirgin sayılara dönüĢtürülmesi 

gerekir (Acar ve Durucasu, 2015).  
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ġekil 14. l,m,u üçgen bulanık sayı(Çanlı ve Kandakoğlu, 2007). 

Üçgensel bulanık sayıların iĢlemlerinin özelliklerinden bahsetmek mümkündür. Bunlar 

(Lee, 2005); 

1. Üçgensel bulanık sayılar arasındaki toplama veya çıkarma iĢlemlerinin 

sonuçları yine bir üçgensel bulanık sayıyı verir. 

2. Çarpma ve bölme iĢlemlerinin sonuçları, üçgensel bulanık sayıyı 

vermeyebilir. 

3. Maksimum ve minumum iĢlemlerinin sonuçları, üçgensel bulanık sayıyı 

vermek zorunda değildir.  

Bazı çalıĢmalarda üçgen bulanık sayılar için temel aritmetik iĢlemlerine gerek 

duyulmaktadır.  ̃  (        ) ve  ̃  (        ) iki üçgen bulanık sayılar arasındaki 

temel aritmetik kurallar Ģu Ģekilde tanımlanır (Akyüz, 2012): 

Toplama :  ̃   ̃  (        )  (        )                    

Çıkarma :  ̃   ̃  (        )  (        )                    

Çarpma :  ̃   ̃  (        )  (        )                     

Bölme :  ̃  ̃  (        ) (        )                    

Tersini alma :  ̃             ⁄⁄⁄  

 

3.4.2. Yamuk Tipi Bulanık Sayı ve Üyelik Fonksiyonu 

Yamuk üyelik fonksiyonu,  ̃  (           ) gibi dört parametre ile tanımlanır. 

            için karar verilecek olan farklı değerler, simetrik veya simetrik olamayan 

yamuk üyelik fonksiyonu elde edilmesine sebep olmaktadır (BaĢkaya ve Öztürk, 2011). 
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Yamuk üyelik fonksiyonunun parçalı fonksiyon Ģeklindeki ifadesi (3.21)‟de verilir 

(Yaralıoğlu, 2004): 

 

  ̃( )   

{
  
 

  
 

                     
    

     
                

                        
    

     
                   

                       

                                                                  (    )  

Yamuk bir üyelik fonksiyonu ve bileĢenleri ġekil 15‟de gösterilir.  

 

ġekil 15. Yamuk üyelik fonksiyonu(BaĢkaya ve Öztürk, 2011) 

Yamuk bulanık sayılarda iĢlemlerin özellikleri (Lee, 2005); 

1. Ġki yamuksal bulanık sayı arasındaki toplama ve ya çıkarma iĢlemleri yine bir 

yamuksal bulanık sayıyı verir. 

2. Çarpma, bölme ve ters alma iĢlemlerinin sonucu yamuk bulanık sayıyı 

vermeyebilir. 

3. Maksimum ve minumum iĢlemlerinin sonuçları üçgensel bulanık sayıyı vermek 

zorunda değildir.  

 ̃  (           )     ̃  (           ) iki yamuk bulanık sayı olmak üzere yamuk 

bulanık sayılarla yapılan bazı temel iĢlemler aĢağıda tanımlanır (Ecer, 2007) 

Toplama:  ̃   ̃  (                       ) 

Çıkarma:  ̃   ̃  (                       )    

Çarpma:  ̃   ̃  (                       ) 
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Hesaplama verimliliği ve toplama kolaylığı için yamuk üyelik fonksiyonları sık sık 

kullanılır (Zimmermann, 1996). 

 

3.5. Bulanık Matematiksel Programlama 

Matematiksel programlama, Bulanık Küme Teorisi içerisinde yaygın olarak kullanılır. 

Bunun en önemli sebeplerinden birisi,  Bulanık Matematiksel Programlama kısıtlarda ve 

amaç fonksiyonunda esnekliğe izin verir ve böylece bulanık ortamda karar vermek daha 

da kolay bir hal alır. Gerçek hayatta karĢımıza çıkan problemlerin verileri ve 

parametreleri genellikle kesin bilgiler içermeyebilir. Bu yüzden literatüre bakıldığında 

Bulanık Matematiksel Programlama modellerinin pratik problemlere uygulandığı 

çalıĢmalar gün geçtikçe hızla arttığı görülmektedir (Sungur, 2008). 

Bulanık Matematiksel Programlama, Zimmermann tarafından, karar vericinin ulaĢmak 

istediği amaç fonksiyonunun değeri için bir istek seviyesinin (aspirasyon seviyesi) 

oluĢturulabileceğinin ve kısıtların her birinin bir bulanık küme olarak 

modellenebileceğini ortaya atarak yaygınlaĢmasına katkıda bulunmuĢtur (Sarıkaya, 

Çalıkan ve Türkbey, 2014). 

Zimmermann, çok amaçlı bir fonksiyona sahip olan problemleri çözebilmek için Bulanık 

Matematiksel Programlama modelini geliĢtirmiĢtir. Zimmermann, eĢit amaçlara sahip 

doğrusal vektör problemi için kesiĢme operatörü temelinde operasyonel bir Bulanık 

Doğrusal Programlama modelini ortaya koymuĢtur.  Yager,  amaçlar üzerinde bulanık 

sınırlamalı ve tercihli matematiksel programlama üzerine çalıĢmalarda bulunmuĢtur. 

Narasimhan, çalıĢmasında bulanık ortamda amaç programlama problemini tartıĢmıĢtır. 

Diğer bir çalıĢmada, Rubin ve Narasimhan tarafından, bulanık amaçlar ve bunların 

öncelikleri üzerine yapılmıĢtır. Feng ve YingYun,  vektör en iyileme problemlerini 

Bulanık Matematiksel Programlama tekniği kullanarak çözmüĢlerdir (Dağdeviren, Akay, 

ÇetinyokuĢ ve Kurt, 2002). 

Bulanık Matematiksel Programlama modelinin en genel formülasyonu               

bulanık olmak Ģartıyla aĢağıdaki gibidir (Sungur, 2008): 





n

1j
j

x~
j

c~Max Z

            (3.22) 
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Kısıtlar;

 

i
d
~n

1j
j

x
ij

a~ 


  i=1,2,…, m 

     

Burada,    amaç fonksiyonunun kar katsayısı,    mevcut kıt kaynak miktarı ve     ise 

teknik katsayı olarak tanımlanır. Bu girdiler (         ) eksik ya da elde edilememiĢ 

bilgiler olabileceğinden genellikle bulanıklık söz konusudur. Bu bulanık sayıların 

formüle edilebilmesi için üyelik fonksiyonları (  ( )) kullanılır (Sungur, 2008). 

 

3.6. Bulanık Doğrusal Programlama 

Gerçek yaĢamda kısıtlar her zaman doğrusal programlama da olduğu gibi katı kurallara 

bağlı değildir. Bulanık Doğrusal Programlama, amaç ve kısıtlarda esnekliğe izin verir ve 

çatıĢan amaç ve kısıtlar arasında uzlaĢık bir çözüm getirir (ErdoğmuĢ ve Öğütlü). 

Doğrusal programlama modelleri için bulanıklık ifadesi, amaç fonksiyonu ve kısıt 

katsayılarının tam olarak bilinmediği ve model içerisinde kullanılan bazı eĢitsizlikler ve 

eĢitlikler için sınırlarının kesinlik bildirmeyen değerlerle tanımlanabildiği anlamını taĢır 

(Özkan, 2003). 

Bulanık Doğrusal Programlama, bulanık mantık ve doğrusal programlamanın birleĢimi 

olup, Klasik doğrusal programlamanın geniĢletilmiĢ halidir. Bulanık Doğrusal 

Programlama, doğrusal programlama yöntemi kullanılarak çözümlenebilen problemlere 

karar süreçlerinde görülen belirsizlik dahil edildiğinde kullanılan bir yöntemdir.  Bulanık 

Doğrusal Programlama modelinin en genel hali Ģöyle formüle edilebilir (Çevik ve 

Yıldırım 2010): 





n

1j
j

x~
j

c~Max Z   

Kısıtlar; 

 i
b
~

),,(
n

1j
j

x
ij

a~ 
          
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                                                             (3.23) 

Doğrusal programlama modelinden farklı olarak, Bulanık Doğrusal Programlama 

modelinde bulanıklık simgesi ( ) konulur. Burada  ̃    ̃   ̃  bulanık sayılardır ve    

değerleri bulanık sayılarının halleridir (Çevik ve Yıldırım 2010). 

Klasik Doğrusal Programlama problemlerinde optimal sonuç bulunurken doğrusal 

eĢitsizlik ve eĢitliklerle ifade edilen çeĢitli kısıtlar altında, bir doğrusal fonksiyonun 

maksimum ya da minimum değeri tespit edilmeye çalıĢılır. Fakat kimi zaman pratikte 

karĢımıza çıkan durumlarda bu denklemlerde kullanılan parametrelerin kesin ve net 

olarak ifade edilmesi mümkün değildir. Bu tip durumlarda Bulanık Doğrusal 

Programlamanın kullanılması gerekir (Klir ve Yuan, 1995). 

Bulanık Doğrusal Programlama konusunda ilk çalıĢma 1970 yılında “Decision Making in 

a Fuzzy Environment” adlı makale ile yapılmıĢtır. Bu makalenin yayınlanmasının 

ardından bulanık ortamda karar verme doğrusal programlama problemlerine 

uygulanmaya baĢlamıĢtır. Ġlk olarak Zimmermann 1974 yılında Klasik Doğrusal 

Programlama problemlerine Bulanık Küme Teorisini sunmuĢtur (Çevik ve Yıldırım 

2010). Bulanık Doğrusal Programlama modellerini simetrik modeller ve simetrik 

olmayan modelleri Ģeklinde ilk kez Zimmermann tarafından sınıflandırılmıĢtır.  

Zimmermann‟a göre amaç fonksiyonu ve kısıtların her ikisinin de bulanık olması halinde 

simetrik model ortaya çıkmaktadır (Özkan, 2003).  

Daha sonra çalıĢmalar hızla yaygınlaĢmıĢtır. Tanaka, Okuda ve Asai 1974 yılında bulanık 

kısıtlarda Bulanık Doğrusal Programlamanın bir formülasyonunu öne sürmüĢ ve bulanık 

sayılar arasındaki eĢitsizlik iliĢkilerine dayalı çözümüne iliĢkin bir yöntem sunmuĢtur. 

Zimmermann 1978 yılında bulanık optimizasyonun temellerini oluĢturarak çok amaçlı ve 

doğrusal üyelik fonksiyonlu bir bulanık optimizasyon problemine indirgenebileceğini 

kanıtlamıĢtır. Orlovsky(1978), Yager(1979), Freeling(1980), Dubois ve Prade(1980) 

Bulanık Doğrusal Programlama konusunda çalıĢmalar yapmıĢlardır. Negotia 1981 yılında 

bulanık katsayılarda doğrusal programlama problemini formüle etmiĢ ve robust 

programlama olarak tanımlamıĢtır.1981 yılında Hannan, 1984 yılında Nakamura parçalı 

üyelik fonksiyonlu Bulanık Doğrusal Programlama problemlerini ele almıĢlardır. Chanas 

1983 yılında Bulanık Doğrusal Programlamada parametrik programlamayı kullanmıĢtır. 

Tanaka ve Asai 1984 yılında teknoloji matrisi ve amaç fonksiyonu katsayılarını, sağ taraf 

sabitlerini bulanık sayılar olarak alıp, kısıtları bulanık fonksiyon olarak düĢünmüĢlerdir. 
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Ayrıca Tanaka ve Asai 1984 yılında amaç fonksiyonuna bir tatmin düzeyi vererek bunu 

da bir kısıt gibi düĢünen bir yöntem önermiĢtir. 1989 yılında Werners tarafından, amaç ve 

sınırların bulanık olduğu modellerin çözümünde etkileĢimli bir matematiksel model öne 

sürülmüĢtür. 1989 yılında Delgado, Vergeday ve Vila tarafından Bulanık Doğrusal 

Programlama problemlerinin çözümü için genel bir model geliĢtirilmiĢtir (Çevik ve 

Yıldırım 2010). 

Bulanık Doğrusal Programlamanın uygulama alanına gelince, Klasik Doğrusal 

Programlamanın kullanıldığı her alanda kullanılabilir. Bulanık Doğrusal Programlama 

tarımsal ekonomiler, atama problemleri, bankacılık ve finans, çevre yönetimi, personel 

yönetimi, üretim gibi birçok alanda uygulamaya konulmuĢtur (Çevik ve Yıldırım 2010). 

 

3.6.1. Bulanık Doğrusal Programlama Modellerinde YaklaĢımlar 

Bulanık Doğrusal Programlama modellerinde yer alan yaklaĢımları Zimmermann 

yaklaĢımı, Verdegay yaklaĢımı ve Werners yaklaĢımı Ģeklinde incelenebilir. 

 

3.6.1.1. Zimmermann YaklaĢımı 

Bulanık Doğrusal programlama bir karar modeli olarak ilk kez Zimmermann tarafından 

ele alınmıĢtır. Zimmermann çalıĢmasında bulanık amaç ve bulanık kısıtlayıcılı doğrusal 

programlama modellerinde, karar vericinin amaç fonksiyonu için hedeflemiĢ olduğu 

seviyeyi ve tolerans miktarını çözüm öncesinde belirleyebildiğini savunmuĢtur (Çevik ve 

Yıldırım,  2010). 

Bulanık Doğrusal Programlama modellerinin çözümü için Zimmermann‟ın sunduğu 

yöntemin az sayıda varsayım ve iĢlemsel kolaylık sağlama gibi avantajları olmasına 

rağmen, bu yönteme literatürde iki açıdan eleĢtiri getirilmiĢtir. Ġlk eleĢtiri, amaç 

fonksiyonunun eriĢim düzeyi ile maksimum tolerans miktarının karar vericiden 

baĢlangıçta istenmiĢ olmasıdır. Karar vericinin bu değeri doğru olarak belirlemesi 

mümkün olmayabilir. Ayrıca amaç fonksiyonunun eriĢim düzeyinin çok büyük olması 

problemin çözümünün belirlenememesine sebep olabilir. Ġkinci eleĢtiri ise, bulanık karar 

kümesi tamamen belirlenememekte, bunun yerine bulanık karar kümesinin en büyük 

üyelik dereceli elemanı belirlenir (Özkan, 2003). 
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Zimmermann‟a göre bulanık amaç fonksiyonunun   , amacı ve    tolerans miktarı ile 

tüm kaynakların    ve    değerleri baĢlangıçta belirlenerek bulanık amaç ve bulanık 

kısıtların birbirinden farksız olduğuna karar verilir.    için ,        - aralıklarıyla 

tanımlanır. Dolayısıyla (Karaatlı, Ömürbek ve Yılmaz, 2014); 

Maximum        

Kısıtlar; 

(  )  ̃                                       (3.24) 

    

eĢitliği x‟in bulunması problemine dönüĢür.  

X‟, bul; 

    ̃    

(  )  ̃                                              (3.25) 

    

burada gösterilen   bulanıklaĢtırma iĢareti olup, ≤ iĢaretinin bulanıklaĢtırılmıĢ hali  ̃  

dönüĢür. „(  )  kısıtlayıcısı    civarında ve daha azdır‟,     amacı ise     civarında veya 

daha fazladır Ģeklinde yorumlanır.  

Bulanık amaç ve bulanık kısıtlayıcıların üyelik fonksiyonları belirlenir ve karar verici 

tarafından belirlenen sabit değerli tolerans miktarına göre bulanık amaç ve bulanık 

kısıtlayıcıların parçalı doğrusal üyelik fonksiyonları aĢağıda verildiği gibidir (Lai ve 

Hwang, 1992) 

  ( )  

{
 
 
 

 
 
 

                           

 
 

  
      

  
                     

  
  

                             

                                               (    ) 
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  ( )  

{
 
 
 

 
 
 

                       (  )    

 
 

  
(  )    

  
            (  )       

  
  

                       (  )       

                                             (    ) 

Bulanık amaç fonksiyonuna iliĢkin üyelik fonksiyonları artan sürekli doğrusal fonksiyon 

iken ve bulanık kısıtlayıcı için üyelik fonksiyonu azalan doğrusal bir fonksiyondur.  

Bulanık amaç ve bulanık kısıtlar için üyelik fonksiyonları ġekil 16‟da ve ġekil 17‟de 

görülmektedir (Özkan 2003). 

 

ġekil 16. c
T
x  ̃b0 Ģeklindeki bulanık amacın üyelik fonksiyonu (Özkan 2003) 

 

 

ġekil 17. A(x)i   ̃   - bi  Ģeklindeki bulanık kısıt için üyelik fonksiyonu (Özkan 2003) 
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Simetrik Bulanık Doğrusal Programlama modellerinde ilave bir değiĢken olan λ ifadesi 

kullanılarak, bulanık amaç ve bulanık kısıt üyelik fonksiyonlarının yerine yazılması ile 

aĢağıdaki modele dönüĢtürülür ve model son halini alır (Çevik ve Yıldırım, 2010). 

Max λ 

Kısıtlar; 

       (   )              (3.28) 

(  )     (   )   

(  )                                          

   ,   - 

                                         

(  )     bulanık olmayan kısıtlayıcı Ģeklinde modele dahil olur. Yukarıda verilen 

doğrusal programlama modeli klasik bir doğrusal programlama problemidir (Özkan, 

2003). 

 

3.6.1.2.Verdegay YaklaĢımı 

Vergeday yaklaĢımında, betimleme teoremi ve parametrik programlamadan yararlanarak;  

bulanık kısıtlayıcılı bir doğrusal programlama modelinin bulanık çözümünün bulunması 

için, bulanık kısıtlayıcıların α-kesim kümelerine ayrılması gerektiğini savunulmuĢtur. 

Vergeday yaklaĢımında parametrik programlama yardımıyla hesaplanan çözümlerden 

hangisinin Bulanık Doğrusal Programlama probleminin çözümü kabul edileceği, 

tamamen karar vericiye aittir (Karaatlı vd., 2014). Verdegay(1982), sağ taraf değerleri 

bulanık olan DP problemlerinin kesin parametrik programlama problemine eĢdeğer 

olduğunu ilk olarak kanıtlayan kiĢidir (Lai ve Hwang, 1992). 

Bulanık parametreli doğrusal programlama problemleri Ģu Ģekilde ifade edilir (Özkan, 

2003). 





n

1j
j

x~
j

c~Max Z       

Kısıtlar;              (3.29) 
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i
b
~n

1j
j

x
ij

a~ 


  i=1 2,…, m 

    

Verdegay‟ın önerdiği, bulanık kısıtlara ait üyelik fonksiyonu aĢağıdaki gibidir (Lai ve 

Hwang, 1992). 

  ( )  

{
 
 
 

 
 
 

                       (  )    

 
 

  
(  )    

  
            (  )       

  
  

                       (  )       

                                             (    ) 

Bu üyelik fonksiyonları kullanılarak düzenlenen model de aĢağıdaki hali alır (Lai ve 

Hwang, 1992). 

Maximum           

Kısıtlar; 

(  )     (   )                                         (3.31) 

  ,   - 

    

Bu model,       alındığında parametrik programlama problemine ulaĢılır ve sonuç θ 

parametresine bağlı olarak elde edilir (Lai ve Hwang, 1992). 

 

3.6.1.3.Werners YaklaĢımı 

Werners modelde bulanık kısıtların tolerans düzeyleri (  )ve üyelik fonksiyonları (      ) 

karar verici tarafından belirlenebildiğini savunmuĢtu ancak, bulanık amaç fonksiyonuna 

iliĢkin üyelik fonksiyonları, karar verici tarafından önceden belirlenememektedir. 

Werners, amaç fonksiyonunun üyelik fonksiyonunu Orlovski‟nin önermiĢ olduğu bulanık 

karar kümesini temel almıĢtır. Orlovski, bulanık kısıtlayıcıların oluĢturduğu tanım 

kümesinin her bir α- kesim kümesi için, amaç fonksiyonunu optimal değerlerini belirler. 

Optimal değerlerle eĢit üyelik dereceli olan çözüm uzayının α- kesim kümesini bulanık 

karar kümesi olarak ele almayı önermiĢtir (Oruç ve Yılmaz 2013). 
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Werners, amaçların gerçekleĢebilir en küçük ve en büyük değerlerini bularak üyelik 

fonksiyonunu oluĢturmuĢtur. Werners yöntemi, Bellman ve Zadeh‟in bulanık karar; 

bulanık hedef ve bulanık kısıtların kesiĢimidir (Sarucan, Atak ve Yılmaz). 

Werners‟e göre bulanık kısıtlı doğrusal programlama problemlerinde kısıtların bulanık 

olması sebebiyle, amaç fonksiyonunda bulanık olmasını gerektirir. Bu sebeple, bulanık 

kısıtlayıcılı doğrusal programlama problemleri bulanık amaç fonksiyonlu ve bulanık 

kısıtlayıcılı doğrusal programlama problemleri olarak ele alınabilir. Werners‟ın Bulanık 

Doğrusal Programlama yaklaĢımı aĢağıdaki gibi modellenir (Özkan, 2003). 

              

Kısıtlar; 

(  )  ̃                                                                               (3.32) 

    

Optimal değer    ve    arasında değer alacağından bu aralıkta amaç fonksiyonunun 

üyelik fonksiyonu sürekli artan doğrusal üyelik fonksiyonudur. Bu durumda amaç 

fonksiyonunun ve bulanık kısıtların üyelik fonksiyonu aĢağıda tanımlanmıĢtır (Çevik ve 

Yıldırım, 2010): 
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ġekil 18. Amaç fonksiyonu için üyelik fonksiyonu(Lai ve Hwang, 1992) 

Optimal çözüm, Z
0
 ve Z

1
 arasında bir değer alacağı için optimal çözümün değeri arttıkça 

memnuniyet de artacaktır (Lai ve Hwang, 1992). 

Optimal kararın belirlenmesinde max (min) iĢlemcisi kullanılır. Bu yüzden Werners‟ın 

yöntemi, simetrik bir yöntemdir. Bunun anlamı ise; hem amaç fonksiyonunun, hem de 

kısıtların birlikte doyumunu sağlayan bir Bulanık Doğrusal Programlama modelidir. 

Optimal karara ulaĢmak için Bellman ve Zadeh tarafından önerilen min iĢlemcisi ele 

alınarak, μD üyelik fonksiyonu ile   karar alanı elde edilir (Çevik ve Yıldırım, 2010): 

       (            )           (3.35) 

Werners modelini Klasik Doğrusal Programlama modeline dönüĢtürmek için λ değiĢkeni 

kullanılarak,    eĢitliğinin optimal çözümün maksimum olduğu kararının seçilmesi 

halinde model aĢağıdaki gibi ifade edilir (Çevik ve Yıldırım, 2010): 

                              (3.36) 

Kısıtlar; 

     

                                             ,   -              için 
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BÖLÜM 4 

BULANIK UZLAġIK PROGRAMLAMA 

 

 

4.1. Bulanık UzlaĢık Programlama YaklaĢımı 

UzlaĢık Programlama da karar vericinin değer sistemi ve kriter değerlerindeki 

belirsizlikleri gidermek için genel bir bulanık yaklaĢım uygun görülmektedir (Simonovic, 

2009). Ayrıca uzlaĢık programlama yaklaĢımındaki belirsizlik durumlarının ve karar 

vericilerin değiĢebilen kararlarının üstesinden gelebilmek için Bulanık UzlaĢık 

Programlama (BUP) yöntemine baĢvurulur. UzlaĢık Programlama da bulanık yaklaĢım, 

genel olarak orijinal formülasyona benzerlik gösterir. Bununla birlikte girdi verileri, 

kriter değerleri, ağırlıkları ve olası kriter değer aralıklarının bulanık kümeleridir. Girdi 

verileri göz önüne alındığında bir merkez yöntemi kullanılarak, alternatiflerin 

sıralanması, bulanık mesafe metriklerine dayanır. Bulanık mesafe metrikleri, 

deterministik ayırma ölçüsünü geniĢleterek elde edilir. Buna ek olarak bulanık girdi, 

çeliĢkili görüĢleri ifade ederken, beklenen değerler için de bilgi sağlar. Bu çeliĢen 

tercihleri yansıtacak Ģekilde tasarlanmıĢ üyelik iĢlevleri, grubun karar vermesini 

kolaylaĢtırır (Malczewski, 1999). 

Bulanık UzlaĢık Programlama, bulanık ortamda, UzlaĢık Programlamanın bir uzantısıdır. 

Net girdiler yerine bulanık sayıları kullanarak sonuç matrisinin formülasyonu açısından 

uzlaĢık programlamadan farklıdır (Kumar ve Raju, 2010). ġekil 2.1‟deki çok amaçlı 

problem, ideal çözüm için artık tek bir nokta olarak düĢünülmemektedir ve her alternatif 

çeĢitli derecelerde küçük bir bölge sahasını kaplamaktadır. Bulanık ideal ile alternatiflerin 

bulanık performansları arasındaki mesafelerin ölçümleri için tek bir değer 

verilememektedir. Çünkü pek çok mesafe vardır ve en azından belirli bir geçerliliğe 

sahiptir. Ġdeale en yakın mesafeyi seçmek için, çakıĢmalar ve olasılık derecelerinin 

çeĢitliliği nedeniyle artık mesafe metriklerinin doğrudan sıralanması ile mümkün değildir. 

(Simonovic, 2009). Bulanık mesafe metriği, kararın sonuçları hakkında çok miktarda ek 

bilgiler içerir (Bender, 2002). 
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BUP yaklaĢımında tüm girdiler, kesinlikten bulanık hale getirilerek ve bulanıklık 

geniĢletme ilkesini kullanarak, bir mesafe metriğinin bulanık kümeye dönüĢümü 

gerçekleĢtirilir. Bununla birlikte bazı girdilerin deterministik bir biçimde kalabildiklerini 

belirtmek gerekir ki, doğrulukları hakkındaki güven düzeyi tatmin edici derece de 

yüksektir.  

Bender ve Simonovic (2000), tarafından geliĢtirilen Bulanık UzlaĢık Programlama 

tekniği, UzlaĢık Programlama mesafe metriğini bulanık uzatma ilkesinin uygulaması 

yoluyla tüm girdileri değiĢtirerek bulanık kümeye dönüĢtürülür. Bulanık UzlaĢık 

Programlama yaklaĢımı, birçok belirsizliğin üstesinden gelebilir (Simonovic, 2002). Bu 

Ģekilde bulanık ve deterministik girdilerin birleĢimi, Bulanık UzlaĢık Programlama 

yaklaĢımıyla ele alınabilir (Nirupama ve Simonovic, 2002). 

Bender ve Simonovic (2000), çok kriterli uzlaĢığa dayalı karar verme tekniğine yenilikçi 

bir değiĢiklik getirmiĢlerdir. Tamamen programlamaya uyum sağlayan Bulanık UzlaĢık 

Programlamayı formüle etmiĢlerdir. Klasik bir ortamdan bulanık bir ortama 

dönüĢtürmenin zorluğu sebebiyle karar verme de öznel verilerin doğru bir Ģekilde 

verilmesine ihtiyaç duyulmuĢtur. Öznel veriyi iyi temsil eden ise bulanık küme teorisidir. 

Böylece UzlaĢık Programlama, mesafe metrik denkleminde net sayılar kullanmak yerine 

bulanık sayılar kullanılır. Klasik aritmetik kurallar kullanmak yerine bulanık aritmetik 

kurallar uygulanılır. Basitçe mesafe metriklerini sıralamak yerine bulanık mesafe 

metriklerini sıralamak için bulanık küme sıralama yöntemleri uygulanır. Diğer bir 

deyiĢle, bulanık dönüĢüm, sonuçların toplanıp yorumlanmasını ve karar verme  sürecini 

daha gerçekçi bir Ģekilde modellenmesini sağlamaktadır (Simonovic, 2007). 

Bulanık UzlaĢık Programlama yönteminin temel fikri, mümkün olan çözüm kümesi ile 

ideal çözüm kümesi arasındaki mesafeyi hesaplayarak ve ideal çözüme en yakın olan 

uygun çözümü nihai çözüm olarak belirleyip genel optimumu elde etmektir (Yu, Tian, 

Xing ve Gao,2016). 

Bulanık UzlaĢık Programlama yaklaĢımı, geleneksel (bulanık olmayan) Çok Kriterli 

Karar Verme tekniklerine kıyasla çok sayıda karĢılaĢtırma avantajına sahiptir. En 

önemlisi belirsizlik ve belirsizlik durumlarının doğrudan ve çoğunlukla sezgisel olarak 

karar verme sürecine dahil edilir. Gerçek kararlarda kriterlerin birçoğu öznel niteliktedir. 

Doğası gereği öznel kriterler bulanıktır. Bulanıklık derecesine izin vererek tekniğin 

alternatif tercihleri yayma becerisine daha fazla gerçekçilik eklenir (Bender, 2002).  
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Bulanık UzlaĢık Programlama yaklaĢımı, “algılamadaki en sağlam belirsizliklere” ve 

“algı ve performanstaki en sağlam belirsizliklere” Çok Kriterli Karar Verme geribildirimi 

uygulanır. Riskten kaçınma derecesinde duyarlılığın değerlendirilmesi, belirli bir sorunun 

bağlamında sağlam olan alternatiflerin seçilmesine ve hem kriter vurgusuna hem de kriter 

ölçümüne sağlamlık getiren daha geleneksel dayanıklılığa izin verilir (Bender, 2002). 

Grup karar verme durumuna geldiğinde Bulanık UzlaĢık Programlama yaklaĢımı, mevcut 

alternatifleri ve bunlarla iliĢkili risklerin birlikte araĢtırılmasını kolaylaĢtırır. Kolektif 

görüĢler, girdilerin bulanıklığının artırılması (azaltılması) yoluyla veya aralıkları veya 

çoklu görüĢlerin konumlarının belirlenmesiyle dahil edilmiĢtir. Bulanık kümeler bu tür 

bilgileri iĢleyebilir. Etkili ve sezgisel olarak sunabilir (Bender, 2002). 

Çok amaçlı optimizasyon problemlerini bulanık kısıtlarla çözmek için, Bulanık UzlaĢık 

Programlama yaklaĢımı önerilir. Hedefler arasındaki çatıĢmalar ideal bir çözümün 

temelinde uzlaĢık bir çözümün türetilmesi yoluyla çözülür. Kısıtlar bulanık olduğundan 

fikir çözümü tam olarak gerçekleĢmemektedir. Mesafe ölçümü ile ilgili olarak bulanık 

idealin belirli bir unsura uzaklığı en aza indirgeyerek uzlaĢmaya dayalı bir çözüm kümesi 

bulunur. Bahsedilen unsura bağlı olarak, farklı uzlaĢık çözüm kümeleri elde edilebilir. 

Ġdeal ve uzlaĢık çözümler eksik veya hatalı olsa da çatıĢmaların çözümünde büyük ölçüde 

esneklik artmaktadır  (Leung, 1984). 

Bulanık çok amaçlı analiz; çok amaçlı problemlerin formülasyonun da parametrelerin 

niteliğinin kesin olmayan ve bulanık olarak anlaĢılmasını içerecek Ģekilde 

geniĢletilmiĢtir. BUP, çeĢitli belirsizlik kaynaklarına izin veren ve grup karar verirken 

esnek olmasını sağlayan programdır. Olası bir durumu bulanık kümeler aracılığıyla toplu 

görüĢleri ve çeliĢkili kararları yansıtacak Ģekilde tasarlanmıĢ gözden geçirme olanağı 

tanır.  

Bulanık kümeler için rastgele sıralamalar üretmek ve alternatif seçimleri değerlendirmek 

için sıralama ölçütlerinden yararlanılır. Sıralama ölçütleri farklı karar vericilerin riskten 

kaçınma etkisini gösterir. Hedeflerin değerleri, karar vericilerin tercihleri ve mesafe 

metriğinin yorumu için bulanık kümelerin farklı Ģekilleri ile denemeler yapmak 

mümkündür (Simonovic, 1997). 

Bulanık UzlaĢık Programlama da, en küçük mesafe metrik değerlerini elde etmek,  çok ta 

kolay değildir. Çünkü mesafe metrikleri de bulanıktır. Gruptaki mesafe metriklerinden en 

küçük mesafe metriğini seçebilmek için, bulanık küme sıralama yöntemlerini kullanmak 
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gerekir. Prodonavic ve Simonavic tarafından yapılan bir çalıĢma da, Bulanık UzlaĢık 

Programlama da bulanık küme sıralama yöntemlerinin kullanılması kararlaĢtırılmıĢtır 

(Simonovic 2007). 

Leung  “Bulanık UzlaĢık Programlama” olarak ifade edilen “bulanık ideal kavramını 

ortaya atmıĢtır. (Delgado, Verdegay ve Vila, 1990) Wang ve Yang 2009 yılında tedarikçi 

seçimi için AFP yöntemi ve Bulanık UzlaĢık Programlama yöntemini kullandı. Aynı 

zaman da seçim modelleri, miktar indirim oranları ile tedarikçiler arasında sipariĢ 

miktarları tahsis etmektedir. Terol, Gladish, Parra ve Uria 2006 yılında portföy seçim 

problemini çözmek için BUP yaklaĢımını kullanmıĢlardır (Alptekin, 2012). 

BUP yaklaĢımı, bireysel amaçları marjinal bir Ģekilde değerlendirerek ve ardından tüm 

hedefleri küresel olarak değerlendirip, çeĢitli amaçları dikkate alır. Küresel öznel 

değerlendirmede karar vericinin tercihleri yansıtılır ve çeĢitli hedefler göz önünde 

bulundurulur (Yu vd., 2016). Öznel faktörleri olabildiğince önleyebilmek için, BUP her 

optimizasyon amacına çeĢitli ağırlık katsayıları verir. Daha sonra çok amaçlı 

optimizasyon problemi tek amaçlı optimizasyon problemine dönüĢtürülür (Yu vd., 2016). 

BUP yaklaĢımı, amaçları ve kısıtları kesin olmayan ortamlarda uygun bir çözüm yöntemi 

olarak karĢımıza çıkmaktadır. Bulanık parametrelerdeki belirsizlik sürekli olarak olasılık 

dağılımını temsil eder. Bu nedenle, parametrelerin kabul edilebilir olası değerleri için, 

kısıtlamaya yer verilerek, bulanık sayılarla hesaplama gerçekleĢtirilir (Bilbao Terol, Perez 

Gladish ve Antomil lbias, 2006). Böylece modelin kurulabilmesi ve bulanıklık 

durumunda ideal bir çözümün sunulabilmesi için Bulanık UzlaĢık Programlama 

yaklaĢımı analiz edilir (Gharakhani ve Sadjadi, 2013).  

Bulanık UzlaĢık Programlama, her türlü belirsizlik ortamı için kullanılabilecek bir 

yöntemdir.  

Örneğin; sel yönetiminde meydana gelen doğal hidrolojik süreçler, veri izleme sistemleri, 

doğru ekipman seçimi ve bilgi eksikliği gibi durumlar Bulanık UzlaĢık Programlama 

yaklaĢımı ile iliĢkilendirilir (Simonovic, 2002). 

Çok amaçlı optimizasyon problemlerinin çözümü karmaĢık olduğundan, genellikle 

çözüme ulaĢabilmek için kombinasyon yöntemi kullanılır. Her bir optimizasyon amacına 

ağırlık katsayıları verilerek çok amaçlı optimizasyon problemi tek amaçlı optimizasyon 

problemine dönüĢtürülür. Her hedefin boyutları genellikle farklıdır. Bu nedenle çok 
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amaçlı optimizasyon problemlerini bir araya getirmek  için Bulanık UzlaĢık Programlama 

yaklaĢımına baĢvurulur (Yu vd., 2016). 

Bulanık UzlaĢık Programlama yaklaĢımını benimsemenin faydaları çoktur. Muhtemelen 

en belirgin olanı, karar belirsizliğinin genel olarak incelenmesidir. Olasılık değerlerini 

bulanık girdilerle ifade etmek, tecrübeye dayanan girdi bilgilerinin ifade edilmesinde 

önemli bir rol oynamasına olanak tanır. Bulanık küme Ģekli, karar vericinin deneyimini 

ve yorumunu ifade eder. ÇeliĢkili veriler veya tercihlerde, grubun kolayca karar 

verebilmesinde uyumun ve esnekliğin sağlanabilmesinde bulanık kümelerin 

kullanılmasında, Bulanık UzlaĢık Programlama yaklaĢımından yararlanarak elde edilir 

(Bender, 2002). 

Bulanık UzlaĢık Programlama modelinin, bir diğer özelliği; karar vericinin, görüĢünün 

yanı sıra karar vericinin analizi ve buna bağlı tercihleridir (Bilbao-Terol, Perez-Gladish,  

Arenas-Parra ve Rodriguez-Uria, 2006). 

Modellemenin sağladığı avantajlardan biri çok amaçlı problemin, tek amaçlı probleme 

dönüĢtürülmesi ve olağan optimizasyon teknikleri ile çözülmesidir. Bulanık UzlaĢık 

Programlamanın kullanılması tedarik zinciri planlama sisteminde ele alınan iki farklı 

amaç arasında homojen olmayan ölçüm ölçeklerinin varlığını engelleyerek daha objektif 

bir uzlaĢık çözümün oluĢturulmasını kolaylaĢtırır (Elahi, Pakzad-jafarabadi, Etaati ve 

Seyed-Hosseini, 2011a). 

Bulanık UzlaĢık Programlama tekniği, çoklu alternatifleri yargılamak için birden fazla 

kriterin kullanıldığı karar verme listesine güçlü ve esnek bir katkı sağladığı kanıtlanmıĢtır 

(Simonovic, 2002). 

ÇeĢitli belirsizlik kaynaklarına izin vermek ve grup karar desteğini esnek bir biçimde 

kolaylaĢtırmak amacıyla, Bulanık UzlaĢık Programlamadan yararlanılır. 

 BUP yaklaĢımı, olası koĢulların gözden geçirilmesini sağlar ve grup görüĢleri ve çeliĢkili 

yargıları yansıtacak Ģekilde tasarlanmıĢ bulanık kümeler yoluyla grup kararları 

desteklenir. Rastgele sıralamaları üretmek için alternatiflerin değerlendirilmesi bulanık 

kümeler için iki sıralama yöntemi ile gerçekleĢtirilir. Sıralama yöntemleri farklı karar 

vericilerin riskten kaçınma düzeylerine etkisinin olduğunu göstermiĢtir. Sıralamaya ait iki 

ayrı  yöntem kullanılır. Bu yöntemler merkez ölçüsü ve bulanık bir hedefe dayanan 

bulanık karĢılaĢtırma ölçütüdür (Bender, 2002). 
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BUP, tüm girdi parametrelerini sadece kriter değerleri ile değil, bulanık kümeler olarak 

da değerlendirilir. Bu yaklaĢım, modelin mümkün olduğunca çok bilgi kullanmasını 

sağlayan çeĢitli parametrelerin temsili olarak bulanık kümelerin kullanılmasından 

yararlanılır. Uzmanın belirli bir parametre değerinde ne kadar çok keskin olursa bulanık 

sayıya daha az bulanıklık atanır ve böylece daha odaklanılmıĢ bir çözüm ortaya çıkar. Bu 

yaklaĢımın dezavantajı; mesafe ölçümlerinin bulanık olması, böylece α-kesim değerine 

dayanan ağır bir hesaplama yükü getirmesidir (Ben-Arieh ve Chen, 2014). 

 

4.2. Bulanık Mesafe Metrikleri  

Mesafe metriği, belirli bir çözümün genelde uygulanabilir (ideal) çözümle yakınlığını 

belirlemektedir (Simonovic, 2009). 

Girdiler bulanık kümeleri oluĢturma sürecinde önem arz eder. Kesinlikle rastgele atama 

basittir ve olasılık aralığını kapsayabilir. Ayrıca bir sürü bilgiyi bulanık küme de 

kodlamak mümkündür. Uygun bulanık kümeler üretme, mevcut verileri, buluĢsal bilgileri 

veya çeliĢkili görüĢleri barındırma süreci bilgiyi doğru bir Ģekilde sunma yeteneğine 

sahip olmalıdır. Bulanık küme oluĢturulması için ele alınan uygun teknikler sorunun 

türüne, farklı karar vericilerin varlığına spesifik olduğu düĢünülmelidir. Bulanık mesafe 

ölçümlerinin özellikleri ile ilgili tartıĢmalar maksimizasyon problemleri içindir. Diğer bir 

deyiĢle kriterler için daha büyük değerlerin, küçük değerlerden daha iyi olduğu varsayılır 

ve ideal çözüm alternatiflerden daha büyük değerlere sahip olma eğilimindedir (Bender, 

2002). 

Kriterlerin/hedeflerin değerlerinin bulanıklaĢtırılması muhtemelen karar verme 

problemlerinde bulanık kümelerin en bariz kullanımıdır. Bulanık kümeler, alternatifler 

arasında kriterlerin algılanan değerinde birçok göreceli farklılık kalitesini yakalar.  

Model değerlerinin yerleĢtirilmesi, üyelik iĢlevlerinin eğriliği ve bu eğrilik ile birlikte, 

karar vericilerin öznel kriter değerleri için olasılık derecesini korumalarına izin verebilir 

(Bender, 2002). 

Kriter ağırlıkları seçimi genellikle belli aralıklarla derecelendirilen öznel bir yönü ifade 

edilir. Öznel bir değer olarak, kriter ağırlıkları, bulanık kümeler ile daha doğru temsil 

edilebilir. Bu bulanık kümeleri üretmekte öznel bir unsurdur. Bir karar vericiden 

bulanıklık derecesi hakkında dürüst fikir almak zor olabilir. Birden fazla karar vericinin 
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katıldığı durumlar da, ağırlıklar için bulanık kümeler oluĢturmak daha net olabilmekte ve 

daha sonra oylama yöntemleri ile diğer teknikleri birleĢtirerek toplu bir fikir üretmek 

mümkün olmaktadır. Sonuç olarak bulanık kümelerdeki geçerli ağırlıklar hakkında 

fazlaca net bilgiler sağlanabilir (Bender, 2002). 

Kriterler için daha büyük değerlerin, daha küçük değerlerden daha iyi olduğu varsayılır 

ve ideal çözüm, alternatifler içerisinde daha büyük bir değere sahip olma eğilimindedir 

(Simonovic, 2009). 

Bu çerçeveyle formüle edilen çok amaçlı problemlerin, tüm parametrelerini türetmek 

mümkündür ve bu durum arzulanabilir. ġekil 19‟daki, kriter değerleri, ağırlıkları, Bulanık 

UzlaĢık Programlamanın olumlu idealleri ve olumsuz idealleri için kullanılacak bulanık 

kümelerinin, girdilerinin tipik Ģekillerini göstermektedir. Gösterilen bulanık kümeler, (a) 

ve (b) tek taraflı doğrusal, (c) üçgen, (d) yamuk veya (e) çeliĢkili iki üçgen setini 

birleĢtiren parçalı doğrusallardır. Doğrusal olmayan bulanık kümeler de kullanılabilir, 

ancak bu seçim farklı Ģekilde özellikleri belirtilir (Simonovic, 2009). 

 

ġekil 19. Tipik bulanık girdi Ģekilleri (Simonovic, 2009) 

Bir karar vericinin perspektifinden farklı alternatiflerin göreceli performansının 

inceliklerini yakalamak için yeterli seçenek olmayabilir. Aynı Ģekilde, eğer çok sayıda 

seçenek sağlanırsa, dilsel anlamda öznelliğin takdiri kaybolur. Bulanık kümeler, 

alternatifler arasında kriterlerin algılanan değerlerinde birçok göreceli farklılık kalitesini 

yakalamaktadır. ġekle değerlerin yerleĢtirilmesi, üyelik iĢlevlerinin eğriliği ve eğriliği ile 

birlikte, karar vericilerin öznel kriter değerleri için ne derece olma ihtimalini göz önünde 

bulundurmalarına izin verebilir. Kantitatif kriterler, nitel kriterlerden biraz farklı 

özelliklere sahiptir.  
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Kantitatif kriterlerin doğrudan ya da bazlı hesaplamalar yoluyla bir Ģekilde ölçülmüĢ 

olduğu varsayılabilir. Bunlar, örneğin gelecekteki belirsizliklere dayalı olarak, değerlerin 

oluĢma ihtimalini tanımlayan stokastik özelliklere sahiptir. Ayrıca ölçümlerinde veya 

modellemelerinde bir derece yanılgısı vardır. Bu Ģekilde nicel kriterler hem stokastik hem 

de bulanık özelliklere sahip olabilir. Birçok karar verme probleminin komplikasyonunu 

önlemek için, çeĢitli belirsizlikler bulanık kümelerle temsil edilebilir. Genel olarak, 

bulanık bir yaklaĢımla nicel kriterlerin uygulanması, nicel kriterlerin, nitel kriterlere göre 

daha bulanık olduğunu varsayabilir (Simonovic, 2009). 

Kriter ağırlıkları, Bulanık UzlaĢık Programlama yönteminin önemli bir özelliğidir. 

Görevleri, genelde bir aralık ölçeğinde derecelendirmeli olarak tamamen özneldir. Öznel 

bir değer olarak, kriter ağırlıkları bulanık kümelerle daha doğru temsil edilebilir. Bu 

bulanık kümeleri üretmek de öznel bir süreçtir. Kararın bulanıklığı derecesinde dürüst 

fikir almak zor olabilir. Birden fazla karar vericiler söz konusu olduğunda ağırlıklar için 

bulanık kümeler üretmek daha kolay olabilir. Daha sonra, en azından, oylama yöntemleri 

ve diğer teknikler, toplu bir ortak görüĢ oluĢturmak için kullanılabilir. Bulanık 

kümelerdeki geçerli ağırlıklar hakkında daha net bilgiler verildiğinden, daha fazla bilgiye 

de sahip olunmaktadır (Simonovic, 2009). 

Bulanık kriter ağırlıkları çeĢitli amaçlara hizmet edebilir. Ġçeriğe duyarlı ağırlıklandırma 

dikkate alınarak geçerli değer aralıkları üretilir. Ġdeal olarak, doğru ağırlık, kararın ve 

mevcut bilgilerin bağlamında Ģarta bağlıdır, ancak bu normal olarak kötü tanımlanmıĢ ve 

az anlaĢılmıĢtır. Ağırlıklar daha sonra seçilebilir ve tek bir karar vericinin potansiyel 

olarak geçerli ağırlıklarının bulanık bir kümesi olarak düĢünülebilir. Birden fazla karar 

vericinin tercihlerinden emin oldukları göz önüne alınmalıdır (Simonovic, 2009). 

Kriter değerleri ve kriter ağırlıkları için üyelik iĢlevleri, her biri üç farklı biçimde ifade 

edilebilir. Bunlar (Bender,2002): 

1. Belirsiz (Burada, küçük bir bulanıklık derecesine sahip özel bir durum olduğu 

bilinir); 

2. Bilinmeyen; 

3. ÇeliĢkili; 

Hem (b) hem de (c) geçerli durum hakkında biraz çeliĢkili bir durum üretmektedir.   
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ġekil 20. Bulanık kriter değerleri ve ağırlıkları (Simonovic, 2009) 

Belirsizliğin ideal çözüme dahil edilmesi, alternatiflerin sıralamalarını etkileyen bir 

unsurdur. Ġdeal çözümün (hem pozitif hem de negatif) konumuna bulanıklık kattığımızda, 

ideal nokta için geçerli alan - ölçüt alanındaki - alternatiflere olan uzaklığın ölçülmesini 

etkiler. Örneğin, taĢkın hasarının azaltılması bir kriter ise, o zaman hasar azaltmanın ideal 

miktarı nedir? Tipik olarak, (keskin) UzlaĢık Programlama uygulamaları, alternatifler 

arasında en büyük kriter değerini ideal değer olarak kullanır. Bu rasgele yerleĢtirme 

durumu, muhtemelen geçerli değildir ve aynı zamanda genel ideal arasındaki göreceli 

mesafeleri de etkiler. BaĢka bir örnekte, öznel bir ölçüt, {1,2,3,4,5} ölçeğinde 

derecelendirilir ve her biri için dilsel yorumlamalar yapılır ve tüm alternatifler {3} veya 

{4} olarak derecelendirilirse, pozitif ve negatif {4} ve {3} idealleri genel olarak alternatif 

performansını gösteren mesafe ölçümlerini üretmemektedir (Simonovic, 2009). 

ġekil 21‟de pozitif ve negatif ideallerin tekli bulanık kümeler olarak nasıl ifade 

edilebileceğini göstermektedir.  

Üç seçenek vardır: (a) belli, (b) belirsiz ve (c) bilinmeyen. Belirsizlik, bulanık bir hedef 

olarak da düĢünülebilir. Kriter değerindeki bir iyileĢme tatmin düzeyini artırmamıĢtır 

çünkü; amaca tamamen ulaĢılmıĢtır. Ġdeallerin bilinmekte olan kesinlik derecesi, geçerli 

değerler aralığında ifade edilir. (Bender, 2002) Pozitif ve negatif idealler aynı zamanda 

üçgensel, doğrusal olmayan veya diğer karmaĢık üyelik iĢlevlerine uyabilir ancak genelde 

pozitif ideal çözüm olarak daha büyük bir değerin daha az geçerli olduğunu ya da negatif 

ideal olarak daha küçük bir değerin daha az geçerli olduğu varsayılır (Simonovic, 2009). 
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ġekil 21. Bulanık pozitif ve negatif ideallerle tanımlanan geçerli kriter değerleri aralığı 

(Simonovic, 2009) 

Mesafe metrik üssü olan p, mesafe metriğinin hesaplanmasında en belirsiz unsurdur. 

Mesafe metriğini tanımlamak için kullanılan üs, kriterler arasındaki telafi seviyesini 

gösterir. Telafinin genel seviyesi bulanık olabilir. Neredeyse her tür problem için p kabul 

edilebilir tek bir değer yoktur ve bu durum kolayca yanlıĢ anlaĢılmaya sebep olabilir. 

Dolayısıyla, p'nin olası değerler aralığının üzerindeki tanımı, doğal olarak bulanık bir 

formülasyona uymaktadır (Simonovic, 2009). Ayrıca, mesafe yorumlaması üzerinde 

parametrik kontrol sağlanabilmektedir bunun dıĢında problem bilgisiyle hiçbir Ģekilde 

iliĢkili değildir. Mesafe metrik üssü  ̃'nin bulanıklaĢtırılması pek çok formda olabilir 

(Bender, 2002).  Ancak pratik bir Ģekilde ġekil 22'de gösterilen beĢ seçenekten birinde 

tanımlanabilir. Seçenekler (a) ve (c),      eĢitliği kullanılarak yaygın bir uygulama 

gösterilir. Bununla birlikte, (a) 'da, mesafe metrik üssünün 1 kadar küçük olma ihtimali 

olduğu kabul edilir. Seçenekler (b) ve (d)     ile eĢdeğeridir. Seçenek (e), bulanık 

uzlaĢık formülasyonunun net olanın üzerinde teorik bir avantaj sunmaktadır (Simonovic, 

2009)  

Örneğin; üçgensel bir üyelik fonksiyonu kullanılarak, Bulanık UzlaĢık Programlamanın 

temel formülasyonu,       parametresi için değer aralığını ayarlamak yönelik bir 

değiĢtirme sağlar. P'nin daha büyük değerlerinin, yönetilemeyen bulanıklık derecesine 

(olası değerler aralığına) yol açabileceğini ve mesafe metriğinin yorumlanmasının zor 

olduğunu belirtmek önemlidir (Simonovic, 2009). P‟nin daha büyük değeri de geçerli 

olabilir, ancak büyük üsler için, bulanık üssel iĢlemler, yönetilemeyen derece de 

bulanıklık (olası değerler aralığı) ile sonuçlanır, bu durum da mesafe metriğinin 

yorumlanmasını zorlaĢtırır (Bender, 2002). 
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ġekil 22. Bulanık mesafe metrik üssü (Simonovic, 2009) 

Elde edilen bulanık mesafe metriğinin Ģekli üzerindeki bulanık girdilerin etkisi, ġekil 

23‟te ve 24‟te gösterilmektedir. ġekil 23‟te  ̃ için verilen üçgen ağırlıkları ve kriter 

değerleri için  ̃ için farklı yorumlar kullanarak tipik Ģekilleri gösterilir (Bender, 2002). 

 

ġekil 23.  ̃ 'nin farklı bulanık tanımları için bulanık mesafe metrikleri (Simonovic, 2009) 

ġekil 24‟te, bilinmeyen ve belirsiz ağırlıkların veya kriter değerlerinin etkisini 

göstermektedir. Doğrusal üyelik iĢlevleri için, mod değeri ile ilgili alanlar etkilenir. Mod 

yayılabilir, bölünebilir veya her ikisi birden olabilir (Simonovic, 2009) 

 

ġekil 24. Farklı çok modlu kriter değerleri ve ağırlıkları için bulanık mesafe metrikleri 

(Simonovic, 2009) 



77 
 

Kriter değerlerindeki belirsizlik kaynakları kolayca belirlenebilmektedir (özellikle öznel 

nitel kriterler için), ancak diğer girdilerde de belirsizlik veya belirsizlik durumu vardır. 

Bu genellikle dikkate alınmaz veya duyarlılık analizi kullanılarak değerlendirilir. Her 

senaryo, özel düĢünceler olmadıkça, normalde eĢit ihtimalle değerlendirilir. Bulanık 

UzlaĢık Programlama, her olası senaryoyu olasılık derecesine göre inceler (Simonovic, 

2009). 

Olasılık değerlerini, bulanık girdilerle ifade etmek, deneyimin girdi bilgilerinin ifade 

edilmesinde önemli bir rol oynamasını sağlar. Bulanık kümenin Ģekli, bir karar vericinin 

deneyimini veya yorumunu ifade eder. ÇakıĢan veriler veya tercihler, çok karmaĢık 

bulanık kümeler kullanılarak kolayca ifade edilebilir (Simonovic, 2009). 

Bulanık kriter değerleri, veri kalitesi ve kriter değerlerini hesaplamak için kullanılan 

modeller hakkında bilgi ve güveni yansıtmaktadır Bulanık kriter değerlerini kullanmada 

bir varsayım, niceliksel ölçütlerin öznel ölçütlerden daha az bulanık olmasıdır. Bu, birçok 

çok amaçlı yöntem üzerinde büyük bir iyileĢme ile sonuçlanır. Hem niceliksel hem de 

niteliksel kriterleri içeren problemleri değerlendirme eğilimi öznel ağırlık ölçütlerini 

belirlemektir. Tek bir karar verici probleminde kesin olarak bilinen kriter değerleri bile, 

kriterlerin değerlendirilmesi konusunda hem fikir olmayan ek karar mercileri 

düĢünüldüğünde belirsiz olabilir.  

Bulanık UzlaĢık Programlama, öznellikteki farklılıkları ifade etmek için daha iyi 

seçenekler sunar, çünkü göreceli önemdeki belirsizlik, ağırlıklardan karĢılanır ve göreceli 

değerdeki belirsizlik ölçüt değerleri tarafından sağlanır (Simonovic, 2009). 

Bulanık kriter ağırlıkları çeĢitli amaçlara hizmet edebilir. Bağlam-duyarlı ağırlıklandırma 

dikkate alınarak geçerli değer aralıkları üretilir. Ġdeal olarak, uygun ağırlık, kararın ve 

mevcut bilgilerin bağlamında Ģarta bağlıdır, ancak bu normal olarak kötü tanımlanmıĢ ve 

az anlaĢılmıĢtır. Ağırlıklar daha sonra seçilebilir ve tek bir karar vericinin potansiyel 

olarak geçerli ağırlıklarının bulanık bir kümesi olarak kabul edilebilir. Birden çok karar 

verici göz önüne alınacak olursa, tüm karar vericiler tercihlerinden emin olsa bile, 

bulanık ağırlıklandırma ile sonuçlanır (Simonovic, 2009). 
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4.3. Bulanık Mesafe Metriklerini KarĢılaĢtırılması 

Ortaya çıkan bulanık mesafe metriği (denklem 4.1), bir kararın sonuçları ve öznelliğin 

etkisi hakkında çok sayıda ek bilgi içermektedir. Geleneksel (bulanık olmayan) uzlaĢık 

programlama mesafe metrikleri ideal bir noktadan mesafeyi ölçer, burada ideal bir 

alternatif, bir uzaklık metriğine neden olur     * + ile sonuçlanır (Nirupama ve 

Simonovic, 2002). 

Bulanık UzlaĢma Programlamada, olasılık derecesi veya üyelik değeri ile gösterilen olası 

tüm geçerli değerlendirmeleri temsil edecek Ģekilde mesafe bulanıktır. Ġdeale daha yakın 

olma eğilimi gösteren alternatifler seçilir. Bu bulanıklaĢtırılmıĢ mesafe metriği, bulanık 

olmayan uzlaĢık programlama durumunda  duyarlılık analizine benzemektedir (Bender, 

2002). 

 ̃ ( )  [∑  ̃ 
 ̃

(
 ̃ 

   ̃ ( )

 ̃ 
   ̃ 

  
)

 ̃

]

 
 ̃⁄

                                                                            (   ) 

Burada  ̃ , bulanık mesafe metriğini,  ̃ 
   kriteri, bulanık en kötü değer,  ̃  bulanık 

değerdir .  ̃ 
 ‟i kriteri için bulanık optimal değer;  ̃ bulanıklaĢtırılmıĢ bir parametredir 

(     );  ̃  karar verici tercihlerinin bulanıklaĢtırılmıĢ ağırlıklarını belirtir 

(Nirupama ve Simonovic, 2002). 

Bulanık mesafe metriği ( ̃ ,), her biri üye olma olasılığı olan geçerli tüm değer aralığına 

sahiptir ve böylece olası tüm değerler ideal çözüm ile pozitif bir uzaklık arasında (bulanık 

hale gelir) olur.  

Bulanık girdiler arasında, kriter ağırlıklarının belirsizliği,  ̃ ,  pozitif idealler ile,  ̃ 
  ve 

negatif ideallerin,  ̃ 
   belirsizliği, z ve uygun mesafe metrik üssündeki belirsizlik yer alır. 

Elbette, herhangi bir girdi kesin olarak biliniyorsa,  ̃ daha az bulanık hale gelir 

(Simonovic, 2009). 

Girdi için bulanık kümelerin üretilme süreci önemlidir. Rastgele atama basittir ve olasılık 

aralığını kapsayabilir, ancak bulanık kümede bir sürü bilgi vardır. Bu bilgiyi, kodlamak 

mümkündür. Eldeki verileri, sezgisel bilgileri veya çeliĢkili görüĢleri barındıran uygun 

bir bulanık küme oluĢturma süreci bilgiyi hem ayrıntıda hem de genel olarak doğru bir 

Ģekilde saklayabilir ve sunabilir olmalıdır. Bulanık küme üretimi için ele alınan uygun 
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teknikleri,  sorunun türünü, farklı bilgi türlerinin bulunabilirliğini ve farklı karar 

vericilerin varlığını spesifik olarak görünmektedir (Simonovic, 2009). 

Bulanık küme üyelik fonksiyonlarını, mesafe metrik hesaplama (4.1) denklemine yönelik 

çeĢitli girdiler için, karar verici birtakım varsayımlar yapmalıdır. Normal bulanık kümeler 

kabul edilir. Olasılıksal deneyler için beklenen değer örneğine benzer Ģekilde, tamamen 

geçerli bir değer bulunduğunu kabul eder. En azından bir karar noktasının bulunamadığı 

durumlarda, kısmen değerlendirmeleri yorumlamak için, muhtemel değerler aralığında 

(söylem evreni) düĢük üyelik değerlerini atamaktan çok modsal puan atamak daha iyidir. 

çok modlu bulanık kümeler, birden fazla modsal nokta veya sürekli bir dizi moddan 

oluĢabilir. Söylem evreninin sınırlarının seçimi aynı zamanda varsayımları söylem evreni 

hakkında mevcut bilgi verir. Sınır ve modsal nokta seçimi, bulanık kümelerin Ģekli ile 

birlikte, gerçek dünya davranıĢının karakteristik bulanıklığını umutla temsil eden bir 

bulanıklık derecesini tanımlar (Simonovic, 2009). 

Gerçek dünya sorunlarıyla uğraĢırken, bulanık kümeler, bir parametrenin geçerli değerleri 

için olasılık derecesini tanımlar. En azından basit stokastik uygulamalar için Ģartlı 

olasılıklar gibi özelliklere sahip değillerdir. Tipik duyarlılık analizleri, tüm değer 

kombinasyonlarının keĢfedilmesi ve koĢullu özellikler oluĢturmak için genellikle yeterli 

bilgi yoktur, bu kabul edilebilen bir durumdur. GeliĢmiĢ bulanık bir uygulamada, koĢullu 

bulanık kümeleri sağlamamak için hiçbir neden yoktur (Simonovic, 2009). 

ġekil 25‟te iki  ̃ 'yi de göstermektedir. Bir seçenek seçilecekse, en iyi alternatif olan A, 

makul derecede sezgisel bir seçenek olabilir. Basitçe A ve B'nin aynı Ģekil ve derece 

bulanıklığa sahip olduğunu düĢünülürse, ancak A,     yakınında yüksek bir üyelik 

değerinin arzu edildiğini varsayarak, ideal bir çözüm olan kökene kaydırılmıĢtır. Bununla 

birlikte, alternatif seçmek genelde o kadar basit değildir. Bulanıklık veya karakteristik 

derecesi mevcut alternatifler farklı ise, en iyi uzlaĢık çözümü seçerken zor olabilir 

(Simonovic, 2009). 

 Hangi  ̃‟nın bir dizi alternatif arasında en iyi olduğuna karar vermek için arzu edilen 

özellikler tanımlanır. Göz önüne alınması gereken en önemli özellikler Ģunlardır  

(Simonovic, 2009): 

1. Olabilirlik değerleri, ideal olan x = 0'a yakın olma eğilimindedir. 

2. Olasılık değerleri nispeten küçük bir bulanıklık derecesine sahiptir. 

3. Tipik değerler idealin yakınındadır. 
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4. Olasılıklar zayıf çözümlerden çok uzaktır. 

Bulanık mesafe metriklerini karĢılaĢtırmanın bir yönü, bulanık kümeler arasındaki 

ilgisizlik noktalarının olası durumudur (Bender, 2002). 

  ‟in yükselen kolu ile   ‟nin yükselen kolu kesiĢirse (Ġdealden biraz uzak nokta da 

üyelik değerlerine eĢit olur.) ilgisizlik noktası olacaktır. Bu fark, kavramı değiĢtirebilir. 

“en iyi “ yorumu, karĢılaĢtırma da en iyisinin değerlendirilmesinde ilgisizlik noktasının 

hangi tarafında yer aldığıdır. Modların eĢit olduğu özel durumda, yükselen ve alçalan 

kolların büyük ölçüde değiĢirken, kümelerin sıralanmasında ilgi noktası olarak mod 

seçimi iki bulanık kümenin eĢit derecede sıralanmasına neden olacaktır. Alternatifleri 

sıralarken bu ilgisizlik noktalarının farkında olma durumu doğrudan belirgin olmayabilir, 

ancak ilgisizlik noktaları (konumlarına bağlı olarak), bulanık kümelerin farklı 

“aydınlatma” koĢulları altında incelendiğinde sıralama değiĢebilir (Bender, 2002). 

 

ġekil 25. Ġki alternatif için bulanık mesafe metriği karĢılaĢtırması (A ve B) (Simonovic, 

2009) 

Deneyimli bir kiĢi, alternatiflerin göreli olarak kabul edilebilirliğini, görsel olarak ayırt 

edebilir, ancak her  ̃ 'in pek çok alternatifin benzer özelliklere sahip olduğu durumlarda, 

görselliğe göre seçim yapmak pratik değildir, hatta bu durum istenmeyebilir.  ̃'yi 

karĢılaĢtırarak alternatifleri sıralamak için kullanılan yöntem, sıralama bilgisini daha 

eriĢilebilir hale getirir, birçok görsel yorumu otomatikleĢtirir ve tekrarlanabilir sonuçlar 

oluĢturur (Bender, 2002). 

Yatay yöntemler, eĢit üyelik değerinde bir geçerlilik sınaması yaparak, bulanık kümenin 

bulanıklaĢtırılması ile ilgilenmektedir. Dikey yöntemler, ağırlık merkezinin olduğu gibi, 

değerlendirme için, temel olarak bir üyelik fonksiyonu altındaki alanı kullanma 

eğilimindedir. KarĢılaĢtırmalı yöntemler, bulanık bir hedef gibi bulanık kümenin 

performansını değerlendirmek için diğer yapay ölçütleri getiren yöntemlerdir (Simonovic, 

2009). 
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Bender ve Simonovic, Bulanık UzlaĢık Programlama ile ağırlıklı çekim merkezinin ve 

bulanık kabul edilebilirliğini araĢtırmıĢlardır. Prodanovic ve Simonovic, dokuz farklı 

yöntem karĢılaĢtırmıĢ ve Chen ve Chang ve Lee yöntemlerini tam olarak sınamıĢlardır. 

KarĢı konulmaz sonuç, çoğu yöntemin Ģüpheli olmayan durumlarda oldukça iyi 

davrandıkları ve aynı sıralamayı ürettiği anlamına gelir. Bununla birlikte, sezgi belirgin 

olmadığında, sonuçlar çoğunlukla dağınıktır. Bu, zor durumlarda farklı yöntemlerin, 

farklı sıralamalar ürettiği anlamına gelmektedir. Bu tür zor durumlarda bulanık kümelerin 

karmaĢıklığı nedeniyle, derecelerin değiĢkenliğini hesaba katmak için yöntem 

derecelerine, kendiliğinden dahil edilir. ġüpheli durumlarda, sıralamanın sırası, risk 

derecesinde, değiĢikliklere duyarlı değildir (Simonovic, 2009). 

 

4.4. Bulanık UzlaĢık Programlamanın Çözüm Süreci 

Bulanık UzlaĢık Programlama yaklaĢımı, kriter ağırlıkları ölçülerek, marjinal fayda 

fonksiyonunun derecesini belirlemek için uygulanan Bulanık Doğrusal Programlama 

probleminin yeniden formüle edilmiĢ halidir. Her kriterin marjinal fayda fonksiyonunu 

belirlemek için Bulanık UzlaĢık Programlama kullanılır (Elahi, Seyed-Hosseini ve 

Makui,2011b) 

Diğer Çok Amaçlı Karar Verme yöntemlerinin kullanıldığı gibi mevcut alternatifler 

belirlenir ve en önemli kriterler seçilir (Stanujkic ve Magdalinoviç, 2012). Kısıtların 

sınırları dahilinde amaç fonksiyonları belirlenir. 

 Önce minumum değerler ve maksimum değerler sırasıyla hesaplanır. Çok amaçlı 

programlama problemindeki    amacı için,        ve        ile gösterilen üst ve alt sınır 

değerleri atanır. Ardından, ideal değer vektörü, tüm amaç fonksiyonların        olarak 

adlandırılan alt sınır değerleri oluĢturulur. Benzer Ģekilde zıt ideal değer vektörü, amaç 

fonksiyonların        olarak belirtilen üst sınır değerleri oluĢturulur (Yu, vd., 2016). 

      (           )              (4.2) 

    (                           ) 

     (  
    

    
    

 ) 

 (                           ) 
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Bilindiği üzere doğrusal, hiperbolik ve parçalı doğrusal gibi birçok üyelik fonksiyonu 

bulunur. Uygulanabilirlik ve basitlik için genelde doğrusal üyelik fonksiyonu benimsenir. 

Her bir    amacı için, üst ve alt sınır değerleri ile marjinal değerlendirme elde edilir (Yu 

vd.,2016). 

Üyelik fonksiyonları, 

   *              +                         (4.3) 

olarak gösterilir.  

Her hedefteki marjinal fayda derecesini elde etmek için ilk önce çok amaçlı bir probleme 

bulanık bir yaklaĢım getirilecektir. Ġkincisi, karar verme parametrelerinin uygun bir 

kombinasyonunu uygulayarak, bu marjinal fayda dereceleri bütün hedefler için küresel 

bir faydayı elde etmek için toplanabilir. Üçüncü olarak, elde edilen küresel faydayı temel 

alarak, çok amaçlı probleme yönelik Bulanık UzlaĢık Programlama yaklaĢımı oluĢturmak 

mümkün olacaktır.  

Bu düĢünceye göre her bir amaç fonksiyonu   ‟nin değeri   
   ‟den   

     ‟in doğrusal 

olarak değiĢikliği dikkate alınırsa (çok amaçlı problemi tek amaçlı olarak çözmek için, 

diğer hedefleri göz ardı ederek ve tüm objektif fonksiyonlar için bir sonuç tablosu 

oluĢturularak elde edilir) bu değeri doğrusal üyelik fonksiyon tabanı tercihi veya faydası 

ile bulanık bir sayı olarak hesaba katmak mümkündür (Elahi, vd., 2011a). 

Her amaç fonksiyonunun değeri Zs ile gösterilirken,   
    değeri doğrusal olarak değiĢir 

ve buna göre   
      değerleri alınır.   

     , amaç ve hedeflerin maksimize problemleri 

için bir alt sınır iken minimize problemler için bir üst sınırdır. Diğer hedefler ihmal edilir 

ve tüm nesnel amaçlar için sonuç tablosu oluĢturularak elde edilmektedir. Bu değer için 

doğrusal üyelik fonksiyonu ile bulanık sayıdan yararlanılması tercih edilmektedir (Elahi, 

vd.,2011b). 

Ayrıca her amaç fonksiyonunun üyelik fonksiyon denklemi aĢağıdaki formülde 

tanımlanmaktadır ( Elahi, vd., 2011b): 
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  ( )   

{
 
 

 
 

                                        ( )    
    

 
  ( )    

     

  
      

     
                               

      ( )    
     

 
                                        ( )    

     

             (   )    

 

Çok Amaçlı Doğrusal Programlama probleminin küresel fayda derecesi   ( ) , aĢağıdaki 

gibi formüle edilmektedir ( Elahi vd., 2011b): 

  ( )  (∑   

 

   

  
 ( ))

 
 ⁄

                                                                                        (   )  

KoĢul ise; 

         

∑    

 

   

   

Yukarıdaki denklemde α bir parametredir ve değeri karar vericilerin tercihine göre 

belirlenir. Pratik açıdan bakıldığında iki operatörün toplanması Çok Amaçlı Doğrusal 

Programlama probleminin üstesinden gelmek için uygulanır. Bunlardan biri amacın fayda 

fonksiyonu toplamı göz önüne alındığında (   ) cinsinden ifade edilerek, ağırlık en üst 

düzeye çıkarılır. Diğer bir ifadeyle tüm hedefler arasından faydanın en üst düzeye 

çıkarılması için max-min operatörü (    ) olarak tanımlanmaktadır. Ayrıca    , amaç 

fonksiyonunun kriter sayısını belirtirken,   ise kriterlerin ağırlığını temsil etmektedir. 

Böylece daha önce formüle edilen Bulanık Doğrusal Programlama modeli Bulanık 

UzlaĢık Programlama modeline dönüĢerek aĢağıdaki gibi ifade edilir (Elahi vd., 2011b): 

           ( )  (∑   

 

   

  
 ( ))

 
 ⁄

                                                                     (   ) 

Kısıtlar; 

X 

Bu formülün avantajı, Çok Amaçlı Doğrusal Programlama problemini tek amaçlı 

programlama problemine dönüĢtürerek, normal optimizasyon tekniklerini çözmek için 
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kullanılır. Bu model için x
*
 ϵ X olması, en uygun çözüm olarak görülmektedir (Elahi vd., 

2011b).  

Yani; 

   (  )       ( )                            (4.7) 

(   ), α  değerinin 1‟e eĢit olduğu varsayılır. AĢağıdaki denkleme uygun küresel fayda 

formülle edilir ve Bulanık UzlaĢık Pprogramlama modeli oluĢturulur (Elahi vd., 2011b). 

  , tüm hedefler için optimum üyelik derecesinin maksimum olduğu, hakim olmayan 

(pareto) uzlaĢık çözümüdür. Bu çalıĢmada benzer öneme sahip L karar alıcıların olduğu 

varsayılır. Karar vericiler, çiftli karĢılaĢtırma matrisleri yoluyla hedeflerin göreceli öneme 

sahip olduğu görüĢünü bildirir. Sıklıkla karmaĢık bir sorunun çözümü için önerilen bir 

analitik yaklaĢım AHP olup, ilk olarak 1980'de Saaty tarafından ortaya atılmıĢtır. Çok 

Amaçlı Karar Verme bağlamlarında kullanılmıĢtır. Ayrıca ölçütlerin ağırlıklarını 

belirlemek için yapılandırılmıĢ bir yaklaĢım da sağlar. Burada, akıllıca karĢılaĢtırmalar 

yaparak, çeĢitli hedeflerin göreceli önemi göz önünde bulundurulduğundan, bu kriterlerin 

ağırlığı oluĢturulacaktır. Sonuç olarak, daha makul çözümler elde edilir (Elahi vd., 2011a)  

  *          + kriterler bir dizi oluĢturulacak Ģekilde sıralanır. Ayrıca, aĢağıda 

gösterilen denklemde her karar vericinin karĢılıklı matrisi tanımlanır ( Elahi vd., 2011b): 

  [

         

        
         

]                                                                                                     (   ) 

       
 

     
                         

Ayrıca Karar vericiler görüĢlerini belirtirken sözel olarak yargılama ölçeğini bir ölçü 

birimi olarak kabul ederler. Ve bunları numaralandırırlar. AĢağıdaki tabloda sözel 

yargılama ölçü ölçeğine bir örnek verilmiĢtir ( Elahi vd., 2011b). 
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Tablo 7. Sözel Yargılama Ölçü Ölçeği 

Sözel Tercih Sayısal Değerlendirme 

Çok tercih edilen 

Çok güçlü bir tercih 

ġiddetle tercih 

Orta derecede tercih 

Aynı derecede tercih edilen tercih 

9 

7 

5 

3 

1 

Kaynak: Elahi vd., 2011a) 

Karar vericiler görüĢlerini bir araya getirerek tek bir matris oluĢturabilmek için geometrik 

ortalama iĢlecini uygulamaktadır. Bu durum aĢağıdaki denklemde gösterilir (Elahi vd., 

2011b): 

   *

           

         

           

+             (4.9) 

       
 

     
                      

       (∏      

 

   

)

 
 

                                                                                                         (    ) 

                    ve                   

Satty‟nin teoremine atıfta bulunarak, kriterlerin ağırlıklarını hesaplayabilmek için    

matrisinin her satırındaki unsurların toplamı elde edilir. Onun önerdiği yöntem aĢağıdaki 

Ģekilde formüle edilir ( Elahi vd., 2011b).: 

  ̅      
   

    

       
                                                                                                        (    ) 

A matr s nde A öz vektörü,  W  ise normalize bir sağ matrisi olduğunu gösterir ( Elahi vd., 

2011b).  

Ayrıca; 

     (    )‟dir. 

Bu nedenle kriter ağırlıkları hesaplandıktan sonra denklem (4.5)‟te gösterilen Bulanık 

UzlaĢık Programlama formülünde, her parametrenin kesin olacak Ģekilde geniĢletilmiĢ 

hali denklem (4.12)‟ de verilmiĢtir ( Elahi vd., 2011b):  
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(  değerinin 1‟e eĢit olduğu varsayıldığında.   = 1) 

Maximize; 

 ( )   ∑   

  ( )    
     

  
      

     
 

 

   

                                                                                   (    ) 

  ∑   

 

   

   
∑ ∑     

        
      ( )

   
 
    

  
      

     
 

  ∑ ∑ (∑
      

 

  
      

     

 

   

)

 ( )

   

 

   

     ∑
    

     

  
      

     

 

   

 

Kısıtlar; 

X 

Yeniden biçimlendirilmiĢ matematiksel model tek bir amaç olarak çözülmesiyle elde 

edilen optimum değerlerine, diğer amaçları göz ardı ederek, yakınlık derecesini 

göstermektedir. (Elahi vd., 2011a). 
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BEġĠNCĠ BÖLÜM 

UYGULAMA 

 

 

Bu bölümde öncelikle çalıĢmanın gerçekleĢtirildiği iĢletme ve iĢletmenin üretim süreci ile 

ilgili bilgi verilmiĢtir. Daha sonra üzerinde çalıĢılan problem, üç farklı model açısından 

ayrı ayrı değerlendirilmiĢtir. Bu modeller; Çok Amaçlı Doğrusal Programlama, UzlaĢık 

programlama ve bulanık mantık yaklaĢımına göre değerlendirilerek, iĢletmenin üretim 

girdileri doğrultusunda Bulanık UzlaĢık Programlama modelinin kurulması 

gerçekleĢtirilip aĢamalı bir Ģekilde çözüm süreci anlatılmıĢtır. 

ĠĢletmelerin ayakta kalabilmeleri için, içlerinde bulundukları yoğun rekabet ortamında 

iĢletmenin karını maksimum kılmak zorundadırlar. Özellikle belirsizlik durumları 

düĢünüldüğünde, belirsizlik ortamlarında maksimum karın sağlanabilmesi, Bulanık 

UzlaĢık Programlama modeli ile gerçekleĢtirilebilir. 

AraĢtırmada BUP modeli ile süt ürünleri üzerine faaliyet gösteren bir fabrikanın günlük 

ortalama karının maksimum kılınması hedeflenmektedir. 

Uygulamada kullanılan tüm veriler, iĢletmenin üretim ve muhasebe-finans birimleri 

tarafından belirtilen rakamlardır. Problemin çözümünde kullanılan veriler, iĢletmenin 

günlük üretim miktarlarıdır. Ayrıca karar verici tarafından günlük ortalama kara iliĢkin 

her hangi bir hedef belirtilmemiĢ olup, kısıtlara iliĢkin bazı tolerans değerleri verilmiĢtir. 

Ġlk olarak, problem Çok Amaçlı Doğrusal Programlama açısından incelenerek, her bir 

amaç fonksiyonu için ayrı ayrı çözüm gerçekleĢtirilmiĢtir. Optimal çözüme ulaĢılmaması 

sebebiyle UzlaĢık Programlama kullanılarak “uzlaĢık çözüm” gerçekleĢtirilmiĢtir. UzlaĢık 

çözüme göre, her bir ürünün, hammadde (çiğ süt) kullanım miktarlarının, müĢteri talep 

miktarının ve üretilen ürünlerin makine kapasitesinin optimal seviyeleri yeniden 

oluĢturulmuĢtur. ĠĢletmeden elde edilen verilere göre Çok Amaçlı Doğrusal Programlama 

modeli Bulanık UzlaĢık Programlama yaklaĢımına göre yeniden düzenlenmiĢtir.  



88 
 

Uygulamanın gerçekleĢtirildiği süt ürünleri fabrikası 1984 yılından beri faaliyette olup, 

yöresel anlamda, önemli bir pazar payına sahiptir. 

 Fabrikada toplamda 20 kadar beyaz yakalı çalıĢan vardır. Bu çalıĢanlar arasından 15 kiĢi 

üretim biriminde çalıĢmaktadır. Üretim birimi içerisinde çalıĢmakta olan 1 üretim müdürü 

ve mühendis, 1 üretim Ģefi yer almaktadır. Fabrikada çalıĢan toplam vasıfsız eleman 

sayısı ise 18 kiĢidir.  

ĠĢletme toplamda 5 000 m
2
‟lik bir alana sahiptir. Fermantatif ürünlerin yani vakumlu ve 

süzme yoğurtun üretildiği kapalı alan 125 m
2‟

dir. Bu 125 m
2‟

lik alan içerisinde 3 ayrı alan 

yer almaktadır. Yoğurtlar için soğuk oda alanı 25 m
2
, paketleme için ayrılan alan 25 m

2
 

ve son olarak inkübasyon iĢlemi görülen alan ise 75 m
2
‟lik bir alandır. Köy tipi peynir 

üretiminde kullanılan alan için ise, 100 m
2‟

lik bir alana sahiptir. 

Yöresel olarak düĢünüldüğünde, pazarın %80‟ine sahip olan iĢletmeyi KOBĠ olarak 

adlandırmak mümkündür. Muhasebe ve finans biriminden edilen bilgiler doğrultusunda 

iĢletmenin yıllık cirosu 6 trilyon (6 000 000 000 000)‟dur.  

Bu bölümde iĢletmede üretilmekte olan üç ana üründen bahsedilmektedir. Bunlar 

vakumlu yoğurt çeĢitleri, süzme yoğurt çeĢitleri ve peynir çeĢitleridir.   

Vakumlu Yoğurt Üretim Süreci: Sütün 90 santigrat°C ısıtılıp, daha sonra da 

mayalanma derecesine kadar soğutma iĢlemine tabi tutulmaktadır. Soğuma iĢleminden 

hemen sonra yoğurt mayası katılarak, laktik mayalama iĢlemi gerçekleĢtirilerek özel 

kıvamlı bir süt ürünü elde edilmektedir. Çift cidarlı kazanlarda muhafaza edilen çiğ süt, 

kazanlardan alınıp ön ısıtma denilen 15 dk süren bir iĢlemden geçirilir. Isıtılan süte 

klerifikasyon yapılır. Klerifikasyon, sütün temizlenme aĢamasıdır. Yabancı maddelerden 

arındırılan süt 1 saat vakum makinelerinde buharlaĢtırma yöntemi ile kuru madde oranı 

18‟e çıkarılır. Yoğurdu, üzerindeki yağ tabakasından arındırmak için sütü plakalı 

pastörizatörlerde 92 santigrat°C de 15 sn. pastörizasyonu yapılır. Pastörizasyon 

iĢleminden sonra 15 dk. soğutma iĢlemi gerçekleĢtirilir. Sütün mayalanmasını sağlayan 

starter kültür mayasının eklenmesinin ardından 30-35 dakikalık dolum ve paketleme 

iĢlemi yapılmaktadır. Paketleme iĢleminin ardından inkübasyon odalarında 3 saat kadar 

mayalanmaya bırakılır. Mayalanan yoğurtlar 2 saat kadar da soğutma iĢleminden 

geçtikten sonra soğuk hava depolarına alınır. Yukarıda verilen bilgiler doğrultusunda 

vakumlu yoğurt üretim süreci ġekil 26‟da gösterilmiĢtir. 
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ġekil 26. Vakumlu yoğurt üretim süreci 

Süzme Yoğurt Üretim Süreci: Sütün 90 santigrat°C ısıtılıp, daha sonra da mayalanma 

derecesine kadar soğutma iĢlemine tabi tutulmaktadır. Soğuma iĢleminden hemen sonra 

yoğurt mayası katılır ve laktik mayalama iĢlemi gerçekleĢtirilerek özel kıvamlı bir süt 

ürünü elde edilmektedir. Çift cidarlı kazanlarda muhafaza edilen çiğ süt, kazanlardan 

alınıp ön ısıtma denilen 15 dk. süren bir iĢlemden geçirilir. Isıtılan süte klerifikasyon 

yapılır. Yabancı maddelerden arındırılan süt 1 saat vakum makinelerinde buharlaĢtırma 

yöntemi ile kuru madde oranı 18‟e çıkarılır. Yoğurdu, üzerindeki yağ tabakasından 

arındırmak için sütü plakalı pastörizatörlerde 92 santigrat°C de 15 sn. pastörizasyonu 

yapılır. Pastörizasyon iĢleminden sonra 15 dk. soğutma iĢlemi gerçekleĢtirilir. Sütün 

mayalanmasını sağlayan starter kültür mayasının eklenmesinin ardından 30-35 dakikalık 

dolum ve paketleme iĢlemi yapılmaktadır. Paketleme iĢleminden sonra inkübasyon 

odalarında, vakumlu yoğurttan farklı olarak mayalanması belli bir saate göre değil, asitlik 

değerine göre mayalanmaktadır. Titrasyon asitti yani çiğ sütteki sh değeri baĢlangıçta 6-

6.5 değerinde iĢletmeye gelmektedir. 23 sh değerine ulaĢılınca bırakılıyor. Mayalanan 

yoğurtlar 2 saat kadar da soğutma iĢleminden geçtikten sonra keselere dökülerek kese 

ÇİĞ SÜT 
ÖN ISITMA (90  

santigrat°C ) 

KLERİFİKASYON 
(SÜTÜN 

TEMİZLENMESİ 
STANDARDİZASYON 

EVAPARATÖR (KURU 
MADDENİN 

AYARLANMASI) 
HOMEJENİZASYON 

PASTÖRİZASYON (92 
santigrat °C de 15 sn ) 

SOĞUTMA(15 DK.) 

STARTER KÜLTÜR 
İLAVESİ  

PAKETLEME(30-35 dk) İNKÜBASYON (3saat) SOĞUTMA (2 saat)  

DEPOLAMA 
(SOĞUKTA) 
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içerisinde 12 saat baskılama iĢlemi görmektedir. Daha sonra yoğurt kazanına dökülerek 

paketleme iĢlemine yapılmaktadır.  

Son olarak +4 santigrat °C soğuk hava depolarına alınır. Yukarda verilen bilgiler ıĢığında 

süzme yoğurt üretim süreci ġekil 27‟de gösterilmiĢtir.  

 

 

ġekil 27. Süzme yoğurt üretim süreci 

Köy Tipi Peynir Üretim Süreci: Köy tipi peynir üretimi, 82 santigrat °C de 15 sn. kadar 

bir sürede çift cidarlı kazan tipi pastörizatörlerde pastörizasyonu yapılır. 15 dakikalık bir 

klerifikasyon (sütün temizlenmesi ) iĢleminden sonra süt teknelere aktarılarak sütün 

mayalanma derecesine kadar yaklaĢık olarak 40 dakika soğutma iĢlemi yapılır. Daha 

sonra peynir mayası ilave edilir. Kullanılan peynir mayasının markası Renmax 600‟dür. 

Bir müddet dinlenmeye bırakılır ve 90 dakika kadar pıhtı kırımı iĢlemi yapılmaktadır. 

Daha sonra 20 dakika tekrar dinlenmeye alınmaktadır. Ardından 20 dakika içerisinde 

baskıya konulup,  baskıda maksimum 2 saat, minimum 1 saat bekletilmektedir. 

Baskılama iĢlemi biten, kesilen peynirlere, suya tuz ilavesi ile elde edilen salamura suyu 

ilave edilir. Tuz oranı, salamura %33‟lük bome değerinden 14‟e tekabül eder. 15 

dakikalık bir sürede paketleme iĢlemi gerçekleĢtirilerek soğuk hava depolarında 

depolanır. Peynir üretim süreci ġekil 28‟de gösterilmiĢtir. 

ÇİĞ SÜT 
ÖN ISITMA (90  

santigrat°C ) 
KLERİFİKASYON (SÜTÜN 

TEMİZLENMESİ 
STANDARDİZASYON 

EVAPARATÖR (KURU 
MADDENİN 

AYARLANMASI) 
HOMEJENİZASYON 

PASTÖRİZASYON (92 
santigrat °C de 15 sn ) 

SOĞUTMA(15 DK.) 

STARTER KÜLTÜR 
İLAVESİ  

İNKÜBASYON SOĞUTMA (24 SAAT) KESELERE DÖKÜM 

KESELERDE BASKILAMA 
(12 SAAT) 

YOĞURT KAZANINA 
DÖKÜM 

PAKETLEME 
DEPOLAMA (+4 santigrat 

°C ) 
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ġekil 28. Köy tipi peynir üretim süreci 

 

5.1. Problemin Tanımı 

Uygulamaya konu olan süt ürünleri iĢletmesinden alınan veriler ve kısıtlar 

değerlendirilerek, ürettiği ürünler için maksimum kara ulaĢılması hedeflenir. 

Problemde öncelikle amaç fonksiyonları oluĢturularak, iĢletme için üç adet amaç 

belirtilmiĢtir. Bunlardan birincisi; birim kar değerleri ile maksimum kar amacı, ikincisi; 

birim üretim amacı, üçüncüsü ise; birim maliyet değerleri ile oluĢturulan minimum 

maliyet amacıdır. Model kısıtları, iĢletmenin makinelerinde hammaddenin (çiğ süt) 

iĢlenme miktarları, müĢteri talep miktarları, makine kapasiteleri kısıtlarından 

oluĢturulmuĢtur. Amaç fonksiyonlarının oluĢturulmasının ardından, kısıtlar belirtilerek,  

amaç fonksiyonları ile kısıtlar matematiksel olarak gösterilmektedir.  

Problem çözümü için ele alınan iĢletme, çeĢitli sayıda süt ürünleri üretir. Her bir ürünün 

simgesi, adı, üretim miktarı, makine kapasitesi ve her bir ürüne olan müĢteri talebinin 

tolerans değerleri Tablo 8‟de gösterilmiĢtir. MüĢteri talepleri belirli değerler arasında 

değiĢmektedir. Makine kapasitesi değerleri ise sabittir. Buradaki müĢteri talebi ve makine 

kapasitesi verileri ile Bulanık UzlaĢık Programlama modelinde kısıt olarak yer 

verilmiĢtir. 

 

 

PASTÖRİZASYON KLERİFİKASYON TEKNEYE AKTARIM SOĞUTMA  

PEYNİR MAYASI 
KULLANIMI( RENMAX 

600) 
DİNLENDİRME PIHTI KIRIMI DİNLENDİRME 

PASKILAMA 
SALAMURA SU 

İLAVESİ 
PAKETLEME SOĞUKTA DEPOLAMA 
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Tablo 8. Modeldeki DeğiĢkenler ve Diğer Veriler (Günlük) 

Ürün 

Simgesi 

Ürün Adı MüĢterini

n Talebi 

Makin

e 

Kapasi

tesi 

Üretim 

Miktarı 

/adet  

VY1(  ) Taze Yoğurt (Kase) 350 Gr 400-550 650 523 

VY2(  ) Taze Yoğurt (Kase) 500 Gr 50-150 200 81 

VY3(  ) Taze Yoğurt (Kase) 650 Gr 300-400 500 354 

VY4(  ) Taze Yoğurt (Kase) 1 000 Gr 300-400 550 379 

VY5(  ) Taze Yoğurt (Kase) 1 200 Gr 25-75 100 34 

VY6(  ) Taze Yoğurt (Kase) 1 500 Gr 50-150 150 108 

VY7(  ) Taze Yoğurt Yarım Yağlı 2 250 Gr 350-450 600 428 

VY8(  ) Taze Yoğurt (Kova) 2 500 Gr 200-400 450 250 

VY9(  ) Taze Yoğurt (Kova) 5 000 Gr 30-90 100 46 

SY1(   ) Süzme Yoğurt (Kova) 450 Gr 50-150 250 100 

SY2(   ) Süzme Yoğurt (Kase) 900 Gr 400-700 900 602 

SY3(   ) Süzme Yoğurt (Tava) 2 000 Gr 50-100 150 74 

SY4(   ) Süzme Yoğurt (Kova) 2 500 Gr 300-400 450 322 

SY5(   ) Süzme Yoğurt (Kova) 5 000 Gr 50-100 150 57 

KBP1(   ) Klasik Beyaz Peynir (Tnk) 17 000gr 5-20 50 10 

KBP2(   ) Klasik Beyaz Peynir (Tnk) 5 000gr 5-30 50 14 

KVBP1(   ) Klasik Vak. Beyaz Peynir 1 000 Gr 250-350 400 312 

KVBP1(   ) Köy Peyniri 1 000 Gr 150-300 500 209 

YBP1(   ) Yağlı Beyaz Peynir 1 000 Gr 350-550 600 451 

YBP2(   ) Yağlı Beyaz Peynir 500 Gr 1 500- 

2 000 

2 500 1 690 

Üretim için kullanılan tesis: 

i. Vakum 

ii. Seperatör 

iii. Çift cidarlı kazan tipi pastörizatör 

iv. Plakalı soğutucular 

v. Homojenizatör 

Makinelerde iĢlenip pazara sunulan ürünlerin birim satıĢ fiyatı, birim maliyeti ve birim 

karı aĢağıdaki Tablo 9‟da gösterilmiĢtir.  Fiyatlarda ki kar yüzdesi %10‟dur. Buradaki 

bilgiler ıĢığında hem uygulamanın ilk aĢaması olan Çok Amaçlı Doğrusal 



93 
 

Programlamanın hem ikinci aĢamasındaki UzlaĢık Programlamanın hem de son aĢaması 

Bulanık UzlaĢık Programlama modelinin maksimum ve minumum amaç fonksiyonları 

oluĢturulmuĢtur. 

Tablo 9. Modeldeki DeğiĢkenlerin Birim Fiyat – Maliyet ve Kar Değerleri 

Ürün 

Simgesi 

Ürün Adı Birim 

Fiyat  

Birim 

Maliyet  

Birim 

Kar  

VY1(  ) Taze Yoğurt (Kase) 350 Gr 1.40 1.26 0.14 

VY2(  ) Taze Yoğurt (Kase) 500 Gr 1.60 1.44 0.16 

VY3(  ) Taze Yoğurt (Kase) 650 Gr 2.20 1.98 0.22 

VY4(  ) Taze Yoğurt (Kase) 1 000 Gr 3.50 3.15 0.35 

VY5(  ) Taze Yoğurt (Kase) 1 200 Gr 4.00 3.60 0.40 

VY6(  ) Taze Yoğurt (Kase) 1 500 Gr 4.75 4.275 0.475 

VY7(  ) Taze Yoğurt Yarım Yağlı 2 250 Gr 6.50 5.85 0.65 

VY8(  ) Taze Yoğurt (Kova) 2 500 Gr 8.00 7.20 0.80 

VY9(  ) Taze Yoğurt (Kova) 5 000 Gr 16.00 14.40 1.60 

SY1(   ) Süzme Yoğurt (Kova) 450 Gr 2.70 2.43 0.27 

SY2(   ) Süzme Yoğurt (Kase) 900 Gr 5.20 4.68 0.52 

SY3(   ) Süzme Yoğurt (Tava) 2 000 Gr 11.40 10.26 1.14 

SY4(   ) Süzme Yoğurt (Kova) 2 500 Gr 14.00 12.60 1.40 

SY5(   ) Süzme Yoğurt (Kova) 5 000 Gr 28.00 25.20 2.80 

KBP1(   ) Klasik Beyaz Peynir (Tnk) 17 000gr 161.50 145.35 16.15 

KBP2(   ) Klasik Beyaz Peynir (Tnk) 5 000gr 50.00 45.00 5.00 

KVBP1(   ) Klasik Vak. Beyaz Peynir 1 000 Gr  11.30 10.17 1.13 

KVBP1(   ) Köy Peyniri 1 000 Gr  9.50 8.55 0.95 

YBP1(   ) Yağlı Beyaz Peynir 1 000 Gr 10.40 9.36 1.04 

YBP2(   ) Yağlı Beyaz Peynir 500 Gr 5.20 4.68 0.52 

ĠĢletmede üretilen ürünlerin temel ham maddesi çiğ süttür. Çiğ sütün iĢletmeye kabul 

edilmesi, iĢlenilmesi ile ilgili birtakım kıstaslar yer alır. Toplam iĢlenilen günlük süt 

miktarı yaz ve kıĢ mevsimlerine göre 15 ton ile 24 ton arasında değiĢmektedir. Toplanan 

çiğ sütler günlük olarak iĢletmeye teslim edilmesi gerekir. ĠĢlenilmesi için iĢletmeye 

getirilen çiğ süt maksimum 10 santigrat °C olması gerekir. 10 santigrat °C‟nin üstünde 

gelen sütler iĢletmeye kabul edilmemektedir. Çiğ sütte, sıcaklık kontrolü, ph, yağ, kuru 

madde, sh (Titrasyon asitliği), alkali madde ve antibiyotik tayinlerine iliĢkin analizler 

yapıldıktan sonra, hammadde uygun kriterleri taĢıyor ise iĢletmeye kabulü gerçekleĢir. 
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Kabul gören hammadde soğutucu çift cidarlı kazanlarda 12 saat muhafaza edilir. ĠĢletme 

yönetimi üretimde kullanacağı çiğ süt miktarlarını Tablo 10‟da belirlemiĢtir. 

Tablo 10. Süt Ürünlerinde ĠĢlenilen Süt Miktarları (Birim Ürün BaĢına) 

Ürün Simgesi Ürün Adı ĠĢlenilen süt 

miktarları (Litre) 

VY1(  ) Taze Yoğurt (Kase) 350 Gr 0.70 

VY2(  ) Taze Yoğurt (Kase) 500 Gr 1.00 

VY3(  ) Taze Yoğurt (Kase) 650 Gr 1.30 

VY4(  ) Taze Yoğurt (Kase) 1 000 Gr 2.00 

VY5(  ) Taze Yoğurt (Kase) 1 200 Gr 2.40 

VY6(  ) Taze Yoğurt (Kase) 1 500 Gr 3.00 

VY7(  ) Taze Yoğurt Yarım Yağlı 2 250 Gr 4.50 

VY8(  ) Taze Yoğurt (Kova) 2 500 Gr 5.00 

VY9(  ) Taze Yoğurt (Kova) 5 000 Gr 10.00 

SY1(   ) Süzme Yoğurt (Kova) 450 Gr 1.575 

SY2(   ) Süzme Yoğurt (Kase) 900 Gr 3.150 

SY3(   ) Süzme Yoğurt (Tava) 2 000 Gr 7.00 

SY4(   ) Süzme Yoğurt (Kova) 2 500 Gr 8.75 

SY5(   ) Süzme Yoğurt (Kova) 5 000 Gr 17.50 

KBP1(   ) Klasik Beyaz Peynir (Tnk) 17 000gr 110.50 

KBP2(   ) Klasik Beyaz Peynir (Tnk) 5 000gr 32.50 

KVBP1(   ) Klasik Vak. Beyaz Peynir 1 000 Gr 6.50 

KVBP1(   ) Köy Peyniri 1 000 Gr 6.50 

YBP1(   ) Yağlı Beyaz Peynir 1 000 Gr 6.50 

YBP2(   ) Yağlı Beyaz Peynir 500 Gr 3.25 

Tablo 10‟da iĢletmede üretilen ve simgeleriyle belirtilen sırasıyla vakumlu yoğurt, süzme 

yoğurt ve peynir çeĢitlerinin birim ürün baĢına iĢlenilen süt miktarları yer alır. ĠĢletmeden 

alına bilgilere göre, 1 kg vakumlu yoğurt elde edebilmek için 2 kg sütün, 1 kg süzme 

yoğurt elde edebilmek için 3.5 kg sütün ve 1 kg peynir üretimi için 6.5 kg sütün iĢlenmesi 

gerekir. Vakumlu yoğurt üretimi için normal Ģartlarda 6 ton süt, süzme yoğurt için 6 ton 

süt, peynir üretimi için 10.5 ton süt iĢlenilmesi gerçekleĢir. 

 

5.2. Amaç Fonksiyonları ve Kısıtlar 

ĠĢletmede 24 ton süt iĢlenmesi durumunda; uygulamada değiĢken sayısı yirmi adet olup, 

tablodaki sırayı göz önünde bulundurarak değiĢken isimleri x1, x2, x3, x4, x5, x6, x7, x8, x9, 

x10, x11, x12, x13, x14, x15, x16, x17, x18, x19 ve x20 Ģeklinde belirtilmiĢtir. Maksimum ve 
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minumum amaç fonksiyonları ile kısıtlar aĢağıdaki gibi tanımlanmıĢtır. Amaç fonksiyonu 

değerleri Tablo 9‟da yer verilmiĢtir. 

 Maksimum Kar Amacı: Her bir ürünün, birim fiyatından birim maliyetinin 

çıkarılıp genel toplamlarının alınmasıdır. 

                                                                 

                                                                

                                 

 Birim Üretim Amacı: Maksimum birim üretim amacı; her ürünün en fazla birim 

üretimidir. 

                                                       

                               

 Minumum Maliyet Amacı: Her bir ürünün birim fiyatının %10 değeriyle 

çarpılıp genel toplamının alınmasıdır. 

                                                               

                                                             

                                           

Tanımlanan amaç fonksiyonu ve kısıtlara göre Çok Amaçlı Doğrusal Programlama 

modeli aĢağıda oluĢturulmuĢtur. 

Maksimize/Minimize            (M5.1) 

                                                                 

                                                                

                                 

                                                       

                         

                                                               

                                                             

                                         

  Kısıtlar; 
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1. ĠĢletmede üretilen ürünlerin ham maddesi olan çiğ süt iĢlenme miktarlarının 

toplamı          (M5.1a) 

                                                        

                                                             

                                                

2. ĠĢletmede üretilen süt ürünlerine müĢterilerin talep miktarı    (M5.1b) 

                                      

                                    

                 

                 

               

                

                 

                 

               

                  

                     

   
                 

                  

   
               

   
                  

                     

   
                  

   
                    

3. ĠĢletmede üretilen ürünlerin makine kapasitesi     (M5.1c) 

650 x1   

200 x2   

500 x3   

550 x4   

100 x5   

150 x6   

600 x7   

450 x8   

100 x9   

250 x10   

900 x11   

150 x12   

450 x13   

150 x14   

50 x15   

50 x16   
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400 x17   

500 x18   

600 x19   

500 2 x 20 

Ve 

Pozitiflik ġartı, 

0x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x 2019181716151413121110987654321 
 

 

5.3. Süt Ürünleri Problemi Çözüm AĢamaları 

(M5.1)‟de kurulan model için ilk olarak seçilen amaç fonksiyonuna göre hem Çok 

Amaçlı Doğrusal Programlama, hem UzlaĢık Programlama ve hem de Bulanık UzlaĢık 

Programlama modeline göre çözülerek, amaç fonksiyonları, kısıtların kullanım miktarları, 

müĢteri talep miktarları ve fabrika makinelerinin kullanım kapasiteleri karĢılaĢtırılmıĢtır.  

Ele alınan uygulamanın ilk aĢamasında Çok Amaçlı Doğrusal Programlama modelinin 

çözümü gerçekleĢtirilerek, uzlaĢık çözüm için ideal çözümler belirlenmiĢtir. Çok Amaçlı 

Doğrusal Programlama modeline göre belirlenen pozitif ve negatif ideal çözüm değerleri 

ile UzlaĢık Programlama yaklaĢımı ele alınarak optimal çözüm gerçekleĢtirilip, uzaklık 

parametresi değeri belirlenmiĢtir. Diğer yandan, Çok Amaçlı Doğrusal Programlama 

modelinin amaç fonksiyon sonuçlarına göre üstün olmayan çözümler tablosu 

oluĢturularak Bulanık UzlaĢık Programlama modelinin ilk aĢamasının 

değerlendirilmesinde kullanılacak nadir değerlerinin belirlenmesini sağlamaktadır ve 

Bulanık UzlaĢık Programlama modeli oluĢturulup bu modele göre çözüm 

gerçekleĢtirilecektir.  

 

5.3.1. Çok Amaçlı Doğrusal Programlama Çözüm AĢamaları 

Kurulan model (M5.1) için, ilk olarak her bir amaç fonksiyonu için çözüm 

gerçekleĢtirilmiĢ ve optimalliği araĢtırılmıĢtır. Daha sonra her bir amaç fonksiyonu için 

(1.8) ve (1.9) pozitif ideal çözümler ile (1.11) ve (1.12) kullanılarak negatif ideal 

çözümler belirlenmiĢtir. Elde edilen bu değerlere bağlı olarak UzlaĢık Programlama 

çözümü gerçekleĢtirilmiĢtir. Son olarak iĢletme yönetimi hedefi için kabul edilen tolerans 

değerleri ile Bulanık UzlaĢık Programlama ele alınmıĢtır. 
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Ele alınan modelin ilk aĢamasında Çok Amaçlı Doğrusal Programlama modeline göre 

çözülerek optimallik durumu araĢtırılmıĢtır. Çok Amaçlı Doğrusal Programlama modeli 

için gerçekleĢtirilen çözümler neticesinde belirlenen değiĢkenler ve amaç fonksiyonu 

değerleri Tablo 11‟de verilmiĢtir.  

Tablo 11. Her Bir Amaç Fonksiyonu Ġçin Çok Amaçlı Doğrusal Programlama Çözümü 

DEĞĠġKENLER 
Z1 Z2 W1 

VY1(  ) 550 
550 400 

VY2(  ) 150 
150 50 

VY3(  ) 400 
400 300 

VY4(  ) 400 
400 300 

VY5(  ) 75 
75 25 

VY6(  ) 50 
150 50 

VY7(  ) 350 
407.500 350 

VY8(  ) 200 
200 200 

VY9(  ) 30 
30 30 

SY1(   ) 150 
150 50 

SY2(   ) 700 
700 400 

SY3(   ) 100 
50 50 

SY4(   ) 300 
300 300 

SY5(   ) 50 
50 50 

KBP1(   ) 5 
5 5 

KBP2(   ) 5 
5 5 

KVBP1(   ) 350 
250 250 

KVBP1(   ) 150 
150 150 

YBP1(   ) 350 
350 350 

YBP2(   ) 1864.230713 
2000 1500 

 
   

AMAÇLAR 
3873.900 6372.500 28957.50 

 

Amaç fonksiyonu değerleri farklı değiĢken ve bu değiĢkenlerin farklı değerlerine göre 

belirlenmiĢtir. Bu sebeple optimal çözüme ulaĢılmamıĢtır. Her bir amaç fonksiyonu için 

pozitif ideal çözümler için (1.8) ve (1.9) denklemleri ile negatif ideal çözümler için (1.11) 

ve (1.12) denklemleri kullanılmıĢtır.  
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Çok Amaçlı Doğrusal Programlama problemlerinin uzlaĢık çözümü için (M5.1)‟nin 

çözümünden elde edilen pozitif ve negatif ideal çözümler Tablo 12‟de verilmiĢtir. 

Tablo 12. Pozitif ve Negatif Ġdeal Çözümler 

Amaç Fonksiyonları Pozitif Ġdeal Çözümler Negatif Ġdeal Çözümler 

                       3873.900 3217.500 

                       6372.500 4815.000 

                          28957.50 34865.10 

 

5.3.2. UzlaĢık Programlama Çözümü 

UzlaĢık Programlama çok amaçlı problemlere ulaĢma kapasitesine sahip bir matematiksel 

programlama tekniği olup, ideal çözüme en yakın uygun çözüm kümesini araĢtırır. Ġdeal 

çözümler UzlaĢık Programlama modelinde kullanılmıĢtır. Tablo 12‟de belirlenen pozitif 

ve negatif ideal çözümlere bağlı olarak (M5.1) UzlaĢık Programlama modelinde 

aĢağıdaki gibi yazılır.     

D Min              (M5.2) 

Kısıtlar; 

000  24  x25.3x50.66.50x

6.50xx50.32x50.110x50.17x75.8x00.7x150.31.575x

x00.10x00.5x50.4x00.3x40.2x00.2x30.1x00.1x70.0

50.28957D60.5907x68.4x36.98.55x

10.17xx00.45x35.145x20.25x60.12x26.10x68.42.43x

x40.14x20.7x85.5x275.4x60.3x15.3x98.1x44.1x26.1:Min W

500.6372D500.1557xxxx

xxxxxxxxxxxxxxxx:Max 

900.3873D400.6560.52x1.04x

0.95x1.13x5.00x16.15x2.80x1.40x1.14x0.52x0.27x

1.60x0.80x0.65x0.475x0.40x0.35x0.22x0.16x0.14x:Max Z

201918

1716151413121110

987654321

201918

1716151413121110

9876543211

20191817

161514131211109876543212

2019

181716151413121110

9876543211























Z

 

 550 ......x400....... x 11   

 150 .....x50........ x 22   

 400 ......x300....... x 33   

 400 ......x300....... x 44   

75 .....x25........ x 55   

 150 .....x50........ x 66   
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450 ......x350....... x 77   

400 ......x200....... x 88   

 90 .....x30........ x 99   

 150 .....x50........ x 1010   

 700 ......x400....... x 1111   

 100 .....x50........ x 1212   

 400 ......x300....... x 1313   

 100 .....x50........ x 1414   

 20 ....x5......... x 1515   

 30 ....x5......... x 1616   

 350 ......x250....... x 1717   

 300 ......x150....... x 1818   

 550 ......x350....... x 1919   

 000 2 ......x500.......  1 x 2020 

650 x1   

200 x2   

500 x3   

550 x4   

100 x5   

150 x6   

600 x7   

450 x8   

100 x9   

250 x10   

900 x11   

150 x12   

450 x13   

150 x14   

50 x15   

50 x16   

400 x17   

500 x18   

600 x19   

500 2 x 20 

0x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x 2019181716151413121110987654321   Ve tamsayı 

Model (M5.2)‟in UzlaĢık Programlama çözümünden belirlenen değiĢkenler ve amaç 

fonksiyonu değerleri Tablo 13‟de verilmiĢtir. 
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Tablo 13. UzlaĢık Programlama Çözümü 

DEĞĠġKENLER 
Z1 Z2 W1 

VY1(  ) 550 
550 550 

VY2(  ) 150 
150 150 

VY3(  ) 400 
400 400 

VY4(  ) 400 
400 400 

VY5(  ) 75 
75 75 

VY6(  ) 150 
150 150 

VY7(  ) 350 
350 350 

VY8(  ) 200 
200 200 

VY9(  ) 90 
90 90 

SY1(   ) 150 
150 150 

SY2(   ) 400 
400 400 

SY3(   ) 50 
50 50 

SY4(   ) 300 
300 300 

SY5(   ) 64.890350 
64.890350 64.890350 

KBP1(   ) 5 
5 5 

KBP2(   ) 5 
5 5 

KVBP1(   ) 250 
250 250 

KVBP1(   ) 150 
150 150 

YBP1(   ) 350 
350 350 

YBP2(   ) 1503.859619 
1503.859619 1503.859619 

 
   

d = 0,500 
782.0070019 5593.749969 31911.29984 

UzlaĢık Programlama modeline göre belirlenen uzlaĢık çözüm değerleri her bir değiĢken 

için aynı değiĢken değerinde belirlenmiĢtir. Uzaklık parametresi 0.500d   olarak elde 

edilmiĢtir. Uzaklık parametresine göre belirlenen çözüm tam olarak pozitif ve negatif 

çözümler arasında meydana gelmiĢtir. 

 

5.3.3. Bulanık UzlaĢık Programlama Çözümü 

Tablo 5.4‟te her bir amaç fonksiyonu için farklı değiĢken değerlerine amaç fonksiyonları 

optimize edilmektedir. Her bir amaç fonksiyonunun çözümünden elde edilen değiĢkenler 

üstün olmayan çözümler olarak adlandırılır. Üstün olmayan çözümlere göre her bir amaç 
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fonksiyonun değeri Tablo 14‟te verilmiĢtir. Bu tabloda x 
*( =1,2,3) her bir amaç 

fonksiyonuna ait değiĢken değerlerini göstermektedir. 

Tablo 14. Üstün Olmayan Çözümler Tablosu 

DeğiĢkenler Z1 Z2 W1 

  
  3873.900 5958.35714 34865.10 

  
  3859.375 6372.500 34734.375 

  
  3217.500 4815 28957.50 

Her bir amaç fonksiyonu için yapılan çözümler incelendiğinde farklı değiĢken değerlerine 

göre amaç fonksiyonlarının optimum değerleri belirlenmiĢtir. Bu durum uygun çözüm 

alanının olmadığını gösterir.  

Uygun çözüm alanını oluĢturmak için Bulanık UzlaĢık Programlama tekniği kullanılarak 

“uzlaĢık çözüm” belirlenmiĢtir.  Bulanık UzlaĢık Programlama modelinin 

oluĢturulabilmesi için Nadir değerlerinin bulunması gerekmektedir. Nadir değerler, Tablo 

14‟deki Üstün Olmayan Çözümler tablosundaki değerlerin içerisinden belirlenir. Nadir 

değerler,  maksimizasyon problemler için alt sınırlar,  minumum problemler için üst 

sınırlar kabul edilir. Nadir değerler Tablo 15‟te verilmiĢtir. 

Tablo 15. Bulanık UzlaĢık Programlama Çözümü Ġçin Nadir Değerler 

Nadir Değerler 

Z1
Nad r 3217.500 

Z2
Nad r 4815 

Z3
Nad r 34865.10 

Nadir değerlerine göre, her bir amaç fonksiyonuna ait fayda fonksiyonunun üyelik 

fonksiyonu (4.4) kuruldu.  

  ( )   {

                                     ( )           
  ( )          

                 
                    ( )          

                                     ( )          

                               

 

  ( )   

{
 

 
                                    ( )           

  ( )          

             
                      ( )      

                                       ( )      
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  ( )   {

                                   ( )            
           ( )

                  
                        ( )          

                                   ( )          

                       

Daha önce Çok Amaçlı Doğrusal programlama ve UzlaĢık Programlama tekniği ile 

çözülen (M5.1) modeli Bulanık UzlaĢık Programlama modeline dönüĢtürülebilmesi için 

(4.6) denkleminden yararlanılmıĢtır. 

 (4.6) denkleminde yer alan  ws kriter ağırlık değerleri,  karar vericinin tercihine bağlı 

olarak değiĢir. Ve ağırlıkların toplamı 1‟e eĢit olması gerekir. Ağırlık değerleri Tablo 

16‟da verilmiĢtir. 

Tablo 16. Her Bir Kriter Ġçin Ağırlık Değerleri 

Kriter Ağırlık Değerleri ∑    
 
      

w1 0.333 

w2 0.333 

w3 0.333 

Her bir kriter için belirlenen ağırlık değerleri için, birbirine eĢit değerlerin verilmesine 

karar verilmiĢtir. Kriter ağırlıkları hesaplandıktan sonra denklem (4.6)‟da gösterilen 

Bulanık UzlaĢık Programlama formülünde, her parametrenin geniĢletilmiĢ hali denklem 

(4.12)‟de verilmiĢtir. (4.12)‟de verilen denkleme göre, Bulanık UzlaĢık Programlama 

modeli için yeni bir amaç fonksiyonu oluĢturulur. 

.
     

                 
(                                                  

                                                               

                                        )             /  

.
     

             
 (                                           

                           )             /   (            

 
     

                 
(                                                  

                                                          

                                                   ))  
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Bulanık UzlaĢık Programlama için oluĢturulan yeni amaç fonksiyonu;  

((                                                      

                                                      

                                                      

                                                         

                                                         

                                                         

                                     )             )  

OluĢturulan yeni amaç fonksiyonu (4.6) denklemine göre LĠNGO 14.0 programında 

aĢağıdaki gibi yazılır. (4.6) denkleminde belirtilen   değeri için       değerine karar 

verilmiĢtir 

Maximum;                          (M5.3) 

Kısıtlar; 

(                                                      

                                                      

                                                      

                                                         

                                                         

                                                         

                                     )  ⁄   ; 

000; 24  x25.3x50.66.50x

6.50xx50.32x50.110x50.17x75.8x00.7x150.31.575x

x00.10x00.5x50.4x00.3x40.2x00.2x30.1x00.1x70.0

201918

1716151413121110

987654321






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 550 ......x400....... x 11   

 150 .....x50........ x 22   

 400 ......x300....... x 33   

 400 ......x300....... x 44   

75 .....x25........ x 55   

 150 .....x50........ x 66   

450 ......x350....... x 77   

400 ......x200....... x 88   

 90 .....x30........ x 99   

 150 .....x50........ x 1010   

 700 ......x400....... x 1111   

 100 .....x50........ x 1212   

 400 ......x300....... x 1313   

 100 .....x50........ x 1414   

 20 ....x5......... x 1515   

 30 ....x5......... x 1616   

 350 ......x250....... x 1717   

 300 ......x150....... x 1818   

 550 ......x350....... x 1919   

 000 2 ......x500.......  1 x 2020 

650 x1              900 x11    

200 x 2              150 x12   

500 x3              
450 x13   

550 x4              150 x14   

100 x5              
50 x15   

150 x6              
50 x16   

600 x7              
400 x17   

450 x8              
500 x18    

100 x9              
600 x19   

250 x10              
500 2 x 20   

0x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x,x 2019181716151413121110987654321   Ve tamsayı 
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Yeniden biçimlendirilmiĢ matematiksel model için tek bir amaç olarak çözülmesiyle elde 

edilen optimum değerler, Tablo 17‟de Bulanık UzlaĢık Programlama modelinin çözümü 

olarak verilmiĢtir. 

Tablo 17. Bulanık UzlaĢık Programlama Çözümü 

DEĞĠġKENLER 
Z1 Z2 W1 

VY1(  ) 550 
550 550 

VY2(  ) 150 
150 150 

VY3(  ) 400 
400 400 

VY4(  ) 400 
400 400 

VY5(  ) 75 
75 75 

VY6(  ) 100 
100 100 

VY7(  ) 440.8333 
440.8333 440.8333 

VY8(  ) 200 
200 200 

VY9(  ) 30 
30 30 

SY1(   ) 150 
150 150 

SY2(   ) 700 
700 700 

SY3(   ) 50 
50 50 

SY4(   ) 300 
300 300 

SY5(   ) 50 
50 50 

KBP1(   ) 5 
5 5 

KBP2(   ) 5 
5 5 

KVBP1(   ) 250 
250 250 

KVBP1(   ) 150 
150 150 

YBP1(   ) 350 
350 350 

YBP2(   ) 2 000 
2 000 2 000 

 
   

AMAÇLAR 
3857.291645 6355.8333 34715.624805 

Tablo 17‟de elde edilen amaç fonksiyonu          değerini almıĢtır. Ele alınan amaç 

fonksiyonu değerinden, daha önce hesaplanan kriter ağırlık değerleri ile elde edilen 

            değerine çıkarma iĢlemi uygulayarak             sonucuna ulaĢılmıĢtır. 

Bu değer karar vericiler için kabul edilebilir bir sonuçtur. 
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Modelin çözüm süreci bilindiği gibi Çok Amaçlı Doğrusal Programlama, UzlaĢık 

Programlama ve Bulanık UzlaĢık Programlama olmak üzere üç aĢamadan oluĢmaktadır 

ve bu üç aĢamanın genel değerlendirilmesi Tablo 18‟de verilmiĢtir.  

Tablo 18. Modellerin Genel Değerlendirilmesi 

DEĞĠġKENLER 
Çok Amaçlı 

Doğrusal 

Programlama 

UzlaĢık 

Programlama 

Bulanık UzlaĢık 

Programlama 

VY1(  )  
550 550 

VY2(  )  
150 150 

VY3(  )  
400 400 

VY4(  )  
400 400 

VY5(  )  
75 75 

VY6(  )  
150 100 

VY7(  )  
350 440.8333 

VY8(  )  
200 200 

VY9(  )  
90 30 

SY1(   )  
150 150 

SY2(   )  
400 400 

SY3(   )  
50 50 

SY4(   )  
300 300 

SY5(   )  
64.890350 50 

KBP1(   )  
5 5 

KBP2(   )  
5 5 

KVBP1(   )  
250 250 

KVBP1(   )  
150 150 

YBP1(   )  
350 350 

YBP2(   )  
1503.859619 2000 

Amaç 

Fonksiyonları 

   3873.900    782.0070019    3857.291645 

   6372.500    5593.749969    6355.8333 

   28957.50    31911.29984    34715.624805 

D=0.500 1.158466 

 

UYGUN 

ÇÖZÜM 

YOKTUR 
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Tablo 18‟de çözümlerin verdiği sonuçlar ele alındığında, ilk olarak Çok Amaçlı Doğrusal 

Programlama modelinin uygun çözüm vermediği görülmüĢtür. Bununla birlikte her bir 

amacın farklı değiĢken değerlerine göre aldığı değerler verilmiĢtir. UzlaĢık 

Programlamada amaçların her biri hedeflere dönüĢtürülürken, Çok Amaçlı Doğrusal 

Programlama çözümlerinden elde edilen pozitif ideal çözümler ile negatif ideal çözümler 

kullanılmıĢtır. UzlaĢık Programlama çözümün verdiği amaç fonksiyonu değerleri 

incelendiğinde, birim üretim ile kar amacında azalmalar, maliyette ise artıĢlar 

görülmektedir. Bu sebeple amaç değerleri ideal çözümlerden uzak olmasına karĢın 

uzlaĢık çözüm ile tatminkâr bir seviyede gerçekleĢmiĢtir. Son olarak her bir amaç 

fonksiyonunun çözümünden elde edilen üstün olmayan çözümler tablosuna göre nadir 

değerlerine ulaĢılarak, her bir amaç fonksiyonuna ait fayda fonksiyonunun üyelik 

fonksiyonu kurulmuĢtur. Ayrıca karar vericiler tarafından belirlenen kriter ağırlıkları ile 

birlikte, BUP çözümüne ulaĢılmıĢtır. Sonuç itibariyle yapılan çözümde kar, birim üretim 

ve maliyet hedeflerinde artıĢlar belirlenmiĢtir. 
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SONUÇLAR VE ÖNERĠLER 

 

Karar verme iĢleminin gerçekleĢtirilebilmesi için çoğu zaman, yöneylem araĢtırması 

içerisinde yer alan karar verme tekniklerine baĢvurulur. Karar verme tekniklerinin 

kullanımında ise, karar vericilerin tercihleri önemli bir role sahiptir. Karar verme sürecine 

yardımcı olacak karar vericilerin o anki psikolojik durumu, sosyal çevrenin etkisi, 

tecrübeleri ve öznel yargıları sürecin Ģekillenmesini sağlar. Problem yapısına göre de en 

uygun tekniğin kullanılmasını tercih ederler.  

Karar verme, yaĢamın her aĢamasında karĢılaĢılabilecek bir süreçtir. Bazen bireysel 

toplumsal, yönetsel alanlarda bazen üretim, finans ve mali birimlerde bazen de rekabetli 

ve riskli ortamlarda karĢımıza çıkmaktadır. Bu sürecin en iyi Ģekilde değerlendirilmesi ve 

en doğru kararın verilebilmesi için karar vericiler çoklu ve çeliĢkili kriterleri açıkça 

dikkate almalıdır. Üretim alanında karar verirken, amaçlar nitelik ve nicelik bakımından 

en iyi Ģekilde değerlendirilmelidir. Bu amaçlar tek bir kritere bağlı olabildiği gibi birden 

fazla kritere de bağlı olabileceğinden çeĢitlilik özelliğine sahiptir. Karar vericiler her 

zaman maliyetlerinin düĢmesini, israfın önüne geçilmesini, kaynakların en iyi Ģekilde 

iĢlenilmesini ve karının artmasını hedeflemektedir. Bu gibi birbiriyle çeliĢen ve 

bünyesinde birden fazla amacı barındıran karar problemleri için Çok Amaçlı Karar 

Verme tekniklerinden yararlanılmalıdır. 

Çok amaçlı optimizasyon problemlerinin çözümünde amaç fonksiyonlarının 

birleĢtirilmesine yönelik yaklaĢımlardan biri olan UzlaĢık Programlama tekniğine 

baĢvurulur. ÇeliĢen amaçları optimum kılan tek bir çözüm bulunamayacağından her bir 

amacın ağırlık derecesini gözeten uzlaĢık çözümler bulunabilir. UzlaĢık çözüm karar 

vericinin arzu edilen seviyeye yakınlaĢmasını sağlayan uygun çözümler üretir.  

UzlaĢık Programlama yaklaĢımındaki bazı belirsizlik durumları söz konusu olabilir veya 

karar vericilerin kararları tutarsız bir Ģekilde değiĢebilir. Böyle belirsiz ve çeliĢkili 

durumların üstesinden gelebilmek için Bulanık UzlaĢık Programlama yaklaĢımından 

yararlanılmalıdır. Bulanık UzlaĢık Programlama, çeliĢkili görüĢleri ifade ederken kararın 

sonuçları hakkında ve arzu edilen değerler için bilgilendirerek, karar vericilerin doğru 

karar vermesini sağlar.  
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BUP yaklaĢımı, geleneksel Çok Kriterli Karar Verme tekniklerine kıyasla çok sayıda 

karĢılaĢtırma avantajı sağladığından, karar vericiler daha çok sezgisel olarak sürece dahil 

olduğundan ayrıca ideal ve uzlaĢık çözümler eksik veya hatalı olsa dahi çözüme esneklik 

getirdiğinden çok amaçlı optimizasyon problemlerinde Bulanık UzlaĢık Programlama 

tekniği kullanılmalıdır.  

Bulanık UzlaĢık Programlama da, karar vericinin kararlarına göre kurulan model 

üzerindeki rakamlar da bulanıklık söz konusudur ve bu model de üyelik fonksiyonu 

kullanılarak hedefler oluĢturulur.  

Birden fazla amacı içeren matematiksel programlama modellerinde amaçların 

birbirleriyle ihtilaflı olmaları, yapılması gereken optimizasyonun tam anlamıyla 

gerçekleĢmesine engel olmaktadır. Bu sebepler amaç fonksiyonlarının en iyi 

performansını veren pozitif ideal çözümler ile en kötü performansını veren negatif ideal 

çözümler göz önünde bulundurularak çözüm araĢtırılmalıdır. Bu çalıĢmada Bulanık 

UzlaĢık Programlama modeli, UzlaĢık Programlama modeli ve Çok Amaçlı Doğrusal 

Programlama modeli gerçek bir problem vasıtasıyla karĢılaĢtırılmıĢ ve Çok Amaçlı 

Doğrusal Programlama ve UzlaĢık Programlama modelinde sağlanamayan tatminkar 

çözüm, BUP  yardımıyla gerçekleĢtirilmiĢtir.  

Kurulan model de süt ürünleri üreten iĢletmenin üretim süreci ele alınmıĢtır. Elde edilen 

verilerle Çok Amaçlı Doğrusal Programlama, UzlaĢık Programlama ve Bulanık UzlaĢık 

Programlama modellerinin birden fazla amacı içeren yapıları incelenmiĢtir. 

ĠĢletme yönetimi tarafından belirlenen yirmi farklı tipteki süt ürünleri üretimi için müĢteri 

talebi, makine kapasitesi ve üretim miktarları Tablo 8‟de, birim fiyat , maliyet ve kar 

değerleri Tablo 9‟da, süt ürünlerinde iĢlenilen süt miktarları, her bir ürün için 

hesaplanarak Tablo 10‟da verilmiĢtir. Her bir ürün için atanan karar değiĢkenleri, x1, x2, 

x3, x4, x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15, x16, x17, x18, x19 ve x20 Ģeklinde 

tanımlanmıĢtır.  

Üretim planı içerisinde üç farklı amaç belirlenmiĢtir. Bu amaçlar, modeldeki sırasıyla   : 

Kar Amacı,      Birim Üretim Amacı,   : Maliyet Amacıdır. Belirlenen bu amaçlar 

haricinde kısıtlar ile ilgili tolerans değerleri verilmiĢtir. Bu kısıtlar vakumlu taze 

yoğurttan 9 adet, süzme yoğurttan 5 adet, çeĢitli peynir üretiminden ise 6 adet olmak 

üzere toplamda 20 kısıt oluĢturulmuĢtur. Hedeflere ve kısıtlara bağlı olarak (M5.1) 

modeline göre çok amaçlı matematiksel model kurulmuĢtur.  
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(M5.1)‟deki çok amaçlı matematiksel modelin ilk aĢamasında her bir amaç fonksiyonu 

için çözümü gerçekleĢtirilecek, optimalliği incelenmiĢtir. Her bir amaç fonksiyonu için 

Çok Amaçlı Doğrusal Programlama çözümü Tablo 11‟de verilmiĢtir. Optimalliği 

araĢtırılan modelden elde edilen sonuçlarda optimal çözüme ulaĢılmamıĢtır. Daha sonra 

her bir amaç fonksiyonu için birinci bölümde yer alan (1.8) ve (1.9) denklemleri 

kullanılarak pozitif ideal çözümler, (1.11) ve (1.12) denklemleri kullanılarak negatif ideal 

çözümler belirlenmiĢtir. Tablo 12‟deki pozitif ve negatif ideal çözümlerden elde edilen 

değerlere bağlı olarak UzlaĢık Programlama çözümü gerçekleĢmiĢtir. 

Model (M5.2)‟in UzlaĢık Programlama çözümünden elde edilen değiĢken ve amaç 

fonksiyonu değerleri, Tablo 13‟de verilmiĢtir. UzlaĢık Programlama modeline göre 

belirlenen uzlaĢık çözüm değerleri her bir değiĢken için aynı değiĢken değerinde 

belirlenmiĢ ve uzaklık parametresi         olarak elde edilmiĢtir. Bu durum uzaklık 

parametresine göre belirlenen çözümün tam olarak pozitif ve negatif çözümler arasında 

meydana geldiğini göstermektedir. UzlaĢık Programlama çözümünün amaç fonksiyonu 

değerleri incelendiğinde, birim üretim ve kar amacında azalmalar, maliyet değerinde ise 

artıĢ olduğu izlenmiĢtir. Bu nedenle UzlaĢık Programlama çözümü tatminkar seviyede 

gerçekleĢmemiĢtir. 

Tablo 11‟deki her bir amaç fonksiyonu çözümünden elde edilen değiĢkenler ile, Tablo 

14‟de yer alan üstün olmayan çözümler tablosu oluĢturulmuĢtur. Üstün olmayan 

çözümler incelendiğinde uygun çözüm alanlarının olmadığı görülmektedir. Uygun çözüm 

alanının oluĢması için Bulanık UzlaĢık Programlama tekniği kullanılarak uzlaĢık çözüm 

belirlenmelidir. Bunun için ilk adım üstün olmayan çözümler tablosu ele alınarak, nadir 

değerlerinin belirlenmesidir. Tablo 15‟de Bulanık UzlaĢık Programlama çözümü için 

nadir değerleri belirlenmiĢtir.  

Nadir değerlerine göre her bir amaç fonksiyonuna ait üyelik fonksiyonları kurulmuĢtur. 

(M5.1) modelinin Bulanık UzlaĢık Programlama modeline dönüĢtürülebilmesi için (4.6) 

denkleminden yararlanılmıĢtır. (4.6) denkleminde yer alan kriter ağırlığı değerleri karar 

vericinin tercihine bağlı olarak, üç amaç içinde       değeri verilerek, her bir amacın eĢit 

değerler almasına dikkat edilmiĢtir. Her bir amaç için kriter ağırlığı değerleri Tablo 16‟da 

verilmiĢtir.  
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(4.6) denkleminde gösterilen Bulanık UzlaĢık Programlama formülünde, her bir 

parametrenin geniĢletilmiĢ hali (4.12) denkleminde gösterilmiĢtir. Bu denkleme göre, 

BUP için yeni bir amaç fonksiyonu oluĢturulmuĢtur.  

(4.6) denkleminde belirtilen α değeri için,       değerine karar verilmiĢtir. Yeniden 

biçimlendirilen matematiksel model tek bir hedef olarak çözülmesiyle Bulanık UzlaĢık 

Programlama çözümü elde edilmiĢtir. UlaĢılan çözüm sonucuna göre amaç fonksiyonu 

değeri 1.158466 olup,  optimum değerlere Tablo 17‟de yer verilmiĢtir.  

Sonuç olarak Bulanık UzlaĢık Programlama çözümüyle elde edilen değerlere 

baktığımızda, kar hedefinin Çok Amaçlı Doğrusal Programlama çözümüyle belirlenen 

kar hedefiyle hemen hemen yakın değerler aldığını, UzlaĢık Programlama çözümüne göre 

ise gözle görülür bir artıĢ olduğunu, birim üretim miktarının Çok Amaçlı Doğrusal 

Programlama çözümüyle elde edilen birim üretim miktarına yakın, UzlaĢık Programlama 

çözümünden elde edilen değerden büyük değer aldığını, maliyet hedefinin ise, hem Çok 

Amaçlı Doğrusal Programlama hem de UzlaĢık Programlama çözümüne göre fazla 

olduğunu gösterir. 

Üretim sürecinde en iyi ve en kötü performans değerlendirmesi karar vericiler tarafından 

sağlanır. Elde edilen sonuçlara göre bir değerlendirme yaptığımızda birtakım tavsiyelerde 

bulunabiliriz. Bulanık UzlaĢık Programlama sonuçları maliyet unsurunda artıĢ 

göstermesine rağmen, bütün hedeflerin tatminkarlık seviyesinde gerçekleĢtiği 

görülmektedir. Üç ayrı çözüm tekniği içerisinden, tatminkarlık seviyesini sağlayan BUP 

modeli, üretim sürecinde doğru kararların alınmasında kullanılmalıdır.  

Bu sonuçlara göre, özellikle 500 gr‟lık yağlı beyaz peynirin çok miktarda; 350, 650, 1 

000, 2 250 gr‟lık vakumlu yoğurtlardan, 900 ve 2500 gr‟lık süzme yoğurtlardan 1 000 

gr‟lık klasik vakumlu beyaz peynirden ve 1 000 gr‟lık yağlı beyaz peynirden orta 

miktarlarda; 500, 1 500, 2 500 gr‟lık vakumlu yoğurtlardan, 450 gr‟lık süzme yoğurttan 

ve 1000 gr‟lık köy peynirinden bir miktar; son olarak 1 200 ve 5 000 gr‟lık vakumlu 

yoğurtlardan, 2000 ve 5000 gr‟lık süzme yoğurtlardan ve 17 000 ve 5 000 gr‟lık klasik 

beyaz peynirlerden az miktarda üretmelidir. Firma çözüm sonucuna göre belirlenen 

üretim tiplerini ve miktarlarını dikkate aldığı ve günlük makine kapasitesini, hammadde 

miktarlarını en iyi Ģekilde kullanıldığı takdirde karını daha fazla artırma imkanı 

bulacaktır. 
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