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ABSTRACT

ENHANCING FEATURE SELECTION WITH
CONTEXTUAL RELATEDNESS FILTERING USING
WIKIPEDIA

Melih Baydar
M.S. in Computer Engineering
Advisor: Fazhh Can
August 2017

Feature selection is an important component of information retrieval and nat-
ural language processing applications. It is used to extract distinguishing terms
for a group of documents; such terms, for example, can be used for clustering,
multi-document summarization and classification. The selected features are not
always the best representatives of the documents due to some noisy terms. Ad-
dressing this issue, our contribution is twofold. First, we present a novel approach
of filtering out the noisy, unrelated terms from the feature lists with the usage
of contextual relatedness information of terms to their topics in order to enhance
the feature set quality. Second, we propose a new method to assess the contextual
relatedness of terms to the topic of their documents. Our approach automatically
decides the contextual relatedness of a term to the topic of a set of documents
using co-occurrences with the distinguishing terms of the document set inside an
external knowledge source, Wikipedia for our work. Deletion of unrelated terms
from the feature lists gives a better, more related set of features. We evaluate
our approach for cluster labeling problem where feature sets for clusters can be
used as label candidates. We work on commonly used 20NG and ODP datasets
for the cluster labeling problem, finding that it successfully detects relevancy in-
formation of terms to topics, and filtering out irrelevant label candidates results
in significantly improved cluster labeling quality.

Keywords: Feature Selection, Contextual Relatedness, Cluster Labeling.
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OZET

WIKIPEDIA YOLU ILE BAGLAMSAL ILISKI
FILTRELEMESI KULLANARAK GELISTIRILMIS
OZELLIK SECME

Melih Baydar
Bilgisayar Miihendisligi, Yiiksek Lisans
Tez Danigmani: Fazli Can
August 2017

Ozellik ¢ikarim, bilgi getirimi ve dogal dil igleme alanlarindaki uygulamalar icin
onemli bir bilegendir. Bu bilegen, dokiimanlar i¢in ayirt edici kelimeler se¢gmek igin
kullanilir ve bu kelimeler kiimeleme, ¢oklu dokiiman 6zetleme ve siniflandirma i¢in
kullanilabilir. Secilen 6zellikler dokiimanlar: igin ilgisiz kelimeler olabileceginden
secildikleri bu dokiimanlari her zaman en iyi bigimde temsil edemeyebilirler. Bu
problemi ele aldigimizda biz iki yonlii bir katki saglhiyoruz. Birinci olarak, ¢zellik
gruplarinin kalitesini arttirmak amaciyla kelimelerin, kiimelerinin konulariyla
arasindaki baglamsal iligkiyi kullanarak ilgisiz kelimeleri 0zellik listelerinden silen
yeni bir yaklagim sunuyoruz. Ikinci olarak, kelimelerin, kiimelerinin konulariyla
arasinda bir iligki olup olmadigina karar vermek amaciyla yeni bir yontem one
siiriyoruz. Yontemimiz, s0z konusu bir kelimenin, bir dokiiman kiimesi i¢in ayirt
edici olarak secilmis olan kelimeler ile dig bir kaynakta beraber bulunma sayisina
gore baglamsal olarak iligkili olup olmadigina karar veriyor. Bu calismamiz i¢in
dig kaynak olarak Wikipedia’y1 kullandik. Ozellik setlerinden ilgisiz olan ke-
limelerin silinmesi daha iyi ve ilgili 6zellik listelerinin ortaya ¢ikmasini sagliyor.
Yaklagimlarimizi, ozellik setlerinin direk olarak etiket aday1 olarak kullanilabildigi
kiimeleme etiketleme problemi tizerinde degerlendiriyoruz. Bu problem icin
bir¢ok kez kullanilmig olan 20NG ve ODP veri setleri tizerinde ¢alisiyoruz. Bul-
gularimiza gore, baglamsal iligki degerlendirme yontemimiz basgarili bir sekilde
kelimelerin konularla olan baglamsal iligki durumunu tespit ediyor ve bu iligki bil-
gisi kullanilarak ilgisiz kelimelerin etiket adaylar1 arasindan silinmesi kiimeleme

etiketleme kalitesini kayda deger bi¢cimde gelistiriyor.

Anahtar sozcikler: Ozellik Secimi, Baglamsal Iliski, Kiime Etiketleme.
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Chapter 1

Introduction

There are huge amounts of online textual data and it keeps increasing rapidly.
It is very hard to process these data without the usage of machine learning.
There are two types of machine learning techniques, supervised and unsupervised.
Supervised methods try to generate a model from labeled data in order to predict
upcoming similar types of texts. On the other hand, unsupervised methods are

applied to find hidden structures from unlabeled data.

Text classification methods, which are supervised learning algorithms, have
applications such as spam filtering, language identification and sentiment analysis.

These are generally referred to as Natural Language Processing (NLP) techniques.

Spam filtering algorithms are used to detect electronic trash mail and malicious
contents. This is done by analyzing past emails which are known to be in the
spam category. A screenshot of a spam folder can be seen in Figure 1.1. Figure
1.2 shows a language identification example which is known by most of the people

with the famous Google Translate which successfully detects over 100 languages

2].
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Figure 1.2: Google translate.

Clustering, an unsupervised method, have application especially on search
engines for search result clustering in Information Retrieval. Some search engines
retrieve results corresponding to a query and apply clustering on the results in
order to present to users in an organized way. A screenshot of an example search

engine, Carrot? [3], that uses search result clustering can be seen in Figure 1.3.
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1.1 Motivation

Feature Selection Information retrieval and natural language processing tech-
niques use terms inside a corpus or collection as feature sets. However, not all
these terms give useful information about the documents that they are used in.
Important terms for the documents should be selected before applying these tech-
niques on the data. Feature selection is an important preprocessing step which
is used to reduce the dimensionality of feature set by selecting a subset of terms
that are the most relevant and distinguishing for the data. This subset of features
provides both efficiency to the algorithm due to the dimension reduction of the
feature set, and better performance for the used methods with more distinguish-

ing terms [4, 5, 6].

Enhanced Feature Selection Most of the feature selection methods use
statistical approaches to pick a good subset of the terms. However, statistical
methods do not explicitly look for semantic relations between terms, terms and
documents or terms and clusters. This may cause some noise features to remain
in the selected subset. A feature set with good quality provides successful clas-
sification and clustering results. Noise features are terms that do not add to the
quality of the feature set, but decrease the classification or clustering success [7].
We propose to use semantic relatedness methods to remove noise features and

further enhance the feature selection quality.



1.2 Methodology and Contributions

Contextual and Semantic Relatedness. Semantic relatedness, contextual
relatedness and semantic similarity are widely studied as a component of NLP
applications such as word sense disambiguation [8], correction of word spelling
errors [9], text clustering [10] and information retrieval tasks [11]. Semantic relat-
edness covers any kind of relation between two terms whereas semantic similarity
shows attributional similarity, i.e. synonymy, or relational similarity between
terms [12]. Although contextual relatedness also means the semantic relatedness
of two terms, it differs from semantic relatedness by also considering the current
context which two terms’ relatedness are evaluated on. As a typical example, cat
and jaguar are semantically related terms but if the topic of these terms evalu-
ated on is Cars, then these terms are not accepted as contextually related. As
another example, terms hit and run seem semantically unrelated but under the
topic of baseball, these two terms are contextually related to each other and also
to the topic baseball. Thus, we can tell if two terms are semantically related in
general but we cannot tell if two terms are contextually related without a given

topic.

External Resource Usage for Semantic Relatedness. Determining the
relatedness of two objects requires large amount of background knowledge from
real world [13]. There are two main knowledge resources used for the task. The
first is to use structured lexical resources such as WordNet. While lexical re-
sources present well structured and ready-to-use information, they lack a broader
coverage of world knowledge. The second is to use a vast amount of unstruc-
tured data which covers a broader world knowledge than lexical resources such as
Wikipedia [14]. While it needs to be processed, Wikipedia contains large amount
of named entities and concepts to be used to even dig in very specialized topics.
Yeh et al. [15] used various link types of Wikipedia such as info boxes, hyperlinks
and category pages to build a Wikipedia graph and used random walks with Per-
sonalized PageRank algorithm on the graph to compute semantic relatedness for

words and texts.



Our Approach and Contributions. In this work, we present a new
approach to determine the contextual relatedness of terms to topics by using
Wikipedia as the external resource. Our contribution is twofold. First, we pro-
pose an approach to determine if a term is semantically related to a context, i.e.
contextual relatedness of terms to topics, rather than measuring a term’s relat-
edness to another term. Second, we propose to use the contextual relatedness
information to enhance feature selection quality by filtering out contextually un-
related terms from the feature list. To the best of our knowledge, there are no

works that handle neither of these approaches.

We first apply feature extraction methods on clustered data to explore impor-
tant terms for topics corresponding to clusters. Then we detect the contextual
relevancy information of each important term to the topic of their clusters. Us-
ing the contextual relatedness information, unrelated terms are removed from the
corresponding important term lists, leading to a more relevant important term
list for each cluster. We evaluate the contextual relatedness filtering approach on
cluster labeling problem which is well suited for our work owing to the usage of im-
portant terms as labels for the clusters. Feature selection enhancement increases

the labeling quality for clusters. Figure 1.4 shows the flow of our approach.

Cluster Labeling. Cluster labeling is the problem of assigning meaningful
and descriptive labels for clusters. Cluster labels can be extracted directly from
the cluster itself by using statistical feature selection methods. Another way of
labeling clusters is by using external resources to enrich candidate label pool.
External resource usage allows finding labels that do not directly occur inside the
corpus. Although enriching label pool with external resources provides successful
results, it is highly dependent on the important term list extracted for search
from the cluster itself. If the extracted term list is not good enough, the retrieved
external resources can be irrelevant. Thus, enhancing feature selection can affect

both of the cluster labeling approaches.
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1.3 Organization of Thesis

This thesis is arranged as follows:

e Chapter 1 introduces general concepts of feature selection, contextual and

semantic relatedness and cluster labeling problem.

e Chapter 2 gives background and related work on feature selection, semantic

relatedness and cluster labeling methods.

e Chapter 3 explains the proposed methods, contextual relatedness assess-

ment and contextual relatedness filtering.
e Chapter 4 introduces the 20NG and ODP datasets and evaluation metrics.
e Chapter 5 presents experimental results and discussions.

e Chapter 6 concludes the thesis with possible future work.




Chapter 2

Background and Related Work

2.1 Feature Selection Methods

In Natural Language Processing, feature selection methods are used to find dis-
tinguishing terms for a document or document set. These features are utilized in
several techniques such as text clustering, summarization and classification. In

this section, feature selection methods for clustered data is examined.

2.1.1 Term Frequency

Term frequency is the number of tokens of a term inside a cluster. This method
considers the fact that terms that appear frequently should be related to the
subject and hence should be selected as features. On the other hand, this method
might choose general terms that occur in the collection but not specific to the
documents, such as days of the week in newswire texts which are not informative

about the content of the news.



2.1.2 OKAPI - BM25

BM25 (namely Best Match 25) is a term scoring function which is a variant of
the classical tf.idf model. This tf.idf variant has consistently outperformed other

formulas over the years. Inverse document frequency is calculated as:

: N
idf (t, D) = loggﬁ (2.1)
where df is the document frequency in a cluster and N is the number of doc-

uments in the cluster. Using the inverse document frequency, BM25 score is

calculated with the formula:

tfx (k+1)

kx (L—b+bx ool +tf)

score(t, D) =

x idf(t, D) (2.2)

where tf is the term frequency of the term in the document, DL is the document
length and AVDL is the average document length in the cluster. Standard setting
for BM25is k € [1.2,2] and b = 0,75 [16]. However, if b and k are both 0, then The
BM25 score is binary meaning that the score is 1 if term exits in the document

and 0 otherwise, and if £ = oo, b = 0, it represents the normal tf.idf score.

2.1.3 Mutual Information

Mutual Information (MI) measures how much a term contributes to a clusters

separation from the other clusters. MI is calculated with the formula:

I(U;C0)= >, Y PU=e,C= 6‘3)10921133((U :_; C =_ec)/ 22

et€{1,0} ec€{1,0}

where U is a random variable that takes values e, = 1 if term t occurs in

the document and e; = 0 if term t does not occur in the document, and C is a

8



random variable that takes values e, = 1 if the document belongs to the cluster
c and e, = 0 if the document belongs to another cluster [7]. With MLEs of the
probabilities, Equation (2.3) is same with the following:

Nll NNll N(]1 NN01
I(U:C) =
<U7 C) N lOgZ Nl.N.l + N l0.92 NO.N.l

+N10l0 NNIO +N00l0 NNOO
N NN, T N %Ny,

where Ns are the number of documents that have the values of e; and e.. Here,
Nip is the number of documents that term t occur in (¢; = 1) that are not in
cluster ¢ (e, = 0). Thus, total number of documents N = Ny + Ny3 + Nyg +
Noo.

2.1.4 ? Test

x? is a statistical test which tests whether two events are independent from each
other. Two events A and B are defined to be independent if P(AB) = P(A)P(B).
In feature selection for the cluster-term relationship, the two events are occurrence

of the term and occurrence of the cluster. x? score is calculated as:

*(Dito)= Y Z etec_ Pee)” (2.5)

e:€{0,1} e.€{0,1} Eee.

where e; and e.s definitions are same as in Equation (2.3). N is the observed
frequency in D and E the expected frequency. With MLEs of the probabilities,
Equation (2.5) is same with the following:

(N11 + Nig + Not + Noo) x (N11 x Ngg — Nyg X N()l)2
(N11 + No1) x (N1 + Nig) x (N1o + Noo) X (No1 + Noo)

XQ(D,t,C) — (26)



A high value of x? score indicates that the hypothesis of the independence of
a term and a cluster is incorrect. Therefore, we can reject that term t and cluster
¢ are independent from each other at a significance level which is determined by
the x? table. For feature selection purpose, terms are ranked according to their

scores in descending order and top terms are used as features.

2.1.5 Jensen-Shannon Divergence

Jensen-Shannon Divergence (JSD) is a measure that gives the distance between
two object, in this case a term t and a cluster ¢. JSD is the symmetric version of
Kullback-Leiber divergence. It is defined as:

JSDgeore(w) = P(w) X log;tl;)) + Q(w) x log% (2.7)
for term distributions P(w) and Q(w) where
M(u) = 5(P(w) + Q(w)) 23

2

As [17] states, when measuring distances between documents or queries (as
described below), the collection statistics can be naturally incorporated into the
measurements. Thus, JSD can be preferred over other distance measures in such
a task. [17] estimates the distribution of terms within documents or in our case,
clusters, by measuring the relative frequencies of terms, linearly smoothed with
collection frequencies. The probability distribution of a word w within the doc-

ument or cluster ¢, where w appears n,, times in c, is:

Ty

P(w]z) = A x =1
Zw’ec Ty

(11— ) x Pu(w) (2.9)

where P.(w) is the probability of word w in the collection or cluster, and A is

a smoothing parameter which we also set to 0.99 as in [17]. For clustering, JSD

10



measures how much a term contribute to its cluster to differentiate from other

clusters.

2.2 Cluster Labeling

Digital textual data is growing excessively over time. This brings the need of
organizing the data to make it manageable. One of the most used technique for
organizing the textual data is clustering, which divides the sets of documents into
logical groups. An ideal clustering algorithm forms groups such that documents
into the same cluster are similar while documents that are in different clusters

are as distinct as possible.

One popular usage area of clustering for text documents is search result clus-
tering. Often, there are large numbers of search results against a query and this
can make it harder to find all the results that users are looking for. Cluster-
ing makes examining search results easier due to grouping similar ones together
and presenting them in a compact way. Cluster labeling is the method to give
meaningful and descriptive names to these clusters to make it easier for users to

navigate through them.

There are two main approaches to cluster labeling; internal and external clus-
ter labeling. Internal cluster labeling methods use corpus in hand to provide
labels to the clusters. Labels are extracted directly from the cluster itself by us-
ing statistical feature selection methods [7], extracting frequent phrases [18, 19]
and named entities[20], utilizing document titles[21] and anchor texts [22], apply-
ing text summarization techniques [23] and using cluster hierarchy [24]. External
cluster labeling methods utilize an external resource to assign labels for clusters.
Advantage of using external resources is to find labels that do not directly oc-
cur in the clusters. Carmel et al. [25] used category information of Wikipedia
to enhance candidate label pool and thus labeling quality. Roitman et al. [26]
enhanced labeling further by combining important terms with Wikipedia sug-

gestions using fusion techniques. There are also works that use WordNet [27],

11



Freebase’s concepts [28] and DBpedia graph [29] as external resource.

2.3 Semantic Relatedness

Semantic relatedness is a measure of semantic link between two words, documents
or concepts. It is an essential component of semantic analysis in natural language
processing studies. Humans relate words in their minds without any explicit effort
but unlike humans, computers should use mathematical calculations to assess the
relatedness between words or phrases. There are several approaches to calculate
semantic relatedness including using a lexical resource such as a dictionary [30] or
WordNet [8, 9, 31] or utilizing an external resource which will have a big amount

of data that enable statistical calculations to measure semantic relatedness such
as Wikipedia [15, 1, 32, 33].

2.3.1 Lexical Resource-based Semantic Relatedness

The Lesk algorithm [30] disambiguates a term by considering its neighboring
words’ glossaries. It assigns a sense to a term which has the most overlapping
words in the glossaries of its neighboring words. One aspect behind this is that
neighboring words of a term should have the same concept and related to each
other since they are used closely. Another aspect is that these neighboring terms
are likely to have similar words in their glossaries. This reasoning is similar to
the first idea. These aspects make sense since there are generally certain terms

which describes or represents a concept.

The main problem with using dictionaries is that glossaries of words are gen-

erally very short which causes to fail determining its sense.

WordNet usage takes advantage of word relations such as synonyms (car -

auto), antonyms (short - long) and hypernyms (color - red). It has a structure
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called synset which includes nouns, verbs, adjectives and adverbs with their differ-
ent senses and linked to other tokens with a similar meaning. WordNet also has a
hypernym taxonomy hierarchy which presents concepts with an ¢s-a relationship

as a graph.

Budanitsky and Hirst [9] compared 5 different relatedness measures based on
WordNet and showed that Jiang and Conrath’s [34] measure gave the best re-
sults among all. [34] first finds the shortest path of two words in the hypernym
taxonomy, then compute similarity as a function of information content of these

words and their lowest subsumer in the hierarchy.

The problem with WordNet is that it is a hand crafted resource and its coverage

of real world is limited.

2.3.2 Wikipedia-based Semantic Relatedness

Wikipedia is a free online encyclopedia that is open to everyone to add or edit
articles. This nature of Wikipedia leads it to have a very broad knowledge of
real world and become the largest knowledge repository online. We examine
Wikipedia-based approaches further since we also use Wikipedia as the external

resource.

2.3.2.1 WikiRelate!

Strube and Ponzetto [32] calculate semantic relatedness between two words
wy and ws using different distance measures based on Wikipedia. They take
Wikipedia pages p; and ps that contain w; and ws in their titles respectively, and
calculate the semantic relatedness of two words based on texts of the Wikipedia

pages or with path-based measures between categories of Wikipedia pages.

One approach for texts of the Wikipedia pages based semantic relatedness is

given by the information content, ic, of the least common subsumer of p; and ps
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that is presented by Resnik.

Res(p1,p2) = ic(lcse, c,) (2.10)

They calculate information content of a category node n in the hierarchy with

log(hypo(n) + 1)

ic(n) =1— 109(C)

(2.11)

where hypo(n) is the number of hyponyms of node n and C is the total number

of conceptual nodes in the hierarchy.

Path based semantic relatedness is calculated by using the path distances be-

tween categories of Wikipedia pages with the formula:

length(cy, co)

lch(eq, cq) = —log 5D

(2.12)

where length(cy, c2) is the number of nodes along the shortest path between

the two nodes, and D is the maximum depth of the taxonomy.

The drawbacks of this method are mainly twofold.

1. Words which do not occur in the titles of Wikipedia pages can not be

processed for semantic relatedness.

2. Calculation of semantic relatedness is limited to single words.

2.3.2.2 Semantic Relatedness with Explicit Semantic Analysis (ESA)

Gabrilovitch and Markovitch [1] use Wikipedia as the external resource with

explicit semantic analysis (ESA) for computing semantic relatedness and become
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one of the state-of-art methods for semantic relatedness measurement. They
first create an inverted index of Wikipedia articles using a tf.idf scoring scheme.
Figure 2.1 shows an example vector for terms equipment and investor. Then
they map a word or a text fragment to Wikipedia by using the inverted index
and generate a vector of Wikipedia articles. Figure 2.2 show that these vectors
capture the correct senses of these texts successfully. Then they compute the
semantic relatedness between texts by calculating the cosine similarity of these

vectors with

A-B

R (2.13)

relatedness = cos(©)

where A and B are the Wikipedia page vectors for words or text fragments

and O is the angle between A and B vectors.

They show that ESA-based semantic relatedness outperforms previous works
on semantic relatedness for word sense disambiguation problem. The drawback
of ESA-based semantic relatedness is mentioned in several papers to be the lack

of usage of links between Wikipedia pages.

# Input: “equipment” Input: “investor”

| Tool Investment

2 Digital Equipment Corporation Angel investor

3 Military technology and equipment | Stock trader

4 Camping Mutual fund

5 Engineering vehicle Margin (finance)

6 Weapon Modern portfolio theory
7 Original equipment manufacturer Equity investment

8 French Army Exchange-traded fund
9 Electronic test equipment Hedge fund

10 | Distance Measuring Equipment Ponzi scheme

Figure 2.1: Top ten Wikipedia articles in sample interpretation vectors taken
from [1].
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# Ambiguous word: “Bank” Ambiguous word: “Jaguar”
“Bank of America” “Bank of Amazon™ “Jaguar car models” “Jaguar (Panthera onca)”

1 Bank Amazon River Jaguar (car) Jaguar

2 Bank of America Amazon Basin Jaguar S-Type Felidae

3 Bank of America Plaza (Atlanta) Amazon Rainforest || Jaguar X-type Black panther

4 Bank of America Plaza (Dallas) Amazon.com Jaguar E-Type Leopard

5 MBNA Rainforest Jaguar XJ Puma

6 VISA (credit card) Atlantic Ocean Daimler Tiger

7 Bank of America Tower, Brazil British Leyland Motor | Panthera hybrid
New York City Corporation

8 NASDAQ Loreto Region Luxury vehicles Cave lion

9 MasterCard River V8 engine American lion

10 || Bank of America Corporate Center | Economy of Brazil Jaguar Racing Kinkajou

Figure 2.2: First ten concepts of the interpretation vectors for texts with ambigu-
ous words taken from [1].

2.3.2.3 WikiWalk

Yeh et al. [15] generates a graph where nodes are Wikipedia articles and edges
are the links between the articles. These links are stated to be Infobox, categorical
or in-content anchors of articles. The graph is initialized with a so-called teleport
vector by a direct mapping from individual words to Wikipedia articles or using
the ESA mapping. Then they compute a Personalized PageRank vector for each
text fragment. Semantic relatedness is calculated by simply comparing these

vectors using the cosine similarity measure.

2.3.2.4 WikiSim

Jabeen et al. [33] use Wikipedia’s disambiguation pages to calculate contextual

relatedness of two terms using a Wikipedia hyperlinks-based relatedness measure.

First, they retrieve Wikipedia disambiguation pages for terms to extract senses.
A sense or context is stated as parenthesis next to the topic of Wikipedia pages

such as Sting (musician).

Then, they assign a relatedness weight for each sense pair of two terms by the

formula:
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wisi ;) = || irs # {0) (214)

where s; and s; are the senses of input words, |S| is the set of all the links
that are shared by the senses and |T'| is the total number of distinct in-links (all

articles referring to the input word article) and out-links (all articles referred by

the input word article).
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Chapter 3

Contextual Relatedness

Filtering

In this chapter, we present our approach, contextual relatedness assessment of
terms to topics, and how to use the contextual relatedness information to enhance

feature selection quality.

The flow of our work is as follows. We first extract and sort important terms
from clusters using the amount of each term’s contribution to Jensen-Shannon
divergence (JSD) distance between cluster and the collection [25]. The terms
with the highest contribution to the distance are selected as important terms.
Following [21, 24], we use this important term list as candidate labels to clusters.
For important term extraction in cluster labeling problem, Carmel et.al. [25]
showed that the JSD method performs superior to some other feature selection
methods for the cluster labeling problem such as mutual information, tf.idf and
X% [7]. The JSD method is also used successfully by Roitman et.al. [26] for
the extraction of important terms. Therefore, we choose the JSD method as
the baseline for the cluster labeling problem considering the usage of important
terms as cluster labels. Second, we determine contextual relatedness of terms to
clusters with the help of a Wikipedia index. Using the contextual relatedness

information, we filter out the contextually unrelated terms from the important
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terms lists. This leads to purer, containing fewer noise terms, and more relevant

important term lists, thus a purer candidate label pool for the clusters.

3.1 Contextual Relatedness Assessment

We hypothesize that important terms for a cluster should co-occur together in
Wikipedia articles. The more important terms a term appear together in a single
Wikipedia article, the more that term should be related to the topic. Using this
assumption, our algorithm for detecting the contextual relatedness is as follows:

For each important term (¢) of a cluster; we

1. Retrieve the Wikipedia articles that include ¢,

2. Count the number of other important terms from the same cluster each of

these Wikipedia articles contain,

3. Select the Wikipedia article (1W;) that contains the maximum number of

important terms,

4. Evaluate the examined term ¢ as contextually related to the topic of its

cluster if the number of important terms W; contains is above a threshold.

There are two main parameters for the relatedness assessment: the number of

considered important terms (n), and the threshold (6).

The first parameter n is the number of important terms to consider for the
co-occurrence count in Wikipedia articles. The more important terms we take
into account for the counting, the less robust the assessment becomes. The rea-
son is as the rank of an important term decreases, it presumably becomes less
representative for the topic. Taking less representative terms into account may
lead to going out of context and misjudgments about the contextual relatedness.

If we choose n too small, this will cause some important terms that are ranked
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relatively low to be not taken into account in the relatedness assessment phase.

Consequently, some contextually related terms will be evaluated as unrelated.

The second parameter 6 is the threshold to evaluate terms as related to the
topic. If we select 6 too high, this may lead to evaluating some actually re-
lated terms as unrelated since these terms will need more important terms in
their selected Wikipedia article W;. This will decrease the feature list quality
after contextual relatedness filtering. If we select 6 too low, then some actually
unrelated terms will also be considered as related to the topic because a lower
important terms co-occurrence count will suffice to evaluate a term to be related
to the context. This causes minimal changes in a feature list after contextual
relatedness filtering which will not improve the performance perceptibly. We ex-
periment with both manual (6,,) and automatic (04) threshold values. There is

a different 84 value for each cluster C. We calculate 64 for C as follows:

_ Zte m(Wt>
ba= #(tercms eC) (3:1)

where m(W,) denotes the number of top-n important terms W, contains. Here,
we work on a fewer number of terms instead of all the terms in the cluster C,
because lower ranked terms contain excessively less number of important terms
in their W; which decreases the automatic threshold value drastically. We empir-

ically use top 100 terms instead of all the terms for the calculation of 6 4.
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Chapter 4

Experimental Setup

In this chapter, we explain the datasets, resources and performance measurements

that we utilized.

4.1 Data Collections

We evaluate the proposed method with two clustered data collections, which
are frequently used in the cluster labeling problem. The first collection is 20
News Group (20NG)! dataset which consists of 20 different topics. There are
a total of about 20,000 documents where each category consists of nearly 1,000
documents. The second is the Open Directory Project (ODP) RDF dump?. For
that collection, we only use the snippets from 125 different diverse categories.
We randomly chose about 100 documents for each of the clusters, some clusters
having less than 100 documents by default, to form the dataset. Topics that are

used for experiments are in figures 4.1 and 4.2 for both datasets.

Thttp://people.csail.mit.edu/jrennie/20newsgroups
http://rdf.dmoz.org/
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regional.africa
regional.asia Computers.algerithms
regional.europe computers.artificial.intelligence
Jregional. middle.east computers.companies
shopping.auctions computers.education

=hopping.flowers computers.emulators
: computers.graphics

ghoppingweddings ____{ puters. hardware
computers. mobile.computing
Computers.open.source
Computers. organizations
computers.rebotics

games. board.games
games.card.games

games.dice COMmpUters. security
games.gambling computers.software
games.online computers.speech.technology

games.puzzles
games.roleplaying

lgames.video.games

computers. virtual reality

society.crime
society.gay,.lesbian,.and.bisex
society.government
society.law

society.military

society. philanthropy

society. philosophy

society. politics

L ) society.relationships
arts.illustration

arts.literature health. addictions
arts. magazines.and.e-zinghealth.animal
arts. movies health. beauty

arts.architecture
arts.comics
arts.design

arts. directories
arts.entertainment
arts.genres

business.accounting
business.automotive
business.chemicals
business.electronics.and.electrical
business.energy

business.investing
business.materials
business.transportation.and.logistics

recreation.antiques
recreation.aviation
recreation.camps
recreation.climbing
recreation.drugs
recreation.guns
recreation. kites
recreation.knives
recreation. motorcycles
recreation.nudism
recreation.theme. parks
recreation.travel

sports. baseball
sports.basketball
Sports. bowling
sports. boxing
sports.cheerleading
sports.cycling
sports.darts
sports.equestrian
sports.foothall
Sports.golf
Sports.gymnastics
sports.hockey
Sporis.martial.ars
sports.rodeo
sports.skateboarding
sports.skating
sports.soccer
sports.softball
Sports.squash
Sports.tennis

science.astronomy
science.biology
science.chemistry
science.employment
science.math
lscience.physics
science.technology

ports.volleyball
sports.wrestling

news.colleges.and.universities
news.journalism
news.newspapers

news .weather

reference.almanacs

arts.music health.dentistry
arts.organizations health.fitness
arts. photography health. medicine

home.cooking
home. family

reference.encyclopedias
reference.flags
reference. libraries

arts.radio health. pharmacy
arts.television health. professions

home.gardening
home.homeowners

reference.maps
reference.museums

Figure 4.1: Clusters of ODP dataset.

4.1.1 Wikipedia Usage

We use Lucene open source search system?® to index Wikipedia. We select top
scored 1,000 articles for all terms in each cluster to run the co-occurrence search

for the assessment of contextual relatedness of terms to cluster topics.

4.2 Evaluation Metrics

We follow previous cluster labeling evaluation frameworks [25, 24, 26]. For each
cluster, we use the same ground truth labels that are used in [25, 26]. A suggested
label is considered as correct if it is identical, an inflection, or a WordNet synonym

of the cluster’s correct label [25].

3http://lucene.apache.org/
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comp.graphics
COMpP.0s.ms-windows. misc
comp.sys.ibm.pc.hardware
COMpP.Sys.mac. hardware

|comp.windows.x

rec.autos
rec.motorcycles
rec.sport. baseball
rec.spor.hockey

SCi.crypt
sci.electronics

sci.med sci.space

misc.forsale

alk.politics.misc
alk.politics.guns
alk. politics. mideast

[talk.religion.misc
alt.atheism
soc.religion.christian

Figure 4.2: Clusters of 20NG dataset.

4.2.1 Match@k

The Match@k measure gives the percentage of clusters that are correctly labeled

within k candidate labels. 0 is given to the clusters that have not been labeled

in k candidates. An example for Match@k calculation is in Table 4.1.

Table 4.1: Demonstration of Match@k label quality measure calculation. BM25
method finds 8 of the clusters’ labels correctly at k=1. This leads to Match@1 =
8/20 = 0.40. On the other hand, where k=5, BM25 finds 842+42+0+1 = 13 of
the clusters’ labels correctly which means Match@5 = 13/20 = 0.65.

H Rank \ BM25 H \ BM25 H
1 8 Match@1 0.40
2 2 Match@?2 0.50
3 2 Match@3 0.60
4 0 Match@4 0.60
5 1 Match@5 0.65
6 1 Match@6 0.70
7 0 Match@?7 0.70
8 0 Match@8 0.70
9 1 Match@9 0.75
10 0 Match@10 | 0.75

4.2.2 MRRQk (Mean Reciprocal Rank@k)

The MRR@k measure provides the inverse of rank of the first correct label in

the top-k label list. 0 is given to the clusters that have not been labeled in k
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candidates. An example for MRR@k calculation is in Table 4.2.

Table 4.2: Demonstration of MRR@k label quality measure calculation. BM25
method finds 8 of the clusters’ labels correctly at k=1. This leads to MRR@1
= (1/1)*8/20 = 0.40. On the other hand, where k=2, MRR@2 for BM25 is
((1/1)*84(1/2)*2) / 20 = 0.45 which means BM25 finds correct labels for clusters
at 2.22nd position on average.

H Rank \ BM25 H \ BM25 H
1 8 MRR@1 | 0.40
2 2 MRR@2 | 0.45
3 2 MRR@3 | 0.48
4 0 MRR@4 | 0.49
5 1 MRR@5 | 0.50
6 1 MRR@6 | 0.50
7 0 MRR@7 | 0.50
8 0 MRR@S8 | 0.51
9 1 MRR@9 | 0.51
10 0 MRR@10 | 0.51

4.2.3 Statistical Test

Statistical tests are used to determine if a result set is statistically significantly
different than another result set. We use student’s t-test for evaluating our results

against state-of-the-art methods.

The t-test is used to compare two groups of quantitative data with paired ob-
servations, Match@k and MRR@k result for our work. It is a convention to first
formulate a Null hypothesis which states that there is no effective difference be-
tween two groups of results. T-statistic and degrees of freedom are used to decide

the correctness of null hypothesis. T-statistic is calculated with the formula:

XX

SA

t (4.1)
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and

2 2
sa =]+ 2 (4.2)
n na

where X; and X, are mean values, s; and s, are the unbiased estimators of

the variances of two groups.

P-values are used to evaluate the outcome of t-tests. The lower p-value is,
the stronger the null hypothesis can be rejected which means that two results are
significantly different. Levels of significance for difference of two results according

to p-value are given in table 4.3.

Table 4.3: Levels of significance for p-values.

P-value .Le.vel gk
Significance
<0.1 .
<0.05 *
<0.01 o
<0.001 ok
< 0.0001 o
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Chapter 5

Experimental Results

In this chapter, we present the experimental results for cluster labeling with
feature selection methods and contextual relatedness filtering on 20NG and ODP
datasets. Previous work focused on Match@k and MRR@k results for up to k=20.
We also provide results for up to k=20 but since there will be a limited number of
labels that can be provided for clusters, we especially focus on the results that are
below k=10 because improvements in that interval are more crucial for labeling

quality.

5.1 Feature Selection Methods

We first experiment with the state-of-the-art feature selection methods to see

their performance on both datasets.

Figure 5.1 shows the results of feature selection methods on 20NG dataset. MI
and JSD methods perform superior to other feature selection methods followed
by TF method for both Match@k and MRR@k results. The reason TF method
stays below MI and JSD in MRR@k graph is that TF finds correct labels for
clusters later than the other two methods. This shows the importance of finding

correct labels in higher ranks.
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MRR@k Results for 20NG Dataset . Match@k Results for 20NG Dataset

—<—BM25 —+
—+—CC

CHI?

—&—TF
—&—JsD

Figure 5.1: MRR@k and Match@k results of feature selection methods on 20NG
dataset.

Figure 5.2 shows that JSD and TF methods perform superior to feature selec-
tion methods on ODP dataset. The reason MI method perform badly on ODP
dataset is due to the usage of only the snippets of documents. [25, 26] gets better
results for MI by crawling through the pages to use as ODP dataset.

MRR@k Results for ODP Dataset Match@k Results for ODP Dataset

071

CHI? CHI2
M 0.2 , - Mo
0.1 —A—TF /’/PA——— —&—TF
| —o—ysp [F 0.1 =T —o—Jsb
0 0
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
K K

Figure 5.2: MRR@k and Match@k results of feature selection methods on ODP
dataset.

As a result, JSD method performs superior to other methods on both 20NG and
ODP datasets as shown in [25]. Thus, we decide to use JSD method along with
TF for further experiments on contextual relatedness filtering for their consistent

performances on both datasets.

27



5.2 Contextual Relatedness Filtering

We evaluate contextual relatedness filtering method on JSD and TF feature se-

lection methods with different parameter settings on both datasets.

Contextual Relatedness Filtering on JSD. Figure 5.3 and Figure 5.4
show the results of contextual relatedness filtering for JSD method on ODP and
20NG datasets, respectively. As figures demonstrate, contextual relatedness fil-
tering significantly improves' the MRR@k results with respect to the baseline
JSD method for both datasets which means that unrelated terms are successfully
filtered out from the candidate label lists, thus relevant terms climb up to be
considered as labels at a higher rank. Although JSD passes filtered results in the
Match@k graph after k=10 for ODP dataset, it should be remembered that only
a few number of terms can be suggested as cluster labels to the users; therefore,
terms after k=10, even k=5, does not have practical importance for cluster la-
beling problem. The increase in Match@k results before k=10 for both datasets
will lead to an increase on the labeling quality which can also be deduced from
MRR@k figure.

MRR@k Results for ODP Dataset Match@k Results for ODP Dataset

0.64 1
0.95 1
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* o000 08 ég,@'
0.58 & &
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& 056 + @ € o7
i [0}
= = 0.65
0.54 *
P 0.6
0521 &+ JSD o851 & JSD
/ 0. =3,n=50 0.5% 0.=3,n=50| 1
0.5% M ] M
V * HA,n=50 0.45 * HA,n=50
0.48 0.4
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
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Figure 5.3: MRR@k and Match@k results of JSD and contextual relatedness
filtering on ODP dataset.

Table 5.1 shows an example filtering on ODP dataset for health.pharmacy

!see Tables in Appendix A.
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MRR@k Results for 20NG Dataset Match@k Results for 20NG Dataset
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Figure 5.4: MRR@k and Match@k results of JSD and contextual relatedness
filtering on 20NG dataset.

cluster. The terms ”information, side, usage, full, features and provided” are
assessed as unrelated to the topic and removed from the candidate label list.

This helps the actual label pharmacy to move from rank 11 to rank 7.

Table 5.2 demonstrates improvements on correct label positions on ODP
dataset for k up to 10. Contextual relatedness filtering improves the number
of correctly labeled clusters for k& < 5 which is the main purpose of our approach

for cluster labeling.

We also experiment with different threshold and n values to see their effects
on contextual relatedness assessment. In Figure 5.5, it can be observed that for
the low n value, both Match@k and MRR@k results drop low of JSD results.
Evaluating related terms unrelated because of the low n value leads to this out-
come. Automatic threshold usage improves the results but the performance is
still not near the desired level for low n value. Automatic threshold increases the
performance because it tunes itself according to each cluster and eliminates some

false contextual relatedness assessments.

For 20NG dataset, our JSD results are similar to previous works but our JSD
results for ODP dataset are lower. The reason behind this is that we only use

snippets of documents rather than crawling through the pages, which feeds the
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JSD method with less information about the documents and the clusters.

Table 5.1: A filtering example of contextual relatedness on JSD features. First
column is the top 20 terms ranked by JSD scores, second column gives contextual
relatedness information of the JSD terms, third column is the new set of JSD
terms after removal of contextually unrelated terms.

H JSD ranking Relatedness H After filtering H
effects related effects
information not related prescribing

prescribing related dosage
side not related rxlist
dosage related warnings
usage not related drug
rxlist related pharmacy
warnings related precautions
full not related patient
drug related contraindications
pharmacy related indication
features not related pharmacology
precautions related consumer
patient related health
contraindications related type
indication related fda
pharmacology related chemical
provided not related brand
consumer related names
health related pharmaceutical
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Table 5.2: Number of clusters that are labeled correctly for k’th label candidates
ranked by JSD scores.

Contextual
k JSD Relatedness Filtering
) 61 64
: o 17
3 9 °
) 14 0
5 2 ’
6 2 !
7 0 ’
8 2 \
9 3 !
10 3 :
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0.64 1
0.95 ]
0.62 [ ko ok ok ok ok sk ok ok ok 50O
0.9 009 ¥ *
* kK k k¥ @%%*****
0.6 * OO OO0 -0 -0 -O-4 0.85 % fﬁﬁé 1
* L @®-@ @@ X X X X X X X X X X % F o
0.8 Xoa
058 v & @ 1 )
~ / x 0.75 % X\XX~><><XK><,
@ ) g) w XXX s
056 * @ c 07 * 7
4 ; £ /x
= =o0650 v &
0.54 JsD o6l % JsD
? X fy=3,n=20 Tl e X 0y=3,n=20
0.52 0, n =20 0.55 0, n=20
ok 6,,=3,n=50 0.5% 6,,=3,n=50
T * HA,n=50 0.45 * HA,n=50
0.48 0.4
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
k k

Figure 5.5: MRR@k and Match@k results of JSD and contextual relatedness
filtering on ODP dataset with different threshold and n values.

P-values for t-tests on JSD - contextual relatedness filtering comparison can
be found in Table A.1 and Table A.2.
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Contextual Relatedness Filtering on TF. We also apply contextual re-
latedness filtering approach on TF feature selection method on ODP dataset to
show that it works with more than one feature selection method and the results

are not coincidental.

Figure 5.6 shows the results of contextual relatedness filtering for TF method
on ODP dataset. As the figure demonstrates, contextual relatedness filtering
significantly improves? both the MRR@k and Match@k results with respect to
the baseline TF method which again means contextual relatedness filtering re-
moved unrelated terms from the candidate list, thus relevant terms climb up to

be considered as labels at a higher rank.

MRR@k Results for ODP Dataset Match@k Results for ODP Dataset

0.6 1
0.58 0.95
0.56 09t 1
587
0.54 0.85 v x ¥ o5 EET
* @fﬁ—ﬁ’ v,
0.52 0.8 % 7.t
* Kk Kk Kk Kk ok ok ok Kk Kk Kk Kk ¥ ¥ -0
x 05F * * O-0--0-6-0-@ x 075 é,@
* 0-0-0-0-0-0-O ® .
¥ 0.48 | - S 07t &
x * .0 © M
S o46F *© =065 &
* O
0.44 O 0.6 /@,
0.42° r— 0.55 /@/ e
0.4/ f,=3,n="50 051 # f,=3,n="50
0.38 | * 6,,n=50 045/ % 0, n=50
0.36 . : : . ‘ 0.4%
2 4 6 8 10 12 14 16 18 20 2 4 6 8 10 12 14 16 18 20
k k

Figure 5.6: MRR@k and Match@k results of TF and contextual relatedness fil-
tering on ODP dataset.

Table 5.3 shows another filtering example on ODP dataset for sports.martial.arts
cluster. Several terms that are indeed unrelated to the martial arts are removed
from the feature list. This leads to a big bounce for the actual label martial to

move from rank 20 to rank 8.

Table 5.4 demonstrates improvements on correct label positions also for TF

feature selection method on ODP dataset for k up to 10.

2see Tables in Appendix A.
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Table 5.3: A filtering example of contextual relatedness on TF features. First
column is the top 20 terms ranked by TF scores, second column gives contextual
relatedness information of the TF terms, third column is the new set of TF terms
after removal of contextually unrelated terms.

H TF ranking Relatedness H After filtering H
information not related school
school related karate
includes not related aikido
karate related instructor
class not related dojo
schedule not related training
aikido related teaching
instructor related martial
contact not related traditional
dojo related arts
training related tackwondo
style not related jitsu
teaching related offering
affiliate not related ryu
features not related programs
history not related seminars
details not related iaido
located not related tai
links not related locations
martial related kung

33




Table 5.4: Number of clusters that are labeled correctly for k’th label candidates
ranked by TF scores.

. TF Contextual
Relatedness Filtering
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P-values for t-tests on TF - contextual relatedness filtering comparison can be
found in Table A.3.
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Chapter 6

Conclusions and Future Work

In this thesis, we propose a novel approach for contextual relatedness assessment
where we determine the contextual relatedness of terms to topics of clusters by
counting top-n important terms each important term co-occurred with inside
Wikipedia articles. We evaluate terms to be contextually related to topics if im-
portant term count of a term’s Wikipedia article is above a threshold. We also
proposed the usage of contextual relatedness information for filtering out unre-
lated terms from feature lists to enhance feature selection quality. Performance
increase in a state-of-the-art internal-cluster labeling method, that selects labels
only from the contents of the clusters, demonstrates the contributions of the con-
textual relatedness filtering. The contextual relatedness filtering approach can
also be used for other problem domains such as text classification and clustering,
that use feature selection methods, by enhancing the feature quality. Statistical
tests on both datasets also show that contextual relatedness filtering approach

improve feature selection quality significantly.

As future work, Wikipedia attributes such as links, hyperlinks, anchor texts,
titles and categories can be used to extend the candidate labels with the usage of
contextual relatedness filtering. In [25, 26], important terms are used as queries
to Wikipedia to find relevant Wikipedia categories to the clusters and those cat-

egories are added to candidate label pool. Term quality in the queries to feed
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to Wikipedia can be improved using contextual relatedness filtering which would
lead to improvements of relatedness of Wikipedia pages to the context of the
clusters. After Wikipedia suggests new terms to use as labels to clusters, this
list of terms can also be filtered with contextual relatedness and this could gain

improvement if there can be any.
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Appendix A

Student’s t-test Results

Table A.1: Statistical tests between JSD and contextual relatedness filtering on

20NG dataset.

Automatic Threshold(*)

’ Quality Measure | Method 1 Method 2 ‘ p-value H

MRR@k JSD Contextual Relatedness Filtering | 2.56017E-14
Manual Threshold (****)

MRR@k JSD Contextual Relatedness 0.082813843
Automatic Threshold(.)

Match@k JSD Contextual Relatedness Filtering | 0.000119275
Manual Threshold (***)

Match@k JSD Contextual Relatedness 0.020991505
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Table A.2: Statistical tests between JSD and contextual relatedness filtering on

ODP dataset.

H Quality Measure | Method 1 Method 2 ‘ p-value H

MRR@k JSD Contextual Relatedness Filtering | 4.58677E-07
Manual Threshold (****)

MRR@k JSD Contextual Relatedness 0.167850656
Automatic Threshold(-)

Match@k JSD Contextual Relatedness Filtering | 0.012992786

Manual Threshold(*)

Match@k JSD Contextual Relatedness 0.422571628

Automatic Threshold(-)
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Table A.3: Statistical tests between TF and contextual relatedness filtering on

ODP dataset.

H Quality Measure | Method 1 Method 2 ‘ p-value H
MRR@k TF Contextual Relatedness Filtering | 3.98261E-19
Manual Threshold (****)

MRR@k TF Contextual Relatedness 2.73836E-10
Automatic Threshold (****)

Match@k TF Contextual Relatedness Filtering | 0.0377085

Manual Threshold(*)

Match@k TF Contextual Relatedness 1.86592E-05

Automatic Threshold (****)
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