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ABSTRACT

MULTILEVEL SENTIMENT ANALYSIS IN ARABIC

Ahmed NASSAR
Doctor of Philosophy, Department of Computer Engineering
Supervisor: Prof.Dr. Ebru AKCAPINAR SEZER

August 2017, 89 pages

Sentiment analysis has a great necessity to classify sentences like review, news,
blog, etc. in order to hold the overall sentiment (i.e. negative, positive or neutral)
embedded in them. The vast majority of studies focused on sentiment analysis for
English texts, while there is small number of researches has focused on other texts
such as Arabic, Turkish, Spanish and Dutch. In this study, we aimed at improving
the performance results of Arabic sentiment analysis in the level of document by:
firstly, investigating the most successfully Machine Learning (ML) methods to
classify sentiments, at the same time rules have been implemented to create new
vector formats for representation of inputs with ML based modeling process.
Secondly, applying Lexicon Based (LB) approach in both term and document levels
by using different formulae based on aggregating functions like maximum, average
and subtraction. However, the rules have been applied in the experiments.
Performance results of LB approach have been used to identify the best formulae
can be used with term level and document level of lexicon based SA at Arabic

Language, also the effectiveness of using rules in both levels has been illustrated.



As a final point, employed methods of the two different approaches (i.e. ML and LB)

have been tried to create a combined method with considering rules.

The OCA corpus was used in the experiments and a sentiment lexicon for Arabic
sentiments (ArSenL) was used to resolve the challenges of Arabic Language.
Several experiments have been performed as followed: Firstly, features have been
selected for both term and document levels of the OCA corpus independently.
Secondly, different linear ML methods such as Decision Tree (D-Tree), Support
Vector Machine (SVM), and Atrtificial Neural Network (ANN) have been applied on
both of OCA corpus levels with considering applying and not applying rules on both
levels of the corpus. Thirdly, LB approach have been applied on the document level
with considering applying rules to each term in a document. And finally comparisons
between the results have been done to identify the best way to classify sentiment

Arabic documents.

The most successful results in the study are as follows: (i) In ML approach, ANN
classifier has been nominated as best classifier in the term level and in the document
level of Arabic SA. Furthermore, the average of F-score achieved in the term level
for positive testing classes is 0.92, and also in negative classes is 0.92, however, in
the document level, the average of F-score for positive testing classes is 0.94, while
in negative classes is 0.93. (i) In the LB approach, it is concluded that the best
results have been achieved by applying rules for each term, then computing each
sentence score by Dwax_sub formula, and finally, using first sentence score formulae
for document score computing. In general, the results of the ML approach are better

than the results of the LB approach.

Keywords: Arabic sentiment analysis, Opinion mining, Machine learning approach,

Lexicon based approach, Rules.
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August 2017, 89 pages

Duygu analizi yorum, haber, blog gibi tlrlerde gomdiliu olan genel duyguyu (yani
olumlu, olumsuz veya tarafsiz) belirlemek i¢in timcelerin siniflandiriimasi igi olarak
tanimlanabilir. Bu alanda yapilan calismalarin biiyiik cogunlugu ingilizce metinler
icin duygu analizi izerine yodunlasirken; Arapga, Tiirkce, ispanyolca ve Hollandaca
gibi diller icin de yapilmis sinirli sayida arastirma bulunmaktadir. Tez ¢calismasinda
duygular siniflandirmak igin siklhkla kullanilan makine 6grenme (ML) yontemlerini
arastirarak, Arapca belgeler tzerinde duygu analizinin performans sonuglarinin
iyilestiriimesi amaglanmistir. Ayni zamanda ML ile modelleme sirecinde girdilerin
temsilinde yeni vektér bigimleri olusturulmustur. ikinci olarak maksimum, ortalama
ve ¢lkarma gibi toplama islevlerine dayali farkli formulleri kullanarak terim ve belge
duzeylerinde sdzcuk tabanli yaklagimin uygulanmasi amacglanmigstir. Sézcuk tabanl
yaklasimin performans sonuglarindaki en iyi yaklasimlarin, Arapca‘da sbzciige
dayali duygu analizinin terim ve belge seviyesi ile birlikte kullanilabilecegini
goOstermek igin kullanilmigtir. Ayrica, her iki seviye icin kurallarin kullanim etkinligi
de gosterilmistir. Son olarak, kurallarin ML yontemlerine entegre edildigi hibrid bir

yontem onerilmistir.



Deneylerde OCA derlemi ve Arapga duygular igin Arapg¢a'nin zorluklarini
¢ozumlemede genis kapsamli bir duygu s6zligu olan (ArSenL) kullaniimistir.
Deneylerin ilkinde, modellemede kullanilan 6zellikler OCA derlemininden hem terim
hem de dokiiman diizeyleri icin bagimsiz olarak secilmistir. ikincisinde ise, derlemde
Destek Vektor Makinesi (SVM), Karar Agaci (D-Agaci) ve Yapay Sinir Agi (ANN)
gibi farkhh ML yontemleri hem tek baslarina ve hem de kurallarla birlikte
uygulanmistir. Uglnclsiinde ise, bir belgedeki her terim icin kurallarin
uygulanabilmesi icin belge seviyesinde sozcik temelli yaklagsim uygulanmis ve

sonuglar arasinda kargilastirmalar yapilmistir.

Bu calismada elde edilen en basarili sonuglar soyledir: (i) makine o6grenimi
kullaniminda, ANN siniflandiricisi, pozitif test siniflari igin terim ortalamasinda elde
edilen F-skorunun ortalamasi 0.92 olan Arapg¢a duygu analizinde terim diizeyinde
ve belge duzeyinde en iyi siniflandirici olarak adlandiriimistir ve negatif siniflarda
da 0.92°dir. ANN modellinin belge seviyesinde, pozitif test siniflar igin F-skor
ortalamasi 0.94, negatif siniflarda ise 0.93't0r. (ii) S6zcluge dayal yaklasima gore,
en iyi sonucun her terim i¢in kurala dayal yontemler uygulayarak, sonra her cumle
skorunu Dwax_sus formullyle hesaplayarak ve son olarak, belge skoru hesaplamasi
icin ilk cumle puani formulu kullanilarak elde edildigi sonucuna ulasiimistir. Genel
olarak makine 6grenimi yaklasimi sonuglari sézltk kullanimi yaklasimina gore daha

iyi sonuglar vermistir.

Anahtar Kelimeler: Arapga Duygu Analizi, Dusunce Madenciligi, Makine

Ogrenmesi Yaklagimi, S6zliik Tabanl yaklagim, Kurallar.
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1. Introduction

1.1 Sentiment Analysis Importance and Definition

The widespread of using social networks, forums and personal blogs enabled
millions of people to post and share their comments or reviews on the web. These
reviews can cover several topics including products, films and others. This actuality
encouraged many companies, governments, customers and other parties to make

analysis of theses opinions.

Whereas, companies follow customer interests and comments in products,
governments also track people opinions to make decision about them. However,
customers are interested in collecting information from other online people, to know
their opinions regarding any product they intend to buy [23]. Manually collecting of
people opinions through huge amount of reviews or comments is time consuming
and it could be impossible, especially with the speed growth of e-commerce.

Therefore, the effective solution for this problem is sentiment analysis.

Sentiment Analysis (SA) is a task of defining polarity (negative or positive) of
opinions, emotions or evaluations. However, sentiment analysis tends to extract the
stance of a person automatically toward some topic or a document [39]. Processing
the hug number of reviews and comments is a challenge that faced researchers in
the fields of text mining and information retrieval. This processing task is included
inside sentiment analysis or opinion mining field, at the same time, it is sub task of
text mining [23]. However, the expression of sentiment analysis and the expression

of the opinion mining (OM) are the same [1].

1.2 Sentiment Analysis General Tasks

In general, SA is a field that includes important tasks presented in Fig. 1. Whereas,
the reviews of products, movies, tweets or others are normally including subjective
(opinioned) words. On the other hand, they may include numbers, punctuations and

other unnecessary information. However, the first process of SA is sentiment identi
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fication, which tends to extract all opinion words or phrases from a review. Another
interesting task is feature selection; this task can be applied by using LB methods
or statistical methods in [1]. Another popular task is sentiment classification,
whereas ML or LB approaches or a combination of them (i.e. hybrid approach) can
be applied on the features from the previous process to decide if the document is
positive or negative. However, there are many ML classifiers can be used in text
classification including Key Nearest Neighbor (KNN), Support Vector Machine
(SVM), Naive Bayes(NB), Decision Tree (D-Tree) and others, while the LB approach

depends on a list of sentiment terms.

Identifying Sentiment

Reviews or Comments Words

Selecting Features

Sentiment Classification

Sentiment Polarity

Figure 1 Sentiment analysis general tasks
1.3 Study Tasks

In our study, we are focusing on sentiment analysis (SA) at multi-level (i.e. term and
document levels) in Arabic Language. The experiments of Arabic SA have been
done in several interesting tasks. In the first task, an Arabic data set called OCA
produced by Rushdi-Saleh et al. [23] was selected. It is composed of 500 films
reviews; 250 of them are positive and the rest are negative, however, preprocessing

of OCA corpus was made by omitting unnecessary terms like numbers and

15



punctuations, then the high quality of the OCA corpus was ensured by using Zipf's
law measure.

The opinion terms have been decided from the corpus by firstly, stemming all terms
in OCA by using Standard Arabic Morphological Analyzer (SAMA) [38]. Then
sentiment scores have been given for each term root in OCA by comparing term
roots placed in OCA with the large scale Arabic sentiment analysis lexicon (ArSenL)
created by Badaro et al. [27]. Whereas, each word root (lemma) in the lexicon has
many senses or scores which are rated in the interval of [-1...1]. At this stage, one
positive or negative score (prior polarity) was computed from many scores (posterior
polarities) for each opinion word in OCA by creating different aggregation formulae,
then the ML approach was used to nominate the best formula for computing prior
polarity for each Arabic word, more details for prior polarity computing are in the

later fourth chapter.

The second task is selecting features in two levels of SA, the term level and the
document level. In the term level total eight features have been created for each
document in OCA, in which the features have been ordered as: count of positive
scores, count of negative scores, summation of positive scores, summation of
negative scores, average of positive scores, average of negative scores, first score
in the document and last score in the document. While in the document level total
seven features have been created, the order of features is: count of positive
sentences, count of negative sentences, maximum score of positive sentences,
maximum score of negative sentences, first sentence score, middle sentence score
and last sentence score. Whereas, two versions of the features have been made for
both of the term level and the document level. However, the first version includes all
features have been created by applying intensification and negations tools (i.e.
rules) on each term placed in OCA, for example, the negation tools “¥ « «al <" in
Arabic have the same usage of “not” word in English. While in the second version
of features the rules have been not applied on each term placed in OCA. In the third
task, ML and LB approaches have been used to classify all OCA documents, and
the classification results can lead us to nominate the best approach regarding to SA

in Arabic Language.
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In the case of applying ML approach, three encouraging ML classifiers have been
used from SA literature, which are ANN, D-Tree and SVM. The performance was

shown in the previous related studies encouraged us to select these classifiers.

In the term level of SA, the three classifiers have been applied on total eight features
and total six features (i.e. by omitting last two features) of each document of OCA.
However, the results of the three classifiers are used to (i) prove the efficiency of
our features by proving that, decreasing the number of features decreases the
classification results, and (ii) to nominate the best formula can be used for computing
prior polarity from posterior scores in the term level of SA for Arabic Language. On
the other hand, LB approach was applied in both term and document levels by using
different formulae based on aggregating functions like maximum, average and
subtraction. However, the intensification and negations rules have been applied in
the experiments. The LB approach results have been used to identify the best
formulae can be used with term and document levels of LB SA for Arabic Language,

also to illustrate the effectiveness of using rules on both of the two levels.

1.4 Study Objective and Motivation

Further to the previous summary about what we do, our objectives in this study are:
firstly, enhancing term level sentiment score by creating new successful formula to
compute one prior polarity score for each sentiment term. Secondly, improving the
performance results of both term and document levels at Arabic sentiment analysis
by investigating the most successfully ML classifier to classify opinion documents.
Thirdly, creating new successful LB formula to classify Arabic opinion documents.
Finally, implementing rules tools with both of ML approach and LB approach to

identify the tools effectiveness on both approaches results.

Several factors motivated us to carry out a research in SA in the Arabic Language.
The first factor is the consideration of a large number of Arabic audience, in that the
Arabic language is evaluated as one of the most widely used languages on the
Internet according to the statistic carried out by the Internet World Stats [49] and it
has the fourth rank. Secondly, the Arabic Language has an interesting historical

relationship with its people and the region they lived in. Lastly, the large-scale use
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of the Internet, social media and social networks plays a great and important role on
the Arabic Language.

1.5 Study’s Originality

There are many studies conducted in SA in the literature but the vast majority of
these studies are dedicated to English Language and not directly applicable to
Arabic or any other languages as well. Indeed, critical stage of a typical SA is the
specification of the polarity, and according to our best knowledge, there is no
research work in Arabic SA that interests the computing of the prior polarity from
posterior polarities. Actually proposed SA steps are creating of formula for
computing prior polarity, applying ML and LB based classifications and taking into
account negations and intensifications. In other words, we consider polarity of term

at first and polarity of document at last.

1.6 Organization of the Study

The rest of this dissertation is ordered as the following: Chapter 2 presents and
discuss previous studies in SA with respect to this study. Chapter 3 discusses the
background including ML approach, LB approach and Arabic Language. Chapter 4
illustrates in details SA in Arabic Language methodology including applying ML
approach in term and document levels, applying LB approach in both levels,
applying rules in both of the approaches, and the study experimental results and

evaluations. Chapter 5 shows the conclusions of the study and its future work.
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2. Literature Review

SA task tends to classify the polarity, which can be positive or negative in three
common levels: aspect-level, document-level and sentence-level [1] and [55]. There
is no difference between sentence and document level classifications because short
documents are just sentences [2]. The vast majority of studies are for English
Language and not directly applicable for other languages such as Arabic. For this
reason, there are other studies interested in other languages. The main objective of
any study related to sentiment analysis is to indicate the opinion of reviews or
comments in any web content. In this part of the study, we highlight the studies was
applied to English, Arabic and other languages, at the same time are beneficial to
our study. Then we generally make discussion about them

2.1 Sentiment Analysis in English Language

In publications, there are many works interested in SA of English Language. Li and
Jain [3] used four methods for document classification: decision trees classifier,
naive Bayes classifier, nearest neighbor classifier and subspace method. The data
set was selected from different groups of yahoo news. Features were represented
using standard bag of words (BOW). They indicated that naive Bayes classifier and
the subspace method give better results than decision trees and nearest neighbor
classifiers on the same data sets. They also studied the combination of the three
classifiers that did not always enhance the accuracy of classification compared to
the best individual classifier. The best classification accuracy achieved is

approximately 83%, which was comparable to the other similar previous studies.

NB classifier was applied by Janyce et al. [4] to make classification for documents
collected from the journal of Wall Street. They used linguistic features such as
pronouns, adjectives and verbs. The average accuracy of the classifier reaches to

81.5%, which is strong performance.
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Pang et al. [5] used ML methods such as ME, NB, and SVM to define the polarity
of movie reviews. They downloaded the data from Internet Movie Database (IMDDb).
The reviews were divided to 700 positive and the other 700 reviews are negative.
They applied ML classifiers and standard bag of features (BOW) on documents.
They also considered the effect of adding negation “not”. The position of word and
the part of speech were also treated. They performed many experiments using n-
grams approaches, and according to the results they concluded that using of
unigrams is the most effective method, and the SVM classifier outperforms the other

classifiers used in their work.

Hong Yu and Vasileios Hatzivassiloglou [6] used NB classifier with features contain
words, bigrams, and trigrams, as well as the parts of speech in every sentence to
classify documents to actual and sentimental. The documents were collected from
wall street journal. The archived results were encouraging with very high precision
and recall (F-score of 97%).

Mullen and Collier [7] worked in the same corpus used by Pang et al. [5]. They used
the average rating to classify the reviews, were as the reviews above the average
rating were classified as positive and those under this average rating were classified
as negative. They also treated with many features such as word unigrams.
Moreover, they used another movie corpus, in that situation they extracted same
features and additional features based on the range of the movie. They applied SVM
as ML classifier. Finally, they accomplished that using the collection of word
unigrams and their lemmas outperforms the other models that did not use this kind

of information.

Chesley et al. [8] applied SVM classifier on linguistic features such as pronouns,
adverbs, verbs and adjectives, to discover polarity in reviews from blog spots. The
classifying results were encouraging in spite of the noisy nature of the data in blog

spots.

Jia et al. [9] built a system that can classify a document as sentimental if there is an
opinion sentence in the document at least. They used SVM classifier with both of

unigrams and bigrams features, which were chosen using Chi-square test to specify
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orientation of opinion in the sentence level. Then a decision tree classifier was used

to determine the polarity of opinionated documents.

Prabowo and Thelwall [10] used several classifiers such as SVM, Statistics Based
Classifier (SBC), General Inquirer Based Classifier (GIBC) and Rule Based
Classifier (RBC) to classify reviews from different corpora. They used hybrid
classification, whereby one classifier send the document to the next classifier when
it fails in the classification process, and the passing process continue until no
classifier remains. They concluded that the effectiveness of SBC and SVM

classifiers is improved in the hybrid classification.

SVM was applied by Li and Li [11] as a sentiment polarity classifier. They debated
that sentimental subjectivity and expresser credibility should also be taken into
account. A framework that gives a compact numerically summarization of opinions
on micro-blogs platforms was proposed in their work. The topics mentioned in the
opinions shared with the queries of users were extracted, and then SVM was used
to classify them. They used twitter posts for their experiment. They found out that
aggregating micro-blog opinions essentially needs consideration of user credibility
and sentimental subjectivity. They proved that the proposed mechanism could
effectively detect market intelligence (MI) for supporting decision-makers.

Moraes and Valiati [12] made experimental comparison between ANN and SVM
classifiers in the document level of sentiment analysis because in the literature of
sentiment learning ANN classifier has little mentioned, while SVM classifier has
widely used by the researchers in successful way. They have used the adoption of
a criterion evaluation context with common supervised methods for selection of
feature and weighting in a classical bag of words (BOWs) model. Their work
indicated that the experiments results of ANN outperform experiments results of
SVM for some unbalanced data contexts. Their testing included three types of data
sets including Films, GPS, Camera and Books documents from amazon.com. In the
experiments of film reviews data set, they indicated that ANN outperformed SVM by
a statistically significant difference. They confirmed some limitations that have been
seldom discussed in the SA literature which are the cost of computation of SVM at

running time and the training time of ANN. They concluded that the reducing of
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computational effort of both classifiers can be achieved by using Information gain (a
computationally inexpensive feature selection Method) without significant affecting

the resulting classification accuracy.

On the other hand, there are many studies interested in LB (semantic orientation)
approach. Hatzivassiloglou et al. [13] focused on word orientation in their study.
They used 1987 Wall Street Journal corpus in their experiments. They detected the
text orientation by using adjectives as an effective indicator. Additionally, they
supposed that at the level of phrase, if the adjectives linked with a conjunction such
as “but” are likely express opposing opinions, whereas, if the conjunctive such as
“and” connects two adjectives probably indicates the same semantic orientation.
They used log-linear regression model to predict whether two conjoined adjectives

are of same orientation or not. In this task 82% accuracy was achieved.

Turney and Peter [14] detected document sentiment based on adjectives or adverbs
phrases by using proposed an unsupervised learning algorithm. Then, they
computed the semantic orientation by using Point Mutual Information (PMI). They
assigned a class of “recommended” or “not recommended” to the sentences based
on the average semantic orientation of the phrases. Finally, the achieved average
of accuracy is 74% when the data were taken from different domains (410 reviews
of banks, films, automobiles and travel destinations). While the accuracy is 84% for

automobile reviews and 66% for film reviews.

Another technique was proposed by Hu et al. [15] for predicting opinion at the
sentence level to summarize the costumer’s reviews of a product. First, they
extracted features by investigating frequent words. Then, they realized the
sentiment sentences, which include at least one adjective and one feature. The
prediction of the orientation of an sentiment sentence depends on the sentiment
word in that sentence. The determination of the orientation of the sentence is based
on whether most sentiment words tend to be positive or negative. If the number of
positive and negative sentiment words is the same, the orientation of the nearest

sentiment sentence is taken.
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Thet et al. [16] focused on the clause level of sentiment analysis. They used Mean
formula to clculate the average of positive and negative scores for all given scores
of words lemma to derive polarity from SWN. They have experimented with a
dataset of movie review sentences. They made a system that generates
dependency and splits sentences into clauses. Then this system can compute the
sentiment score of each clause taking into account the word prior polarity score
derived from SWN, grammatical dependencies of the word and negations. The
result of experiments described the effectiveness of this approach on short

documents such as message posts.

Guerini et al. [17] used sentiwordnet (SWN) [18] to derive prior polarity sentment
score from term posterior polarities, thus they tested many formule that compine
posteior polarites in diffirent ways. They compared the previsoly most used
techniques to thier proposed ones and icoperated all of them to test whether mixing
them can make more improvment to the computing of prior polarity scores. They

established motivating basises in computing prior polarity scores.

Moreover, there are many studies applied hybrid approach. Kouloumpis et al. [19]
have constructed a model of two classifiers for classifying the sentiment tweets in
Twitter of English. One classifier uses n-grams, while the other applies both n-grams
and features of lexicon. Three features for each tweet were created according to the
existence of any words from the lexicon. They have assigned prior polarity to each
word by using MPQA subijectivity lexicon [20], which includes a list of English words
that are labeled with their prior polarity: negative, positive, or neutral. According to
the outcomes of both classifiers, it was remarkable the accuracy results of second

classifier (n-grams and lexicon features) is better than the first one (n-grams only).

2.2 Sentiment Analysis in Arabic Language

Some studies have covered the idea of Arabic sentiment analysis. Almas and
Ahmad [21] described a method that can automatically extract specialist terms for
different languages such as Arabic, English and Urdu. However, they applied their
method on financial news texts. Regarding the method performance, their result was
good in the part of precision which is (88.1 %), but the recall result is very low which
is (17.2 %).
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A. Abbasi et al. [22] applied sentiment classification on forum that posts were posted
in English and Arabic languages, there approach based on using stylistic and
syntactic features linked to entropy weighted genetic algorithm (EWGA) feature
selection method. The achieved result of using EWGA with SVM indicated high
efficiency, with accuracy of over 91% on the data set. EWGA has better results than
other feature selection methods, indicating the usefulness of these features and

methods of document level sentiment classification.

In the case of applying ML approach for Arabic Language, Rushdi-Saleh et al. [23]
generated new Arabic corpus called OCA, the data of OCA corpus are reviews of
movies were collected from several movie blogs, having a total of 500 reviews (250
positive and the remaining are negative). Some experiments were also exeuted to
evaluate the classifiers used to determine the polarity of a review. The best result is
achieved by using SVM classifier. They observed that the best result is 90 %
accuracy measure using 10 fold cross validation.

Shoukry and Rafea [24] investigated ML classifiers (SVM and NB) to Arabic
sentence level SA using 1000 tweets from twitter. They used unigram and bigram
as features. However, they found that the SVM classifier outperforms the NB

classifier in all result metrics.

For the LB approach in Arabic, Farra et al. [25] used a list of Arabic words’ roots
which are selected by using stemmer application. To classify each word in the
sentence, they were checked against the list of words’ roots. If the root is found in
the list, its polarity is selected as positive, negative, or neutral. Else, the user will
add the root of the absent word to the list of learned roots. This study also tried to
benefit from the advantages of both LB and ML approaches by combining them
together (i.e. hybrid approach). They used an approach that combining both
syntactic and semantic features to classify sentiment of Arabic sentence level. They
used many features such as frequency of negative, positive, and neutral terms in
each document, with applying the semantic list (dictionary) they have constructed,
frequency of contradiction words, frequency of negation tools like “Y ¢! ¢l «l” which
are negation tools in Arabic and have the same usage of “not” word in English and

other features are also used. El-Halees [26] also developed a mechanism for Arabic
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documents to be classified as positive or negative. His experiments were applied to
1143 posts contains 8793 Arabic Statements. Firstly, the documents were entered
to a classification model that is based on lexical resources. Most of the documents
were classified at this part. Secondly, Maximum Entropy (ME) method used the
classified documents by the previous model as training set, and then it classifies
some other documents. Finally, the classified documents from the previous two
models were entered to k-nearest method to classify the remaining documents. In
average, his system achieved an accuracy reached to 80%, and the f-measure of
positive documents has better results than f-measure of negative documents.
Badaro et al. [27] created a large sentiment lexicon for Arabic (ArSenL) by using
Arabic and English resources: (i) English SentiwordNet (ESWN) [18]; (ii) English
WordNet (EWN) [36]; (iii) Arabic WordNet (AWN) [37] ;(iv) Standard Arabic
Morphological Analyzer (SAMA) [38]. The English synsets were connected to the
lemma entries in the Arabic resources. ArSenL provides number of positive and
negative scores for each word. Their results show that ArSenL lexicon outperforms

all lexicons in all measures without exceptions.

Regarding the comparison studies, Nawaf et al. [28] addressed two approaches to
sentiment analysis in Arabic: corpus based and LB. They built manually annotated
data set and then they built a lexicon. They carried out experiments to note the
improvements obtained from the accuracy of the system and compare them to the
corpus based approach. They observed that the highest accuracy was achieved
when SVM classifier was used for classifying a light stemmed data set. Additionally,
they perceived that there is a direct proportion between size of the lexicon and the

accuracy of the LB tool.
2.3 Sentiment Analysis in Other Languages

Some studies have concentrated on sentiment analysis for non-English. Denecke
[29] used machine translation software to translate a German review into English.
She used three classifiers to predict polarity of the English version of the review.
The used classifiers are SWN with ML, SWN with classification rule and Ling Pipe.

Sentiment classification was also applied by Zhang et al. [30] to Chinese reviews.
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Agi¢ et al [31] applied sentiment analysis on financial news in Croatia by using
annotated corpus. Ghorbel and Jacot [32] assessed the polarity of classified French
film reviews by using ML and SWN.

MartiN-Valdivia et al. [33], used the parallel translation of a Spanish movie reviews
corpus into English. They proposed new method for polarity classification of these
reviews. They joined three models produced by supervised and unsupervised
learning methods to prepare a meta-classifier. The first and the second models were
created by applying a ML algorithm to Spanish corpus and its parallel translated
version. The third model was generated for the English version of the corpus using
SWN. Lastly, they have combined various features of the two supervised models
and of the third unsupervised model into meta classifier. The outcomes of using

combination techniques were hopeful.

Akba et al. [34] used corpus includes Turkish film reviews as data set. They aimed
to use small number of features that extracted from each film reviews. For this
reason, information gain and chi-square methods have been used for extracting
features to decrease costs of calculations and to increase success rate. In their
work, they employed support vector machine and naive bayes classifiers for
classification purpose. For performance evaluation, F-score was used. They noted
that, in case of classifying film reviews in to two (positive and negative) categories,
the SVM classifier have achieved 83.9% performance value, but in case of
classifying film reviews in to three categories, the SVM classifier have achieved
63.3% performance value.

Dehkharghani et al. [35] proposed a comprehensive sentiment analysis system that
cover multi-level sentiment analysis of Turkish such as aspect, sentence, and
document levels. They also considered some linguistic rules such as intensification
and conjunction in Turkish sentiment analysis. The data used for evaluation are
Turkish movie reviews. The resulted accuracies range from sixty percent to seventy-
nine percent in binary and in ternary classification tasks at different levels of

analysis.

According to Pai and Chu [51] study, semantics of electronic word of mouth (eWOM)

content is used to test eWOM content analysis. Both of positive and negative
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evaluations were extracted and their customers were helped in decision-making.
Their proposed approach can be used as assisting tool for companies to understand
the evaluations of products and services, then converting these sentiments into
business intelligence to be applied in the improvement of service or product. The
data set used is reviews of Taiwanese Fast food. Their outcomes presented that
their approach is effective in producing eWOM evaluations related to products and

services.

Yan and Bing [52] used graph-based Approach for Chinese Language. They
incorporated the inside sentence feature (intra-document evidence) and outside
sentence feature (inter-document evidence) by presenting a propagation approach.
They suggested that there is a need to more than features inside the sentence to
be classified. Camera reviews have been used as a data set in their experiments,
and their method was compared to NB and SVM as supervised approaches and
also compared to unsupervised approach. The results of their proposed approach
outperforms the results of both supervised and unsupervised approaches in case of

not using outside sentence features.

The work presented by Maks and Vossen [53] for Dutch Language is based on using
semantic approach to build lexicon model that describes adjectives, nouns and
verbs to be used in SA task. The subjectivity relations between the actors in a
sentence that express about attitudes for each actor was illustrated in their model.
These subjectivity relations among the actors are labeled with information related to
both the orientation (positive vs. negative) of the attitude and the identity of the
attitude holder. A categorization into semantic categories related to SA was included
in their model. It also provided the polarity of the attitude, means for the identification
of the attitude holder and the sentiments discerption of the different actors contained
in the text. Dutch WordNet was used in their work. From their study results, it is
concluded that the subjectivity of the speaker can be identified and also the

subijectivity of the actor sometimes can be identified.
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2.4 Literature Discussion

As can be seen we mostly summarize the studies that are related with Arabic
Language and when we compare our approach with these studies, we are
contributing them by proposing a general formula to aggregate the posterior
polarities of the terms and assigning one polarity for one Arabic term. Additionally,
we clearly define employed and proposed vectors while usage of ML methods.
Finally, we propose the clear way that is interpretable and repeatable to find out

sentiments of documents in Arabic Language.

Moreover, we discuss the main entities of recent SA studies including SA levels, SA
algorithmic approaches and text domains of SA experiments. Firstly, there are two
main SA levels: term (word) level and document level. Term level SA aims to classify
the word to positive, negative or neutral with considering some aspects of the word
such as score, location in the document, part of speech, negation and intensification
tools. On the other hand of document level, sentences are just short documents,
whereas, there is no difference between document and sentence level of SA.
However, document level aims to divide the whole document to subjective
sentences or subjective words, and then classify the opinion or sentiment of the
document to positive or negative. It is obviously that term level of sentiment analysis
can be considered as the basis of document level in sentiment analysis task.
However, our study characterized by calculating the prior polarity for each sentiment
term. Secondly, there are three algorithmic approaches in SA, which are ML
approach, LB approach and hybrid approach. The ML approach can be used with
many classifiers such as ANN, SVM, D-Tree, NB or ME.

However, these classifiers can be applied on aggregation features or linguistic
features of targeted text. The LB approach depends on sentiment word list (i.e.
sentiment lexicon), which may include a collection of sentiment words with their
posterior scores. Both ML and LB approaches can be used together in one approach
which call hybrid approach to enhance sentiment results of each other. However,
these approaches can use aggregated features, linguistic features or standard bag
of features (BOW) from the targeted text. However, in literature part of our study,

we found that the frequent usage of the three approaches by researchers during last
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years is the same frequent of which was presented in Fig. 2, that we borrowed from
Medhat et al. [1]. Whereas, the researchers are using the LB approach more than

using the ML approaches. However, the hybrid approach is little used.
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Figure 2 Statistics of articles with respect to the approach over years, Medhat et al. [1].

Thirdly, the mostly used data by researchers in SA task are reviews of products or
reviews of movies, whereas, the rest of data such as social media, web Blogs and
news texts are frequently used by researchers over recent years. It is noted that
most of the studies did not measure the quality of related data sets, in which we did
in this study. Finally, most of SA researchers have used evaluation measures
including precision, recall, F-Score or Accuracy to present their experiment results.
Otherwise, some of them used both of Accuracy and F-Score metrics to satisfy their

results.
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3. Background

Sentiment analysis can be considered as a classification task which developed by
many researchers in recent years to detect sentiments related to a given text of web
page. ML and LB approaches are two main directions of SA focused by researchers.
The ML approach applies different classifiers and uses linguistic features [1], while,
the LB approach depends on known sentiment terms or their roots. The relation
between ML, LB approaches and SA is summarized in Fig. 3, whereas the detall

methodology of both approaches has been discussed in next chapter.
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Figure 3 Applied Sentiment Analysis approaches in this study
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3.1 Machine Learning Approach

If we have unlabeled data that were needed to be classified, we should build
classification model for classification problem, trained with a set of labeled data and
their target classes. Two types of classification problems which are binary
classification and multiclass classification. If we have two target classes that means
binary classification problem, for example, positive or negative target class for text
document. Else, if there are more than two target classes that mean multi-class
classification. This model can be trained with target vectors; each victor represents

a set of features were selected with considering the target class.

In text classification, each vector of features represents document or sentence and
includes extracted features values from these documents. For example, the
classification model can classify a document to positive if the result value of its
included function greater than or equal zero, otherwise the document can be
classified as negative. In this section, we theoretically talk about SVM, ANN, and D-

Tree, which have been used in our study.

3.1.1 Support Vector Machine Classifier (SVM)

SVM is a supervised learning algorithm with many popular specialties that motivated
many researchers to use it. Moreover, it is widely applied in text classification and
SA problems due to its superiority over other classifiers [12]. The main idea of SVM
is based on the best separation of different classes by using determined linear
separator. According to Joachims [40], text data can be classified by using SVM
because of the sparse nature of the text, however, some of the text features can be
irrelevant but they tend to be organized into categories that can be linearly
separated. In SA field, Li and Li [11] used SVM as a sentiment polarity classifier. In
this study, we used LIBSVM software package [47] with its default parameters
values as implemented in the Matlab software. Moreover, the usual nonlinear kernel
Redial Basis Function (RBF) which is used by Moraes et al. [12], is also used to
train all the SVM models, as it has better performance than other kernel functions

performance in the experiments of our study.
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3.1.2 Artificial Neural Network Classifier (ANN)

ANN includes a collection of artificial neurons in which the neuron is the basic unit

of ANN. There are input and output for ANN, the inputs are represented by the vector

Ai . Each neuron has a set of weights that are represented by W. The ANN can be
represented by the linear function: Pi =W *Ai . In binary classification, the sign of

predicted function (Pi) yields Bi, which represents the class label of Ai

According to [1], multilayer ANN is more complex and the training process is difficult,
because, in back propagation process, errors back-propagated throw different
layers, though, multilayer ANN is still used for nonlinear boundaries. For the ANN
classifier applied in this study, traditional feedforward network with single hidden
layer that includes 15 neurons was applied. The training process for each model is
repeated more than three times to avoid the problem of convergence to a
satisfactory solution [46]. Additionally, gradient descent with momentum and
adaptive learning rate back-propagation (traingdx) has been applied as

implemented in Matlab software.

3.1.3 Decision Tree Classifier (D-Tree)

D-Tree classifier has a hierarchical structure that includes attributes or nodes which
represent training data space, each condition on the attribute value is used to
partition the nodes or the data [41]. In text classification field, the condition can be
about the absence or the presence of the word. The division of nodes is continued
in recursive fashion until certain minimum numbers of records contained in leaf
nodes are found. These records can be used for the classification purpose.
However, there are D-Tree implementations for text classification task, such as J48
implementation in the Weka Data Mining tool, which is based on the C4.5 D-tree
algorithm. Jia et al. [9] built a system at the document level in which the document
is classified to be opinionated in the case of finding one sentiment sentence in it.
Unigrams and bigrams features were chosen using Chi-square test at the sentence
level. Then a D-Tree classifier was used to determine the polarity of opinionated

documents. In this study, the default parameters values of D-tree were used as
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implemented in the Matlab software. For example, the confidence factor value is
0.25, and the value of the minimum number of instances for the leaf is 2.

3.2 Lexicon Based Approach

The LB approach is based on sentiment lexicon (i.e. list of words) and it is
unsupervised approach. There are three ways of creating sentiment lexicon:
automatically, semi-automatically or manually whereas each word is represented by
numbers indicates its polarity. In order to compute overall document polarity there
are two ways: The first way is deriving one score or prior polarity from posterior
polarities of each word in the lexicon, then aggregating all prior polarities of the
document to indicate its polarity.

The second way is based on the first way by computing the prior polarity for each
word in the document, then computing the polarity of each sentence in the document
and aggregate the sentences scores to get the polarity of overall document.
However, the LB approach applicable for all domains, for this reason, it is domain
independent. Section 3.2.1 illustrates two methods for computing LB, one for term
level and the other one for document level, while in section 2.3.2, some methods

were used in constructing lexicon will be described.

3.2.1 Lexicon Based Computing

LB approach includes two levels of sentiment computing which are term and
document levels, for term level sentiment computing, the main strategies for
computing prior polarities are based on having lemma with n scores, every formula
f is independently applied to all positive scores and negative scores of each
sentiment word. This produces two scores, F (positive score) and F (negative score)

for each lemma. More details can be found in [16] [17].

Guerini et al. [17] illustarted that obtaining a unique prior polarity from the resulted
two scores F (positive score) and F (negative score) for each lemma can be mapped

according to different strategies as presented in 3.1 and 3.2 formulae:
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Fm = MAX (|JPosScore|, [INegScore|) (3.1)

Where Fm takes the maximum of the two scores.

Fd=|PosScore| — |[NegScore| (3.2)

Where Fq takes the difference of the two scores.

It is noticeable that F (negative score) is always positive by construction. In order to
obtain final unique prior polarity for a word, the negative sign is added.

Regarding the document level sentiment computing, Turney [14] determined the
polarity of the document by applying the average semantic orientation of various
phrases in document. However, the semantic orientation linked to every phrase is
computed by subtracting similarity of the given phrase to negative reference word

“bad” from similarity of the given phrase to positive reference term “nice”:

SO (phrase) = PMI (phrase, “nice”) - PMI (phrase, “bad”)  (3.3)

Whereas, if the semantic orientation of a phrase has strong association with the
word “nice” it will be positive, else if the semantic orientation of a phrase has strong
association with the word “bad” it will be negative.

The similarity between the pairs of terms or phrases was measured by using the
similarity score measure, Pointwise-mutual Information (PMI). The formula of

calculating PMl is:

(3.4)

PMI(wordi, wordz) = logz [ P(word1 & wordz) ]

P(wordz1) P(word2)

Where P(wordi&word?2) represents the probability of founding two words together.
The ratio between P (word1 & wordz2) and P (wordi) p (wordz) is used to measure
the degree of statistical dependence between the two terms. The amount of
information gained about the presence of one of terms when the other term is
detected is given by the log of this ratio.
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3.2.2 Lexicon Building

It is known that building lexicons or dictionaries for Arabic SA task is very limited,
however, few researchers tried to construct Arabic sentiment lexicons. For example,
Badaro et al. [27] created a large sentiment lexicon for Arabic (ArSenL) by using
Arabic and English resources: (i) English SentiwordNet (ESWN) [18]; (ii) English
WordNet (EWN) [36]; (iii) Arabic WordNet (AWN) [37] ;(iv) Standard Arabic
Morphological Analyzer (SAMA) [38]. The English synsets were connected to the

lemma entries in the Arabic resources.

ArSenL provides number of positive and negative scores for each word. Their
results show that ArSenL lexicon outperforms all lexicons in all measures without
exceptions. Another method used for building Arabic sentiment lexicon was by Farra
et al. [25], they used a list of some Arabic words’ roots which are selected by using
stemmer application. To classify each word in the sentence, they were checked
against the list of words’ roots. If the root is found in the list, its polarity is selected
as positive, negative, or neutral. Else, the user will add the root of the absent word
to the list of learned roots. This study also tried benefits from the advantages of both
LB and ML approaches by combining them together (i.e. hybrid approach). They
used an approach that combining both semantic and syntactic features to classify
the sentiment of Arabic document level. They used many features such as
frequency of negative, positive and neutral terms in every document using the
semantic list (dictionary) they have constructed, frequency of contradiction words,
frequency of negation tools as “¥Y «} «o! <, that are negation tools in Arabic that

have the same usage of “not” word in English and other features also were used.

Lexical resources for SA obtainable in English like SentiwordNet was also used in
the approach of Arabic lexicon building, in which lexical data base of English
Language [42] was used to build SentiwordNet. Each word score in SentiwordNet
was defined using two step processes. In the first process binary search was used
to find words with similar polarities of English WordNet [36]. Then, in the second
process an iteration was run on the words to find final polarity of words. According
to each word polarity each word is classified as positive, negative or neutral in which

each word intensity ranged from 0 to 1and associated with its part of speech [18].
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To get benefit from this lexicon in Arabic Language, the Arabic documents can be
translated into English Language using standard translation software as noted in
[24]. Then these documents can be classified basing on its sentiment scores into
positive or negative. Whereas the Arabic word scores are gained from its translated

English words in SentiwWordNet.
3.3 Arabic Language Overview

Arabic Language is one of the first ranked 10 languages primarily used on the
Internet based on the statistic has been done by the Internet World Stats [49]. It is
spoken by millions of people. Making it one of the five most spoken languages in
the world, and it is one of the formal languages in United Nations organization [54].
The Arabic language was spoken in Hejaz and surrounding areas before the Islamic
age, and because it is the Quran (The Holy Islamic book) language which became
the official language in the Islamic regions, and many Muslims from different cultures
learned this language in order to understand Islamic religion deeply. The direction
of writing is from right to left, with alphabet consists of 28 letters. The alphabet of
Arabic can be expanded to 90 elements by writing additional vowels, marks, and

shapes [50].

There are two forms of Arabic Language: (i) Modern Standard Arabic (MSA). (ii)
Dialectal Arabic. In the Arabic countries, Modern Standard Arabic (MSA) is derived
from the language of the Quran. In addition, commonly used in books, newspapers,
media, formal speeches, movie reviews, etc. MSA hugely follows the grammatical
rules of Quranic Arabic and uses a lot of its vocabulary. It has ignored some
grammatical constructions and vocabulary that no longer have any importance in
the spoken varieties, and has edited new constructions and vocabulary from the
spoken varieties [54]. Dialectal Arabic includes all forms of day life currently spoken
Arabic and it is derived from the Standard Arabic [23].

Arabic Language is one of the Semitic languages in which the morphology is
uncommon and complex (i.e. approach of building terms from a basic root). Arabic
Language has a non-concatenative "root-and-pattern” morphology: A root includes

of a set of bare consonants (usually three).
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In Arabic Language different patterns can be used to form numerous words. For
example, from a single root k-t-b various words can be formatted: katabtu 'l wrote',

aktabtu 'l dictated', aktubu 'l write', kutiba 'it was written'...etc.

This study is concerned with MSA. The challenge here is that all approaches of
natural language processing that have been applied to most languages are not
directly applied to Arabic Language. The text needs additional pre-processing

before applying some methods.
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4. Sentiment Analysis in Arabic Language

The aim of this study is to enhance Arabic SA by applying both ML and LB
approaches on both term and document levels independently and nominating the
best SA approach for Arabic. The experiments include implementing rules with both
of ML approach and LB approach to identify their effectiveness on both approaches

results.

This unit is ordered as follows: section 4.1 presents the methodology of the study

including:

(A)  Preprocessing task of OCA corpus, then measuring the corpus quality by

comparing it with the other Arabic corpora by using the same quality measures.
(B) Stemming and identifying each term sentiment scores placed in OCA.

(C) Computing one sentiment score (prior polarity) for each term.

(D) Overviewing rules (i.e. negation and intensification).

(E) Computing sentence score formulae.

Section 4.2 discuss features extraction for term and document levels to be used with
ML approach, with applying and without applying rules on the features.

Classification task is also illustrated.

In section 4.3, applying ML and LB approaches on both term and document levels,
with applying and without applying rules in each approach are discussed.

Section 4.4 summarizes the measures used to evaluate both ML and LB
approaches results. Finally, in section 4.5, all experiments and results have been

discussed, compared and evaluated.

4.1 Study Methodology

In our dissertation, we are concerned in sentiment analysis at multi-level (i.e. term

level and document level) for Arabic Language. The proposed methodology of this
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study in case of applying ML and LB approaches has been presented in Fig. 4 and
Fig. 5 respectively. However, the methodology steps are:

(A) Preprocessing of the OCA corpus to remove unnecessary terms then the corpus

quality has been measured.

(B) Computing one sentiment score for each sentiment term of OCA corpus.

(C) Features have been selected for both term and document levels independently.

(D) Applying machine (ML) learning approach on the term level and in the document
level of OCA corpus with considering applying and not applying rules on both

levels.

(E) Applying LB approach on the document level with considering applying rules to

each term in the document.

(F) Comparisons between the results have been done to identify the best way to

classify sentiment Arabic reviews.
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Figure 4 Proposed methodology of multi-level SA in Arabic Language using ML approach
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4.1.1. Preprocessing and Quality Measuring of OCA Corpus

OCA corpus is a new Arabic resource that is made obtainable to the scientific

purposes to be used in SA task [23]. The corpus contains 500 film reviews collected

from different Arabic blogs and web pages, 250 of the reviews are classified as

positive, and the rest are classified as negative. Two samples of positive and

negative reviews of the OCA corpus are given in Table 1 to be more clear.

Preprocessing for OCA dataset is made by removing useless terms (i.e. spaces,

punctuation marks, numbers, etc.) in SA task and Table 2 presents statistical

definition of the OCA corpus after preprocessing.

Table 1. Samples of positive and negative OCA reviews

In Her Shoes

&M‘@BMM&J@&MJ}}AM‘“‘éd@ﬁfﬂj"ﬂ‘jw\"#ﬂjw
Sl sz AY) e dlle A o ey el il I

Adabie o ) @l g e laganatio ouilll cie Ll g 3 Sl a3y 4d)

Positive
. 3 1 plall apail
review el i
In Her Shoes Yes, it is the film "Belles" But the theme of intelligent,
influential as it is, and will raise you have a strong desire to cry, to
the side because it's funny and a high degree of output and
representation. It is worth the price of the ticket and two hours of
your precious time to watch it. User Rating: 3
Al S i )5 7 aldll and
Gl 73l s sl o
o s en e Tan Taa Capan iy alitl) dpadll) 5 )i dga 5 e
C(omali Ll ) A 5 (lebe dasa ) G 2l oY) (5 a5 a3 il ol
Negative -
review 10/1 :ppsil

Movie Name: 7 papers Kuchinp Author Name: Dr. Salah strange
from the point of my personal film is very, very weak in all respects ...
Did not draw my eyes only good performance of the artist
(Mohammad Suleiman) and the artist (Rania Shaheen). Rating: 1/
10
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Table 2. Statistical details of OCA after pre-processing

Positive Negative
Total No. of documents 250 250
Total No. of tokens (words) 77704 60748
Total No. of unique tokens in OCA 5984 5812

First of all, we aimed to measure OCA corpus quality before its usage in the task of
sentiment analysis, thus, we used Zipf's law to measure the quality of OCA corpus
as it is presented in the previous studies by Rosso and Benajiba [43] and Salhi and
Yahya [44]. Zipf’'s law states that: “in a corpus, the frequency of a word is inversely

proportional to its rank”; Zipf's law can be expressed by Eq.4.1
F=C/r2 (4.2)

Where F is the frequency of words, a is a constant close to 1, r is the rank of the

word and C is the highest observed frequency.

According to this approach, the most frequent word takes place twice as often as
the second most frequent word, and the third most frequent word occurs one-third

of the most frequent word and so on.

In our experiments, a relationship has been drawn between actual frequency and
the rank using the logarithmic measure as presented in Fig. 6a, and the relationship
in Fig. 6b, is also drawn between ideal (Zipf's) frequency and the rank using
logarithmic measure. When a comparison was made between actual and ideal
frequencies as seen in Fig. 7, it is concluded that few words are often used and

many of the words are rarely used.
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Figure 6 (a) OCA frequencies VS Rank, (b) Ideal (Zipf's) Frequency VS Rank
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Figure 7 Comparison between Actual and Ideal frequencies VS Rank

To assess the adherence of word frequencies (i.e. the word frequency distribution
of text to Zipf’s law distribution), we used Kullback-Liebler distance measure (D«L),
this distance is asymmetric and measures the distance from a “true” probability
distribution P (Zipf's law distribution based on rank) to an arbitrary probability
distribution Q (word frequency distribution) as discussed by Rosso and Benajiba

[43]. Eq.4.2 can express this function:

Dxu (P, Q) = X, P(i).1og P(i) / Q(D) (4.2)

Where P is Zipf's law distribution and Q is word frequency distribution. For OCA
corpus the Dk obtained has been compared to the DkL resulted from Rosso and
Benajiba [43] study as presented in Table 3.
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Table 3. Comparison between Dk for OCA and Dk, for Arabic corpora by Rosso and
Benajiba [43]

Corpus Kullback-Liebler Distance
OCA 18980.41
Abu-Taib AlMoutanabbi poetry 22120.32
Newspaper articles 32836.98
A Linux Red Hat installation tutorial book 41983.44
?:\,I\I,g:;;; book of the Imam Ibnu Qayyim El 28870 38

Furthermore, it is also compared to Salhi and Yahya [44] study as presented in
Table 4. According to the comparisons between our study result and the results of
previous studies regarding DkL, we concluded that the OCA corpus has the best
DkL. Thus, OCA data set quality outperforms other Arabic data sets quality. For

this reason, we can dependably use it in SA task.

Table 4. Comparison between Dk. for OCA and Dk for Arabic corpora by Salhi
and Yahya [44]

Corpus Kullback-Liebler Distance
OCA 0.037424
Al-Quds 0.084
Ar. Wikipedia 0.100
Computing 0.143
Economics 0.134
History 0.134
Literatures 0.132
Physics Related 0.139
Medicine Related 0.136
Politics 0.128
Religions 0.139
Sports 0.106
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4.1.2 Stemming Process and ldentifying Sentiment Terms

After the preprocessing phase of OCA corpus, the opinion terms from the corpus
are decided through stemming all terms placed in OCA by using the commonly used
Standard Arabic Morphological Analyzer (SAMA) [38]. This analyzer can produce
all possible reading out of context for a given word, whereas each word lemma has
English gloss and part of speech tag. After stemming process, sentiment scores for
each term root placed in OCA is given by comparing them to large-scale Arabic
sentiment analysis lexicon (ArSenL). ArSenL has been created by [27]. ArSenL is a
big sentiment lexicon for the Arabic Language in which each word seed (lemma)
has more than one score (or posterior polarities). The English synsets were
connected to the lemma entries in the Arabic resources. Noting that, each word root
(lemma) in the lexicon have many senses or scores which are rated in the interval
of [-1..1]. For example, Table 5 presents total five ArSenL positive and negative
scores for the word: "hot" (cals).

Table 5. Five ArSenL positive and negative scores for the term: "hot" (¢Als)

Lemma by SAMA Positive scores Negative scores
SAXIN 0.375 0.25
SAXIN 0.75 0.125
SAXIn 0.5 0.375
SAXIN 0.25 0.25
SAXIN 0.125 0

In our work, we utilized ArSenL to derive one numerical score from positive scores
and one numerical score from negative scores. Then, we formulated aggregation
formulae to derive one score (or prior polarity) from the posterior scores for each

term placed in OCA as illustrated in the next section 4.1.3.
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4.1.3 Prior Polarity Computing Formulae for Term Level

In this phase, one prior sentiment score is extracted from posterior positive or
negative scores as shown in Fig 4. However, total 5 formulae (or equations) are
constructed to derive one prior sentiment score from posterior scores in two steps.
In the first step, two scores which are F (Positive Score) and F (Negative Score) are
derived from posterior scores for each word lemma using Eq.4.3 and Eq.4.4 in Table
6. Secondly, we derived unique prior polarity score from the resulted two scores of

Favg and Fuvax separately by using the Equations 4.5 — 4.9 in Table 6.

Table 6 Prior polarity computing equations

The equation Discerption Eq.#

Favg takes the average of the absolute value of
Favg = (Avg (JPositive Score|), Avg (|[Negative Score|)) | positive and negative scores independently for | (4.3)
each term.

Fmax takes the maximum of the absolute value of
Fmax = (Max (|Positive Score|), Max (|[Negative Score|)) | positive and negative scores independently for | (4.4)
each term.

Mavg_max takes the maximum score of the resultant
two scores from Favg.

Mwmax_max takes the maximum score of the resultant
two scores from Fmax.

Mavg_sub takes the difference of the resultant two
Mavg_sub= SUB(Favg) scores from Favw. That is, the subtraction of the | (4.7)
negative score from the positive score.

Mwmax_sub takes the difference of the resultant two
Mwmax_sub= SUB (Fmax) scores from Fmax. That is the subtraction of the | (4.8)
negative score from the positive score.

Mavg_avg takes the average of the resultant two
scores from Favg.

MAvgiMax = MAX(FAvg) (45)

MMafoax = MAX(FMax) (46)

Mavg_avg= AVG(Favg) (4.9)

In Eg.4.9, the negative sign is added to the negative score before taking the
average. In addition, in the Eq.4.5 and EQ.4.6, it is important to note that, a negative
sign is added to the final unique prior score if it was negative before taking the
absolute value. To nominate the best of the five equations (or formulae) of deriving
prior polarity, five OCA files based on the five formulae (Mavg_max, Mmax_max, Mavg_sub,
Mwmax sub and Mavg Avg) Were created, after that, we tested each OCA file
independently using ML methods, that is, the ANN, D-Tree and SVM classifiers.
Furthermore, the Mmax_sub formula has the best results amongst all other formulae,
in which the average F-score achieved in the term level for both positive and
negative testing classes is 0.92. Thus, the Mwvax_su» formula is certified for giving one

score for each term placed in OCA corpus.
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414 Rules

Rules designed for Arabic Language include two main situations that may change
the meaning of a word or a sentence; these are “intensification” and “negation” tools.
For example, the intensification tools in Arabic including the words “ ¢/ xS dax cdal )
sk’ can have the same usage of the word “very” in the English language. On the
other hand, the negation tools “¥ <« «a! «l” in Arabic have the same usage of the
word “not” in the English language. In our study, it is decided that for each term: (i)
in case of positive terms, if the term has intensification word before or after it, its
score will be increased to 1, while in case of negative terms, the term score is
decreased to -1. (i) If the term has negation word before it, its score will be negated,
in which the positive term becomes a negative term and the negative term becomes

a positive term.

4.1.5 Sentence Score Computing Formulae

One score for each sentence in each of the OCA documents has been computed
considering that Mwmax_sub formula has been certified for giving one score for each
term of OCA corpus. However, two versions of the corpus based on the sentence
score have been made. Whereas, in the first version each sentence score is
computed applying rules, and the second version was computed without applying
rules to make comparisons and to identify the efficiency of the rules on the
experiments result. We first of all derived two scores S (Positive term score) and S
(Negative term score) using Eq. 4.10 in Table 7. Secondly, one sentence score is
derived from the result of two scores of Swax formula by using Eq. 4.11 and Eqg. 4.12
in Table 7. To nominate the best of the two equations (Eq. 4.11 and eq. 4.12) of
deriving one sentence score, we tested each OCA file independently using ML
methods, that is, the ANN, D-Tree and SVM classifiers, therefore, the Dmax max

formula has results better than the results of Dmax_sub formulae.

48



Table 7 Sentence score computing equations

The equation Discerption Eq.#

Smax takes the maximum
absolute value of the
positive term score in the
Swmax = (Max (|Positive term Score[), Max (|Negative term Score|)) | sentence and the maximum | (4.10)
absolute value of the
negative term score in the
sentence.

DMax_Sub takes the
difference of the resultant
two scores from Swmax. That
is the subtraction of the
negative score from the
positive score.

Dmax_max takes the
maximum score of the
resultant two scores from
Swmax, and the negative sign
is added to the final
sentence score in case of
the negative term is the
maximum.

DMax_Sub: SUB(SMax) (4 11)

Dmax_Max = MAX(SMax) (412)

4.2  Arabic Sentiment Analysis Using Machine Learning (ML) Approach

Features were selected for both term and document levels independently,
considering the application and non-application of rules on both levels. Afterward,
we applied ML approach on the term and the document level of the OCA corpus.
Finally, we used three encouraging ML classifiers from SA literature, which are
SVM, ANN and D-Tree to classify OCA documents.

421 Features Extraction

Basing on the Mwmax_sub formula for computing prior polarity for each sentiment term
in OCA, features have been extracted in two levels of SA, the term level and the
document level. Whereas, we made two versions of features for each of term level
and document level, however, the first version includes all features have been
created with applying intensification and negations tools (i.e. rules) on each term
placed in OCA.

4.2.1.1 Term Level Features

Depending on the former section 4.1.3, five OCA files have been built. Each file

words assigned prior score according to the Mmax_sub formula.
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Total eight features have been selected for each OCA file independently. However,
each document in a file has been represented by a vector of total eight features, and
the total eight features are ordered as: count of positive scores, count of negative
scores, summation of positive scores, summation of negative scores, average of
positive scores, average of negative scores, first subjective score and last subjective
score. For example, Table 8 is a sample for one of the OCA files including the total
eight features. To ensure the effectiveness of our features, we omitted the last two
features (i.e. first subjective score and last subjective score), thus we have total six
features. Then, the same experiments have been repeated for them, whereas
comparisons between the testing results of both total six features and total eight

features also have been illustrated in section 4.5.1.

Table 8 Sample of one of the OCA files including the total eight features in term level

Class | CountPos | CountNeg | SumPos | SumNeg | AvgPos | AvgNeg | F_Subj | L_Subj
0 166 141 20.19 | -18.76 | 0.12 | -0.13 | 0.04 | 0.21
0 197 147 2551 | -21.94 | 0.13 -0.15 | 0.04 | -0.25
0 110 66 16.24 | -11.89 | 0.15 | -0.18 | -0.08 | 0.03
0 19 21 2.61 -4.04 0.14 | -0.19 | -0.56 | 0.04
1 61 21 5.56 -3.70 0.09 | -0.18 | 0.04 | 0.02
1 37 32 5.16 -6.00 0.14 | -0.19 | 0.04 | 0.25
1 45 27 8.29 -3.70 0.18 | -0.14 | 0.04 | 0.26

42.1.2 Document Level Features

With respect to the former section 4.1.5, we built two OCA files, each file sentences

assigned one score according to the Dvax_max and Dwmax_sub formulae.

Total seven features have been selected for each OCA file independently, the total
seven features are ordered as: count of positive sentences, count of negative
sentences, maximum score of positive sentences, maximum score of negative
sentences, first sentence score, middle sentence score and last sentence score. For
example, Table 9 is a sample for one of the two OCA files including the total seven

features. To guarantee the validation of the features, we firstly omitted the third and
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the fourth features (i.e. maximum score of positive sentences and maximum score
of negative sentences), thus we have total five features. Then, the same
experiments have been repeated for them. Secondly, we omitted the last three
features (i.e. first sentence score, middle sentence score and last sentence score),
thus we have total four features. Then, the same experiments also have been
repeated for them, whereas comparisons between the testing results of the total
seven features, the total five features and the total four features are illustrated in

section 4.5.2

Table 9 Sample of one of the OCA files including the total seven features in the sentence

level
Class | CountPos | CountNeg | MaxPos | MaxNeg | FirstScore | MiddleScore | LastScore
0 8 2 0.75 | -0.75 -0.25 -0.75 0.125
0 38 22 1 -0.875 | 0.125 0 0.125
0 6 1 0.875 | -0.5 0.5 0.75 0.125
1 1 0 0.75 0 0.75 0.75 0.75
1 1 0 0.75 0 0.75 0.75 0.75
1 1 0 0.875 0 0.875 0.875 0.875
1 1 0 0.75 0 0.75 0.75 0.75

4.2.2 Classification Task

In the classification task, we put the features vector into a format that can be
processable by each of SVM, ANN and D-Tree classifiers. According to this study
experiments, each classifier settings are presented in the previous Sections 3.1.1 —
3.1.3 respectively. Some classifiers need parameter settings, which are still a
research issue [12]. The aim of using three deferent classifiers is to prove that
decreasing the number of features decreases the value of classification results. We
applied 5-fold cross validation for testing and validation purpose to ensure that every
sample of OCA corpus has the same chance of appearing in training and validation
set [48].
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However, the preprocessed OCA corpus is divided into 5 testing files in which each
file includes 100 documents in which 50 documents are positive and 50 are
negative. The rest corpus is divided into 5 training files, so that each file contains

400 documents (200 positive and 200 negative documents).

4.3 Arabic Sentiment Analysis using Lexicon Based (LB) Approach

In our work, the LB methodology is based on the (Mmax_sub) formula to get one score
for each term, however, we applied LB approach on both of term level and document
level as illustrated in the following two subsections. However, Fig. 5 describes the
methodology of the LB approach in this study in the case of application and non-
application of rules.

4.3.1Lexicon Based Approach without Rules

We firstly used LB approach in the term level, however, we applied five aggregation
formulae for each OCA document. The aggregation formulae and their discerptions
have been presented in the Table 10.

Secondly, in the document level we also used LB approach, whereas, each
sentence score has been obtained by one of two formulae: Dmax_max and Dwmax_sus
formulae which have been illustrated in the Table 11. Then these formulae have
been applied on two versions of the OCA corpus, one version is based on Dmax_max
formula and the other version is based on Dwmax_sus formula. Each document score
is calculated by using different aggregation formulae, which are presented in
Table 12.

More details for this section and related experiments including comparing term level

resultant scores and sentence (document) level resultant scores with the OCA

labels have been discussed in section 4.5.3.
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Table 10 Term level based document score computing formulae

The formula

Description

Eq.#

DTwmax_max

Takes the maximum positive term score and the absolute value of
the maximum negative term score, then the document score takes
the maximum score of them. The negative sign is added to the
document score if the absolute value of the maximum negative
term score is bigger than maximum positive term score.

(4.12)

DTwmax_sus

Takes the maximum positive term score and the absolute value of
the maximum negative term score, then the document score takes
the subtraction of the absolute value of the maximum negative
term score from the maximum value of the positive term score

(4.13)

DTave_max

Takes the average of the positive terms scores and the average of
the negative terms scores, then the document score will be the
absolute value of the maximum of them. Negative sign is added to
the document score if (the absolute value for the average of
negative terms scores) is bigger than (the average of the positive
terms scores).

(4.14)

DTavc_sus

Takes the average of the positive terms scores and the average of
the negative terms scores, then the document score will be the
subtraction of (the absolute value for the average of negative
terms scores) from (the average value of positive terms scores).

(4.15)

DTave_ave

Takes the average of the positive terms scores and the average of
the negative terms scores, then the document score takes the
average of them.

(4.16)

Table 11 Sentence score computing formulae

The formula

Description

Dwmax_max

Takes the maximum positive term score and the absolute value
of the maximum negative term score, then the sentence score
takes the maximum score of them with considering the sign of the
sentence score in case of the absolute value of the maximum
negative term score is bigger than the maximum positive term

Score.

(4.17)

Dwmax_sus

Takes the maximum positive term score and the absolute value
of the maximum negative term score, then the document score
takes the subtraction of the absolute value of maximum negative

term score from the maximum value of the positive term score.

(4.18)
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Table 12 Sentence level based document score computing formulae

The formula

Description

DSwmax_max

Takes the maximum positive sentence score and the
absolute value of the maximum negative sentence score,
then the document score takes the maximum score of them.
The negative sign is added to the document score if the
absolute value of the maximum negative sentence score is
bigger than maximum positive sentence score.

(4.19)

DSwax_sus

Takes the maximum positive sentence score and the
absolute value of the maximum negative sentence score,
then the document score takes the subtraction of the
absolute value of the maximum negative sentence score
from the maximum value of the positive sentence score

(4.20)

DSave_max

Takes the average of the positive sentences scores and the
average of the negative sentences scores, then the
document score will be the absolute value of the maximum
of them. Negative sign is added to the document score if (the
absolute value for the average of negative sentences
scores) is bigger than (the average of the positive sentences
scores).

(4.21)

DSave_sus

Takes the average of the positive sentences scores and the
average of the negative sentences scores, then the
document score will be the subtraction of (the absolute value
of the average of negative sentences scores) from (the
average value of positive sentences scores).

(4.22)

DSave_ave

Takes the average of the positive sentences scores and the
average of the negative sentences scores, then the
document score takes the average of them.

(4.23)

4.3.2 Lexicon Based Approach with Using Rules

In this section, intensification and negation methods have been applied on each

term as previously presented in Fig. 5. Then we got each sentence score according

the Dmax_max and Dwmax_sus formulae. Finally, each document score was computed

according to four techniques, which are: last sentence score, first sentence score,

average of the last three sentences scores and average of the first three sentences

scores. All the results of the LB approach with and without using rules have been

compared to identify the best LB SA formulae can be used for SA in Arabic
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Language, and to illustrate the effectiveness of using rules in both term and
document levels of Arabic SA.

4.4 Evaluation Measures

The objective of classification task is to find the best formula for Arabic SA task in
the Arabic Language and to prove the efficiency of the features by showing how
classification results are decreased when the number of features is decreased with

consideration of application and non-application of the rules.

We used three commonly used metrics in the literature by El-Halees [26], Badaro et
al. [27] and Al-Azani and EI-Alfy [45] which are Precession, Recall, and F-score. The
equations representing these metrics are listed in Table 13. The average of F-scores

is used in comparing all the results of the classification in our experiments.

Table 13. Evaluation measures

Evaluation measures The equations Eq.#
Precession for positive _ t iti
Precession = - .r:e‘pfsfl lwe = (4.24)
Classes rue_positive alse_positive

Precession for negative true_negative

Precession = : . (4.25)
classes true_negative + false_negative
. true_positive
Recall for positive classes Recall = Tuep . (4.26)
true_positive + false_negative
. true_negative
Recall for negative classes Recall = °-N°8 — (4.27)
true_negative + false_positive
2 * Precisi Recall
F-score F-score = —————>00" 7€%2 (4.28)

Precision + Recall

4.5 Experimental Results and Evaluation

In this study, we focused on sentiment analysis at term level and document level for
Arabic Language. However, two main approaches used in the literature have been

applied which are ML approach and LB approach.
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Moreover, the rules also have been applied to see how they can effect on the
classification experiments in both SA levels.

To achieve our goal from this study, our experiments have been done in the
following steps: (i) Using Zipf's law for measuring the OCA corpus quality. Then,
preprocessing of OCA corpus by omitting unnecessary terms like numbers and
punctuations, moreover deciding the opinion terms from the corpus by using the
large scale Arabic sentiment analysis lexicon (ArSenL). Whereas, each word root
(lemma) in the lexicon have many senses or scores which are rated in the interval
of [-1...1]. (i) Computing one positive or negative score (prior polarity) from many
scores (posterior polarities) for each opinion word in OCA corpus by creating
different aggregation formulae. (iii) Extracting features based on the term level and
features based on the document level with applying and without applying rules in
the term level, whereas the document level is based on the term level. (iv) Applying
ML approach by using ML classifiers, which are ANN, D-Tree, and SVM. However,
the results of the three classifiers are used to: Firstly, prove the efficiency of our
features by proving that, decreasing the number of features decreases the
classification results. Secondly, to nominate the best formula can be used for
computing prior polarity from posterior scores in the term level, and best formula
can be used for computing document score in the document level of SA at Arabic
Language. (v) Applying LB approach in both term and document levels by using
different formulae based on aggregating functions like maximum, average and
subtraction. However, the intensification and negations rules have been used in the
LB approach experiments. The results of the LB approach have been used to
identify the best formulae can be used with term level and document level of LB SA
at Arabic Language, and to illustrate the effectiveness of using rules in both term
and document levels of Arabic SA. (vi) Comparing the results of each approach and
also comparing final results of both approaches by using F-score metric.

This section is ordered as follows: section 4.5.1 discuss computing prior polarity for
each term in the OCA corpus by using different features and formulae. However,
applying and not applying rules on each term is considered, then using the results
of the ML classifiers to nominate the best formula, the best classifier and the best

number of features in the term level.
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Section 4.5.2 discuss computing each sentence score in each document of the OCA
corpus by using different features and formulae with applying and without applying
rules for each term, then, using the results of the ML classifiers to nominate the best
formula, the best classifier and the best number of features in the document level.
In section 4.5.3, firstly, LB approach has been applied on the term level in which
rules have not been used, then different aggregation formulae have been used to
compute each document sentiment score, and finally, the results of applying each
formula have been compared to nominate the best of them. Secondly, LB approach
has been applied on the document level, and also without using rules, then different
aggregation formulae have been applied to compute document sentiment score,
finally, the results of applying each formula have been compared to nominate the
best formula. While in section 4.5.4, the LB approach has been applied by using
rules for each term. Then each sentence score has been computed by using the
Dwmax_max and Dwmax_sus formulae. Finally, each document score has been computed
according to four techniques that have been compared to nominate the most
effective of them. In section 4.5.5, the best results summary of both ML approach

and LB approach have been discussed.

4.5.1Experiment A: Term Level Sentiment Analysis using Machine Learning

Approach

We applied this experiment firstly without using rules, then with applying them on

the term level.

451.1 Without Rules

e Objective: Firstly, we aim at this experiment to nominate the best formula of
computing term level score by comparing the results of using ML classifiers (ANN,
D-Tree, and SVM) to classify each OCA document with considering the number of
used features (8 or 6 features) in each document. However, each OCA document is
based on different formula. Secondly, proving the efficiency of our features by

decreasing their number.

o Method: (i) Each word root (lemma) in the OCA corpus have many senses or
scores which are rated in the interval of [-1...1]. At this stage, one positive or
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negative score (prior polarity) has been computed from many scores (posterior
polarities) for each opinion word in the OCA corpus by using the 5 aggregation
formulae that have been illustrated in section 4.1.3. The aggregation formulae are
Mavg_Max, MMax_max, Mavg_max, Mavg_sub, Mmax_sub, Mavg_avg. (ii) Total eight features have
been selected for each OCA file independently. The total eight features are ordered
as count of positive scores, count of negative scores, summation of positive scores,
summation of negative scores, average of positive scores, average of negative
scores, first subjective score and last subjective score. To ensure the effectiveness
of our features and the testing methods, we omitted the last two features (i.e. first
subjective score and last subjective score), thus we have six features. Now we have
10 OCA files (i.e. 5 files of total 8 features and 5 files of total 6 features) in which
each file is based on one of the five formulae. (iii) We applied 5 fold cross validation
for training and testing purpose on each of the 10 files. (iv) Then the ML approach
(ANN, D-Tree, and SVM classifiers) has been applied on each of the 10 files to
nominate the best formula for computing prior polarity for each Arabic word. (V)
Precision and recall metrics have been used to calculate F-Score measure, then we
calculated the average of F-Score measure for results of five folds of positive training
classes, positive testing classes, negative training classes, and negative testing

classes to present the numbers shown in the next tables.

o Results: The results are presented in Tables 14 -16.

Table 14 Average of performance by using total 8 and 6 features with ANN classifier

Positive classes Negative classes
Formulae | F_score for F-score for F-score for F-score for
training data testing data training data testing data

Mwmax_Max 0.78 0.89 0.76 0.88
g Mavg_Max 0.79 0.87 0.76 0.87
% Mavg_sub 0.77 0.84 0.73 0.84
; Mwax_sub 0.81 0.92 0.79 0.92
Mavg_Avg 0.77 0.86 0.75 0.85
Mwmax_Max 0.73 0.80 0.72 0.79
g Mavg_Max 0.75 0.84 0.71 0.81
% Mavg_sub 0.72 0.80 0.70 0.80
t Mmax_sub 0.74 0.78 0.71 0.77
Mavg_Avg 0.74 0.82 0.70 0.81
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Table 15 Average of performance by using total 8 and 6 features with SVM classifier

Positive classes Negative classes
Formulae | p.score for F-score for F-score for F-score for
training data testing data training data | testing data
Mmax_Max 0.70 0.58 0.48 0.48
g Mavg_Max 0.68 0.61 0.47 0.49
% Mavg_sub 0.67 0.63 0.53 0.39
35 MMax_sub 0.74 0.60 0.60 0.56
Mavg_avg 0.66 0.68 0.51 0.53
Mmax_max 0.67 0.55 0.45 0.47
g Mavg_Max 0.67 0.60 0.45 0.43
% Mavg_sub 0.67 0.63 0.51 0.41
LQI; MMax_sub 0.74 0.57 0.57 0.55
Mavg_avg 0.66 0.66 0.49 0.57

Table 16 Average of performance by using total 8 and 6 features with D-Tree classifier

Positive classes Negative classes
Formulae ["E.score for F-score for F-score for F-score for
training data testing data | training data testing data

Mmax_Max 0.75 0.75 0.69 0.76
a Mavg_Max 0.76 0.77 0.72 0.76
% Mavg_sub 0.72 0.75 0.69 0.77
g Mmax_sub 0.72 0.77 0.72 0.78
Mavg_avg 0.75 0.76 0.68 0.77
Mmax_Max 0.74 0.67 0.58 0.61
a Mavg_Max 0.74 0.69 0.58 0.62
% Mavg_sub 0.69 0.68 0.56 0.60
g Mmax_sub 0.71 0.70 0.58 0.60
Mavg_avg 0.73 0.72 0.56 0.61

o Discussion: By comparing the results of the three ML classifiers in the tables,
three conclusions were reached. Firstly using 8-features performs better than using
6-features in the three tables. The second conclusion is that the results of ANN
classifier in Table 14 outperforms both the results of SVM classifier in Table 15 and
that of D-Tree classifier in Table 16. Lastly, Mwvax_sub formula has the best results
amongst the employed formulae in Table 14 in which the average F-score achieved

in the term level for positive testing classes was 0.92, and same value was obtained
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for the negative classes as well. So the Mwmax_sub formula is credited to be used in all

future experiments in order to get better one score for each Arabic sentiment term.

451.2 With Rules

o Objective: To identify the effectiveness of applying rules in term level of SA
by using the ML approach.

o Method: From the previous experiment the Mwax_sub formula is credited to be
used for calculating one sentiment score for each term and the total 8 features are
also credited to be used in the term level experiment of ML approach. To do this
experiment, (i) The score for each term has been calculated by using Mwmax_sub
formula. (i) Then rules have been applied for each term. (iii) 5-fold cross validation
has been applied for training and testing purpose on the file that has been based on
Mwmax_sub formula. (iv) Then the ML approach (ANN, D-Tree, and SVM classifiers)
has been applied on the same file to see the effectiveness of the rules on the
classification results compared to the previous results of not applying rules. (v) The
average of the F-Score measure has been calculated for the results of the five folds
of positive training classes, positive testing classes, negative training classes, and

negative testing classes to present the numbers shown in the next table.

o Results: Results are presented in the following Table 17.

Table 17. Average of performance for using total 8 features with applying rules with the

ML classifiers in the term level

Positive classes Negative classes
Classifier F-sppre for F-sqore for F-sppre for F-sqore for
training data | testing data | training data | testing data
ANN 0.78 0.91 0.77 0.91
D-Tree 0.71 0.80 0.65 0.80
SVM 0.66 0.58 0.54 0.37
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e Discussion: The results of the ANN classifier outperform the results of the SVM
and D-Tree classifiers, and the results of non-application of rules in Table 14
outperform the results of application of rules in Table 17 specifically in the case of
applying Mwvax_sub formula and a total of 8 features in both experiments. For example,
the F-score average in positive and negative classes for testing data in Table 14 is
0.92. While the F-score average in positive and negative classes for testing data in
Table 17 is 0.91.

4.5.2 Experiment B: Document Level Sentiment Analysis Using Machine

Learning Approach

We applied this experiment firstly without using rules, then with using rules on the

document level.

4521 Without Rules

e Objective: We aim at this experiment to identify the best formula of computing
one score for each sentence in the document. In addition, to see the efficiency of
the features by decreasing their number in the classification task of the document

level.

e Method: (i) Itis proved in the first experiment of section 4.5.1.1 that the Mwax_sub
formula is credited to compute one sentiment score (prior polarity) for each
sentiment term. However, one positive or negative score (sentence polarity) has
been computed from many terms scores for each sentence in the OCA corpus by
using the 2 aggregation formulae in section 4.1.5 which are Dmax_sub and Dmax_max
formulae. (ii) For each file we extracted total seven features which are in order: count
of positive sentences, count of negative sentences, maximum score of positive
sentences, maximum score of negative sentences, first sentence score, middle
sentence score and last sentence score. To ensure the effectiveness of the features
and the testing methods, we firstly omitted the third and the fourth features (i.e.
maximum score of positive sentences and maximum score of negative sentences),
thus we have five features. secondly, the last three features (i.e. first sentence score,
middle sentence score and last sentence score) have been omitted, thus we have
four features. Now we have 6 OCA files in which 3 files are based on Dwmax _sub
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formula and the other 3 files are based on Dwax max formula. (iii) 5-fold cross
validation has been applied for training and testing purpose on each of the 6 files.
(iv) Then the ML approach (ANN, D-Tree, and SVM classifiers) have been applied
on each of the 6 files to nominate the best formula for computing one score for each
Arabic sentence in a document. (v) We calculated the average of the F-Score
measure for results of the five folds of positive training classes, positive testing
classes, negative training classes, and negative testing classes to show the

numbers shown in the next tables.

e Results: Results are presented in Tables 18 - 19.

Table 18 Average of performance of using total 7, 5 and 4 features based on Dwax_max

formulae in the document level without rules

Positive classes Negative classes
Classifier | F.score for | F-scorefor | F-score for | F-score for
training data | testing data | training data | testing data
o | ANN 0.78 0.93 0.78 0.92
% D-Tree 0.71 0.87 0.68 0.88
t SVM 0.60 0.79 0.63 0.82
3 | ANN 0.77 0.93 0.77 0.92
‘% D-Tree 0.76 0.87 0.71 0.88
5 SVM 0.61 0.82 0.63 0.85
% | ANN 0.67 0.87 0.60 0.84
% D-Tree 0.65 0.75 0.58 0.76
- SUM 0.58 0.79 0.57 0.83
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Table 19 Average of performance of using total 7, 5 and 4 features based on Dmax_sub

formulae in the document level without rules

Positive classes Negative classes
Classifier | p.score for | F-score for | F-score for | F-score for
training data | testing data | training data | testing data
o ANN 0.73 0.90 0.70 0.89
% D-Tree 0.64 0.81 0.64 0.88
~ SVM 0.59 0.79 0.62 0.82
4 ANN 0.71 0.86 0.71 0.87
% D-Tree 0.64 0.80 0.65 0.86
5 SVM 0.60 0.78 0.60 0.81
o ANN 0.68 0.86 0.61 0.85
% D-Tree 0.52 0.78 0.63 0.82
s SVM 0.57 0.79 0.57 0.82

Discussion: Comparisons between the results of the three ML classifiers in the two
tables can make three conclusive result statements. The first conclusion is that
using total 7 features is better than using a total of 5 or 4 features in both tables.
The second conclusion is that ANN gives better results than SVM and D-Tree in
both tables, which was based on a total of 7 features. The last conclusive statement
is that the ANN classifier results based on the Dwmax_max formula in Table 18 have
better result output than the ANN classifier results based on Dwax_sub formula in
Table 19. Therefore, the Dwmax max formula is recommended to be used when the

need to getting one score for each Arabic sentiment sentence is needed.

45272 With Rules

e Obijective: Identifying the effectiveness of applying rules in document level of SA
by using the ML approach.

e Method: From the previous experiment, the Dwmax max formula is credited to be
used in getting one score for each Arabic sentiment sentence, and the total 7-
features are also credited to be used in this document level experiment of ML
approach. To do this experiment, (i) Rules have been applied for each term in the

document. (ii) The score for each sentence has been calculated by using Dmax_max
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formula. (iii) Total seven features have been extracted which are in order: count of
positive sentences, count of negative sentences, maximum score of positive
sentences, maximum score of negative sentences, first sentence score, middle
sentence score and last sentence score. (iv) 5-fold cross validation has been applied
for training and testing purpose on the file which is based on Dmax max formula. (v)
The ML approach (ANN) is applied on the file to see the effectiveness of the rules
on the classification results compared to the previous results of not applying rules.
(vi) We calculated the average of the F-Score measure for the results of the five
folds of positive training classes, positive testing classes, negative training classes,
and negative testing classes to present the numbers shown in the next table.

e Results: Results are presented in Table 20.

Table 20. Average of performance of using total 7 features with applying rules based on

Dwmax_max formulae in the document level

Positive classes Negative classes
- F-score for F-score for F-score for F-score for
Classifier > _ o _
training data testing data training data testing data
ANN 0.81 0.94 0.78 0.93

Discussion: The results of applying rules in the document level are compared to
the results of non-application of rules in the Table 18 of the previous section,
especially when Dwax_max formula for sentence score computing and total 7 features
are used. For example, the average F-score in positive classes for testing data in
Table 18 is 0.93. While the average F-score in positive classes for testing data in
case of applying rules is 0.94 in Table 20, and the average F-score in negative
classes for testing data in Table 18 is 0.92. While the average F-score in negative
classes for testing data when rules are applied is 0.93 in Table 20. From the results
in section 4.5.1 and section 4.5.2, we conclude that the effectiveness of the rules

appears clearly in the document level rather than in the term level of Arabic SA.
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4.5.3 Experiment C: Sentiment Analysis Using Lexicon Based Approach
without Rules

We applied this experiment without using rules firstly in the term level, then in the

document level.

45.3.1 Term Level Experiment without Rules

e Objective: Nominating the most effective formula for computing document

sentiment score by comparing the performance of different formulae.

e Method: It is proved in the first experiment that the Mwax suw formula is
nominated to calculate one sentiment score for each sentiment term, however we
did our experiment in the following steps: (i) One sentiment score is calculated for
each term in the OCA corpus using the Mwmax_sub formula. (ii) 5-fold cross validation
has been applied to ensure that every sample of the OCA has the same chance of
appearing in the calculations. (iii) Each document score has been calculated by
using different aggregation formulae that have been presented in Table 10. The
aggregation formulae are DTwmax max, DTwmax sus, DTave max, DTave sus, and
DTave_ave. (iv) We tried to enhance results by calculating one sentiment score for
every term in the OCA using the Mwmax_sub formula in which each [term score| >= 0.3.
Then we repeated step 3. (v) We also tried to enhance results by calculating one
sentiment score for every term in the OCA using the Mwmax_sub formula in which each
|term score| >= 0.5. Then we repeated step 3. (vi) We used precision and recall
metrics to calculate F-Score metric, then we calculated the average of the F-Score
measure for the results of the five folds of positive training classes, positive testing
classes, negative training classes, and negative testing classes to present the

numbers shown in the next tables.

e Results: Results are presented in Tables 21 - 25.
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Table 21. Average of performance of using DTwax_max formula

Positive classes

Negative classes

Term score based on

Muwax_sub fOrmula

F-score for testing
data

F-score for testing

data

term score

0.67 0.27
[term score| >= 0.3 0.67 0.27
[term score| >= 0.5 0.66 0.27

Table 22. Average of performance of using DTwvax_sus formula

Positive classes

Negative classes

Term score based on

Mwmax_sub fOrmula

F-score for testing

data

F-score for testing

data

term score

0.67 0.27
[term score| >= 0.3 0.67 0.27
[term score| >= 0.5 0.66 0.27

Table 23. Average of performance of using DTave_max formula

Positive classes

Negative classes

Term score based on

Muwax_sub fOrmula

F-score for testing

data

F-score for testing

data

term score

0.59 0.33
[term score| >= 0.3 0.52 0.51
[term score| >= 0.5 0.55 0.49
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Table 24. Average of performance of using DTave_sus formula

Positive classes

Negative classes

Term score based on

MMax_Sub formula

F-score for testing

data

F-score for testing

data

term score 0.59 0.33
[term score| >= 0.3 0.52 0.51
[term score| >= 0.5 0.55 0.49

Table 25 Average of performance of using DTave ave formula

Positive classes

Negative classes

Term score based on

F-score for testing

F-score for testing

Mwmax_sub fOrmula data data

term score 0.59 0.33
[term score| >= 0.3 0.52 0.51
[term score| >= 0.5 0.55 0.49

e Discussion: It is notable that: (i) The results of positive classes in the Table 21
and in the Table 22 are acceptable, but the results of negative classes in both tables
are not acceptable. Although we tried to enhance results by calculating one
sentiment score for every term in the OCA by using the Mwmax_sub formula in which
the absolute value of each term is >= 0.3 or the absolute value of each term >= 0.5,
there is no notable change in the results of both tables. It is concluded from the
Table 21 and from the Table 22 that in the term level of Arabic SA, the DTwmax_max
formula and the DTwmax_sus formula are not dependable in the computing of the
document score. (ii) The results of positive and negative classes in the Table 23,
Table 24 and Table 25 are acceptable. Although we tried to enhance results by

calculating one sentiment score for every term in the OCA by using the Mmax_sub
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formula in which the absolute value of each term is >= 0.3 or the absolute value of
each term >= 0.5, it is notable there is a small enhancement of the results in the
three tables. It is concluded from the results in Tables 21 - 25 that the applying of
DTwmax_max, DTwmax sus, DTave max, DTave sus, and DTave ave formulae is not
enough, for this reason, in the next section our experiment has been done in the

document level rather than term level.

4.5.3.2 Document Level Experiment without Rules

e Objective: Extracting the most effective formulae for computing document
sentiment score between five aggregation formulae by comparing their performance

in the document level, and without applying rules.

e Method: (i) Mmax_subformula is used to compute one score (prior polarity) for each
sentiment term. (ii) For each sentence in the document, one positive or negative
score (i.e. sentence polarity) from many terms scores in each sentence in the OCA
corpus has been computed by using the 2 aggregation formulae in section 4.1.5
which are Dwmax_sub and Dwmax_max formulae. (iii) 5-fold cross validation is applied to
ensure that every sample of the OCA corpus has the same chance of appearing in
the calculations. (iv) Each document score is calculated by using different
aggregation formulae which are presented previously in Table 12. The aggregation
formulae are DSwax_max, DSwmax sus, DSave max, DSave sus, and DSavc ave. (V)
Precision and recall metrics are used to calculate F-Score metric. Then we
calculated the average F-Score measure for the results of the five folds of positive
training classes, positive testing classes, negative training classes, and negative
testing classes to present the numbers shown in the next tables. (vi) The Dwax_max
formula has better results than Dwax_sun in the ML approach experiments in this
study. However, we tried to enhance results by calculating one sentiment score for
each sentence in the OCA corpus by using Dwmax max formula, in which each
|sentence score| >= 0.3, then we repeated step 4 and step 5. (vii) We also tried to
enhance results by calculating one sentiment score for each sentence in the OCA
corpus using the Dwvax_max formula in which each |sentence score| >= 0.5, then we

repeated step 4 and step 5.

e Results: The results are presented in Tables 26 - 31.
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Table 26 Average of performance of using DSwmax_max formula

Positive classes

Negative classes

Sentence score based on

Dwmax max formula

F-score for testing

data

F-score for testing

data

sentence score 0.67 0.27
|sentence score| >= 0.3 0.67 0.27
|sentence score| >= 0.5 0.66 0.27

Table 27 Average of performance of using DSuax_sus formula

Positive classes

Negative classes

Sentence score based on

Dwvax_max formula

F-score for testing

data

F-score for testing

data

sentence score 0.67 027
|sentence score| >= 0.3 0.67 0.27
|sentence score| >= 0.5 0.66 0.27

Table 28 Average of performance of using DSave_wax formula

Positive classes

Negative classes

Sentence score based on

Dwmax_max formula

F-score for testing

data

F-score for testing

data

sentence score 0.60 0.51
|sentence score| >= 0.3 0.65 0.42
|sentence score| >= 0.5 0.66 0.40
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Table 29 Average of performance of using DSave sus formula

Positive classes

Negative classes

Sentence score based on

F-score for testing

F-score for testing

Dwmax_max formula data data

sentence score 0.60 0.51
|sentence score| >= 0.3 0.65 0.42
|sentence score| >= 0.5 0.66 0.40

Table 30 Average of performance of using DSave_ave formula

Positive classes

Negative classes

Sentence score based on

Dwvax_max formula

F-score for testing

data

F-score for testing

data

sentence score 0.60 0.51
|sentence score| >= 0.3 0.65 0.42
|sentence score| >= 0.5 0.66 0.40

Table 31 Average of performance of using Dwax_sub formula for calculating each sentence

score
Positive classes Negative classes
Formulae F-score for testing F-score for testing
data data
DSwmax_max 0.60 0.34
DSwax_sus 0.60 0.34
DSave_max 0.52 0.48
DSave_sus 0.52 0.48
DSave_ave 0.52 0.48
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e Discussion: (i) The results in Table 26 and the results in Table 27 of positive
classes are acceptable, but it is not acceptable in the negative classes. Therefore,
it is concluded that the DSmax_max and DSwvax_sus formula are not dependable in the
computing of document score of Arabic SA. (ii) In the case of not applying |sentence
score| >= 0.3 and |sentence score| >= 0.5 on the document score result, the results
in Tables 28 - 30 are acceptable for positive and negative classes. However, it is
concluded that the DSave_max, DSave_sus and DSave_ave formulae can be used for
computing of document score of Arabic SA but there is a need to enhance their
performance, for this reason, rules and new formulae will be applied in the next
experiment. (ii) Moreover, it is notable that the results of Table 31 are not
dependable, so it is concluded that using Dwmax max formula is better than using
Dwmax_sub formula in the computing of sentence score in the document level of Arabic

SA without applying rules.

4.5.4Experiment D: Sentiment Analysis Using Lexicon Based Approach with

Applying Rules in the Document Level

e Objective: Enhancing the results of computing each document score by applying
rules on each sentiment term in the OCA corpus and nominating the most effective
formulae for computing document sentiment score between new four formulae, by

comparing their performance.

e Method: (i) Mmax_sus formula has been used to compute one score (prior polarity)
for each sentiment term. (i) Rules have been applied on each term of the
preprocessed OCA corpus. (iii) One positive or negative score (i.e. sentence
polarity) from many terms scores in each sentence in the OCA corpus has been
computed by using the 2 aggregation formulae in section 4.1.5 which are Dwax_sub
and Dwax max formulae. (iv) 5-fold cross validation is applied to ensure that every
sample of the OCA corpus has the same chance of appearing in the calculations.
(v) Each document score is calculated by using different formulae which are last
sentence score, first sentence score, average of the last three sentences, and
average of the first three sentences. (vi) Precision and recall metrics are used to
calculate F-Score metric, then we calculated the average of the F-Score measure

for the results of the five folds of positive training classes, positive testing classes,
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negative training classes, and negative testing classes to present the numbers

shown in next tables.

e Results: Results are presented in Tables 32 and 33.

Table 32 Average of performance of using Dwax max formula for calculating each sentence

score with applying rules on each term

Positive classes Negative classes
F-score for testing F-score for testing
Formulae
data data
Last sentence score 0.68 0.47
First sentence score 0.68 0.47
Average of last 3 sentences 0.61 0.27
Average of first 3 sentences 0.68 0.36

Table 33 Average of performance of using DMax_Sub formula for calculating each

sentence score with applying rules on each term

Positive classes Negative classes
F-score for testing F-score for testing
Formulae
data data
Last sentence score 0.43 0.28
First sentence score 0.64 0.55
Average of last 3 sentences 0.59 0.44
Average of first 3 sentences 0.63 0.53

e Discussion: The results in Table 32 of positive classes are acceptable, but it is

not acceptable for the negative classes. Therefore, it is concluded that it is not
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dependable that using Dwmax Max formula for calculating each sentence score with
applying rules on each term, and then applying the four formulae for calculating
document score. In Table 33 the results positive classes and negative classes are
acceptable just in case of using Dmax_sub formula for calculating each sentence score
with applying rules on each term, and then applying the First sentence score
formulae for calculating document score. Finally, in the LB approach the best
method result is of using Dmax_sub formula for calculating each sentence score with
applying rules on each term, and then applying the First sentence score formulae

for calculating document score.

455 Results Summary

The best results summary of both ML and LB approaches are discussed in the
next two subsections.

4551 Summary of ML Approach Results

Itis seen that the average performance results are presented in Table 34. In general,
we can observe that the average of F-score for testing data is better than that of
training data due to the size of testing data, which is smaller than that of training
data (i.e. 400 documents for training and 100 documents for testing) and this is

noticeable in literature, especially in text classification task.

In the term level of Arabic SA, the best results are obtained by using Mwmax_sub
formula to compute each term prior polarity score, then, applying total of 8 features
with ANN classifier.

While, in the document level, the best results are obtained by applying Dmax_max
formula for computing sentence score then, using total 7 features with ANN
classifier. In other words, the best results are achieved by firstly, the application of
rules for each term, then computing each sentence score using the Dwvax_max formula,

and lastly, using a total of 7 features and an ANN classifier in the document level.
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Table 34 Average of performance by (i) using total 8 features and ANN classifier in the
term level with applying Mwmax_sub formula for prior polarity computing, (i) using total 7
features and ANN classifier in the document level with applying Dwmax_max formula for

sentence score computing.

Applying /| Positive classes Negative classes
without
applying F-score F-score F-score F-score
SA levels rules for for for for
training testing training testing
data data data data
Without
applying 0.81 0.92 0.79 0.92
Term level rules
Applying 0.78 0.91 0.77 0.91
rules
Without
applying 0.78 0.93 0.78 0.92
Document rules
level
Applying 0.81 0.94 0.78 0.93
rules

To evaluate the results of our study with respect to studies in literature, the best
results obtained by Rushdi-Saleh et al. [23] are compared with our best results . It
is important noting that OCA corpus and ML approach are used in both studies, and
the best results are related to Recall, Precision and F-score evaluation metrics.
Although Recall of Rushdi-Saleh’ study (0.95) is better than the Recall of our study
(0.93), the Precision of our study (0.94) is better than the Precision of of Rushdi-
Saleh’ study (0.87), and that for F-score of our study (0.94) outperforms that of
Rushdi-Saleh’s study (0.91). In general, the results of this study are better than the

results of Rushdi-Saleh’s study.

4.5.5.2 Summary of Lexicon Based Approach Results

In the LB approach, the average of performance results (F-Score average) has been
presented in the Table 35 and illustrated as follows: (i) The best results are gained
without applying rules on both term and document levels of SA. However, in the

term level DTave_max, DTave_sus, Or DTave ave formulae (that have the same results)

74



have been used for document score computing. While in the document level
Dwmax_max formula has been used for sentence score computing, then DSavc max,
DSave_sus, or DSave_ave formulae (that have the same results) have been used for
document score computing. (i) With applying rules on each term, then using
Dwmax_sun formulae for sentence score computing and the first sentence score

formulae has been used for document score computing.

Table 35 Average of performance (i) without applying rules on both term and document

levels. (ii) Applying rules on document level.

Positive Negative
Applying / without classes classes
applying rules SA levels F-score for | F-score for
testing testing
data data
Term Level 0.55 0.49
Without applying rules
Document 0.60 0.51
Level
Applying rules pocumel 0.64 0.55
Level ' .

Discussion: When the Table 34 and the Table 35 results are observed, it is
concluded that: (i) In the ML approach the best results are achieved by applying
rules for each term, then computing each sentence score by Dwax_max formula, and
finally using total 7 features with and ANN classifier in the document level. (ii) In the
LB approach the best results are achieved by applying rules for each term, then
computing each sentence score by Dwax_sun formula, finally, using first sentence
score formulae for document score computing. However, the ML approach
comparisons of the best results are presented in Fig. 8. And the LB comparisons of

the best results are presented in Fig. 9
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5. Conclusion

We aimed to enhance term level sentiment score by creating a new success formula
to compute one prior polarity score for each sentiment term in this research study.
Secondly, to enhance the performance results of both term and document levels at
Arabic sentiment analysis by investigating the most successfully ML classifier to
prove the efficiency of the features and to classify opinion documents. Finally,
implementation of ML and LB approaches with rules together to improve obtained
SA performance values. To achieve our aims of this study, the following steps are

followed:

(1) The opinion terms were decided from the corpus by using ArSenL, where,
each word root (lemma) in the lexicon have many senses or scores that are
rated in the interval of [-1...1]. One positive or negative score (prior polarity)
from many scores (posterior polarities) was computed for each opinion word
placed in the OCA corpus by creating different aggregation formulae.
However, the Mwvax_sub formula has the best results compared to the other
formulae results. Therefore, the Mwmax_sub formula is recommended for use
when the need to getting only one score for each Arabic sentiment term
arises.

(i) Features have been extracted based on the term level and document level
with application and non-application of rules in the term level, where the
document level is based on the term level. However, it is concluded that
increasing number of features gives better results in both term level and

document levels.

The main findings achieved by our study are that, (i) ANN classifier is nominated as
the best classifier in proving the efficiency of the features in both term and document
levels of Arabic SA. In which the average F-score achieved in the term level for both
of positive and negative testing classes is 0.92, however, in the document level, the
average F-score for positive testing classes is 0.94, and 0.93 in the negative

classes. Moreover, (ii) by comparing our study with studies in literature, and using
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F-score as evaluation measure, it is observed that, the best result of our study (0.94)
outperforms the best result (0.91) of Rushdi-Saleh et al. [23], whereas, OCA corpus
and ML approach are used in both studies. On the other hand of applying LB
approach, (iii) the best results are achieved by applying rules for each term, then
computing each sentence score by Dwvax_sub formula, and finally, using first sentence

score formulae for document score computing.

In general, the integration of rules with both ML and LB approaches has enhanced
their experiment results; however, the ML approach results are better than LB

results.

When all findings obtained from the experiments are considered, the main
contributions of this work may be that one prior polarity is computed for each Arabic
sentiment term; moreover, it is found that there is no previous study in Arabic SA
that is interested in computing prior polarity from posterior polarities. Lastly, rules
were integrated with both ML and LB approaches in the SA for the Arabic Language,

and a comprehensive comparison between the results has been made.

For future work, we aim at enhancing the results of the LB approach by trying
different formulae and different rules. Finally, integrating the LB approach to the ML

approach with the application of rules in both approaches.
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APPENDEX 1: Samples from the OCA Database of Sentiment

Words based on Mwax_sub Prior Polarity Computing Formula

Positive Words with Applying Rules
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Negative Words with Applying Rules
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Positive Words without Applying Rules
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Negative Words without Applying Rules
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APPENDEX 2: Samples of Intensification and Negation Words in

Arabic Language

Intensification Words

L)l
Mad
Lolai
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Negation Words

o

L
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