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ONSOZ

Teknolojinin gelisimi ile birlikte bilisim suglarinin arttig1 goéz ardi edilemez bir
gercektir. Ozellestirildiginde ise intihal bu suglar arasinda en yaygin bilisim
suglarindan birisidir. Bu c¢aligma vasitasiyla bilisim sistemleri kullanilarak en
basitinden intihali tespit etme ve engelleme amaglanacaktir. Bu hedefe ulagsmada
Dogal Dil Isleme ve makine &grenme algoritmalar1 sonucuna gére arastrmanin

basarili olup olmadig1 hususunda gozlemler yapilmstir.

Cumhuriyet tarihi boyunca oOncelikle bir kadin olarak ilimle bu glnlere
gelmemizi; dolayisiyla bu ¢alismay1 yapabilmemi saglayan ilk olarak basogretmen
Mustafa Kemal ATATURK’e minnetlerimi sunar, bu tez c¢alismasini yiriitmede
yardimlarini ve katkilarini higbir zaman esirgemeyen danisman hocam, Dr.Ogr.Uyesi
Biilent TUGRUL’a ve her kosulda beni destekleyen, yanimda olan sevgili aile

fertlerime ve arkadaslarima tesekkiir ederim.
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1. GIRIS

1.1. Problem ve Onlem

Biligim sistemleri teknolojinin gelismesiyle hayatimizin her alaninda var
olmustur ve olmaktadir. Yeni sug tirleri kendini gostermekte, suclular teknolojiye
ulasarak yasa dis1 faaliyetlerine devam etmektedirler. Incelediginde dzellikle bilisim
sistemlerini kullanarak su¢ islemede biiyiikk bir artis bulunmus; Turkiye'de de
diinyada oldugu gibi, bilisim sistemlerine karsi ve bilisim sistemleri kullanarak suc
isleme, kolluk ve yargi mercilerinin hemen her giin yiiz yiize geldigi sug tdrleri

icinde yer almaktadir. Bilisim Suglar (i¢ baslikla gruplandirilir;

1. Hedef Olarak Bilisim Sistemleri: Yetki olmadan erisim saglama, Servis dis1
birakma, verilere zarar verme, vb.,

2. Bilisim Baglantili Suglar: Kredi kart1 ve internet bankaciligi dolandiriciligt,
telif haklari ihlali vb.,

3. Bilisim Vasitali Normal Suglar: Uyusturucu trafigi, kara para aklama, hakaret,

teror propagandasi, vb.dir (EKizer, 2014).

Gundmiz bilgi teknolojisi ¢aginda, herhangi bir bilgiye erisim o kadar zor
olmamaktadir. Kullanici, bilgiye diinyanin her yerinden 7/24 ulasabilir. Ancak
bilginin kullanimiyla birlikte kotiiye kullanimi da arttigindan, bazi yazarlar diger
yazarlarin eserlerini kii¢iik degisikliklerle kendi adlariyla yaymlamaktadir (Soni,
2018). Boylece dijital teknoloji ile metin Gzerinde intihal (plagiarism), artan bir sorun

haline gelmektedir (Bjérnson, 2019).

Aslen intihal, birgok kisi tarafindan diger insanlarin arastirmalarimi kopyalamak
ya da Ozgln fikirlerini 6din¢ almak olarak diisiiniiliir. Ancak “kopyalama” ve
“0ding alma” gibi ifadelerle bu sucun ciddiyeti kamufle edilmis olabilir: Merriam-
Webster c¢evrimigi sozliigiinde, “intihal” su sekilde tanimlanmustir; (baskasmin

fikirlerini veya sozlerini) ¢almak ve kendisine aitmis gibi sunmak, (baska bir



Kimsenin eserini) atifta bulunmadan kullanmak, edebi hirsizlik yapmak, var olan bir
kaynaktan tdretilen bir fikri ya da 0rini yeni ve 6zgiinmiis gibi yansitmak, vb.
anlamlarina gelir. Diger bir sdylemle, intihal dolandiricilik igeren bir fiildir. Sadece
bagka bir kimsenin triininl ¢almay1 degil, ayn1 zamanda bu konuda sonradan yalan

sOylemeyi kapsar (Tupa, 2017).

“Kansu (1994) intihali, bilimsel yaniltma (scientific misconduct) adi altinda ti¢

madde ile gruplamaktadir. Bilimsel yaniltmanin U¢ unsuru asagida verilmistir;

1. Bilimsel korsanlik (piracy): Arastirmacinin izni olmadan diger ¢caligmalardaki
verilerin alinmasi.

2. Intihal (plagiarism): Baskalarmnn fikirlerini, yazilarini ve eserlerini calmak ve
bunlar1 uygun bir atif olmaksizin kendisininmis gibi sunmak.

3. Saptirma (fabrication, desk-research, dry-lab): Verilerin garpitilmasi ya da var

olmayan bilgilerin/verilerin olusturulmasidir (s.72).

Bu smiflandirmadan da anlasildig1 tizere birgcok bilimsel yaniltma ya da etik
olmayan eylem ornegi bulunmaktadir. Intihali digerlerinden farkli kilan temel
Ozelligi atfin bilimsel intihalin merkezinde konumlandirilmasidir. Atfin asil islevi,
atif yapilan belge ile atif yapan belge arasinda bir baglant1 kurmak olarak tanimlanir
(Smith, 1981, s.84, aktaran Al ve Costur, 2007, s.144). Ayrica kaynaga gore kaynak

gostermeden yapilan veya kaynak gostererek yapilan intihaller de vardir.

Intihal, internette bulunan erisilebilir bilgilerin artmasiyla farkli bir boyutta
gorilmektedir. Intihali artiran bir diger dnemli faktor ise internetteki bilgilerin “kamu
mal1” oldugu yargisidir (Ugak & Birinci, 2008). Intihali saptamak icin birgok sistem
gelistirilmistir ancak bu sistemlerin tamami gelisen ve degisen teknoloji ile gilivenilir

nitelikte olmamaktadir (Bjornson, 2019).



Intihali belirlemede kullanilan programlarda benzerlik yiizdesinin tamami
mutlaka intihal olmayabilir. Cikan raporun dogru bir sekilde incelenmesi gerekir
cunkl benzer metodolojiyi veya yaygm objektif terimleri agiklayan metinlerin
birbirine benzemesi muhtemeldir. Ayrica, degerlendirmeyi yapan kisinin alintilar1 ve
kaynak dizinini hari¢ tutmak i¢in manuel miidahaleye ihtiyact vardir. Bu nedenle, bir
yazi i¢in “kabul edilebilir benzerlik yiizdesi” iizerinde hakemlik yapmak, elestirel
analiz gerektirir (Kadam, 2018). Dolayisiyla metinler {izerinde yazarlik analizi
yontemi, diger yontemlerin yani sira metin tzerindeki intihali belirlemede yardimci

olabilir.

1.2. Arastirmanin Amaci ve Onemi

Bu c¢alismada kdse yazilar1 lizerinden yazarlik analizi yapilacagindan intihali
belirlemede 6nemli bir yer tutabilir. Kése yazilarini online ortamdan elde edip, Dogal
Dil Isleme adimlarindan gegirdikten sonra Makine Ogrenme Algoritmalarma
basvurulmustur. Elde edilen sonuglara gore kdse yazilarinin yazdigi yazara ait olup
olunmadig1 tartisilmistir. Dolayistyla bu ¢calismanin basta intihal olmak tizere bilisim
suclarim1 Onlemede bir etken olacagi diisiiniilmiis ve Adli Bilisim bilimine katki

saglanmas1 hedeflenmistir.

Adli yazarlik analizleri Adli Bilimler igerisinde onemli bir yer tutmaktadir.
Yazarlik analizi icinde olan yazar tanima alanina ise metin ve olasi yazar sayisi
birden fazla oldugunda bagvurulur. Metinler vasiyetnameler, tehdit mektuplari,
intihar notlar1 vb. icerebilir, ancak son on yilda e-postalari, metin mesajlarini ve en
son tweet’leri, Facebook ve WhatsApp mesajlarini igeren analizlerde biylk bir artis
yasanmaktadir. Bu analizler sadece plagiarismi dnlemede degil ayn1 zamanda siber

suglar1 dnlemede de 6nemli bir konuma sahiptir (Coulthard ve ark., 2009).



1.3. Simirhliklar

Tez ¢alismasi 6 yazarin toplamda 900’1 askin kdse yazisi {izerinden yapilmustir.
Bu konu itibariyle ¢alisma sinirli tutulmustur. Ayrica bu 6 kdse yazarinin yazdigi
konular da sayidan dolayr sinirli tutulmustur. Ancak yine de ¢alisma sonunda elde

edilen verilerle genel gecer bir agiklama yapilmaya galigilmistir.

1.4. Literattr Ozeti

1.4.1. Bilisim

Edinburgh Universitesi’nin (2016) yaptig1 aciklamaya gore, bilisim, dogal ve
tasarlanmis sayisal sistemlerin yapisi, davranisi ve etkilesimlerinin incelenmesidir.
Sayisal, biligsel ve sosyal yonleri iginde barmdrir. Ana fikir, ister hesaplama ister
iletigim, ister organizmalar ister yapay nesneler tarafindan olsun, bilginin
dontstiiriilmesidir. Bilisimin birgok yonii vardir ve yapay zeka, biligsel bilim ve
bilgisayar bilimi gibi bir dizi mevcut akademik disiplini kapsar. Her biri kendi dogal
alan1 olarak bilisimin bir parg¢asini alir: genis anlamda, bilissel bilim, dogal
sistemlerin incelenmesiyle ilgilidir; bilgisayar bilimi, hesaplama analizi ve bilgisayar
sistemlerinin tasarimi ile ilgilidir; yapay zeka, dogada bulunanlar1 taklit eden
sistemler tasarlayarak baglayici bir rol oynar. Bilisim ayrica matematik, elektronik,
biyoloji, dilbilim ve psikoloji gibi diger disiplinleri etkiler ve onlar tarafindan da

etkilenir.

1.4.2. Adli Bilisim

Dr. H. B. Wolfe’ye gore, adli bilisim, bir mahkemede tutarli ve anlamli bir
formatta sunulabilecek, programlama ekipmanindan ve g¢esitli depolama
cihazlarindan ve dijital medyadan kanit toplamak i¢in sistemli bir dizi teknik ve

prosediirii i¢cinde barindirir. Adli bilisimi daha ayrintili olarak tanimlarsak, dijital



kanitlarin toplanmasi, analizi ve mahkemeye sunulmasi prosediiriidiir. Adli bilisimin
kapsami yalnizca bir su¢u sorusturmakla sinirlt degildir; ayrica veri kurtarma, sistem
giinliigii (log) izleme, (kullanimdan kaldirilmis veya hasar gormiis cihazlardan) veri
toplama ve uyumluluk ihtiyaglarini karsilama durumlariyla da i¢ icedir (Shakeel,
2003).

Genel olarak adli bilisim, herhangi bir su¢cun veya yasakli aktivitenin olup
olmadigina karar vermek igin bilisim sistemleri ve depolama birimleri tzerinde

yapilan biitlin calismalar1 icermektedir (Kilig, 2019).

1.4.2.1. Adli Bilisimin Tarihi

“Insanlar bilgisayar merkezine girdiklerinde

ahlaki degerlerini kapida biraktilar.”

(Donn B. Parker, 1968)

Bilgisayarlar ilk olarak 1940’larin ortalarinda ortaya ¢ikt1 ve bu teknolojinin
hizl1 gelisimini kisa siirede ¢esitli bilisim suglar1 izledi. 1960’larin ortalarinda, SRI
International’dan Donn Parker, bilisim suglar1 ve etik olmayan bilgisayarla islenmis
faaliyetler hakkinda arastrma yapmaya basladi ve ‘insanlarin bilgisayar merkezine
girdiklerinde ahlaki degerlerini kapida biraktiklarni® fark etti (Bynum, 2001).
Parker’m g¢alismalar1 6niimiizdeki yirmi yi1l boyunca devam etti ve bilgisayar etigi
tarihinde bir déniim noktas1 olarak kabul edildi. Bilisim suguyla ilgili ilk kovusturma
vakas1 1966°da ABD’nin Teksas eyaletinde kaydedildi (Dierks, 1993) ve bes yil
hapis cezasiyla sonuglandi. 1970’lerde ve 1980’lerde kisisel bilgisayarlar hem evde
hem de igyerinde yayginlasti; daha sonra emniyet teskilati yeni bir su¢ sinifinin
ortaya ¢iktigini fark etti: bu da bilisim suguydu (Overill, 1998). Tum suglar gibi, bu
yeni sinif da basarili kovusturmalar i¢in giivenilir kanitlar gerektiriyordu. Bdylece
bilisim suclarin1 ¢6zmeyi, belgelemeyi ve kovusturmayi miimkiin kilmay1 amaglayan

adli bilisim disiplini ortaya ¢ikt1 (Bern ve ark., 2008).



Wikipedia’ya gore adli bilisim, 1980’lerin ortalarindan beri ceza hukukunda

kanit olarak kullanilmistir, baz1 dikkate deger 6rnekler sunlardir:

1. BTK Katili: Dennis Rader, on alt1 y1l boyunca meydana gelen bir dizi seri
cinayetten hikim giymisti. Bu siirenin sonuna dogru Rader bir disket
Uzerinde polise mektuplar gonderdi. Belgelerdeki meta veriler, “Christ
Lutheran Kilisesi’nde “Dennis” adli bir yazarla ilgiliydi; bu kanit Rader'in
tutuklanmasina yardimci oldu.

2. Joseph Edward Duncan: Duncan’mn bilgisayarindan alinan bir elektronik
cizelge, onun suglarini planladigini gosteren kanitlar igeriyordu. Savcilar
bunu kasith olarak gostermek ve 6liim cezasini giivence altma almak igin
kullandilar.

3. Sharon Lopatka: Lopatka’nin  bilgisayarindaki  yiizlerce  e-posta,
arastirmacilari katili Robert Glass’a yonlendirmisti.

4. Corcoran Grup: Bu dava, dava acildiginda veya makul bir sekilde
beklendiginde taraflarin dijital kanitlar1 koruma vazifeleri oldugu durumunda
kesinlesmisti. Sabit diskler, saniklara ait olmasi gereken ilgili e-postalar1
bulamayan bir adli bilisim uzmam tarafindan analiz edildi. Uzman, sabit
disklerde silme kanit1 bulamamis olsa da saniklarin e-postalar1 kasith olarak
imha ettikleri, maddi gercekleri davacilara ve mahkemeye ifsa etmede
basarisiz olduklar1 ve yanlig bilgi verdikleri hususlarinda kanitlar ortaya ¢ikti.

5. Conrad Murray: Merhum Michael Jackson’in doktoru Dr. Conrad Murray,
bilgisayarindaki dijital kanitlarla kismen mahkim edilmisti. Bu kanit,

oldiiriicti miktarlarda propofol gdsteren tibbi belgeleri kapsamaktaydi.

1990’lara gelindiginde, teknolojik olarak gelismis her iilkedeki kolluk kuvvetleri
bilisim suglarinin farkindaydi, sorusturma ve kovusturmasi igin bir sisteme sahipti.
Bir¢ok bilimsel arastirma merkezi de kuruldu ve yazilim endiistrisi, bilisim suc¢larinin

arastirilmasina yardimei olmak i¢in ¢esitli 6zel araglar sunmaya basladi (Noblett ve

ark., 2000) (Bem ve ark., 2008).



1.4.3. Adli Dilbilim

Olsson’a (2008) gore adli dilbilim ise, dilbilimin yasal konulara uygulanmasidir.
En genis anlamiyla adli dilbilim dil, su¢ ve hukuk arasindaki ara yiizdiir. Genel
olarak yasam i¢in dil kullaniminin ve ozellikle de hukukun merkezi oldugu
diistiniildiigiinde, parmak izi tanimlama ve ayakkab1 izi analizi gibi diger disiplinlere
gore adli dilbilimin arenaya goreceli olarak yeni olmas1 yargi siireglerinde koklii bir
varliga sahip oldugundan belki biraz sasirticidir. Dilbilimsel yontemlerin hukuki
sorunlara uygulanmasi, adli dilbilimin bir bilimin uygulamast oldugu anlamlardan
yalnizca bir tanesidir, ¢ilinkii bir arastirmadaki dil 6rneklerinin analizine cesitli
dilbilim teorileri uygulanabilir. Bu nedenle adli dilbilimei, dil ve hafiza calismalari,
konugsma analizi, sdylem analizi, dilbilgisi teorisi, biligsel dilbilim, konusma yasas1
teorisi vb. gibi cok ¢esitli alanlarda yiiriitiilen arastirmalardan gozlemlerini
alintilayabilir. Dilbilimsel alanlarin genis yelpazesine olan bu giivenin nedeni soyle
aciklanabilir: Dilbilimcinin analiz igin aldig1 veriler, ortalama bir kisinin dili nasil
hatirladig1, konusmalarin nasil kuruldugu, konusmacilarin/yazarlarin konusma/metin
boyunca nasil davrandiklar1 ya da bir mahkemeye ifade veya climle yapilariin hangi

yonlerinin yansitilmasi gerektigi hakkinda bilgi sunabilir.

Adli dilbilim arastirmalar1 diger bircok alanla baglantili olabilir. Ornegin, adli
dilbilim alan1 bilisim alaninda ¢esitli ¢alismalara 6ncti olmustur. Daha 6zellestirmek
gerekirse, siber su¢ arastirmalarinda adli dilbilim buyuk bir 6nem arz etmektedir.
Gunku glnimiizde neredeyse her sug dijital iz birakabileceginden, internette ceza

sorusturmalar1 giderek dnem kazanmistir (Tropina ve ark., 2017).

Bu c¢alisma da bir¢ok yazarlik analizi ¢aligmalar1 gibi disiplinler arasi adli
bilisim ve adli dilbilim alanlarin birlestirir niteliktedir. Yazarlik analizi yapilirken bu

iki bilime basvurulmustur.



1.4.4. Yazarhk Analizi

Adli dilbilimin dogusuyla birlikte, herkesin dili benzersiz bir sekilde kullandig1
ve dil kullanimimdaki farkliliklar parmak izi kadar kolay gozlenebilecegi anlamima
gelen “adli parmak izi” kavramini ortaya ¢ikardi (Coulthard, 2004; Olsson, 2008).
Yazarlik analizinde potansiyel olarak gecerli ayirt edici belirtecler sunan, bilingalt1

dil aligkanliklaridir. Bu da yazarlarin dil kullanimlarinda farkliliklar gostermistir.

Insanlar sdzlii veya yazili dil kullandiklarinda, belirli sozliik-dilbilgisi (lexico-
grammatical) yapilarini digerlerinden daha sik se¢gme ve belirli bir sekilde birlestirme
aliskanligir vardir. Bu tiir aliskanliklarin dil kullannommin yazara 6zgii 6zellikleri
oldugu soylenir ve genellikle sorgulanan bir metnin yazarini tanimlamak i¢in adli dil

analizinde uygulanir (Coulthard, 2004; Coulthard & Johnson, 2010).

1.4.4.1. “Idiosyncratic Ahskanhklar” nedir?

Son yillarda bir metnin yazarhigin1 dogrulamak veya tartismak i¢in kullanilan
yontemlerden bazilar1 stilometri, korpus analizi (Coulthard, 2004) ve dilbilimsel
analizi (Coulthard & Johnson 2010) igerir. Stylometrics, 6ncelikle, dilin kelime veya
cimle uzunlugu, sozlikksel zenginlik, tempo, hapax legomena (metinde yalnizca bir
kez kullanilan kelime 6geleri) ve benzeri gibi teknik yonlerinin dl¢iilmesi ile ilgilidir

(McMenamin, 2002; Coulthard & Johnson, 2010).

Ote yandan, korpus analizi, bu tir dizelerin diger yazarlar tarafindan kullanilma
olasiligini belirlemek i¢in, belirli bir kelime 6gesinin veya kelime dizgisinin biiytlik
bir toplulukta tartigmali metinden sikligin1 aramay1 icerir. Son olarak, dilbilimsel
analiz sozdizimi, dilbilgisi, hatalar vb. gibi kendine o6zgii dil kullaniminin
(idiosyncratic aligkanliklar) ¢esitli yonlerinin analiz edilmesini icerebilir (Coulthard

& Johnson, 2010) (Tomi¢, 2019).



Yazarlk analizi yapilirken, her biri farkli bir amaca hizmet eden ii¢ farkl: alt
aragtirma dali bulunmaktadir. Bu ii¢ alt dal, yazarlig1 tanima, yazarhig: smiflandirma

ve benzerligi tespit etmekten olusmaktadir.

1. Yazarlk tanima (bkz. yazarlik Gzniteligi): Belirli bir kisi tarafindan o kisiden
gelen diger yazilari inceleyerek bir yazi pargasinin {iretilme olasiligini
belirlemek i¢in kullanilir.

2. Yazarlik smiflandirma: Bir yazarin cinsiyet, yas, egitim diizeyi veya kiiltiir
gecmisi gibi kisisel niteliklerini, o yazara ait mevcut yazilari kullanarak
belirlemek i¢in kullanilan bir tekniktir.

3. Benzerlik tespiti: Farkli yazi pargalarmi karsilastirir ve aymi kisi tarafindan
dretilip iiretilmedigini belirler. Bu teknigin en popiiler kullanimi intihal

tespitidir.

1.4.4.2. Stilistik 6zellikler (Stylometric features)

Yazarlik tanima arastirmasini kolaylastirabilecek yazi stili 6zellikleri dort farkli
kategoriye ayrilmaktadir; bunlar sozciiksel (lexical) ozellikler, yapisal (structural)
ozellikler, icerige Ozgii (content specific) Ozellikler ve sozdizimsel (syntactic)

Ozelliklerdir.

1. Sozciiksel oOzellikler, sozciikk ve karakter tabanli analizlerle desteklenir.
Kelime bazli analiz ile bir kisinin 6zelligi, yazilarindaki kelime zenginligi,
climle basma ortalama kelime sayis1 veya bir metindeki toplam kelime sayis1
gibi diger ol¢iimlerle birlestirilerek anlatilabilir. Karakter bazli analiz ile
toplam karakter sayisi, ciimle basina diisen ortalama karakter sayisi, kelime
bagmna diisen karakter veya tek tek harflerin kullanim sikligi gibi bazi
ozellikler belirli bir kisinin yazma aligkanliklarini ortaya ¢ikarmaya yardime1

olur.



2. Yapsal ozellikler, metnin diizenini ve planini analiz etmeye odaklanir.
Yazinin uzunlugu diger analiz Ozellikleri i¢in yeterli olmadiginda, yazilar
arasindaki farkliliklar1 ayirt etmek i¢in yapisal 6zellikler 6nemli bir rol oynar.

3. Sozdizimsel oOzellikler, ciimleleri olusturmak i¢in kullanilan yazma
modellerini arastirma ve analiz etmeyle ilgilenir. Sozdizimsel 6zellikler,
climleleri diizenlemede insanlarin farkli aliskanliklarindan tiiretildikleri igin
sozdizimsel 6zelliklerin ayirt edici giliciinden yola ¢ikarak farkli kisileri ayirt
etmek igin Tirkge’deki noktalama ve islev (function) kelimeleri gibi yaygin
kelimelerin kullanimini analiz etmeye odaklanir.

4. Igerige 6zgii 6zellikler ise, belirli bir konu alaniyla ilgili olan sézciikleri ifade

eder (Dinh, 2014).

Bu calismada yazarlik tanima ve benzerlik tespiti calisma alanlarindan
yararlanilmigtir. Calisma, kose yazilarinda yazarlik analizi icermekte olup ilk adim
olan stilometrik O6zellikler tizerinden yazarlik tanimma yapilmistir. Daha sonra
benzerlik tespit ¢aligmasma gore yazilarinin belirtilen yazarlara ait olup olmadig:
elde edilen verilere gore tartisilacaktir. Yazarlik tanimasi yapilirken veri seti Dogal
Dil Isleme (Natural Language Processing) uygulama alanindan gegirilmis, benzerlik
tespiti yapilirken de makine 6grenme (machine learning) metotlar1 ve algoritmalarina

basvurulmustur.

1.4.5. Dogal Dil Isleme

Dogal dil, insanlar tarafindan birbirleriyle iletisim kurmak i¢in kullanilan dili
ifade eder. Bu iletisim sozlii veya yazili olabilir. Ornegin, yiiz yiize goriismeler,

tweetler, bloglar, e-postalar, web siteleri, SMS mesajlari, hepsi dogal dil igerir.

Ancak, insanlardan farkli olarak bilgisayarlar dogal dili kolayca anlayamazlar.
Dogal dili bilgisayarlarin anlayabilecegi bir bigime ¢evirmek i¢in gelismis teknikler
ve yontemler gereklidir. Dogal Dil isleme (NLP), bu hedefe ulasiimasma yardimci

olan uygulama alanidir (Robinson, 2017).
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Wikipedia’ya gore NLP, dilbilim, bilgisayar bilimi ve yapay zekanm bir alt
alanidir. NLP, bilgisayarlar ve insan dili arasindaki etkilesimlerin yani sira, 0zellikle
bilgisayarlarin biiyilk miktarda dogal dil verisini islemesi ve analiz etmesi i¢in nasil
programlanacagi ile ilgilenir. Belgelerdeki dilin baglamsal niianslar1 da dahil, sonug,
belgelerin igeriklerini “anlayabilen” bir bilgisayardir. Teknoloji, belgeleri kendi
basina smiflandirmanimn ve diizenlemenin yani sira, belgelerde yer alan bilgileri ve i¢

gorileri daha sonra dogru bir sekilde ¢ikarabilir.

NLP, dogal dillerin kuralli yapisini analiz ederek anlamayi ya da yeniden
Uretmeyi amaglar. Bu analizin insanlara saglayacagi kolayliklar, soru-cevap
makineleri, yazili belgelerin otomatik terciimesi, bilgi saglama, otomatik konusma ve
komut anlama, konugma iiretme, olusturma ve sentezi, otomatik metin 6zetleme gibi
bircok konuyla toparlanabilir. Mesela, birer imla diizeltme araci tiim kelime islem
yazilimlarinda bulunur. Bu araglar aslinda yazili metni analiz eden ve dil kurallarini
kontrol eden dogal dil isleme yazilimlaridir. NLP, bilgisayarlarm insan dilini

algilamas1 gereken her yerde kullanilabilir, olasi uygulama alanlari su sekildedir:

Internet ortaminda git gide artan dokiimanlarin degerlendirilmesinde,
Uluslararasi ¢alisan sirketlerin miisteri profilini belirlemede,
Elektronik ticarette,

Savunma Ve istihbarat alanlarinda (Giivenlik ve suglu teshisinde),
Yabanc1 dil 6gretiminde,

Makine cevirisinde,

Elektronik sozliiklerde,

Imla hatalarmin otomatik diizeltilmesinde,

© 0o N o 0o b~ w D PE

Film ve sinema alaninda,

[EEN
o

. Mobil telefonlarin konugma algilama sistemlerinde,

[EEN
[EEN

. Otomatik 6zet ¢ikarmada,

[EEN
N

. Bilgi aramada,

[EEN
w

. Gorme engellilerin bilgisayar kullanmalarindadir (Tarcan & Cakar, 2008).
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NLP, bilgisayarlarin insan dillerini anlamasim1 ve islemesini saglamaya
odaklanan yapay zekanin (Al) alt alan1 oldugunu gosteren agsamalardan olusmaktadir.
Python kullanarak ham metinden bilgi ¢ikarabilecek programlarin nasil yazilacaginin
adimlar1 sistematik bir sekildedir. Adim admm NLP siiregleri su sekilde

incelenmektedir:

1. Cumlelere Bélme: Verilen bir paragraf dncelikle ctimlelere bolinr.
2. Kelime ve Simgelere Ayirma: Boltnen climleler, kelimeler ve simgelere

ayrilir.
Ankara, Turkiye’nin baskentidir.
- “Ankara”, «, ”, “Tirkiye’nin”, “baskentidir”, .

3. Her Simge/Sézciik i¢in Tiir Belirleme: S6z konusu sozciik isim, fiil, sifat vb.

olabilir. Boylece ciimledeki her kelimenin rolii 6grenilir. (Sekil 1.1.)

input output

Sozciik: “Ankara”
Sozciik Tirii ) o
Cevreleyen > Belirleme » “OZELISIM”
sozciikler: Modeli
“Tiirkiye”

Sekil 1.1. Tiirkce dilinde her simge/sézciik igin tiir belirleme 6rnegi.

4. Metin Kok Cozimlemesi: Her sozctigiin kokii (temel formu) ¢ikarilir
(Geitgey, 2018). (Sekil 1.2.)

Ankara Tirkiye -(n)in baskent -1 -dir

Ozel Isim Ozel Isim Tamamlama eki  Isim Iyelikeki  Ek fiil

Sekil 1.2. Turkge dilinde metin kok ¢oziimleme 6rnegi (Kuzucular, 2014).

5. Durduran ifadeleri Belirleme: Metin tizerinde istatistik yaparken, bu ifadeler
cok fazla engel ¢ikarr, ¢linkii diger kelimelere gore cok daha sik goriiniirler.

(Sekil 1.3.)
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Ankara Tirkiye - baskent

OzelIsim  Ozel Isim Isim

Sekil 1.3. Tiirk¢e dilinde durduran ifadeleri belirleme 6rnegi.

6. Bagimli Ayristrrma: Amag, cimledeki her kelimeye tek bir ana kelime atayan

bir agag olusturmaktir. Agacin kokii ciimlenin ana fiili olmahdir. (Sekil 1.4.)

Kok
Ankara Tirkiye __~(n)in baskent -1 -dir
OzelIsim  Ozel Isim Tamamlama eki Isim Iyelik eki Ek fiil

Sekil 1.4. Tiirkge dilinde bagimli ayristirma 6rnegi.

6b. Isim Obeklerini Bulma: Ayni varliktan bahseden kelimeleri otomatik olarak
gruplandirmak i¢in bagimli ayristrma agacindaki bilgileri kullanabiliriz.

(Sekil 1.5.)

Ankara Tirkiye'nin baskenti -dir
Ozel Isim Ozel Isim Ek fiil
Isim Tamlamast

Sekil 1.5. Tiirkge dilinde isim &beklerini bulma 6rnegi.

7. Adlandirilmig Varlik Tanima (NER): NER’in amaci, bu isimleri temsil
ettikleri gercek diinya kavramlariyla tespit etmek ve etiketlemektir.

(Sekil 1.6.)
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Ankara, Tiirkiye'nin bagkentidir.
Cografi Cografi
varlik varlik

Sekil 1.6. Tiirkge dilinde adlandirilmusg varlik teshisi 6rnegi.

Tipik bir NER sisteminin etiketleyebilecegi bazi nesne tiirleri sunlardir:
e Insan isimleri,
o Sirket isimleri,
e Cografi konumlar (hem fiziksel hem de politik),
e Uriin isimleri,
e Tarihler ve saatler,
e Para miktarlari,

e Etkinlik isimleridir.

oo

. Esgonderge Cozlimlemesi: Bu adimin amaci ciimlelerdeki zamirleri veya o
ismin yerine kullanilan obekleri takip ederek ayni eslemeyi bulmaktir
(Geitgey, 2018).
=>» Ankara, Turkiye’nin baskentidir. Ankara’nin baskent ilan edilmesinin

ardindan (13 Ekim 1923) sehir hizla gelismis ve Tiirkiye’nin ikinci en
kalabalik ili olmustur (Vikipedi).

1.4.5.1. Metin Madenciliginde Python Islevselligi

Yukarida da goriildiigi tizere Python’da Kodlama yaparken NLP Boru Hatti

genel haliyle bu sekildedir (Geitgey, 2018). Python metin madenciligi paketi, bircok

kullanigh islevler igerir. Temelde istatistiksel metin madenciligine odaklanir ve bir

dokiiman koleksiyonundan bir 6zet dokiiman olusturmaya yardimci olur. Bu matris

daha sonra bagska analizler icin istatistiksel pakette incelenebilir. Paket, koleksiyon

bulmada, kelime arasindaki diizen mesafesini hesaplamada ve uzun bir dokiimani

daha kuguk parcalara doniistirmede faydali aracglar saglamaktadir. Model, Google,

14



Twitter, Wikipedia API, DOM ayristirict ve NLP veri madenciligi icin araglar
saglayan Python programlama dili i¢in web madenciligi modiliidiir (Zende ve ark.,
2016). Bu calismada da Python’da metin madenciligi kodla ¢agrilan Python
kiitiiphaneleri araciligiyla NLP adimlariyla yapilmistir.

1.4.5.2. Tez Cahsmasinda Kullanilan Python Kiitiiphaneleri

Bu tez galigmasinda metin madenciligi yapilirken ve veri makine grenme (ML)
algoritmalara sokulurken bir¢ok Python kiitiiphanesinden faydalanilmistir. Bu

kiitiiphaneler kisaca sunlardir:

1. Urllib ve BeautifulSoup Kditiphaneleri: Urllib standart bir Python
kitliphanesidir ve web tizerinden veri istemi olusturmak, ¢erezleri islemek ve
hatta basliklar ve kullanic1 arag gibi meta verileri degistirmek igin islevler
icerir. Ornegin, ‘urlopen’ islevi, bir ag iizerinden uzaktaki bir nesneyi agmak
ve onu okumak i¢in kullanilir. Olduk¢a genel bir kitlphane oldugu igin
HTML dosyalarini, goriintii dosyalarini veya diger dosya akislarini kolaylikla
okuyabilir. BeautifulSoup ise, anlamsiz olani anlamlandirmaya ¢aligir;
dizensiz HTML ’yi diizelterck ve XML yapilarin1 temsil eden, kolay gegisli
Python nesneleri sunarak dagmik web’i bicimlendirmeye ve dizenlemeye
yardimc1 olur. (O’Reilly Media, 2015). Dolayisiyla Python modiilii
‘urllib.request’, benzer kaynak konumlayicilar1 (URL’leri) ¢ikarmaya yardim
ederken, Python modili Beautifulsoup, Python’daki HTML ve XML
dosyalarindan veri ¢ikarmaya yardime1 olur (Wingate, 2020).

2. NLTK (Natural Language Toolkit) Kituphanesi: Dogal Dil Arag Takimi
(NLTK) paketi, sozciik tiirii segme, bolimleme ve smiflandirma gibi ¢ok
sayida NLP yontemlerini icerir. NLTK, python programlama dili icin
istatistiksel dogal dil islemeye yonelik bir kiitiphane ve program paketidir.
Siniflandirma, bélme ve ayristirma i¢in metin isleme kutliphaneleri igin ara
yuz kullanimmi kolaylastirir. NLTK, Windows, MAC OS X ve Linux

yazilimlarinda bulunmaktadir (Zende ve ark., 2016).
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3. Stanza Kutuphanesi: Stanza web sitesine gore, Stanza, birgok dilin dilbilimsel
analizi i¢in dogru ve verimli araclardan olusan bir koleksiyondur. Ham
metinden sdzdizimsel analiz ve varlik tanimaya kadar Stanza, en gelismis
NLP modellerini segilen dillere getirir. Ara¢ takimi, Evrensel Bagimliliklar
(Universal Dependencies) bigimini kullanarak 70’ten fazla dil arasinda
paralel olacak sekilde tasarlanmistir. Stanza, simgelestirme (tokenization),
cok sozcikli simge (multi-word token) genisletme, kok ¢ozimleme
(lemmatization),  sozciuk tiri  (part-of-speech) ve  bicembilimsel
(morphological) ozellikler etiketleme, bagimlilik ayristrma ve NER dahil
olmak tizere tam sinir ag1 boru hatt1 saglamaktadir.

4. TensorFlow Kutliphanesi: TensorFlow, sayisal hesaplamada veri akisi
grafiklerini kullanan ag¢ik kaynakli bir yazilim kitliphanesidir (Unruh, 2017).
Makine 6grenimi i¢in uygulamalar olusturur ve derin sinir aglarinin (deep
neural networks) egitimi ve c¢ikarimina odaklanir. Ornegin, Google
TensorFlow’u arama motorunda arama yaparken bir kelime yazildiginda
baska Oneriler sunarak var olan aramay1 genisletir. TensorFlow, verilerin bir
grafikte nasil hareket ettigini tanimlamada veri akis1 grafikleri ve yapilarin
olusturulmasma yardim eder, akis semasi olusturur. TensorFlow yapisi 3
bolimde calisir; veri 6nislemi, modeli olusturma ve modeli egitip, tahmin
etmedir (Johnson, 2021).

5. Keras Kutiphanesi: Keras ise, derin 6grenme modelleri olusturmak igin
TensorFlow, Theano vb. gibi popiiler derin 6grenme kiitiiphanelerinin iizerine
inga edilmis en giiclii ve kullanim1 kolay Python kiitiiphanelerinden biridir.
Keras, st diizey sinir ag1 uygulama programlama ara ylzinu (API) daha
kolay ve daha performanshh hale getirmek icin cesitli optimizasyon
tekniklerinden yararlanir. Keras, birtakim 6zellikleri destekler. Bunlar:

e Tutarly, basit ve genisletilebilir API,

e Minimal yap1 (herhangi bir ayrint1 olmadan sonuca ulagsmak kolaydir),

e Coklu platform ve arka uc,

e Hem merkezi islem birimi (CPU) hem de grafik islem birimi (GPU)

tizerinde calisan kullanici dostu bir sistem,
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e Hesaplamanin yiiksek diizeyde olgeklenebilirligidir (Tutorials Point (I)
Pvt. Ltd. - Keras, 2019, s.:1).

6. NumPy ve Pandas Kituphaneleri: ‘NumPy’, agilim olarak ‘“Numerical
Python (Sayisal Python)” anlamina gelir. Dizinler ve matrisler tizerinde hizli
matematiksel hesaplama saglayan ac¢ik kaynakli bir Python modiilidiir.
Dizinler ve matrisler, Makine Ogrenimi ekosisteminin 6nemli bir pargasi
oldugu icin NumPy; Scikit-learn, Pandas, Matplotlib, TensorFlow vb. gibi
Makine Ogrenimi modiilleriyle birlikte Python Makine Ogrenimi
Ekosistemini tamamlar. NumPy, tamsayilar, dize veya (homojen) karakterler
iceren ayni tip elementlere sahip bir ¢izelgedir. NumPy’de boyutlara eksen
(axes) adi verilir. Eksen sayisina da dizi (rank) denir. NumPy’ye benzer
sekilde Pandas, veri biliminde en yaygin kullanilan python kiitiiphanelerinden
biridir. Yiiksek performans, kullanimi kolay yapilar ve veri analiz araclari
saglar. Cok boyutlu dizinler i¢in nesneler saglayan NumPy kiitiiphanesinden
farkli olarak Pandas, veri ¢ergevesi adli bellek i¢i iki boyutlu (2D) cizelge
nesnesi saglar. Siitun adlar1 ve satir etiketleri iceren bir hesap ¢izelgesi gibidir.
Pandas’da yaygin olarak kullanilan baz1 veri yapilar1 sunlardir:

e Seri nesneler: Bir boyutlu (1D) dizin — hesap c¢izelgesindeki bir
sutuna benzer,

e Veri gercevesi nesneleri: iki boyutlu (2D) tablo — hesap ¢izelgesine
benzer,

e Panel nesneleri: Veri ¢ercevesi Sozligii — MS Excel'deki sayfaya
benzer (Pratik, 2017).

7. Scikit-Learn (Sklearn) Kituphanesi: Python’da makine 6grenimi igin en
kullanigh ve guclu kituphanedir. Python’da bir tutarlik ara yiizii aracihigiyla
siiflandirma, regresyon, kiimeleme ve boyutluluk azaltma igeren makine
Ogrenimi ve istatistiksel modelleme i¢in verimli araglar1 ayirir (Tutorials
Point (I) Pvt. Ltd. - Scikit-Learn, 2019, s.:1).

8. Matplotlib Kituphanesi: Matplotlib 2 ve 3 boyutlu grafikler cizen Python
kiitiiphanesidir. Matplotlib kullanilarak, ¢izgi grafigi, histogram, ¢ubuk
grafigi, pasta grafigi, dagilim grafikleri, alan ¢izimleri, hata gizelgeleri, guc

izgesi vb. ¢izilebilir. Veri analizi model gelistirmenin bir parcas1 oldugundan
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sadece sayisal veriye bakilarak dogru sonuglar elde edilmeyebilir. O ylizden
veriyi kullanarak grafiklerin ¢izilmesi bir sonraki islemler i¢in karar vermede
en iyi yoldur. Veri gorsellestirme, veri temizleme isleminden sonra yapilan
bir islemdir. Matplotlib, NumPy gibi baz1 igiincii taraf Python
kittphanelerine baghdir (Indian Al Production, 2019).

1.4.6. Makine Ogrenmesi (ML)

Wikipedia’ya gore makine 6grenimi (ML), deneyim ve veri kullanimi yoluyla
otomatik olarak 1iyilestirilebilen bilgisayar algoritmalarmin incelenmesidir. ML,
yapay zekanin (Al) bir b6limi olarak goriilmektedir. Makine 6grenimi algoritmalari,
acik bir sekilde programlanma yapmadan tahminlerde bulunmak ya da kararlar
almak i¢cin “egitim verileri” olarak bilinen 6rnek verilere uygun bir model yaratir.
Makine 6grenimi algoritmalari, gerekli olan gorevleri yerine getirmek igin geleneksel
algoritmalar gelistirmenin zor veya imkansiz oldugu tip bilimi, e-posta filtreleme,
konusma tanima ve bilgisayar gorlntiisii gibi ¢ok c¢esitli uygulamalarda
kullanilmaktadir. Makine ogreniminin bir alt kiimesi, bilgisayarlar1 kullanarak
tahminler yapmaya odaklanan hesaplama istatistikleriyle yakindan iliskilidir; ancak

bltin makine 6grenimi istatistiksel 6grenme olarak sayilmamaktadir.

Makine Ogreniminin genel fikri, herhangi bir konudaki ge¢mis verilerden
egilimleri 0grenmek i¢cin bir model elde etmek ve bu egilimleri gelecekte
karsilastirilabilir veriler {lizerinde yeniden iiretebilmektir (Sekil 1.7.). Asagidaki
grafik, ge¢mis verilere uyan bir makine 6grenimi modelinin gorsel bir temsilidir.
Solda ii¢ degiskenli (yukseklik, genislik ve sekil) orijinal gozlemler vardir. Sekiller,
yildizlar, carpilar ve tggenlerden olugmaktadir. Sekiller grafigin farkli alanlarina
yerlestirilmistir. Sag tarafta, bu orijinal gézlemlerin bir karar kuralina nasil ¢evrildigi
gosterilmektedir. Yeni bir g0zlemde, hangi kareye diistigiinii belirlemek i¢in
genisligi ve yiiksekligi bilinmelidir. Diistigii kare, hangi sekle sahip olma
olasiliginin en yiiksek oldugunu tanimlar. Temel makine 6grenimi siireci bu sekilde

Ozetlenmektedir (Korstanje, 2021).

18



Gegmise Ait Gozlemler Matematiksel Cikarun
Yiikseklik Yiikseklik
Xk x |k
AiAA =
A A
Geniglik Geniglik

Sekil 1.7. Makine 6grenimi modelinin gorsel bir rnegi.
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Sekil 1.8. Makine Ogrenme simflandirmas (Sakal, 2020).

Sakal’a (2020) gore

“Makine Ogrenme algoritmalari

makine

O0grenme

bulmacasinin sadece bir pargasidir. Algoritma segimine (manuel veya otomatik) ek

olarak, optimize ediciler, veri temizleme, 6zellik secimi, 6zellik normalizasyonu ve

(istege bagli olarak) hiperparametre ayarlariyla ilgilenmek gerekir” (Sekil 1.8). Dort

genel makine 6grenimi yontemi vardir: Bunlar; (1) denetimli, (2) denetimsiz, (3) yar1

denetimli ve (4) pekistirmeli 6grenmelerdir.

1. Denetimli Ogrenme (Supervised Learning): Bu égrenmede hedef, etiketlenen

egitim verilerinden bir fonksiyon veya eslestirme ¢ikarmaktir. Bu ¢ikarim

regresyon ve siniflandirma ile gerceklesir.
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2. Denetimsiz Ogrenme (Unsupervised Learning): Bu 6grenmede sahip olunan
tek sey etiketlenmemiyg verilerdir. Amag, bu verilerde gizli bir yap1 bulmaktir
clinkii egitim verileri burada yer almazlar. Sayisiz veri toplama cihaziyla veri,
benzeri gériilmemis bir oranda toplanir ve smiflandirilmaz.

3. Yar1 Denetimli Ogrenme: Bu tiir dgrenmede, veriler smiflandirilmis ve
smiflandirilmamis verilerin bir karigimidir. Etiketli ve etiketsiz verilerin bu
kombinasyonu, verilerin smiflandirilmasinda uygun bir model gelistirmek
icin kullanilir. Cogu durumda, etiketlenmis veriler az, etiketlenmemis veriler
bol miktarda bulunur. Yarit denetimli smiflandirmanin hedefi, yalnizca
etiketlenmis veriler kullanilarak gelistirilen modeldense, gelecekteki test
verilerinin smiflarin1 daha 1yi tahmin edecek bir model 6grenmektir
(Mohammed ve ark., 2016, s.:7-10).

4. Pekistirmeli Ogrenme: Wikipedia’ya gore bu Ogrenmede, bir bilgisayar
programi, belirli bir amac1 gerceklestirmesi gereken (ara¢ siirmek veya bir
rakibe karsi oyun oynamak gibi) dinamik bir ortamla etkilesime girer. Sorun
alaninda gezinirken, programa, en iist diizeye ¢ikarmaya calistigl, odiillere

benzer bir geri bildirim saglanur.

Bu 6grenmeler sadece goriintii ve ses verilerinde degil ayn1 zamanda metin
verilerinde de kullanir. Burada veri, metin madenciligi ad1 altinda toplanir. Metin
verilerini elde etmek i¢in bir¢ok mecraya bagvurulabilir. Sosyal medya, metin
verilerinin {iretimini benzeri goriilmemis bir diizeyde gorebilecegimiz yerdir. Metin

madenciligi, bir¢ok uygulamada yardimci olur. Bunlar;

e Ticari istihbarat,

e Ulusal guvenlik,

e Fen bilimleri,

¢ Duygu siniflandirmasiyla ilgili olanlar,

e Otomatik reklam yerlestirme,

e Haber makalelerinin otomatik siniflandirilmasi,

e Sosyal medya takibi,

° 1stenmeyen posta filtresidir (Mohammed ve ark., 2016, s.:23-24).
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Bu caligmada metin madenciligi yapilirken denetimli 6grenme algoritmalarindan

yararlanilmistir. Bu algoritmalar yine Python kodlamalar ile gergeklestirilmistir.

1.4.6.1. Derin Ogrenme

Derin 6grenme (Deep learning), bir hiyerarsi i¢inde diizenlenmis birgok
seviyeden olusan yapay sinir ag1 kullanarak makine 6grenimi siirecini gerceklestirir.
Ag, hiyerarside ilk seviyede basit bir sey 6grenir ve ardindan bu bilgiyi bir sonraki
seviyeye gonderir. Bir sonraki seviye bu basit bilgiyi alir, onu biraz daha karmasik
bir seyle birlestirir ve {iglincii seviyeye iletir. Bu siireg, hiyerarsideki her bir seviye

onceki seviyeden aldig1 girdiden daha karmasik bir asama insa edene dek devam eder.

Derin 6grenme aglari, bilgi kesfi, bilgi uygulamasi ve bilgiye dayali tahmin igin
biiyiik verilere basariyla uygulanabilir. Baska bir deyisle, derin 6grenme, islemeye

uygun sonuglar tretmek icin glcli bir motor olabilir (Murnane, 2016).

1.4.6.2. Tez Cahismasinda ML icin Kullanilan Metotlar

Makine Ogrenimi algoritmalar1 metinleri degil sayilar1 anlar. Bu nedenle,
algoritma i¢in anlasilir hale getirmek i¢in tiim “metin” siitunlar1 “sayisal” siitunlara
dontstiriilmelidir. Etiketlerin veya kategorik/metin degerlerinin sayilara veya sayisal
degerlere doniistiiriilmesi ile gergeklestirilir (Gurav, 2020). Bu tez ¢alismasinda veri
setini ML algoritmalarina hazirlayan bu tir bazi metotlar kullanilmistir. Bu metotlar

asagida srralanmaktadir:

1. CountVectorizer: Makineler, karakter ve kelimeleri anlayamadigindan metin
verilerinin Gstesinden gelebilmek i¢in sayisal degerlere doniistiiriilmesi
gerekmektedir. CountVectorizer metni sayisal veriye doniistiirmede bir metot
olarak kullanilmaktadir. Ornek vermek gerekise Sekil 1.9.°da metin

CountVectorizer ile seyrek bir matrise (sparse matrix) doniistiiriiliir; metinde
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6 benzersiz sozclik bulunmaktadir, o ylizden matriste her bir benzersiz
sozcligli temsil eden 6 farkli siitun vardir. Satirda ise sozciik sayisi temsil
edilir. ‘Benim’ kelimesi iki kez tekrarlandig1 i¢in bu kelime 2, diger kelimeler
ise 1 kez tekrarlandig1 i¢in 1 degeri almistir. CountVectorizer, metin verileri
icin dogrudan makine 6grenimi ve metin smiflandirma gibi derin 6grenme

modellerinde kullanilmasini kolaylastirir.

metin = [“Merhaba benim adim Ali, bu benim bilgisayarim™]

merhaba benim adim ali bu bilgisayarum
0 1 2 1 1 1 1

Sekil 1.9. Bir girdiyi sayisal degerlere doniistiirme 6rnegi.

Eger girdi 1’den fazla ise (Sekil 1.10.); her bir girdi onislemden gegirilir,
simgelestirilir (tokenization) ve seyrek bir matris olarak sunulur. Varsayilan
olarak, CountVectorizer metni kiigiik harfe doniistiiriir ve sdzciik diizeyinde
simgelestirmeyi kullanir. Kod yazarken matrisi gorsellestirmek igin Pandas
kituphanesi, vektorlestirmeyi gergeklestirmek icin bir Sklearn kitiiphanesi
olan ‘sklearn.feature_extraction.text” kullanilir (Jain, 2021). Bu iki climleye
bakildiginda ¢ikt1 bolmesinde her bir ciimle i¢in var olan kelimeye 1,
olmayan kelimeye ise 0 degeri atanir ve bdylece ciimlelerin ve kelimelerin

vektorleri elde edilmis olur.

metin = [“Merhaba benim adim Ali”, “bu benim bilgisayarim™]

adim ali benim bilgisayarrm bu merhaba
0 1 1 1 0 0 1
1 0 0 l 11 0

Sekil 1.10. 1ki girdiyi sayisal degerlere déniistiirme drnegi.

TfidfVectorizer: CountVectorizer, 6zellik olusturmak igin kelime sayisini
dikkate alir, bu nedenle climle yapisini ve sirasini dikkate almaz ve semantik
anlam olarak eksiktir. Ayrica, biiyiik bir seyrek matris ile sonuglanir. Bu
durumda TF-IDF kullanilmahdir (Kaul, 2021). TF-IDF (Term Frequency -
Inverse Document Frequency), “Terim Frekans: - Ters Metin Frekansi”

anlamma gelir. TF-IDF, bir dokiimandaki kelimenin 6nemini 6lgen sayisal
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bir istatistiktir. Terim Frekansi, bir kelimenin metinde goriintiilenme sayis1
iken, Ters Metin Frekansi, metinde nadir veya yaygin olan kelimeyi Olger
(Kanani, 2019). TF-IDF, baglami okumak yerine anlamaya c¢alisir ve
Sklearn kiitiiphanesini kullanir. TF igin metinde belli bir terim fazla
kullanilmigsa o terim onemlidir. IDF ise ilgili terimlere odaklanir, metinde
durduran ifadeler fazla kullanilmigsa bile gormezden gelerek calisir. Sekil
1.11.°deki denklemleri kullanirlar (Kaul, 2021). TfidfVectorizer, islenmemis
dokiimanlarm koleksiyonunu bir TF-IDF 6zellik matrisine donistiiriir.
Metin analizi, makine Ogrenimi algoritmalarinda 6nemli bir uygulama
alanidir. Metin Oncelikle sayisal 6zellik vektorlerine doniistiiriilmelidir

cunki bilgisayar sayisal verileri isler (Tracy, 2021).

TF (m) = metindeki terim m’nin goriinme sayisi
metindeki toplam terimler

IDF (m) = log metinlerin toplam sayisi
terim m bulunan metinlerin sayist

Sekil 1.11. TF-IDF Vectorizer kullanilan denklemler (Kaul, 2021).

Vektorleri Standartlastirma (Normalization): Bir vektoriin biiylikigiint
hesaplamak sadece baslangictir. Vektorlere bakildiginda, standart bir
vektoriin uzunlugunun bir oldugunu varsayarsak, bir vektorii standart hale
getirmek, herhangi bir uzunlukta bir vektorii almak ve onu ayni yone
bakacak sekilde, uzunlugunu bir birime degistirerek birim vektér (unit
vector) olarak adlandirilan olguya doniistiirmektir (Shiffman, 2012) (Sekil
1.12).

Bu vektor Bu vektor

10 birim uzunluga sahiptir. ayn1 yonii isaret
etmektedir ve simdi
1 birim uzunluga
sahiptir.
(birim vektér)

10 2

Standartlastirma
stireci

Sekil 1.12. Vektorleri standartlastirma 6rnegi.
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3. Oklid Uzakhk Matrisi (Euclidean Distance Matrix (EDM)): Bu matris,
satirlarin “kaynak”, siitunlarin “hedef” varliklar oldugu ve iizerinde (Oklid
tarzinda) bir mesafe hesaplanabilen tabloyu temsil eder. Ornegin, A
noktasindan B noktasma iki boyuttaki mesafeyi hesaplarken, A ve B
vektoriiniin iki boyut ekseni tiizerindeki izdiisiimleri hesaplanmaktadir.

Formiil su sekildedir:

\/(Xz —x1)%+ (y2 —y1)?

Ancak, bir tarafinda binlerce satir ve yiizlerce “6zellik” (n-boyutlu uzay)
iceren veri tablolarini distiniildiigiinde, bu basit formul bile kolayca ¢ok
daha karmasik hale gelebilir (Grianti, 2020).

4. Kosiniis Benzerligi (Cosine Similarity): EDM’de metnin boyutundan dolay1
iki benzer metin birbirine uzak goriilebilir. Boylece Kosinilis Benzerligi
metrigi ile boyutuna bakmaksizin dokiimanlarin ne kadar benzedigine karar
verilebilir. Matematiksel olarak, ¢ok boyutlu bir uzayda yansitilan iki vektor
arasindaki a¢inin kosiniisiinii 6l¢er. Bu iki vektor arasindaki acisal mesafe
(angular distance) ne kadar diisiikse benzerlik o kadar yiiksektir. Ayrica
semantik anlam dikkate alinir (Sekil 1.13.) ve buna gére anlam bakimindan

benzer kelimeler de benzer olarak ele alinmalidir (Prabhakaran, 2018).

selam

"Selam, diinya!"

merhaba

diinya
"Merhaba, diinya!"

Kosiniis Benzerligi

Sekil 1.13. Kosiniis Benzerligi Ornegi.

5. MDS (Multidimensional Scaling), “cok boyutlu 0&lgekleme” olarak
adlandirilir. Scikit Learn’e gére MDS, mesafelerin orijinal ylksek boyutlu
uzaydaki uzakliklara iyi bir sekilde uyan verilerin diisiik boyutlu bir

gosterimini arastirir. MDS, benzerlik ve farklilik verilerini analiz etmede
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kullanilan bir tekniktir. Benzerlik veya farklilik verilerini geometrik
uzaylarda mesafeler olarak modellemeye calisir. MDS metodunun metrik ve
metrik olmayan seklinde iki tiirii vardir. Metrik MDS’de, girdi olan
benzerlik matrisi bir 6l¢limden dogar (ve bdylece liggen esitsizligine uyar).
iki nokta ciktis1 arasindaki mesafeler daha sonra benzerlik veya farkhilik
verilerine miimkiin oldugunca yakin olacak sekilde ayarlanir. Metrik
olmayan versiyonda ise, algoritmalar mesafelerin sirasin1 korumaya
calisacak ve bu nedenle gomiilii uzaydaki mesafeler ile

benzerlikler/farkliliklar arasinda tekdiize bir iligki arayacaktir.

1.4.6.3. Tez Calismasinda Kullanilan ML Algoritmalar

Bu tez caligmasinda kdse yazilari izerinden yazar tanima yapilabilmesi icin ML
algoritmalarina bagvurulmustur. Cikan sonuglar ve analizi 3. Bodlim’de

anlatilmaktadir. Faydalanilan ML algoritmalar1 asagida verilmistir:

1. LSTM, sinir aglar1 tabanli Uzun Kisa Siireli Bellek (Long Short Term
Memory), NLP alaninda 6nemli bir role sahiptir. Ayrica, ardisik (sequence)
modelleme i¢in yaygin olarak kullanilmigtir. LSTM’lerin kullanim1 yaygindir
cunkl model, ornekler ilerlerken kendisine geri déner ve boylece herhangi
yeni bir 6rnek i¢in tahmin yapilirken 6nceki tahminler tarafindan olusturulan
baglamdan yararlanir. Tensorflow ve Keras kiitiiphanelerinden faydalanir.
(Versloot, 2021).

LSTM, uzun siireli bellegi tekrarlayan sinir aglarma (Recurrent Neural
Networks - RNN) tanitir. Bir {inite iginde ti¢ tip gegit vardir; girdi gegidi,
girdiyi hiicreye Olgekler (yazma); ¢ikti gegidi, ¢iktiyr hiicreye Olcekler
(okuma); unutma gecidi ise, eski hiicre degerini Olgekler (resetleme). Her
gecit, okuma/yazmayt kontrol eden ve boylece uzun siireli hafiza
fonksiyonunu modele dahil eden bir anahtar gibidir. LSTM’in el yazisi
tanima, zaman serisi anomali tespiti, konusma tanima, dilbilgisi 6grenme,

muzik besteleme, vb. gibi kullanilabilecegi bir¢ok yol vardir (Gall, 2018).

25



LSTM veri seti lizerinden uygulanirken, bilinmesi gereken bir¢ok noktasi
bulunmaktadir. Bu ¢alismada LSTM algoritmasindan yararlanilirken

asagidaki kavramlar kullanilmistir.

Simgelestirme (Tokenize): Bu, LSTM ag igin bir katman degil,
kelimelerimizi simgelere (tamsayilara) doniistiirmek i¢in zorunlu bir adimdir
(Agrawal, 2019). Simgelestirme sinifi i¢in bazi degiskenler olmalidir. Bu

degiskenler asagida gosterilmistir:

e Kelime sayilar1 (num words): Kelime sikligma bagh olarak
tutulacak maksimum kelime sayisidir ve yalnizca en yaygin
kelimeler tutulmaktadir.

e Kelime kiimesi digindaki simgeler (Oov_tokens): S6zciik dagarcigi
disindaki kelimeleri etiketlemek i¢in kullanilir.

e SoOzcuk dizini (word_index): Siralarmma/dizinlerine gore kelimeleri
esleyen adlandirilmis listedir. Yalnizca tokenizer’da
“fit_text_tokenizer()” c¢agrildiktan sonra ayarlanir (Kalinowski ve
ark.).

e Veri islenirken “sequence.pad sequences” kullanimi sekil iceren
girdi verilerinin listesini (veriyi) iki boyutlu NumPy sekil dizisine
(veri, zaman araliklarina) doniistiiriir. Temel olarak, verilere zaman
araliklar1 kavramini ekler. Uzunlugun zaman araliklarini (maxlen)
uretir (Tutorials Point (I) Pvt. Ltd. - Keras, 2019, s.:85).

o Keras web sitesine gore Blok dizileri (pad sequences) ayni
uzunlukta olmalidir. Doldurma (padding) veya kesmenin (truncation)
gerceklestigi konum, sirasiyla doldurma ve kesme bagimsiz
degiskenleri tarafindan belirlenir. Dizinin baslangicindaki degerleri
onden (pre) doldurma veya kesme varsayilan segenektir.

e Doldurma / Kesme (Padding / Truncating) Islemi: Hem kisa hem de
uzun metinlerle basa ¢ikmak igin belirli bir uzunluga goére metni
doldurur (padding); ya da bastan/sondan metni keser (truncating). Bu

uzunluk dizi uzunlugu (sequence length) olarak tanimlanir.
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Veriler iyi bir sekle sokuldugunda, egitim ve test setlerine ayrilabilir
(Agrawal, 2019). Keras’a gore metin verisi Onisleme bagimsiz degiskenleri

sunlardir:

e Kiime boyutu (batch size): Veri gruplarinin boyutudur. Varsayilan
deger 32°dir.

e Maksimum uzunluk (max_length): Bir metin dizesinin maksimum
boyutu. Bundan daha uzun metinler maksimum uzunluga gore
kisaltilacaktir.

e Karistirma (shuffle): Verilerin karistirilip karistirilmayacagidir.
Varsayilan degeri “Dogru” dur.

e Kaynak (seed): Karigtrma ve doniisiimler i¢in istege baglh rastgele

kaynak sunar.

Ardisik (Sequential) model, her bir katmanin tam olarak bir girdi ve ¢ikt1
tensoriine sahip oldugu diiz bir katman yigini i¢cin uygundur. Ardigik model
ekle “add()” metoduyla olusturulabilir. Model insa edilir edilmez, Gzet
“summary()” metoduyla icerik gorintilenebilir (Chollet, 2020). Daha sonra
LSTM katmanlar1 (layers) eklenebilir. Tez ¢alismasida kullanilan katmanlar

asagida yer almaktadir:

a. LSTM Katmani: gizli konum boyutlar1 ve katman sayisiyla
tanimlanir.

b. Gomme (Embedding) Katmani: kelime simgelerini (tamsayilari)
belirli boyutta bir yerlesime doniistiiriir.

c. Aktivasyon Katmani: Tim ¢ikt1 degerlerini 0 ile 1 arasinda bir
degere gevirir.

d. Yogun (Dense) Katman: Tam baglant1 olusturur ve LSTM
katmaninin ¢iktisini istenen ¢ikti boyutuna esler (Agrawal, 2019).
Keras’a gore Yogun katmanin bir degiskeni olarak softmax
kullanilabilir. Softmax, degerler vektoriinii bir olasilik dagilimma
doniistiirir. Sonug bir olasilik dagilim1 olarak
yorumlanabileceginden, Softmax genellikle bir siniflandirma aginin

son katmani i¢in aktivasyon olarak kullanilir.
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e. Birakma (Dropout) Katmani: Egitim siiresi boyunca her adimda bir
oran frekansi ile girdi birimlerini rastgele 0’a ayarlar, bu da asir1
O0grenmeyi Onlemeye yardimei olur. Orani 0 ile 1 arasinda reel say1
olmalidir.

f. Dizlestirme (Flatten) Katmani: Girdiyi diizlestirir. Kiime
biiyiikligiinii (batch size) etkilemez.

g. Cift Yonli (Bidirectional) Katman: RNN’ler i¢in ¢ift yonlii modiil

olusturur. Girdi hem sagdan sola hem de soldan saga okunur.

En iyilestiriciler (Optimizers): Keras modelini derlemek igin gereken iki

bagimsiz degiskenden biridir: “compile()” (derleme) veya “fit()” (uydurma)

gibi. Optimizer i¢in asagidaki gibi varsayilan parametreler kullanilabilir.
- “model.compile(loss=‘categorical_crossentropy’, optimizer=‘adam’)”

Adam, optimizer icin bir yontemdir ve sadece az bellek ihtiyaci ile birinci
derece egimler gerektiren verimli bir tahmin saglar. Yéntem, egimlerin birinci
ve ikinci kuvvetlerinin tahminlerinden farkli parametreler i¢in bireysel
uyarlanabilir dgrenme oranlarmi hesaplar. Ismen “Adam”, “adaptive moment
estimation (uyarlanabilir kuvvet tahmini)” dan tiiretilmistir (Kingma & Ba,
2015). Keras’a gore Adam 6grenme orani ¢ok yiiksek olmamalidir, yoksa
girdi asir1 O6grenmis olur, o yiizden varsayilan deger 0.001 olarak
gecmektedir. Bozunma orani (decay rate) 1. kuvvet tahminleri varsayilan
olarak 0.9, 2. kuvvet tahminlerinde ise varsayilan olarak 0.999 olarak
kullanilmaktadir. Sayisal tutarlilik i¢in sabit bir katsay, sifira ¢ok yakin olan
deger (epsilon) varsayimi da ‘le-7’ olarak ifade edilmektedir.

Optimizer’da model derlenirken kayip (loss) fonksiyonu da kullanilabilir.
Kayip fonksiyonlarinin amaci, bir modelin egitim sirasinda en aza indirmeye
calismasi gereken miktar1 hesaplamaktir. Loss fonksiyonu seyrek kategorik
capraz etkinlik 6lcimu (sparse categorical crossentropy) olarak secilebilir. Bu
degisken etiketler ve tahminler arasindaki capraz etkinlik Olglim kaybimni
hesaplar. iki veya daha fazla etiket siniflarinda kullanilir. Etiketlerin tamsay1

olarak getirilmesi beklenir.
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Yine Optimizer’da metrik fonksiyonu da secilebilir. Metrik, modelin
performansini degerlendirmek i¢in kullanilan bir islevdir. Metrik islevleri, bir
metrigin degerlendirilmesinden elde edilen sonuglarin model egitilirken
kullanilmamasi disinda kayip islevlerine benzer. Herhangi bir kayip islevi
metrik olarak da kullanilabilir. Dogruluk (accuracy) metrigi segildiginde,
tahminlerin etiketlere ne siklikta esit oldugunu hesaplanir. Bu sikligi
hesaplarken toplam (total) ve say1 (count) olmak tizere iki yerel degisken
olusturur.

En son, egitim sirasinda toplanan tiim bilgileri i¢eren bir gecmis (history)
nesnesi Uzerinde model uydurma yapilirken “model.fit()” bir¢ok degisken
belirlenmelidir:

e X: Vektor, matris veya egitim verisi dizisidir.

y: Vektdr, matris veya etiket veri dizisidir.

e Devir (Epoch): modelin egitilmesindeki devir sayisidir.

e Ayrmt1 (Verbose): Ayrinti modudur (0 = sessiz, 1 = ilerleme
cubugu, 2 = devir basma bir satir).

e Validation data (Dogrulama verileri): her devrin sonunda kaybin ve

herhangi bir model 6lgtimiiniin degerlendirilecegi verilerdir. Model

bu verilerde egitilmeyecektir.

KNN (K-Nearest Neighbours), “en yakin k komsu” anlamina gelmektedir ve
mevcut tiim durumlar1 depolayan ve yeni verileri veya durumu bir benzerlik
Olciisiine gore smiflandiran basit bir algoritmadir. Cogunlukla komsularmin
nasil smiflandirildigimma dayandirilmis bir veri noktasmi siniflandirmak icin
kullanilir. KNN’deki ‘k’, veri noktasmin nerede siniflandirilacagina karar
vermek amagh en yakin komsularm sayisini ifade eden bir parametredir.
Sarap Ornegine bakildiginda, kirmizi ve beyaz saraptaki Mirisetin ve Rutin
kimyasal bilesen seviyelerine bakilmis, seviye ne kadar ise ona gore kirmizi
ve beyaz sarap kadehlerini ayiran bir smiflandirma yapilmustir (Sekil 1.15.).
Buna gore yeni gelen bir kadeh sarabin hangi smifta olduguna karar
verilmelidir. KNN algoritmasinda ‘k’ degeri 5 ise, en yakin 5 kadehe
bakilmasi gerekir. En yakin 5 kadehe bakildiginda; 4’i kirmizi, 1’1 beyaz

cikmistir, boylece yeni gelen kadehte kirmizi sarap vardir tahmini yapilmstir
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(Sekil 1.16.). KNN algoritmasinda ‘k’, 6znitelik benzerligine dayalidir ve
dogru ‘k’ degerini se¢mek, daha iyi bir dogruluk i¢in 6nemlidir. ‘k’ degeri

deneme yanilma yontemiyle dogru bir segime ulagir (Subramanian, 2019).

[=]
b5 1) Kirmizi sarap
2 o®
= @.. _______________ KIRMIZI MI,
= v BEYAZ MI?
) ¢ v
Rutin

Sekil 1.14. Sarap 6rneginde kirmizi ve beyaz kadehlerin

mirisetin ve rutin seviyelerine gore ayrim grafigi.

Bes komsu; 4
kunuzi, 1 beyaz

K=5
-
~TTEy
v
g i @g___,; _______________ KIRMIZI MI,
= N e [/ BEYAZ MI?
Sinh &g
Rutin

Sekil 1.15. Yeni bir kadeh sarabin KNN algoritmasina gére siniflandiriimast.

2. Decision Tree Classifier, “Karar Agaci Siniflandiricisi” olarak gegmektedir
ve Wikipedia’ya gore daha ¢ok smiflandirma problemlerinde kullanilir.
Sadece ayrik degil aymi zamanda siirekli bagimli degiskenler igin de
calistirilabilir. Bu algoritma veriyi iki ya da daha fazla homojen setlere ayirir.
Miimkiin oldugunca farkli gruplar olusturmak ig¢in en 6nemli Ozniteliklere
bakarak bu ayirmay1 gergeklestirir. Karar agaglart hem smiflandirma hem de
regresyonu kapsayan makine Ogreniminde yaygin olarak kullanilmaktadir.
Karar analizinde, kararlar1 ve karar vermeyi gorsel ve agik bir sekilde temsil
etmek icin bir karar agaci kullanilir. Bu karar agaci, aslinda aga¢ benzeri bir
karar modelidir. Kokii tstte, dallar1 altta olacak sekilde bir karar agaci ¢izilir.
Sekil 1.16’da Titanik veri seti Ornegine bakildiginda yolcularm Gliip

0lmedigini tahmin edilmeye calisilmaktadir. Model, cinsiyet, yas ve es/¢ocuk
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olmak Uzere 3 Ozniteligi/stitunu kullanmaktadir. Buna gore 6len ve hayatta

kalan yolcularin oranlar1 kirmiz1 ve yesil renklerde gosterilmistir.

Cinsiyeti erkek mi?
Evet { Hayir I

| Hayatta ‘
kalan

yas > 9.5?

0.73 %36

es/cocuk > 2.5?

0.17 %61

Hayatta

kalan
0.05 %2 -
0.89 %2

Sekil 1.16. Karar Agaci Ornegi.
3. Suppor Vector Machines (SVM) “Destek Vektor Makineleri” olarak

adlandirilir ve Tutorialspoint’e gore veriyi farkli kategorilere ayiran iyi
bilinen denetimli siniflandirma algoritmasidir. Vektorler hattt en iyi hale
getirerek smiflandirilir bdylece gruplarin her birindeki en yakin nokta
birbirinden en uzak nokta olacaktir. Sklearn’e gére SVM i¢in siniflandirici
olan SVC (Support Vector Classifier) kullanilir. SVC birden fazla siniflar i¢in
kullanilabilir. Parametreleri arasinda ¢ekirdek (kernel) parametresi varsayilan
olarak “rbf’dir (radyal temelli fonksiyon), ancak “linear” (dogrusal), “poly”
(coklu), “sigmoid” veya “precomputed” (6nceden hesaplanmis) de secilebilir.
Yine de yaygin kullanilanlarin se¢ilmesi dnerilmektedir.

4. Naive Bayes, Tutorialspoint’e gore, tahmin degiskenlerinin bagimsiz oldugu
varsayimiyla Bayes teoremine dayali bir smiflandirma teknigidir. Ozetle, bir
Naive Bayes (NB) simiflandiricist, bir siniftaki belli bir 6zelligin varhgnin
baska herhangi bir 6zelligin varlig1 ile ilgili olmadigmi varsayar. Naive
Bayesian modelini uygulamak kolaydir ve ¢ok biiyilk veri kiimelerinde
oldukca kullanmighdir. Basit olmaktan ziyade, son derece gelismis
siniflandirma yontemlerinden bile daha iyi bir performans gosterir. Metin
siniflandirmalarinda kullanilmasi yaygindir. Sklearn’e gore Naive Bayes 5
adet siniflandiricis1 bulunmaktadir:

a. Katlterim (Multinomial) NB, katl ¢ok terimli modeller igin bir

smiflandiricidir ve ayrik 6zelliklere sahip smiflandirma i¢in uygundur
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(6rnegin, metin siniflandirmasi igin kelime sayilar1 gibi). Katliterim
dagilimi normalde tamsayr Ozellik sayimlarini gerektirir ancak
uygulamada TF-IDF gibi kesirli sayimlar da ise yarayabilir.

b. Bernoulli NB, ¢ok degiskenli modeller igin bir smiflandiricidir ve
ayrik veriler icin uygundur. ikili (binary) dzellikler igin tasarlanmustir.

c. Kategorik (Categorical) NB, kategorik o6zellikler igin kullanilan bir
smiflandiricidir. Kategorik olarak dagitilmis ayrik ozelliklere sahip
siniflandirmaya uygundur.

d. Tidmleyici (Complement) NB, standart Katliterim (Multinomial) NB
tarafindan yapilan “keskin varsayimlarr” diizeltmek i¢in tasarlanmistir
ve Ozellikle dengeli olmayan veri setleri igin uygundur.

e. Gaussian NB’de, 6zelliklerin olasiliklar1 Gaussian olarak tahmin edilir.

5. Multi-layer Perceptron (MLP) Classifier “Cok Katmanli Algilayan
Smiflandirict” anlamma gelmektedir ve sinir aglarma dayali bir
smiflandiricidir. Wikipedia’ya gore MLP ii¢ katman devresinden olusur; girdi
katmani, gizi katman ve ¢ikt1 katmamdir. MLP’ler, problemleri olasiliksal
olarak ¢6zme yetenekleri nedeniyle arastirmalarda faydalidir. MLP’ler,
konugsma tanima, goriintii tanima ve makine c¢evirisi yazilimi gibi cesitli

alanlarda uygulanmustir.

1.4.7. Yazarhk Analizi Yapilmis Calisma Ornekleri

Bu tez calismasi i¢in Yyazarlik analizi yapilmis bir¢ok calisma incelenmistir. Bu
tez caligmasma en yakin bazi ¢aligmalarin, bu calismayla olan benzerlikleri ve

farkliliklar1 asagida tartigilmstur.

1. Adli Yazarlik Analizinde Ayirt Edici Gostergeler Olan Kanitsallik Stratejileri
adli ¢aligma kanitsallik stratejilerinin sikliinin yazara 6zgii olup olmadig: ve
Ingilizce dilinde sozliik-dilbilgisel ifadelerin yazarlik analizinde ayirt edici
gostergeleri agiga c¢ikarip cikarmadigini incelemektedir. Bu arastrma 5

yazardan gelen 19 6rnek ile olusturulmustur. Arastirmanin nitel yonii, verilen
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ifadelerin kullaniminda yazara 6zgii belirli egilimlerin taninmasinin yant sira,
kanitsallig1 belirtmek i¢in kullanilan s6zliik-dilbilgisel ifadelerin saptamasi ve
smiflandirilmasint ~ géstermektedir. Calisma sonucunda kanitsallik  ve
sOzliiksel-dilbilgisel kanitsal ifade tiirlerinin se¢iminde yazara 6zgii belirli
aligkanliklar gozlemlenmistir (Tomi¢, 2019). Bu arastirma yazarlik analizi
icerdiginden bahsi gegen tez ¢aligmasina benzemektedir ancak tez ¢aligmasi
kodlar araciligiyla gercgeklestirildigi ve bilisim alanini da biinyesine kattig1
i¢in bu ¢alismadan ayr1 tutulabilir.

Oznitelik Madenciligiyle Tiirkce Metinlerin Yazar Atiflar1 adli calisma Yildiz
Teknik Universitesi tarafindan yapilan Yazarlik Analizi calismalarindan
biridir. Yildiz Teknik Universitesi Yazarlik Analizi iceren bir¢ok ¢alisma
yirtitmiistiir ve yirutmektedir.
“http://www.kemik.yildiz.edu.tr/yayinlarimiz.html” sitesi incelendiginde
yapilan calismalar goriilmektedir. Oznitelik Madenciligiyle Turkge
Metinlerin Yazar Atiflar1 caligmast ise WEKA uygulamasi iizerinden metin
madenciligi yapmaktadir. Yazarlarin belirlenmesi amaglanan dokiimanlardan
yazarlik 6zniteliklerinden, n-gramlarindan ve bu 6znitelik vektorlerinin ¢esitli
kombinasyonlarindan on farkli 6znitelik vektorii elde edilir. Naive Bayes,
SVM, k-NN, RF ve MLP siniflandirma yontemleri uygulanarak her 6znitelik
vektoriiniin karsilastrmali performansi analiz edilir. Calismanin sonucunda
gore en basarili smiflandiricilar MLP ve SVM’dir (Tirkoglu ve ark., 2007).
Bu c¢alisma tez calismasina Yazarlik Analizi ve uygulanan algoritmalar
acisindan benzer, ancak tez calismast Yazarlik Analizini WEKA yerine
Python iizerinden uygulamaktadir.

. Twitter’da Intihar Icerikli iletisimin Makine Siniflandirmasi ve Analizi adl1
calisma Ingilizce dilinde Twitter’da intihar icerikli metinleri smiflandirmak
icin olusturulmus bir dizi makine siniflandiricilarini rapor etmek ve ciddi
olmayanlar1 belirlemektir. Twitter gonderilerinden ¢ikarilan sdzciiksel,
yapisal, duygusal ve psikolojik Ozellikleri kullanarak bir takim temel
siniflandirict olugturulmustur. Bu analizden yola ¢ikilarak online intihar
icerikli tartisma forumlarmdan ve diger mikroblog web sitelerinden alinan

sozcuk listelerinin ve duizenli ifadelerin hem tek sézcikler, n-gramlar (kelime
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listeleri) hem de daha karmasik kaliplar agisindan ilgili dil ‘ipuglarint’
yakalayabildigini gozlemlenmistir (Burnap ve ark.,, 2015). Bu tez
calismasinda da bahsi gegen c¢alismadaki gibi makine siiflandiricilar:
kullanilmistir ve veri seti online igerikten toplanmustir.

Online Metinlerde Yazar Tamima adli yiiksek lisans tezi Ingilizce yazar
tanima arastirma alaninda kullanilan yontem ve teknikleri arastirmais;
ardindan bunlar1 uygulanabilir bir prototip haline getirmeyi amaglamistur.
Veri setleri e-postalar ve yazilardan olusan hazir 2 corpustan g¢ekilmistir.
Daha sonra uygulanan prototip, nitel (verilen metinlerin orijinal yazarlarini
belirlemedeki dogruluk diizeyi) ve nicel (prototipin uygulama suresi)
nitelikleri acisindan incelenmis ve degerlendirilmistir. Calisma sonucunda
denetimli 6grenme tekniklerinin yani sira denetimsiz 6grenme tekniklerinin
de mevcut yontem ve tekniklerin performansmi gelistirmeye yardimci
olabilecegini gostermektedir (Dinh, 2014). Mevcut tez calismasi, bu tez
caligmasi ile karsilastirildiginda denetimli 6grenme tekniklerinin kullanilmas1
acisindan birbirine benzemektedirler, ancak veri seti kose yazilarindan
olusmaktadir.

Elektronik Postalarn  Adli Analizinde Yazar Analizi Tekniklerinin
Kullanilmas1  adli  ylUksek lisans tez ¢alismasi Tirkge dilinde
gerceklestirilmistir. Bu ¢alismada, mesaj birimine dayali elektronik postalarin
giivenligini artirabilecek ve 5 yazardan gelen 250 mesaj icin elektronik
postalarin bilinen sahibi yerine gercek sahibini bulabilecek bir uygulama,
elektronik postalarin yazarlarmi adli bilimler ve veri seti olarak elektronik
posta ile ayni 6zelligi tasiyan forum mesajlar1 agisindan belirlemek amaciyla
gerceklestirilmistir. YOntemlerin basar1 oranlar1 arasindaki farkin temel
nedeni secilen veri setine, ¢ikarilan metin 6zelliklerine, on isleme adimlarna
ve algoritma parametrelerine baglidir. Sonug olarak yazarlik tespiti, gergek
suclular1 tespit etmede oldukca basarili bir yontemdir ve adli bilimler
alaninda calisan bilim insanlar1 i¢in faydalidir (Ekinci, 2013). Bu tez
calismasi, mevcut tez c¢alismasi ile adli bilimlere sunmus oldugu katki

benzerdir, ancak kullanilan algoritmalar farkli konumdadirlar. Benzer olarak
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karar agaci, Naive Bayes, Bagging siniflandirma algoritmalar1 kullanilmus,
sonuglar da benzer yontemlerle elde edilmistir.

Online Sosyal Platformlarda Yazar Tanima yiksek lisans tez calismasi
Tiirkce dilinde “bir sosyal platformda engellenen kullanicilarin farkli kimlikle
geri donmesi durumunda kimliginin tespit edilmesi ya da sahte hesaplarin
ardindaki kigilerin ortaya ¢ikarilmasini” amaglamaktadir. Veriler Eksisozliik
ve COPA isimli online bir oyun platformunda ikiden fazla kisinin online grup
sohbetlerinden toplanmistir. Bu c¢alisma sonucunda Ornege dayali yazar
atiflama yontemi, iyi yapilandirilmis resmi metinsel verilerde daha iyi
performans gosterirken profil tabanli yaklagim, resmi olmayan veri setlerinde
yazar atiflar1 igin daha iyi oldugunu gostermektedir. Sorgu metni az olsa bile
yazar tanima yine de miimkiin olmustur (Kuzu, 2010). Mevcut tez ¢alismasi
bu tez c¢alismasina denetimli algoritmalar kullanmasi agisindan benzerlik
gostermektedir. Ancak bu tez c¢alismasi ayrica Ingilizce ve Portekizce
dillerinde veri setleri de bulundurmustur.

Metin Madenciligi Yontemleri ile Yazar Tanima: Divan Edebiyat1 Ornegi
adh tez calismasi ise yine Tiirkge dilinde gergeklestirilmistir. Bu ¢alismada
Divan Edebiyatina ait 25 siir eserinin yazarlarini belirlemek icin bir yap1
gelistirilmistir. Bu sistemde metin madenciliginin metin smiflandirma
algoritmalar1 kullanilip kelimeler c¢ozimlenmistir. 20 farkli model her
parametrenin olast degerleri i¢in kurulmustur. Bu arastirmanin, bilinmeyen
eserlerin  yazarlarinin  belirlenmesine dair tahminleri uzun vadede
destekleyebilecegi varsayilmaktadir. Sonug¢ olarak, divan edebiyat1 eserleri
icin kelime bazli yaklagimla metin smiflandirma islemi basarili olarak
kaydedilmistir (Bilgin, 2018). Bu tez ¢alismasi mevcut tez ¢alismasina yazar
tanima agisindan benzemektedir, ancak mevcut tez calismasinin veri setleri

kose yazilarindan se¢ilmisken bu tez ¢alismasi siirleri icermektedir.
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Biitiin bu ag¢iklanan kavramlardan hareketle yazarlik analizinin ana fikri aslinda
bir yazarin kendine 6zgii 6zelliklerin ¢ikarilmasi oldugu savunulabilir. Bu stilistik
ozellikler NLP adimlari ile elde edilecek olup, makine 6grenme algoritmalarma hazir
haline getirildikten sonra bahsi gegen algoritmalardan gegirilecektir. Algoritma
sonuclarindan elde edilecek verilerle bu ¢alismanin amaci sadece s6z konusu kose
yazilarinin bagl olduklar1 yazarlara ait olup olmadigimi gdstermekle kalmayip, ayni
zamanda bilisim suglarmin en yaygini olan intihali 6nleme bir Oncii olmasi
hedeflenmistir. Ayrica sosyal medya gibi bilisim ortamlarinda yazar1 belli olmadig:

diisiiniilen herhangi bir paylasimi tespit etmede de yardimci olacagi diistiniilmektedir.
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2. GEREC VE YONTEM

2.1. Verilerin Toplanmasi

Bu calisma; yazarlar1 ve kose yazilarmi segme, kose yazilarin1 web sitelerinden
cekme, bu yazilar1 Onislemden gegirme ve Onislemden gegirilmis kose yazilarini
algoritmalara sokma olarak 4 asamadan olusmaktadir. Yazarlar ve kdse yazilari
Agustos 2021 tarihinde se¢ilmis ve yazilan kodlar araciligiyla bagl olduklar1 web
sitelerinden cekilmislerdir. Eyliil 2021 tarihinde ise bu yazilar 6nislem adimlarindan
gecirilmistir. Ekim 2021 tarihinde ise Onislemden gecirilen yazilar algoritmalara

sokulup sonuglari not edilmistir.

2.1.1. Birinci Asama

Kose yazilarinda yazarlik analizi yapmadan once 6 kose yazari se¢ilmistir. Bu
kose yazarlar1 “https://www.hurriyet.com.tr/yazarlar/tum-yazarlar/” web sitesinden
secilmistir. Yazarlar farkli alanlardan olmak iizere rastgele se¢ilmistir. Tarih ve
edebiyat konularinda Dogan HIZLAN ve ilber ORTAYLI; mutfak konularmda Miige
AKGUN ve Vedat MILOR, sosyal konularda Melike KARAKARTAL ve Yasar
SOKMENSUER se¢ilmistir. Her yazardan 160’sar yazi segilmistir. Toplamda 960
metin tlizerinde calisilmistir ve her yazardan daha fazla metnin algoritmalara
sokulabilmesi igin yazilar esit tutulmustur. 960 metin, yazarlik analizi yapmak iizere

sinirli olsa da diger ¢alismalara nazaran elde edilen verilere gore yeterli gorilebilir.

2.1.2. ikinci Asama

Calisgmanm bu asamasinda kodlar, Visual Studio Code (VSC) uygulamasi
araciligiyla yazilmistir. Visual Studio Code, Vikipedi’ye gore “Microsoft tarafindan
Windows, Linux ve MacOS igin gelistirilen bir kaynak kodu diizenleyicisidir.

Gomulu Git kontrolli, hata ayiklama, s6zdizimi vurgulama, akilli kod tamamlama,
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snippetler ve kod yeniden yapilandirma destegi icerir. Ayrica VSC 6zellestirilebilir,
boylece kullanicilar klavye kisa yollarini, tercihlerini ve editoriin temasini
degistirebilir. Resmi indirme islemi tescilli bir lisans altinda olsa da iicretsiz ve agik

kaynaktir.”

VSC’a entegre edilen Python 3.9.7 aracilig ile, 6ncelikle yazarlarm bagli oldugu
web sitelerinden metin ¢ekme islemi belirli kodlarla getirilmistir. Metinleri web
sitelerinden c¢ikarma islemi i¢in urllib ve BeautifulSoup kiitiiphanelerinden

yararlanilmistir. Tek bir metin ¢iktis1 Sekil 2.1.’de gosterilmektedir.

TERMINAL ATA AYIKLAMA KONSOLU

Windows PowerShell
Copyright (C) Microsoft Corporation. All rights reserved.

Install the latest Powershell for new features and improvements! https://aka.ms/PSWindows

PS C:\Users\cemre> & C: /Users/camr'elnpr.Data/Locallegrans/Pytmn/PytmnSg/pytmn exe

’te icra edilen Stravinski’nin ‘Bahar Ayini’ni begenmeyenlerin bir yeniligin habercisini fark etmediklerinden soz
rerek Tarkiye’de edebiyattan mimar: esne kadar deisimin her sanat dalindaki orneklerini veriyor. Hig kuskusu ™
larin yam sira yapilmayanlar1 ozetliyor:

le karsilast1.Tlk bakista bu denli zengin ve gincel bir kutuphansrun DartLfunun dahil herhangi Inr cat1 altinda nlmadlgml gordi. "Atatirk - Kurucu Felsefan er ToprakTarkiy

e is Bankas1 Kultor YayinlariHukuk, bilim, kultorLiderlerin yetistigi ortam incelemek gerekiyor, yalniz kendi ulkesinde defil, dunyadaki gidisati ne kadar , etkilendifi de s

aptanmali.Atatirk hangi bilimlere onem verdi, okuduklarindan yola cikarak antropoloji ebiliriz.Toprak’in kitaby, Atatirk ekseninde Cumhuriyet’in kilti ‘tasiny sunuyor. Gundb

irlik degerlendirmelerin, dayanaksiz yorumlarin yerini nesmel yargilara birakabilmesi belgeler esliginde yazilan bu ti rin okunmasimy salik veriri ndekiler niteligi

ozetliyor: Hukuk, Sosyoloji, Ekonomi, Siyaset, Bilim - Kaltir...180 y1l birikmis. . Atatirk’in kitapligim Toprak soyle ozet Cumhuriyet?in kurucu felsefesinin ardinda, sosyal v
bilimler alamnda Tanzimat sonras1 yiiz y1l boyunca birikmis telif ve tercime eserler vardi.” Atatirk’on bilinenin de, bilinmeyen diinyasini ogreneceginiz bir calisma.

PS C:\Users\cemre> [|

Sekil 2.1. Web sitesinden ¢ekilen bir metin 6rnegi.

Tek bir metin 6rnegi calistiktan sonra bir yazarmn biitlin yazilar1 ve bagl
olduklar1 linklerin ¢ikarilmasi ve .txt uzantili belgelere kaydedilmesi isin kodlar
yazilmistir. Yazilan kodlarda, web sitesi inceleme boliimlerinden tam metin(ler)in
icerildigi sinif (class) “article-content news-text”, “highlighted-box mb20” bolmeleri
koda yazilarak gergeklestirilmistir. Linkler (Sekil 2.2.) ayri, linkler ve bagl olduklari
kose yazilart (Sekil 2.3.) ayr1 bir .txt dosyasina kaydedilmistir. Verilen drneklerde
secilen kose yazarlarindan olan Dogan HIZLAN yazilar1 ve linkleri bulunmaktadir.
Diger yazarlarin kose yazilar1 da ayni yontemle web sitelerinden cekilmistir.
Kaydedilen .txt uzantili dosyalar kontrol edildiginde bazi metinlerin bozuk ¢iktig1 ve
metin icerisinde makine tarafindan okunamayacagi diisiiniilen bazi simgeler
goriilmiistiir. Bu kisimlar da metinden ¢ikarilmis boylece Onislem adimina uygun

hale getirilmistir (Sekil 2.4.).
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links - Mot Defteri

Dosya Dazenle Bigimlendir Gardntale  Yardim

https://www.hurriyet.com. tr/yazarlar/dogan-hizlan/metin-cengizin-odulleri-41951944
https://www.hurriyet.com.tr/yazarlar/dogan-hizlan/oguz-tansel-merkezi-aciliyor-419580324

https://www. hurriyet.com. tr/yazarlar/dogan-hizlan/klarnet-hangi-tur-muzige-yakisir-41948972
https://wwi. hurriyet.com. tr/yazarlar/dogan-hizlan/siirler-ve-arkalarindaki-gercek-hikayeler-41948284
https://wni. hurriyet.com. tr/yazarlar/dogan-hizlan/arsivin-koleksiyonun-onemini-hatirlatmaliyim-41946844
https://www.hurriyet.com. tr/yazarlar/dogan-hizlan/kendi-sozleriyle-yasayan-ataturk-41945238
https://www. hurriyet.com.tr/yazarlar/dogan-hizlan/chopin-dinleyerek-idil-bireti-yazmak-41944838
https:// v, hurriyet.com. tr/yazarlar/dogan-hizlan/istanbulu-taniyin-sonra-gezin-41943234

Sekil 2.2. Web sitelerinden cekilen linkler 6rnegi.

dogan_texts - Not Defteri — [5] X
Dosya Duzenle Bigimlendir Gorantale Yardim

https://wne.hurriyet. con. tr/yazarlar/dogan-hizlan/metin-cengizin-odulleri-41951944

Eylil-ekim aylarinda tam dért festivale katildi. Bunlardan biri Ukrayna Kiev’de, diger ikisi de Kosova ve Kuzey Makedonya’da olmak Gzere tam iic 8dil aldi. Ayrica festiv
urdugu Siirden Yayincilik’in sahibi ve yBneticisi.Siirden dergisi nasil bir dergi? Tirk siirinde edebiyatinda yeri ne? Simdiye kadar neler yapti? Katkida bulunanlar ki
osuyla Siirden Dergisi adli bir de siir dergisi yayimlayan yayinevi, ceviri kadrosu (Yeliz Altunel, Ruhsan iskifoglu, Gizem Atli, Giinay Hasan, Oving Cengiz, Miesser Yer
nEdebiyat - Orhan PamukTGC Kurucu Baskani Sedat Simavi (1896 - 1953)Tirkiye Gazeteciler Cemiyeti’nin kurulmasinda ncli oldu. 11k defa konulu film cevirdi. 1 Mayis 1948

https://wm.hurriyet. con. tr/yazarlar/dogan-hizlan/oguz-tansel-merkezi-aciliyor-41958324

‘¢ Kanatls Masal Kusu’ Oguz Tansel, egitmen, arastirmaci ve sair kimligiyle taninmistar. Oz Tirkee’ve tutku dizeyindeki sevgiyle ustaca bir siir dili yaratmis olan 49
alerisi’ndeki Do¢. Dr. LUtfl Kaplanoglu’nun ‘Evvel Zaman’ sergisi, adini kadim Anadolu imgelerinden, efsanelerinden, kokli medeniyetlerinden ve sanat¢inin kollektif bel
cii bir rol stlenmesi, basaraly uluslararasi kariyeri ve kurucusu oldugu orkestralar, akademi ve egitim projeleri ile Ulkemizin miizik kurumlasmasina katkilara”ndan &tiir

https://wm.hurriyet. com. tr/yazarlar/dogan-hizlan/klarnet-hangi-tur-muzige-yakisir-41948972

Ama Tirk mizigine c¢ok yakistiriyorum.Sikri Tunar’i kayittan ve sahneden ¢ok dinledigim icin onun ses bellegimdeki yeri baskadir.Diskotegimde duran Selim Sesler’i dinlec
esan Yéresindeki Profesyonel Mizisyen ve Topluluklar- ince Calgy Toplulugu Gelenegi- Albiindeki Enstriimanlar ve Mizisyenler- Girnata (klarnet)Selim Sesler (klarnet, voks
1n gidelim gelin evineGelin gelin nazli gelinAnasinin bir tanesiBabasinin bir tanesi”3. Bir Sari YilanKuzey Yunanistan ve Makedonya’da taninan bir oturak havasi.4. Ali
aplarindan, haritalardan dgrenmeyin. Mizigini dinleyin. Bilgilerinize oranin mizigi eslik etsin.(Kalan Mizik - Hasan Saltik)

https: /. hurriyet. com. tr/yazarlar/dogan-hizlan/siirler-ve-arkalarindaki-gercek-hikayeler-41948284

Bir edebiyat eserinin yazilis serlivenini merak eder misiniz? Ozellikle, mesela bir ask siirinin kimin icin yazaldigini? Haluk Oral’in “Siir Hikdyeleri’ kitabinda bu tir
ettikten sonra sadece siirlerin hikayeleriyle yetinmeye karar verdim.”Siir HikayeleriHaluk Oral Everest YayinlariHER BOLUM AYRI BIR KITAPLavinia: Ozdemir Asaf’in siirle
’a style anlatacaktir o giinleri: “Edebiyat hocamiz GUndiz Akinci idi. Biylk bir sansti bizim icin. Ders kitaplarindan cok roman okuturdu bize. Lisede ben Andre Malraux
ffak Sami’nin ‘Gel Gor ki’ siir kitabinin arkasinda Orhan Veli’nin “Sere Serpe’ siiri vardi.0 Belde I¢in Bir Sadelestirme (alismasi: Sevket Rado’nun Ahmet Hasim’in ‘O E

https: //wm.hurriyet.com. tr/yazarlar/dogan-hizlan/arsivin-koleksiyonun-onemini-hatirlatmaliyim-41946844
Yayimlananlardan bircogunu animsiyorum, dinden bugline gdndermelerin esliginde daha dogru degerlendirmeler yapiyorum.Ne yazik ki gecmis sadece siyasal platformda, siyasa
ivlerin dijitalize edilmesinde hayati Gnem goriyorum.Elbette bu basili olanlari yok saymamiza yol acmamali. Kagidindan mizanpajina kadar bir kitabin seriveni elimizde t
esisi var.(Kasim - Aralik 2021)MUHiTNecip Fazil Dosyasi:Kalir dudaklarda sarkimiz bizimMustafa Isen’in ‘Kitap Hikdyeleri’ yazisi her yazarin, her okurun yasadigl bir du
ve Berlin merkezli Barok toplulugu Musica Sequenza’nin onuncu albiimi. (Kasim 2021)

hittps://ww.hurriyet. com. tr/yazarlar/dogan-hizlan/kendi-sozleriyle-yasayan-ataturk-41945230

Zarfin ic¢inde Ko¢ Universitesi Mitevelli Heyeti Baskani Prof. Dr. Nur Yalman’in da bir agiklamasi vardi:“Elinizde tuttugunuz ‘Kendi S&ézleriyle Yasayan Atatirk’ kitabimi
e yeni dogan uluslarin énderleri icin érnek. 28. yiizy1l ronesansinin kahramani. Dogu’da ve Bati’da, bu yizyilda ya da daha énce ayni basarilarin cogunu kazanmis olanlar
1smalar1 yapanlar merkezi Gaziantep’te olan enstitiiniin catisi altinda bulusuyorlar. Bilim, sanat ve kiiltir dinyamiz icin atilan bu cok yerinde adim, dis iliskilerin giic
Londra’daki biirosunda Giingér Denizasan’la bulustuk. Aksam operaya gidecegimi, biletimi aldigamy sdyledim.®Ne geregi var?” dedi, “Sanatcilarin kapisina git, adim ver. 1
; L . . N AP o e emmeannn N

St1,Sat1 %100 Windows (CRLF) UTF-8

Sekil 2.3. Web sitelerinden gekilen linkler + metinlerin érnekleri.

dogan-hizlan - Not Defteri - a8 x
Dosya Durenle Bicimlendir Gérantale Yardim

Beklemeyi, tahammili, umudu &grendik

“Giinler gelip gecmektedir. Kuslar gibi ucmaktadir. Ehli-i fesadin yeri nar Ehl-i salsh ucmaktadir”. Ahmet Hamdi Tanpinar’i cagrastirir, Aziz Mahmut Hidai. Aylardair soke
1lardan vefasiz.” Unutulan asklar: da aklinizdan gecirirsiniz. Pandemi beklemeyi 8gretti bize, umudu da. Orhon Murat Ariburnu’nun ‘Umut’unu animsamazsak olmaz: “Diinya ¢
ayrilan tanidiklarimiz, iyilesme umutlari tasiyanlar var. Hayatini kaybeden saglikcilarimiza rahmet, canla basla hastalarini iyilestirmek icin calisanlara ise kolaylikl
p verir? “Ben yesili cimlerde degil Turner’in resimlerinde severim.” GUZEL, saglikli, basarili, insancil duyarlilifin egemen oldugu bir y1l diliyorum

Fikret Mualla yalniz ve yarali bir hayat
Ancak sergi icin hazirlanan katalog, ressam hakkinda bir referans kitap olma 6zelligini tasiyor. Istanbul’da baslayip Fransa’da sonlanan bir hayatin biitln trajedisi, ya
diismanlarim ayaga kalksinlar”. ELif Naci, onunla tanismasini anlatiyor. EVRIM Altug’un yazisinin basligi: “Hala paletinin gotirdigii yerdeyiz”. “Pek cok kompozisyonuna n
bul insanlar1 hic aklindan cikmaz.” Ressamin, ‘Karakolda Gestapo Iskencesi’ yazisi basindan gecen bir olayl mizahi bir islupla dile getirmis. Sanatci bir dostuna yazdig

1lhan Basgdz’ln memleket hasreti son buluyor:

Cumartesi gece yarisinda Umut Ozkan imzali bir e-mail aldim. Tirk halk edebiyatinin uluslararasi nemdeki bilim insani Ilhan Basgdz’iin Amerika’da, Indiana’da hasta oldu
yle evinde yiritilmeye ¢alisiliyor. Sik sik hastaneye gitmesi gerektigi icin mevcut kosullarda tiirli zorluklarla karsilasiyor. Bir yili askin zamandir 1srarla Tirkiye’y
iz. Dilerim en kisa sirede Ilhan Hoca’ya Tiirkiye’de “Ge¢mis olsun” deriz. NASRETTIN HOCA ONUR Ol SAHIBL Prof. Dr. Ilhan Basgdz 1923 yilinda Gemerek’te dogdu. kul
Ggretim Uyesi olarak atandi. 1981’de Indiana Universitesi Tirk Arastirmalari Programi’nin ydneticiligini dstlendi ve Amerikan Folklor Cemiyeti onur lyeligine secildi. 1

Ruhi Su’nun anisina:

Birkac dize daha okuyalim: “Insanlarin tiirkileri kendilerinden giizel, kendilerinden umutlu, kendilerinden kederli, daha uzun dmirli kendilerinden. Sevdim insanlardan cc
veririm. Onlari dinlerken gezdiginiz gérdiginiz yerleri seslendirirsiniz. Bir yerin insanini, asklarini, acilarini, mutluluklarini, dertlerini en iyi mizikle anlar, nag
nadolu’yu dolasiyorlar... - Tirkiilere Kalan 1’de Birinci CD’de 17, ikinci CD’de 17 parca var. - Tirkilere Kalan 2’de Birinci CD’de 13, ikinci CD’de 13 parca var. - Tirk

Sadberk Hanim Mizesinden seckiler Mesher’de:
stiklal Caddesi’ndeki Mesher’de sergilenen eserler, M0 6. bin yildan 20. yiizyila uzanan bir zaman dilimini kapsiyor. Sergi icin hazirlanan ‘Maziyi Korumak’ baslikl: ke
ciligin 8nciisidir. Mize, ziyarete acilis tarihi olan 1989 tarihinden bu yana koleksiyonunu belli bir disiplin icinde bilincli bir sekilde zenginlestirme, sergileme, bil
lir. Mesher hakkinda bilgi ve gezi rehberi: Bir Vehbi Koc Vakfi (VKV) kurulusu olan Mesher, tarihi arastirmalardan gincel sanata uzanan kapsamli sergilerinin yani sira
afeti ve ayakkabl SANATLA, yasamla, tarihle kesisen Snemli bir sergi

Armagan haftasi:
Elbette benim icin birinci armagan kitaplardan secilmeli. Secerken 5dill kazanan kitaplarin listesini gézden gecirin. Bir yilin Gne cikan kitaplarini okursaniz, Tirk ve
e eski dénemin Unli yazarlarinin yeni baskilar: yapildi ama okurun ilgisini cekmedi. Onlarin yerini yeniden yayin diinyasina sunulan, Tirk edebiyatinin kurucu yazarlarir
n’ minyatirinden izler tasiyor. Osmanli Senlikleri’nden detaylar dijital baski ile yizde yiz dogal kumaslara basilip nakislaniyor. Canan’in ‘Falname’ serisinden yola ¢3
defterlerinde bir yenilik yapilmis. Artik e-posta yazacak yer de var. Duvar takvimleri her evde vardi, Saatli Maarif duvar takviminin arkasinda glnin tarihi Gzerine bil

Tarak Bugra iyi bir yazara tanimak

St1, Sit 1 %100 Windows (CRLF)  UTF-8

Sekil 2.4. Web sitelerinden ¢ekilen metinlerde bozuk kisimlarin ve simgelerin ¢ikarildigr “.txt’ drnegi.
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2.1.3. Uciincii Asama

Web sitelerinden cekilen her yazarin kose yazilar1 ayri “.txt’ uzantili dosyalara
kaydedilmistir ve hepsi “author n columns” adli bir dosyada tutulmustur. Dosya
Onisleme sokulmadan 6nce her yazarin karakter, kelime ve kose yazisi adetlerine

kodlarla bakilmistir (Cizelge 2.1.).

Cizelge 2.1. Yazarlarin segilen kose yazisi adetleri ve kdse yazilarinda bulunan

karakter/kelime adetleri.

ADELD ADED
Dogan HIZLAN 376985 73589 160
Tlber ORTAYLI 1067766 137298 160
Melike
KARAKARTAL a03947 77637 160
Miige AKGUN Q14056 121290 160
Vedat MILOR 625817 85990 160
Yasar
SOKMENSIUER 521417 67913 160

Daha sonra bu dosyalar kodlar araciligiyla Python {izerinden Onislemden
gecirilmistir. Onislem adimlar1 uygulanirken “nltk” ve “stanza” kituphanelerinden
yararlanilmistir. Bu kiitiiphanelerden faydalanirken, Onislem kodlamasi 3 adimdan
olugsmustur. Kose yazilarinda bulunan kelimeler kok haline getirilmis (lemmalar1
bulunmus), metinler kiigiik harflere doniistiiriilmiis, durduran ifadeler (Stop-words),
sayllar ve noktalama isaretlerinden ayiklanmistir. Bu islem 6 yazar i¢cin de ayni

sekilde gerceklestirilmistir.

Onislemin ilk adimi, kdse yazilarinda bulunan kelimeleri kok haline getirme
(lemmatization) islemidir. Bu adimda ‘stanza’ kiitiiphanesinden faydalanilmistir; dili
Tiirkce secilmis, islem birimi, girdi siniflandirma (tokenization), ¢oklu kelime
gostergesi (multi-word token), sozclik tirl (part-of-speech) ve lemma (kok)
secilmistir. Bu islemde oncelikle kose yazilarindaki ciimleler kelimelere boliinmiis,
Turkce dilinde kullanilan alfabe yazilarak Tiirk¢e dilinde olmayan kelimeler ve 6zel

isimler ¢ikarilmaya ¢alisilmistir. Ayrica ‘stanza’ kiitiiphanesinde mevcut, evrensel
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sOzclk tarleri (universal part-of-speech) olan yardimei fiiller (auxiliary), 6n ek ve
sok ek (adpositions), sayr (number) ve noktalama ifadeleri (punctuation) de
cikarilmaya c¢alisilmistir. Kelimelerin uzunlugu da 1’den fazlaysa o kelimeler
tutulmus, digerleri de atilmistir. Son olarak elde edilen lemmalar kiigiik harflere

donistirilmistiir (Sekil 2.5.).

TERMINAL TA AYIKLA 0 +~ D0 m -

bekle tahammiili umut ogren gin gel gec kus ug ehli fesat yer mar ehl salsh u¢ ahmet hamdi tanpinar cagris aziz mahmut hiidai aylar sokak ¢1k ev yasa biitiin sinir zorla sir Ggren fogren
dim sair nedim tahammiil milk yik de cok ev kal tahammiil milki saglamlik yik gor disarl isyeri git gin telas rit kap dost sohbet dal cok sev tirkii calis murildan bu dag komir gecen gi
n omir felek kusu var pence de simdi yalniz bugin defil mazi de dusin basla ev oku kitap sayfa dal git yil kayit dinle makara teyp casal thibaud cortot uclu schubert trio dinle agir
makara teybi mehmet demirel yardim italya budrio getir baz1 yaz1 bellek degis konuk yakup kadri ne de y1l yar yar y1l vefasiz unut ask da akil gecir pandem bekle ogret biz umut da oo
rhon murat ariburnu umut animsa ol dinya don umut fakir yemek ye memet ye memet ye yilbasi belli gin ben pek etkile takvim yaprak ben degisiklik haberci degil sik sik tekrarla tarik
bugra yarin sey yoktur ben duygu basyapi octavio paz 1 ocak’ siir oku y1l saat ev ol nezaket gerek goniil al her zaman yeni y1l kitap oku gir gin yeni al kitap yeni al kalem ¢iz tabi
i dolmakalem temizle bosalan murekkep dol kursunkalem masa kalemtiras makine ac baden b’ye sir bu islem unlu polisi yazar george simenon yakin kus kalem ac roman yaz boyle deney tese
bbiis et gerilim i¢ y1l gecir ara ayril tam dyiles umut tasi var hayat kaybet saglik¢l rahmet canla basla hasta iyiles calisan kolaylik dele yeni y1l herkes tedavi diisin as1 bekle ga
zet haber televizyon saglik calisan ozveri izle parti gorgusiz yap soz eglence anla gel kiz cocuk baba gor duy 6zlem gor insan baska tirld davran yazlik yer git sehir dagdaga cek ben
her zaman ciinkii kitap 1p cd tas1 pastoral hayat cekicilik kendi torlt kap mevsim m yasa yasar kemal Gniversite soyle ben doga yasar kemal roman oku sev yaz kez daha yinele sarlo
ile inlii yazar gertrude stein ara londra yemek soyle konus gec “su cim ne guzel degil de sarlo gertrude stein bak ne cevap ver ben yesil cim degil turmer resim sev guzel saglik basa
r1l1 insancil duyarlilik egemen ol y1l dele
fikret mualla yalniz ve yara hayat ancak sergi hazirla katalog ressam hak referans kitap ol Gzellik tasa istanbul basla fransa sonla hayat biitin trajedi yarat siire¢ 1stirap dost tarr
af yaz mektup bellek sil izler birak mektup ne y c1 say1s1z dere devlet disis bakan sanat ilgi ve saygl goster her zaman destekle fikret mualld fransa ol ve gom y1l cumhurbaskani
Gisman ayak kalk elif naci tams anlat evrim altug yaz1 baslik hal palet gdtir yerdeyiz pek cok kompozisyon merkez sec paris notre dame katedra veya sayisiz kafe bar ve bistro ressam
ugrak yer goz carp fotograf tarih 1938 fikret mualld ve abidin dino yer istanbul hifzi topuz fikret mualla ile y1l yap roportaj gin bugin ressam ne de istanbul goz tut yal ozlem icin
de ama kork istanbul nasil yasa nasil gecin ressam mibin orhon da istanbul Gzlem nakle paris lyon gar1 hic sev de gin neden sor ray obir ucu sirkeci garl karsilik ver doktor safd
er tarim yaz1 fikret mualla ile son gorisme avni arbas da istanbul yolcu et anlat abidin dino resim istanbul tasvir edis ammsa mualld ayasofya bogaz mezarlik istanbul insan hic akil
cik ressam karakol gestapo iskence yazi bas ge¢ olay mizahi Gslup dile getir sanatci dost yaz mektup bak ne iste eski tirk yaz roman iste istanbul romantizm 61 yakin yaz secme dunya
umur degil sat ana kabiliyet iyi ama her zaman inan¢ cok calis gerek ancak boylece kendi ihanet et biyuk sanatcl hayat sanat aadan tam katalog orhan kemal adi dura konul ihsan yilm
az dun koltar: * kose hic araba ol bari durak ad ol yaz duy tdrkiye yazar sendika ocak ac emindni alibeyky hat cibali durak orhan kemal ad ver konu imza kampanya a¢ ben de bu bitd
n yiirek destekle yakin tani eser oku us bu hak et istanbul biyiksehir belediye bu kampanya duy kal um
ilhan basgoz memleket hasret son bul cumartesi gece 11 mail al tork halk edebiyat uluslararasi onem bilim insan ilhan basg merika indiana hasta ol bil daha da
hoca yan ol balim yetkin telefon goriisme yap basgdz tirkiye dan yurt iyiles istek soyle indiana niversite ural altay dil ve folk enstitii professr ve tiirkce program direktorlik uzun
siire yiirii ve ora emekli ol basgoz son donem yasa ve ben yazma sebep soyle acikla edebiyat ogretmen umut ozkan ‘ilhan hoca ad yazas bu duyuru ilhan hoca ad yaz ilhan hoca hep bil yas
merdiven daya durum y11 kanser tedavi gor bura siz dogrudan seslen olanak maalesef yok son y1l saglik durum git agirlas ve agustos ay yatak kalk calis diis sonu¢ kaburga kir tarih yat
ak kalk ve tedavi salgy neden ev yirii calis sik sik hastane git gerek mevcut kosul turla zorluk karsilas yil zaman 1srar turkiye don iste kiresel salgi ve saglik durum neden olagan y
ol bu gercekles mumkin ol dieee en kisa sirede gebin yakin tani say eser oku bas kol kanat ger a: dost saglik bakan fahrettin koca ara koca bu durum haber ol belir edin detay ko
nu ben de ayrint1 bilgi ver telefon mumara al hemen ilgilen soyle gercekten bakan bu ilgi ben cok mutlu et bilim insan da fazlasiyla mutlu et siphem yok ilhan basgoz turk folk halk e
debiyat dunya tani yunus emre kar: gla koroglu si 0n getir onem folk uzman biyografi ana hat oku halk edebiyat folklor katki ne onem ol fark et dile en kisa stre ilhan hoca turki
ye gec ol de nasip hoca onma &dilii sahib prof doktor ilhan basgsz 1923 y1l gemerek dog ilkokul ve lise sivas bitir basgdz ankara Gniversite dil ve tarih cografya fakiilte tirk dil ve
edebiyat bolim mezun ol tirk folk ve halk edebiyat dal doktora yap ayni bolim prof. doktor pertev naili boratav asis ol kur tirk folk ve halk edebiyat kirsd calis sOr kirsd yil kapa
tokat lise edebiyat dgretmen atan bu gorev kal zaman milli efitim bakan tevfik ileri agretmenlik son ver ceza kanun 141. madde aykir: eylem bulun savi tutuklan af yasa kal burel

Sekil 2.5. Lemmatization islemi sonrasi ¢ikt1 6rnegi.

Sekil 2.5.’daki ¢ikt1 drnegine bakildiginda bazi durduran ifadelerin, noktalama
isaretlerinin, sayilarin hala var oldugu goriilmektedir. Bir sonraki adimda, bu kez
‘nltk” kiitiiphanesi araciligiryla durduran ifadeler (Sekil 2.6.), sayilar ve noktalama
isaretlerinden (Sekil 2.7.) kurtulmak istenmistir. Ayrica Tiirk¢e dilinde olmayan bazi
harfler (‘4’ gibi) standart alfabedeki harflere doniistiiriilmiistiir. Kelimelerin harf
sayist da 1’den kiigiik ve 1’e esitse tekrar veri kiimeSinden ¢ikartlmustir (Sekil 2.7.).
Kose yazilarindan elde edilen Onislemden gegirilmis lemmalar algoritmalara
sokulmak Uzere her bir kdse yazisi i¢in ayr1 “.txt” uzantili dosyalara

kaydedilmiglerdir (Sekil 2.8.). Sekil 2.9.’da dosyalarin icerigi gosterilmistir.
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+~ 0@ ~

[*bekle’, ‘tahammild’ umut”® 2 ‘ahmet®, “hamdi‘, *tampinar® gris’, * *, “mahmut
*, 'hudai’, “aylar®, 'sokak’, k ‘yasa', 'bir ' o *, '/ogrendim’, 'sair’, ‘nedim’, 'tahammil’, ‘malk’, ‘yak', ‘ev’, 'k “tahammiil', *milki
*, "saglamlik’, , 'gor', ‘disar1’, ‘isyeri, 'git’, 'gin’, 'tels p', ‘dost', ‘sohbet’, ‘dal’, ‘sev’, ‘tirka’, calis', ‘mirildan’, ‘dag’, 'kémir’, ‘gecen, ‘'gin’, '
omor, ‘felek', ‘kusu', ‘var’, ‘pence’, ‘simdi’, " “bugtn®, ‘dosun®, ‘basla®, ‘ev’, ‘oku’, ‘kitap®, ‘sayfa’, 'dal’, ‘'git’, 'yal’, ‘kayit’, ‘dinle’, 'makara’,
‘teyp’', ‘casal’, ‘thibaud’, ‘cortot’, 'G¢ld’, ‘schubert’, ‘trio’, ‘dinle’, ‘agir', 'me *, ‘teybi’, 'mehmet', ‘demirel’, 'yardim', 'italya’, 'budrio’, 'getir’, 'yaz', 'bellek’, '
defis’, 'konuk', 'yakup’, ‘kadri’, 'yal', ° ‘yar', ‘yal', 'vefasiz', 'unut’, ‘ask’, 'akal’, 'gecir’, 'pandem’, 'bekle’, 'Gfret’, 'umut’, 'orhon’, ‘murat’, ‘ariburnu’, ‘umut’, '
mmsa’, ‘ol’, ‘dinya’, "don’, ‘umut', 'fakir', ‘yemek', 'ye', ‘memet’, 'ye', 'memet , 'yilbasi', 'belli’, 'gin’, 'ben’, ‘pek’, ‘etkile', ‘takvim', 'yaprak', 'ben’, 'de@isiklik’
. “haberci’, 'degil’, 'sik’, "sik’, “tekrarla’, “tarik’, bugra’, 'yarin', ‘yoktur®, 'ben’, 'duygu’, ‘basyapi’, octavio’, "paz’, ', "1, ‘ocak’, '’°, 'siir’, 'oku’, 'y1l', "saat’,
nezaket', ‘gerek’, 'génil’', 'al’, ‘zaman', ‘yeni', 'y1l', ‘kitap’, ‘oku’, ‘gir', 'gi ‘al’, 'kitap', ‘'yeni‘, ‘al’, 'kalem', ' £ *dolmakalem’, “tem
‘bosalan’, ‘mirekkep®, ‘dol’, 9 " , "2, 'ye', ‘sir’, ‘islem’, 'Gnla’, 'polisi‘, * *, 'george’, ‘simenon’, ‘ya
us', ‘kalem’, ‘ac’, ‘roman’, 'yaz', 'boyle’, 'deney’, 'tesebbis', 'et', ‘gerilim’, ‘ic' *, 'gecir', ‘ara’, ‘ayml’, ‘tam’, ‘iyiles’, ‘var', ‘hayat’, 'kk
‘rahmet’, ‘canla’, 'basla’, ‘hasta’, ‘iyiles', ‘calisan’, 'kolaylik’, ‘dele’, * y ‘herkes®, “tedavi’, ‘disin’, 'asi’ o , ‘haber’, "telev
*, 'saglik’, ‘calisan’, ° ) isiiz', 'yap', , ‘cocuk’, ‘baba’, ‘gor, ‘duy’, " insan’, ‘baska', 't
‘davran’, ‘yazlik', 'yer', ‘git', 'sehir , 'cek’, 'ben’, 1p d ‘pastoral’, ‘hayat', 'cekicilik’, , ‘turld', 'kap’, ‘mevsim’,
‘, 'yasa', 'yasar’, ‘kemal’, ‘Universite’, ‘soyle’, ‘ben’, ‘doga‘, ‘yasar®, ‘kemal’, ‘roman’, ‘oku® *, ‘yinele®, ‘sarlo’, ‘onlu’ ‘gertrude’, ‘stein’, ‘ara
ondra’, 'yemek', ‘soyle’, 'konus®, ‘gec’, ° im', ‘guzel®, 'degil’, 'sarlo’, 'gertrude’, ‘stein evap', ‘ver', 'ben', 'yesil’, ‘ci ', ‘turner’, ‘resim’, '
zel®, “saglik’, ‘basarili’, “insancil’, ‘duyarlilik’, ‘egemen’, “ol’, "yil®, ‘dele’]
, 'mualla’, 'yalmz', 'yara', 'hayat’, 'ancak’, ‘sergi', ‘hazirla’, ‘'katalog', 'ressam’, ‘hak', ‘referans’, 'kitap’, ‘ol’, 'ozellik', ‘tasi’, 'istanbul’, 'basla‘, ‘fransa‘,,
‘hayat®, ‘bitdn®, 'trajedi’, 'yarat', ‘siUrec’, ‘istirap’, ‘dost’, ‘taraf’, 'yaz', ‘bellek’, °sil’, * “birak’, ‘mektup®, , ‘ac1’, 'sayisi: ‘dere’, 'd
disis’, 'bakan’, ‘sanat’, i, ‘saygi’, 'goster’, 'zaman', 'destekle’, 'fikret’, ‘muz , 'fransa’, '6l°, ‘gom’, ‘y1l', 'cumhurbaskam®, ‘fahri’, ‘korutirk®, ‘dénem’, 'd
‘esat”, ‘girisim’, * r’, ‘bura’, 'nakle’, ‘karacaahmet rlik i ‘sanatci®, “fotograf’, ° ‘bircok®, ‘us’, ‘s
, ‘ressam’, ‘goriis', 'kitap’, 'topla’, ‘'kendi’, ‘tam’, ‘resim’, 'gor’, 'disince’, 'katalog®, g , ‘hikmet', ‘yaz', 'fikret®, ‘yeni®, ‘alem’, ‘ece’,
cocuk®, ‘olim’, ‘sarki’, ° » 'metropol’, ‘orta’, ‘fikret’, ‘mualld’, 'digan’, ‘kova’', ‘naci’, “tamis’, ‘anlat’, ‘e
vrim®, ‘altug’, *baslik’ *gotir', ‘yerdey ‘pek’, ‘kompozisyen®, * , se , ‘katedra', ‘sayisiz', ‘kafe’, ‘bz *bistro’"
‘ressam’, ‘ugrak®, ‘yer®, 'goz’, fi i “fikret®, ‘mualla idi i I fikret®, ‘mualla
‘réportaj’, ‘gin', ‘bugin®, 'resse g 3 em’ inde”, * : ) am’, in*, ‘orhon
Kle', ‘paris’, ‘lyon’, 'gar1’, 'sev’, 'gin’, 'sor', ' d 'si *, 'soz’, ‘karsilik’, ‘ver’, ‘doktor’, ®safi im', kret’, 'mialla’, ‘son’,
*gorisme’, ‘awni', ‘arbas’, ‘istanbul’, ‘yolcu’, ‘et’, ‘anlat’, ‘abidin’, ‘dino’, im*, 'istanbul’, “tasvir®, ‘edis’, ‘anmimsz o 5 it
anbul®, ‘*insan’, ‘akil® ‘ressam’, ‘karakol’, ‘gestapo’, ‘i ce, * ‘olay’, ‘mi
, "iste’, ‘eski’, *yaz', ‘roman’, 'iste’, ‘istanbul’, ‘romantizm’, "51', - ‘seqme’, ‘dinya’, ‘umur’, ‘degil’, ‘sat’, ‘ama’, 'kabiliyet', ‘iyi’,
‘calis’, ‘gerek *, 'boylece’, 'kendi’, ‘ihamet’, 'et’, ‘buyik', * a:, - ‘sanat’, ‘aadan’, 'tam’, 'katalog’, ‘orhan', 'kemal®, ‘adi
‘y1lmaz*, *di i1t *, "0, ‘kose', ‘araba’, , ‘bari’, “durak’ o2'a ‘duy’, “tirkiye', ‘yazar', ‘sendika’, ‘ocak’, ‘ac’, 'eminoni
ibali’, ‘durak’, ‘orhan’, ‘kemal®, ‘ad’, ‘ver', ‘konu', 'ir *kampanya', ‘ac’, ‘ben’, ‘butun', ‘yurek®, ‘destekle’, 'yakin', ‘tam’, ‘eser’, ‘oku’, 'us’, ‘hak', ‘et', ‘istanbul’,,
“buyuksehir®, ‘belediye', ‘kampanya®, ‘duy’, ‘kal®, ‘um']
[*ilhan', ‘basgoz’, 'memleket’, ‘hasret', ‘son’, 'bul’, ‘cumartesi’, ‘gece’, ‘yar1’, 'umut’, ', ‘imgal1’, 'mail’, ‘al’, ‘turk’, 'halk’, ‘edebiyat’, ‘uluslararasi’, ‘onem’, 'bii
lim', 'insan’, "ilhan’, 'basgoz’, "amerika', 'indiana’, 'hasta’, "ol’, 'bil’, 'hoc ‘yan', ‘ol’, ‘'balim’, ‘yetkin', “telefon’, gorusme’, ‘yap’, 'basg “torkiye®, don’, ‘yurt''
iyiles', ‘istek’, wral’, * *di folk’, ‘enstiti’, 'profesor’, ‘turkce', 'program’, 'direktorlik’, ‘uzun', ‘sire’, ‘yurd', 'ora’, 'emek

Bl ninon ++ [0 &

‘umut”® i ¢ i i', "tanpinar’, ‘cagras’,
sokak” 5 an®, ‘sinr’, ‘sir®, ‘Ogren’, ‘sair’, i 7 K “kal®, “tahammil®, i1ki
*, “gin’, ‘telas’, 'rit’, 'kap’, 'dost’, ‘sohbet’, ‘dal® i ¢ 2 23", 'komir', ‘gecen’, ‘gin’,
y “degil’, , “dusun’, 'basla’, ‘ev’, ‘oku’, 'kitap’ *dal’, ‘git’, ‘kayit', ‘dinle’, 'makara’, *
cortot’, ‘ocla’, ‘schubert’, “trio®, ‘dinle’, “afir', ‘makara’, ‘teybi’, ‘mehmet’, ‘demirel’, ‘yardim', ‘italya’, ‘budrio®, ‘getir®, ‘yazi', ‘bellek’, ‘defis’, *
‘yakup®, ‘kadri’, ‘yil’, 'yar’, 'yar', 'yal', ‘vef: ‘unut’, ‘ask’, ‘akil’, g . 'pandem’, ‘bekle’, 'Gfret’, 'umut’, ‘orhon’, 'murat’, arzburnu’, ‘umut’, ‘anmmsa’, '
anya®, ‘umut’, ‘fakir', ‘yemek', ‘ye', ° ye', 'memet’, 'ye', 'yilbasi’, 'belli’, 'gin’, 'ben’, i “takvim', ‘yaprak’, 'ben’, ‘degisiklik', ‘haberci’,
‘tekrarla’, ‘tarik’, 'bugra’, ‘yarin', ‘yoktur’, 'ben’, ‘duygu’, 'basyapi’, 'octavio®, ' ‘oku', ‘y1l*, ‘saat’ ‘0l’, ‘nezaket®, ‘ger
man*, ‘yeni*, ‘'yil’, ‘kitap®, ‘oku’, ‘gir’, ‘gin’, ‘yeni’, "al’, ‘kitap®, ‘yeni’, ‘al’, ‘kalem’, “tabii’, ‘dolmakalem’, " ‘bosalan’, ‘murekkep®
, "kursunkalem', 'masa’, ‘kalemtiras’', ‘makine’, 'ac’, 'baden’, 'ye', siir’, ‘islem’, 'Ginld’, 'polisi’, 'yazar', 'george’, 'simenon’, 'yakin', ‘kus', 'kalem’, 'ac
yaz', 'boyle’, ‘deney’, 'tesebbiis’, ‘et’, 'gerilim’, , 'yil*, ‘gecir’, ‘ara’, ‘ayml’, ‘tam’, 'iyiles’, ‘umut’, ‘tas1’, ‘'var', ‘hayat®, 'kaybet', ‘sagliki’, ‘rahmet
‘basla’, ‘hasta® iles', ‘calisan’, ‘kolaylik', ‘dele’, ‘yeni’, 'yal’, ‘herkes’, 'tedavi’, ‘disi ‘bekle’, ‘gazet’, 'haber’, 'televizyon', ‘saglik’, 'calisan’
‘izla’ orgiisiz’, 'yap', 'séz’, 'eglence’, 'anla’, ' g ‘baba’, ‘gor', ‘duy’, ‘ozlem’, ‘gor’, , ‘baska’, 'torld’, ‘davran’, ‘yazlik',
‘dagdaga’, "cek’, 'ben’ man', ‘kitap’, 'lp’ ‘hayat’, cekicilik', 'kendi’, 'turld’, 'kap', ‘mevsim’, 'mizik', 'yasa', 'yasar'
5 yasar®, 'kemal’, 3 z', ‘yinele', ‘sarlo’, 'nld’, ‘yazar', 'gertrude’, 'stein’, ‘ara’, 'londra’, 'yemek', ‘séyle’, 'konus',
*sarlo’, ‘gertrude’, 'stein’, 'bak’, ‘cevap’, 'ver', ‘'ben, 'yesil', ‘cim’', 'degil’, 'turner’, ‘resim’, 'sev’, ‘gizel’, 'saglik’, ‘basarili’, ‘insanc
*egemen® , yil®, ‘dele’]
[*fikret®, ‘mualla’, ‘yalmz®, 'yara', ‘hayat®, ‘ancak’, ‘sergi’, ‘hazarla’, ‘katalog', ‘ressam’, ‘hak’, ‘referans’, ‘kitap’, "ol', ‘Ozellik’, ‘tasi’, ‘istanbul’, ‘basla‘, ‘fransa’,
‘sonla’, ‘hayat', 'butun’, ‘trajedi’, ‘'yarat', 'sirec’, 'istirap’, 'dost’, ‘taraf', 'yaz', ‘mektup’, ‘bellek’, 'sil’, ‘izler', ‘birak’, 'mektup’', ‘'yaz', ‘'ac1’, 'sayisiz’, 'dere’, ‘de
vlet', ‘disis’, ‘bakan’, 'sanat’, 'ilgi', ‘saygi', 'goster’, 'zaman', 'destekle', ‘fikret', 'mualla’, ‘fransa’', 'Gl', 'gom’, 'y1l', ‘cumhurbaskani®, ‘fahri', ‘korutirk', 'donem’, ‘di
sisleri’, 'bakan’, ‘hasan’, 'esat’, 'isik’, ‘girisim’, 'mezar’, ‘bura’, 'makle’, 'karacashmet', 'mezarlik’, ‘defmet’, 'kitap’, 'sanatc1’, ‘fotog ‘yer', ‘al’, ‘bircok’, 'us’, 'sa
ir', 'yazar', ‘ressam’, 'goris’, 'kitap’, 'topla’, 'kendi’, 'tam’, 'resim’, *disince’, katalog’, "oku', ° *hikmet', 'yaz', “Fikret , 'alem’, ece’,
‘ayhan', ‘cocuk’, 'olim’, ‘sarki’, ‘siir’, 'dize’, 'metropol’, ‘orta’, ‘fikret', 'mualla’, 'digan’, ‘kova', ‘siirs diasman®, ‘ayak’, ‘kalk’, “tanis’, ‘anlat’, ‘ev
rim', ‘altug’, 'yaz1', 'baslik’, ‘hal’, * ‘gotiir’, “yerdey: . 'kompozisyon®, 'merkez’, ‘sec’, ‘paris’, 'notre’, ‘dame’, 'katedra', * *kafe’, ‘bar’, bistro’,
‘ressam’, ‘ugrak’, 'yer', 'goz', ‘carp’, ‘fi , ‘abidin’, ‘dino’, ‘yer', ‘istambul’, ‘hifz1’ ikret” , 'yal', ‘yap', ‘réportaj’
“gun’, “bugl ‘ressam’, “istanbul’, " ot P i ‘kork®, ‘istanbul®, ‘yasa’, "gecin’, ‘ressam’, ‘mobi X lem®, “nakle’, ‘paris’
*lyon’, ‘gar1’, 'sev’, 'gun’, 'sor’, ‘ray’, ‘obar’, ‘ucu’, 'si ‘soz’, 'karsilik’, ‘ver®, 'doktor’, ‘safder’, “tarim’ ret', ‘mualla’, "son’, 'gorisme’, 'a
wni’, ‘arbas’, ‘istanbul’, ‘yolcu', 'et’, ‘anlat’, ‘abidin’, 'dino’, ‘resim’, 'istanbul', ‘tasvir’, ‘edis', ‘ammsa’, 'mualla’, rlik’, 'istanbul’, 'insan’,

‘akil’, "cik’, ‘ressam’, 'karakol', 'gestapo’, ‘iskence’, bas', ‘gec’, ‘olay’, ‘mizahi’, ‘@slup’, ‘dile’, ‘getir’, ‘samatea’, ' ‘mektup’, ‘bak’, 'iste’, ‘eski’,

“tark’, © ‘roman”, ‘iste’, “istanbul’, imm’, "ol’, ‘ya: ‘seqme’, “dunya’, ‘umur®, “degil’, "sat’, ‘ama’, ‘kabiliyet’, i *, “imanc’, ‘calis’, “gerek
‘boylece®, ‘kendi‘, ‘ihamet®, ‘et", ‘bilyik’', °samatci®, ‘hayat’, ‘samat®, ‘aadan’, “tam’, ‘katalog', ‘orhan’, ‘kemal’, ‘adi’, *, ‘ihsan’, ‘yi1lmaz®, ‘din’,
', 'kbse', ‘araba’, 'ol’, 'bari’, 'durak’, ‘ad’, 'ol’, 'yaz', 'duy’, 'tirkiye', 'yazar', ‘send: ‘ocak’, * *alibeykoy', ‘hat® bali’, 'durak’, “orhan’

‘ad®, ‘ver®, ‘konu’, ‘i » 'kampanya', ‘ac’, ‘ben’, ‘butun®, ‘yurek', ‘destekle’, ‘yakin®, ‘tam’, ‘eser’, K istanbul’, ‘biyuksehir®, *belediye®

Sekil 2.7. ‘NItk’ kiitiiphanesinden sayilarin ve noktalama isaretlerinin ¢ikarilmasi ve kelimelerdeki bazi harflerin

degisimi ¢ikt1 6rnegi.
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» lemmas
Ad - Degistirme tarihi Tur Boyut
|= degan-hizlan_0 5.12.2021 16:35 Metin Belgesi IKB
= dogan-hizlan_1 Metin Belgesi IKB
|=| degan-hizlan_2 Metin Belgesi 3KB
|=| dogan-hizlan_3 Metin Belgesi 2KB
|=| dogan-hizlan_4 Metin Belgesi 3KB
= dogan-hizlan_5 Metin Belgesi 3KB
|=| degan-hizlan_§ Metin Belgesi 3KB
|=| degan-hizlan_7 Metin Belgesi 3KB
= dogan-hizlan_8 Metin Belgesi IKB
|= degan-hizlan_9 Metin Belgesi 2KB
|=| dogan-hizlan_10 Metin Belgesi 2KB
|=] dogan-hizlan_11 Metin Belgesi 3KB
|=| degan-hizlan_12 Metin Belgesi 3KB
|=| dogan-hizlan_13 Metin Belgesi 3KB
|=] dogan-hizlan_14 Metin Belgesi 2KB
= dogan-hizlan_15 Metin Belgesi 3KB
|= degan-hizlan_16 5.12 Metin Belgesi 3KB

Sekil 2.8. Her bir kose yazisi i¢in lemmalarin ayr1 dosyalara kaydoldugunu gdsteren bir 6rnek.

[ dogan-hizlan_0 - Not Defteri - o X
Dosya Dizenle Bigimlendir Goruntle Verdim

pekle tahammili umut Sgren gin gel ge¢ kus ug ehli fesat yer nar ehl salah ug ahmet hamdi tanpinar cagris aziz mahmut hiidai aylar sokak cik ev yasa bltin sinir zorla s1
tabii dolmakalem temizle bosalan mirekkep dol kursunkalem masa kalemtiras makine ac baden ye siir islem {inlii polisi yazar george simenon yakin kus kalem ac roman yaz bdy

Sekil 2.9. Ayr1 dosyalara kaydolmus bir metinde bulunan lemma 6rnekleri.

2.1.4. Dordiincii Asama

Bu veri seti dosyasi ¢alismanin tamamlanmasi i¢in makine Ogrenme
algoritmalarma sokulmalidir. Veri seti biiyiik oldugu ve algoritmalarin daha basaril
yiriitiilmesi i¢in online kod isleten Google Colaboratory uygulamasi ¢aligmanin
devami i¢in kullanilmistir. Google Colaboratory, Jupyter Notebook’un bulut
sirimidar. Hatta site icin Jupyter’in onceki adi olan IPython Notebook (.ipynb)
dosyalarini kullanir. Kod yazma ve ¢alistirma, ilgili belgeleri olusturma ve grafikleri
goriintiileme gibi birgok gorevi gergeklestirmek icin Colaboratory kullanilabilir.
Colaboratory bir dizi ¢cevrimi¢i depolama segenegini destekler, boylece Colaboratory
Python kodu olustururken gevrimi¢i olarak kullanilabilir (Mueller & Massaron,
2019).
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Oncelikle ziplenmis lemmalar dosyas1 (Sekil 2.8.) Colaboratory’ye yiiklenmis
ve ‘.zip’ dosyasindan kurtarilmistir (Sekil 2.10). Daha sonra her kdse yazar1 igin ne
kadar lemma metni oldugu kontrol edilmis ve metin dosyalar1 isimleri ¢ikarilmistir
(Sekil 2.11.). Ayrica bu lemmalar dosyasinda kose yazarlarinin kdse yazisi basina
diisen lemma adetleri ve lemma basina diisen karakter adetleri de istatistiksel iceleme
acisindan elde edilmistir (Sekil 2.12.). Sekil 2.13.’e bakildiginda yazarlarin lemma
basina diigen ortalama karakter adetlerinin birbirine yakin oldugu; kdse yazisi basina
diisen ortalama lemma adetlerinde de farkliliklar oldugu goriilmiistiir. Ilber
ORTAYLI ve Miige AKGUN’iin kdse yazilar1 basina diisen ortalama lemma adetleri
diger yazarlara nazaran daha fazladir. Bunun nedeninin islenmemis kése yazilarina
bakildiginda Ilber ORTAYLI ve Miige AKGUN’iin yazilarinin diger yazarlara

nazaran daha uzun olmasidir.

+ Kod + Metin

= Dosyalar X
o File Name Hodified size
p lemmas /dogan-hizlan_@.txt 2621-12-65 16:35:16 2151
Q B [ lemmas/dogan-hizlan_1.txt 2021-12-65 16:35:20 2120
lemmas /dogan-hizlan_18. txt 2621-12-65 16:35:50 1777
o [+ ] lemmas/dogan-hizlan_18@. txt 2021-12-65 16:43:00 2633
» @ lemmas lemmas/dogan-hizlan_1€1.txt 2021-12-65 16:43:04 1874
» B sample_data Lenmas /dogan-hizlan_102. txt 2021-12-65 16:43:08 2586
(2} lemmas/dogan-hizlan_163.txt 2021-12-65 16:43:10 2008
B 'emmas.zip lemmas/dogan-hizlan_1e4.txt 2021-12-65 16:43:12 921
lemmas/dogan-hizlan_185. txt 2021-12-65 16:43:16 2519
m] lemmas /dogan-hizlan_166.txt 2021-12-65 16:43:20 3354
lemmas/dogan-hizlan_187.txt 2021-12-65 16:43:26 2068
lemmas/dogan-hizlan_168.txt 2021-12-65 16:43:3@ 2725
lemmas /dogan-hizlan_169.txt 2021-12-65 16:43:34 3217
lemmas/dogan-hizlan_11.txt 2021-12-65 16:35:54 2462
lemmas/dogan-hizlan_11@.txt 2021-12-65 16:43:40 1738
lemmas /dogan-hizlan_111.txt 2621-12-65 16:43:46 2704
lemmas/dogan-hizlan_112.txt 2021-12-65 16:43:50 1962
lemmas /dogan-hizlan_113.txt 2021-12-65 16:43:54 1927
lemmas /dogan-hizlan_114.txt 2621-12-65 16:43:58 2376
lemmas /dogan-hizlan_115.txt 2021-12-65 16:44:02 2363
lemmas /dogan-hizlan_116.txt 2621-12-65 16:44:04 1882
lemmas/dogan-hizlan_117.txt 2021-12-65 16:44:08 2564
lemmas /dogan-hizlan_118.txt 2021- 16:44:14 3196
lemmas /dogan-hizlan_118. txt 2621- 16:44:20 2589
lemmas /dogan-hizlan_12.txt 2021- 16:35:58 2503
lemmas /dogan-hizlan_128.txt 2621-12-65 16:44:26 2873
lemmas/dogan-hizlan_121.txt 2021-12-65 16:44:28 2311
— lemmas /dogan-hizlan_122.txt 2021-12-65 16:44:34 2169

Sekil 2.10. ‘lemmas.zip’ dosyasi ‘.zip’ uzantisindan kurtarma ve dosyalari ¢cikarma 6rnegi.

(1) dogan-hizlan has 168 lemma texts.
[‘dogan-hizlan_@.txt', 'dogan-hizlan_1.txt', 'dogan-hizlan_1@.txt', 'dogan-hizlan 168.txt', ‘dogan-hizlan_101.txt', 'dogan-hizlan_182.txt', 'dogan-hizlan_183.
(2) ilber-ortayli has 160 lemma texts.

(3) melike-karakartal has 16@ lemma texts.

(4) muge-akgun has 168 lemma texts.

(5) vedat-milor has 16@ lemma texts.

['vedat-milor_@.txt', ‘vedat-milor_1.txt", ‘vedat-milor_1@.txt', ‘vedat-milor_1@@.txt', 'vedat-milor_161.txt’, 'vedat-milor_le2.txt', 'vedat-milor_l@3.txt',

(6) yasar-sokmensuer has 160 lemma texts.
['yasar-sokmensuer_@.txt', 'yasar-sokmensuer_1.txt’, ‘yasar-sokmensuer_1@.txt', 'yasar-sokmensuer_1€@.txt', 'yasar-sokmensuer_1el.txt', 'yasar-sokmensuer_162.

Tt

["ilber-ortayli_e.txt", 'ilber-ortayli_l.txt’, 'ilber-ortayli_i1@.txt', 'ilber-ortayli_10@.txt', "ilber-ortayli_161.txt’, 'ilber-ortayli_i@2.txt"', ‘ilber-ortayli_1
['melike-karakartal @.txt', 'melike-karakartal 1.txt’, ‘melike-karakartal 18.txt', ‘melike-karakartal_18@.txt’, 'melike-karakartal 181.txt’, 'melike-karakartal 1€
["muge-akgun_B.txt', 'muge-akgun_1.txt', 'muge-akgun_18.txt’, 'muge-akgun_1@@.txt', 'muge-akgun_181.txt', ‘muge-akgun_102.txt', 'muge-akgun_1@3.txt', 'muge-akgun_

'vedz

txt’

»

Sekil 2.11. Tiim kése yazarlart i¢in ne kadar lemma metni bulundugu ve metinlerin isimlerinin oldugu kod ¢iktisi.
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dogan-hizlan icin kdse yazisi basina diisen ortalama lemma adedi: 379.46875
dogan-hizlan i¢in lemma basina dlsen ortalama karakter adedi: 4.987870748344231
ilber-ortayli icin kése yazisi basina disen ortalama lemma adedi: 688.58625
ilber-ortayli icin lemma basina disen ortalama karakter adedi: 5.182832399851127
melike-karakartal icin kdse yazisi basina disen ortalama lemma adedi: 387.8375
melike-karakartal icin lemma basina disen ortalama karakter adedi: 4.83192@85285206677
muge-akgun icin kése yazisi basina disen ortalama lemma adedi: £11.93125

muge-akgun icin lemma basina disen ortalama karakter adedi: 4.957378798589555
vedat-milor icin kiise yazisi basina disen ortalama lemma adedi: 418.62%

vedat-milor icin lemma basina disen ortalama karakter adedi: 4.858388985368767
yasar-sokmensuer icin kise yazisi basina disen ortalama lemma adedi: 342.6125
yasar-sokmensuer icin lemma basina disen ortalama karakter adedi: 4.7482213871356125

Sekil 2.12. Kose yazarlarinin kose yazist basina diisen lemma adetleri ve

lemma basina diisen karakter adetleri kod ¢iktisi.

Ko6se Yazarlarinin Ortalama Lemma ve
Lemmalardaki Karakter Adetleri

800
700
600

400

300
200
100
0 S S S S S S

Dogan HIZLAN ilber ORTAYLI Melike Miige AKGUN Vedat MILOR Yagar
KARAKARTAL SOKMENSUER

BOrt. Lemma Adedi  @Ort. Karakter Adedi

Sekil 2.13. Kose yazarlarinin kose yazist bagina diisen lemma adetleri ve

lemma basina diisen karakter adetleri grafik gosterimi.

Ortalama lemma ve karakter adetleri incelendiktem sonra ‘.zip’ uzantili
dosyadan ¢ikarillan her kdse yazarmna ait lemma dosyalar1 Sekil 2.14.’de Dogan
HIZLAN i¢in yapildig1 gibi her yazar icin ¢ikarilmis ve her lemma dosyast bagh
oldugu kose yazari ismi ile etiketlenmistir. Yazarlar1 ile daha onceden etiketlenen
kose yazilari, kose yazilar1 (articles) ve etiketler/yazarlar (labels) olarak ayri ayri
toplanmustir (Sekil 2.15.). Veri seti algoritmalara sokulmadan 6nce vektorlerini
bulmak i¢in CountVectorizer ve TfidfVectorizer kullanilmistir. Daha sonra buna

bagli Oklid mesafesi ve kosiniis benzerligine bakilmustir.
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dogan_hizlan_articles: 168
output: ['bekle tahammilii umut 6gren gin gel gec kus ug ehli fesat yer nar ehl salah uc ahmet hamdi tanpinar cagris aziz mahmut hiidai aylar sokak ¢ik ev yasa biti
dogan_hizlan_labels: 160

output: ['doganhizlan’, "doganhizlan’, 'doganhizlan', 'doganhizlan’, 'doganhizlan', 'doganhizlan’, "doganhizlan', 'doganhizlan', 'doganhizlan’', 'doganhizlan’, "dc

»

Sekil 2.14. Tek yazara ait kose yazilarinin ve etiketleme 6rnegi ¢iktisi.

1 articles = dogan_hizlan_articles + ilber ortayli_articles + melike_karakartal_articles + muge_akgun_articles + vedat_milor_articles + yasar_sokmensuer_article
2 labels = dogan_hizlan_labels + ilber_ortayli_labels + melike_karakartal labels + muge_akgun_labels + vedat_milor_labels + yasar_sckmensuer_labels

Sekil 2.15. Kose yazilarinin “articles” ve bagh etiketlerinin “labels” olarak ayr1 ayri toplanmast.

2.1.4.1. TF-IDF Vektorizer ile Kosiniis Benzerligi Uygulamasi

Sklearn kiitiiphanesinden Oznitelik ¢ikarimi olan TfidfVectorizer ile yazilarda
(articles) bulunan tim lemmalara (Sekil 2.15.) vektor yiiklenmistir ve bu lemmalarin
dizilisi saglanmistir (Sekil 2.16.). Vektorler standartlastirildiktan sonra her yazar igin
yazi araliklar1 (Cizelge 2.2.) 50’ser olmak tizere yazilar getirilmistir. Cekilen yazi
araliklar1 sorgu yazi (query) araliklarindan farkli olmak iizere Kosiniis benzerligine
(acisal mesafelere) bakmak i¢in her yazarin 50 yazisi i¢in her bir yazarin 7 sorgu
yazis1 ortalamalarina bakilmis ve birbirine olan agisal mesafeleri ¢ikarilmistir
(Cizelge 2.3.). Bu mesafelerin 2 boyutlu uzayda gosterilmesi i¢in MDS kullanilmustir.
TfidfVectorizer ile onceden Olgclim yapildigi i¢in de matris gosterimi buna gore
gerceklestirilmistir. Matris gosterimi i¢in her yazarin 50 yazisi gosterimine bir renk
eklenmis (Cizelge 2.2.), sorgu yazilar1 da siyah (black) renkle belirtilmistir. Yazi
araliklar1 (50) ve sorgu yazilar1 (7) smirh tutulmustur ¢iinkii gorsel ¢iktida fazla
ornek fazla renk anlamina gelmektedir, bu da gésterimden sonug ¢ikarmay1 verimsiz
hale getirecektir. Her renk bir yazari simgelediginden yazi araliklar1 da kodda

renklerin bulundugu kisimlara yazilmustir.
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{'bekle': 3086, 'tahammilO': 24467, ‘umut': 26445, 'Ggren’: 29873, 'gin': 18166, 'gel’: 9278, 'gec': 9485, 'kus': 15370, 'uc': 26679, 'ehli': 7194, 'fesat': 84(
30700

(960, 307@8)
[e. 2. @. ... e.

@
©
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[e. 8. 8. ...
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Sekil 2.16. TfidfVectorizer ile lemmalar1 vektorlere cevirme ve dizilisleri.

Cizelge 2.2. Matris gosterimi i¢in yazarlarin toplam yazi araliklari ve bagli renkleri.

i | Yan Bagh Oldugu
. Arabklan Renkler
Dogan HIZLAN 0-159 kirmuzi (red)
Ilber ORTAYLI 160-319 mavi (blue)
Melike KARAKARTAL 320-479 yesil (green)
Miige AKGUN 480-639 sar1 (yellow)
Vedat MILOR 640-799  mor pembe (magenta)

Yasar SOKMENSUER 800-959 camgobegi (cyan)
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Cizelge 2.3. Segilen yazilarin TfidfVectorizer ile agisal mesafeleri.

Karalastirilan Y azarlar

Aasal Mesafeler

dist1 Dogan HIZLAN (50 yaz1) 0.9668747799221177
dist? Tlber ORTAYLI (50 yaz1) 1.2496100475506149
dist3 Dogan HIZLAN  Melike KARAKARTAL (S0yaz1) | 1.2418647232504338
dist4 (7 yaz) Mige AKGTUN (50 yaz) 1.281062293905369
dist5 Vedat MILOR (50 yaz1) 1.3424590255825775
dist6 Yasar SOKMENSUER (50 yaz1) 1.2644258832753692
dist1 Dogan HIZLAN (50 yazi) 1.1394549222525727
dist2 flber ORTAYLI (50 yaz1) 0.8636876296109602
dist3  flber ORTAYLI =~ Melike KARAKARTAL (50 yaz1) 1.138304121908154
dist4 (7 yaz1) Mige AKGTN (50 yaz) 1.17837838254057

dist5 Vedat MILOR (50 yaz1) 1.2405318994120411
dist6 Yasar SOKMENSUER (50 yaz) 1.1991177936855

dist1 Dogan HIZLAN (50 yaz1) 1.2134495253096311
dist? ik Tiber ORTAYLI (50 yaz1) 1.1902552626007872
dist3 Melt ET sy | Melike KARAKARTAL (S0yaz) | 0.9183288625402322
distd T ("‘f;m&; Mige AKGUN (50 yaz) 1.1848960703224183
dist5 Vedat MILOR (50 yaz1) 1.2463495401613696
dist6 Yasar SOKMENSUER (50 yaz1) 1.1016682003716575
dist1 Dogan HIZLAN (50 yazi) 1.2518729398663238
dist? Tlber ORTAYLI (50 yaz1) 1.251435512265189
dist3  Mige AKGUN = Melike KARAKARTAL (50yaz1) = 1.2411787473578317
dist4 (7 yam) Mige AKGUN (50 yaz) 0.8401685645173295
dists Vedat MILOR (50 yaz1) 1.07668097782881

dist6 Yasar SOKMENSUER (50 yaz1) 1.2692397827584336
dist1 Dogan HIZLAN (50 yaz1) 1.2497511180295295
dist? Tlber ORTAYLI (50 yaz1) 1.2209777734013958
dist3  Vedat MILOR = Melike KARAKARTAL (50 yaz1) 1.168995866377791
dist4 (7 yaz1) Mige AKGUN (50 yaz) 1.059164321241413
dists Vedat MILOR (50 yaz1) 0.9302817773531241
dist6 Yasar SOKMENSUER (50 yaz1) 1.2015563103766391
dist1 Dogan HIZLAN (50 yaz1) 1.352837822290514
dist? Tlber ORTAYLI (50 yaz1) 1.3490582969787153
dist3 GK;;I?S[.)ER Melike KARAKARTAL (S0yaz1) | 1.2731714424621436
dist4 7 yaz) Muge AKGUN (50 yaz) 1.30187582753053

dists Vedat MILOR (50 yaz1) 1.3382886236248333
dist6 Yasar SOKMENSUER (50 yaz1) 1.2289827730630367
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2.1.4.2. CountVektorizer ile Oklid Mesafesi Uygulamasi

CountVectorizer da TfidfVectorizer gibi Sklearn kutlphanesinde olan bir
Oznitelik c¢ikarmmudir ve TfidfVectorizer’in yerine yazilarak calistirilabilir. Bu kez
CountVectorizer ile yazilarda (articles) bulunan tiim lemmalara (Sekil 2.15.) vektor
yiiklenmistir ve bu lemmalarin dizilisi saglanmistir (Sekil 2.17.). Bir dnceki bolimde
oldugu gibi Oklid mesafelerine bakmak icin Cizelge 2.2.°deki yazi arahiklarindan
ayni arahiklar se¢ilmistir ve Oklid mesafeleri cikarilmistir (Cizelge 2.4.).
CountVectorizer’a gore yine MDS’de matris gosterimi saglanmistir. Bu gosterimde

de renkler bir 6nceki adimla kiyaslanabilmesi i¢in ayni tutulmustur.

{"timsah': 25572, 'gbzyasi': 18@61, 'giivencin': 10278, 'céziim': 29371, ‘Gneri’': 29593, 'daniel’: 5480, 't
30700
(960, 30700)
[eoa...

DO OO0 OO 00O 000O OO0 ®
COO OO0 00 0000000000 0000
OO0 OO 0D OO0 DOODOO O DD O D

PO IO DO D

Sekil 2.17. CountVectorizer ile lemmalar vektorlere gevirme ve dizilisleri
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Cizelge 2.4. Segilen yazilarm CountVectorizer ile Oklid Mesafeleri.

Karsilastinlan Yazarlar Oldid Mesafeleri
distl Dogan HIZLAN (30 van) 0.6584419124824873
dist2 Ilber ORTAYLI (50 yaz) 09565346461 143837
dist3  Dogan HIZLAN Mdike KARAKARTAL (50 vazy) 0.953943426937654
dist4 (7 vaz1) Mige AKGUN (50 yazi) 1.0010997243689%4
dist5 Vedat MILOR (50 yaz) 1.068478417421163
dist6 Yasar SOKMENSUER (50 vazi) 0.964409394317842
dist1 Dogan HIZLAN (50 yvazn) 0 B686886640272696
dist2 Tiber ORTAYLI (50 vaz) 0.58015780934981582
dist3  Ilber ORTAYLI Mdike KARAKARTAL (50vazr) 0.8721517793097023
dist4 (7 vaz1) Mige AKGUN (50 yazi) 0.9066328897233361
dist5 Vedat MILOR (50 yazt) 0.9607237399348467
dist6 Yasar SOKMENSUER (50 vazi)  09161989961481288
distl Dogan HIZLAN (50 yan) 0.9261470658853729
dist2 ) Ilber ORTAYLI (50 yaz) 0.8619622444062732
dist3 KAR]':J;I]E(I:EI:TAL Medike KARAKARTAL (50 vazi) 0.5452983121839339
dist4 7 yaz) MiigeAK.G[m(SD vazt) 0.8809537817179295
dist5 Vedat MILOR. (30 yaz) 0.919379518728025
dist6 Yasar SOKMENSUER (50 yazi)  0.7290672905859356
distl Dogan HIZLAN (30 van) 09141236839489495
dist2 Tiber ORTAYLI (50 vaz) 0.893796105643497
dist3 Mige AKGUN Melike KARAKARTAL (50vazi) 0.903514735535176
dist4 (7 vaz1) Mige AKGUN (50 yazi) 0.5085161475033939
dist5 Vedat MILOR (50 yaz1) 0.7729316611556455
dist6 Yasar SOKMENSUER (50 vazi)  0.9163809940244008
distl Dogan HIZLAN (50 vaz) 0.904354782678015
dist2 Ilber ORTAYLI (50 yaz) 0.8268970277902069
dist3 Vedat MILOR = Mdike KARAKARTAL (50 yazi) 0.7874501536966919
dist4 (7 vaz1) Mige AKGUN (50 yazi) 0.7183567164139688
distS Vedat MILOR (50 yaz) 0.5315507742430029
dist6 Yasar SOKMENSUER (50 yazi)  0.7920349105438869
distl Dogan HIZLAN (30 van) 1.033968192349704
dist2 v Tiber ORTAYLI (50 vaz) 0.9908149136393444
dist3 SO i UER Melike mmTAL (50vyazi) 09099613584504636
dist4 7 yaz) Miige AKG[N(SD yaz1) 0.9517281535940452
dist5 WVedat MILOR. (30 vaz) 1.0029692352667683
dist6 Yasar SOKMENSUER (50 yazi)  0.83524768852984964
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2.1.4.3. KNN Algoritmas1 Uygulamasi

Sekil 2.15.’te kose yazilar1 ve bagl oldugu etiketler test ve egitim verisi olarak
bolinmistiir. Yazilarin %20’si test, %80’1 egitim verileri olarak alinmustir (Sekil
2.18.). Yani algoritma yazilarin %80’1 ile egitilip, diger %20’si ile test edilecektir ve
buna gore bir sonuca varilacaktrr. Oncelikle en yakin ‘k’ komsu algoritmasi
uygulanmistir. Bu algoritma uygulanirken ‘sklearn’ kiitiiphanesinden faydalanilmistir.
Metinlerin hem CountVektorizer hem de TfidfVectorizer ile vektorleri bulunmustur.
Bu algoritmada ‘k’ degeri swasiyla ‘1, 5, 10’ olarak seg¢ilmistir. Dolayisiyla
metinlerde en yakin vektor olarak ¢evresinde sirasiyla ‘1, 5, 10° vektore bakilmis ona
gore bir karar verilmistir. Karar verme asamasinda CountVectorizer ve
TfidfVectorizer icin dogruluk (accuracy), hassasiyet (recall) ve kesinlik (precision)
skorlar1 ¢ikarilmustir (Sekil 2.19.). Daha sonra 20’ye kadar olan her ‘k’ degeri ve iki

Vectorizer i¢in hata oranina ve dogruluk skoruna bakilmistir (Sekil 3.3.).

1 from sklearn.model_selection import train_test_split
2 from sklearn.feature_extraction.text import CountVectorizer, TfidfVectorizer

4 X_train, X_test, y train, y_test = train_test_split(articles, labels, random_state=1, test size=0.28)
5

6 cv = CountVectorizer()

7 X_train_cv = cv.fit_transform(X_train)

8 X_test_cv = cv.transform(X_test)

g
18 tv = TfidfVectorizer()
11 X_train_tv = tv.fit_transform(X_train)
12 X_test_tv = tv.transform(X_test)

Sekil 2.18. Metinlerin egitim ve test verilerine boliinmesi; CountVectorizer/ TfidfVectorizer uygulanmast.
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KNN1

CountVectorizer

Accuracy score: ©.6927883333333334
Recall score: @.6027883333333334
Precision score: @.7828593643012761
Tfidfvectorizer

Accuracy score: ©.8882833333333334
Recall score: @.3882083333333334
Precision score: ©.8883148434812521

KNNS

CountVectorizer

Accuracy score: ©.7135416666666666
Recall score: @.7135416666666666
Precision score: ©.8064492628710269
Tfidfvectorizer

Accuracy score: 9.98625

Recall score: @.98625

Precision score: ©.9183889625699971

KNN1@

CountVectorizer

Accuracy score: ©.6927883333333334
Recall score: @.6927883333333334
Precision score: @.795791487326638
Tfidfvectorizer

Accuracy score: 0.9618416666666666
Recall score: @.0010416666666666
Precision score: @.9147867363530779

Sekil 2.19. KNN Skorlari.

2.1.4.4. Naive Bayes Algoritmasi1 Uygulamasi

Sekil 2.18.°de bolinmiis veriler bu kez Naive Bayes (NB) algoritmasina
sokulmustur. Bu algoritma kullanilirken sklearn kituphanesinden Katliterim
(Multinomial) NB, Bernoulli NB, Timleyici (Complement) NB siniflarindan
yararlanilmigtir. Kategorik ve Gaussian NB simiflar1 kodda hata verdigi
kullanilamamistir. Daha sonra KNN algoritmasinda oldugu gibi CountVectorizer ve
TfidfVectorizer icin ve segilen Naive Bayes smiflar1 igin dogruluk (accuracy),
hassasiyet (recall) ve kesinlik (precision) skorlar1 ¢ikarilmis (Sekil 2.20.), en son da

kag hata oldugunda dair hata matrisine bakilmustir (Sekil 3.4.).

52



Bernoulling
CountVectorizer
Accuracy score:

Recall score: @.

Precision score:
Tfidfvectorizer
Accuracy score:

Recall score: @.

Precision score:

MultinomialNB
CountVectorizer
Accuracy score:

Recall score: @.

Precision score:
TfidfVectorizer
Accuracy score:

Recall score: 6.

Precision score:

ComplementNE()
CountVectorizer
Accuracy score:

Recall score: @.

Precision score:
Tfidfvectorizer
AC[UI"EC)’ score:

Recall score: @.

Precision score:

©.96875
96875
@.9701732082082083

©.96875
96875
9.9781732982082083

0.984375
084375
@.9350868725868726

0.9791666666666666
9791666666666666
@.9380347222222222

©.9739583333333334
0738583333333334
@.0745822219746485

B.9791666666666666
9791666666666666
@.9798637415824017

Sekil 2.20. Naive Bayes Skorlart.

2.1.4.5. SVM Algoritmasi1 Uygulamasi

Egitim ve test olarak ayrilan veriler (Sekil 2.18.) sklearn kltiiphanesinden SVM

algoritmasina

sokulmustur.

SVC olan

siiflandiricisiyla

cekirdek (kernel)

parametresi hem dogrusal (linear) hem de varsayilan olan radyal temelli fonksiyon

(rbf) secilmistir. Bu her iki parametrede CountVectorizer ve TfidfVectorizer icin

smiflandiricinin - dogruluk (accuracy), hassasiyet (recall) ve kesinlik (precision)

skorlarma bakilmistir (Sekil 2.21). Daha sonra hata matrisi diizenlenmistir (Sekil

3.5.).

SVC_linear
CountVectorizer
A((uhacy score:

9.9791666666666666

Recall score: @.9791666666666666

Precision score:
TfidfVectorizer
Accuracy score:

©8.9817708333333334

9.984375

Recall score: @.984375

Precision score:

SVC rbf
CountVectorizer
A((uhacy score:
Recall score: @
Precision score:
TfidfVectorizer
Accuracy score:
Recall score: @
Precision score:

©.9852182539682538

9.9479166666666666

.9479166666666666

0.9489242171227463

9.9791666666666666

-9791666666666666

0.9808275729646696

Sekil 2.21. SVM Skorlart.
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2.1.4.6. Decision Tree Classifier ve MLP Algoritmalar1 Uygulamalari

Son olarak Sekil 2.18.°deki wveriler sklearn kiitiiphanesinden MLP ve
DecisionTree algoritmalarma sokulmustur. Her iki algoritmada da CountVectorizer
ve TfidfVectorizer kullanilmis, daha sonra dogruluk (accuracy), hassasiyet (recall) ve

kesinlik (precision) skorlarma bakilmistir (Sekil 2.22.).

MLP

CountVectorizer

Accuracy score: ©.984375

Recall score: ©8.984375

Precision score: ©.9845629691887295
TfidfVectorizer

Accuracy score: ©.9895833333333334
Recall score: ©.9895833333333334
Precision score: ©.9899348628587295

DecisionTree

CountVectorizer

Accuracy score: ©.796875

Recall score: 8.796875

Precision score: ©.8@586595270259283
TfidfVectorizer

Accuracy score: ©.7447916666666666
Recall score: ©.7447916666666666
Precision score: @.75870608162591772

Sekil 2.22. MLP ve DecisionTree Skorlari.

2.1.4.7. LSTM Algoritmasi1 Uygulamasi

Bir derin 6grenme algoritmasi olan LSTM algoritmasi kullanilirken ise
tensorflow, numpy ve keras kiitiiphanelerinden yararlanilmistir. Oncelikle LSTM
icin zorunlu bir adim olan Tokenizer (Simgelestirici) smifi metinleri tamsayilara
cevirmek icin getirilmistir. Daha sonra Ardisik (Sequential) modeli icerisinden
Dense (Yogun), Flatten (Diizlestirme), LSTM, Dropout (Birakma), Activation
(Aktivasyon), Embedding (Gémme), Bidirectional (Cift YOnll) katmanlar:
getirilmistir. En iyilestirici (Optimizer) olarak da Adam segilmistir. Kelime
biiyiikliigli (vocab_size) 5000 olarak secilmis, veri seti icerisinde en yaygin
kullanilan 5000 kelime hedeflenmistir. GOmme boyutu (embedding_dim) 256
secilmis, kOse yazist basina diisen ortalama lemma adedi (max length) 500

secilmistir. Metinleri kesme (truncation) ve doldurma (padding) islemi sondan (post)
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olacak sekilde secilmistir. Kelime listesi disindaki simgeler “OOV” seklinde
gosterilecektir.  Veri setinin  %80’i egitim verisine verilip egitilmistir
(training_portion). Birakma orani (dropout rate) ise %90 secilmistir, boylece veri
seti siirekli incelendiginde veri setinin %90°1 her defasinda birakilacaktir ve ayni
veriler tizerinde ¢alisilmayacaktir. 6 yazar oldugu i¢in de smif sayis1 da (num_classes)
6 olarak not edilmistir. Verilerin basta not edilmesinin amaci LSTM verileri lizerinde

degisiklik yapilacaksa tek bir blokta yapilmasini saglamaktir (Sekil 2.23.).

Etiketler (labels) bagli olduklar1 yazilar (articles) ile degistirilmeden birbiriyle
karistirilmistir, boylece LSTM algoritmast uygulandiginda yazarlari sirasi her 160
yazida sabit olarak kalmayacaktir. Karistirilan yazilar egitim (%80) ve test verileri
(%20) olarak boliinmiistir. Egitim biyiikligii (train_size) yazilarn %80’ini
miktarma kadar egitim makaleleri (train_articles), %80’ininden sonraki miktar ise
test makaleleri (test articles) olarak belirlenmistir. Ayn1 durum egitim ve test
yazilarmin bagh oldugu etiketler (yazar isimleri) i¢in de gerceklestirilmistir. Sekil
2.24.de egitim kiimesinin boyutu 768, test kiimesinin boyutu da 192 olarak ¢ikmustir.
Ayrica kontrol amagl egitim makalelerinin ve egitim etiketlerinin ilki (0’1ncis1) da

yazdirilmastir.

1 import tensorflow as tf

2 import numpy as np

3 import random

4 from tensorflow.keras.preprocessing.text import Tokenizer

5 from tensorflow.keras.preprocessing.sequence import pad_sequences
6 from tensorflow.keras.models import Sequential

7 from tensorflow.keras.layers import Dense, Flatten, LSTM, Dropout, Activation, Embedding, Bidirectional
8 from tensorflow.keras.optimizers import Adam

9 vocab_size = 5688

18 embedding_dim = 256

11 max_length = 58@ #ortalama lemma adedi

12 trunc_type = “"post” #pre

13 padding_type = "post"

14 pov_tok = "<00V>"

15 training_portion = 8.8

16 dropout_rate = 8.9

17 num_classes = &

Sekil 2.23. LSTM Algoritmasinin kurulumu ve yazilan degerler.

egitim kimesinin boyutu 768

test kimesinin boyutu 192

timsah gbzyas1 givencin cozim oneri daniel boulud yildiz sef ortak 6zellik artik cokuluslu sirket ceo yap lokanta gastronomik aci ilginc ol agla bebek anne siit ke
vedatmilor

»

Sekil 2.24. Egitim ve test kiimelerinin boyutu; egitim kiimesinin ilk 6gesinin ve yazarimn ¢iktist.
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Sekil 2.25. ve Sekil 2.26’da en sik gecen 5000 kelime ve bunlar disindaki
kelimeler (OOV) egitim ve test makalelerinde isaretlenmis ve sozclik dizinleri
(word_index) verilmistir. Ayrica bu dizinlerin dizilisi doldurma, kesme ve
maksimum uzunluk degerlerine (Sekil 2.15.) gore ¢ikarilmistir. Ayni durum egitim
ve test yazilarinin bagli oldugu egitim ve test etiketleri (yazarlar) i¢in de yapilmistir;
hepsine birer dizin atanmustir (Sekil 2.27.; Sekil 2.28.). 6 yazar olsa da ilk dizin [0]

ile son dizin [5] ile gosterilmistir.

{'<00V>': 1, "ol': 2, 'et’: 3, 'yap': 4, 'var': 5, 'gel’: 6, 'al': 7, 'yer': 8, 'yil': 9, 'degil’': 1@, 'ver': 11, 'kendi': 12, 'i¢’: 13, 'iyi': 14, 'ben': 15, 'ir
27184
[[1, 3743, 1, 669, 1564, 4692, 1, 335, 47, 361, 486, 136, 1, 598, 3625, 4, 88, 742, 275, 328, 2, 2145, 1322, 318, 979, 1528, 48, 2, 235, 556, 585, 391, 252, 557,

[[ 13743 1... e @ @]
[022 362 2... € @ @8]
[6e6 872 623 ... e e @]
[2008 1845 241 ... 1195 371 23]
[teee 854 2 ... 1 1 1]
[1e63 28 28... e e @]

Sekil 2.25. Egitim makalelerinde sozciik dizini atanmasi1 ve bu dizinin dizilis ¢iktisi.

{'e0ov>'y 1, "el': 2, 'et': 3, 'yap': 4, 'gel': 5, 'var': 6, 'yal': 7, 'wyer': 8, 'al': @, 'ben': 18, 'iyi': 11, "kendi': 1
13046
[[31, 52, 16, 1e92, 1, 1, 1, 7, 753, 371, 18, 27, 2474, 791, 16, 2, 177e, 1, 4424, 4435, 1478, 970, 2985, 313, 165, 18, 21
[[31 52 16 ... 8 & @]
[924 359 52 ... 8 @ @]
[28 1 1... 8 & @]
[ 1120 35 ... & @ @]
[37 81207 ... & @ @]
[346 22 74 ... & @ @]]
»

Sekil 2.26. Test makalelerinde s6zciik dizini atanmasi ve bu dizinin dizilis ¢iktisi.

[6] {'melikekarakartal’: 1, 'vedatmilor': 2, ‘'doganhizlan’: 3, 'ilberortayli’: 4, 'mugeakgun': 5, 'yasarsokmensuer': 6}
3]
[[1]
[1]
[5]
[2]
[1]
[4]
[@]
[3]
[3]
[4]
[e]
[2]
[1]
[4]
[e]
[e]
[3]
[5]
[1]
[e]

Sekil 2.27. Egitim makalelerinin bagl oldugu egitim etiketlerine dizin atanmasi ve siralanmasi.
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[16] {'yasarsokmensuer’: 1, ‘mugeakgun’: 2, 'doganhizlan’: 3, "ilberortayli’': 4, ‘wvedatmilor’: 5, ‘melikekarakartal’': 6}
[

Sekil 2.28. Test makalelerinin bagli oldugu test etiketlerine dizin atanmasi ve siralanmast.

Ardigik (Sequential) model uygulanirken 4 katman degerleri verilmistir. Bu
katmanlar “add()” fonksiyonuyla getirilmistir. Gomme (Embedding) katmaninda
5000 kelime icin gomme boyutu (embedding dim) 256 olarak se¢ilmistir. Birakma
(Dropout) katmaninda birakma orani (%90) verilmis, ¢ift yonlii katman 256 gomme
boyutuyla eklenmistir. Yogun (Dense) katmanda ise 6 yazar oldugundan sinif sayisi
(num_classes) 6 segilmis, aktivasyon ise olasilik dagiliminin goriilmesi i¢in “softmax”
fonksiyonu getirilmistir. Katmanlarm eklendigi model Ozetlenince
“model.summary()” ¢ikt1 sekli (output shape) ve parametreler Cizelge 2.5.’te
gosterilmistir. GOmme (Embedding) katmaninda 256 boyutta egitilen parametreler
1.280.000, brakma (dropout) katmaninda O olarak not edilmistir. Cift yonli
(Bidirectional) katmanda ise girdi hem sagdan sola hem de soldan saga okundugu
icin 256 boyutu ikiye katlanmis, 512 boyutta 1.050.624 parametre egitilmistir.
Yogun (Dense) katmanda da 6 smif icin 3078 parametre egitilmistir. Toplamda

2.333.702 parametre egitilmis, egitilmeyen parametre bulunmamaktadir.
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Cizelge 2.5. Ardigik modelin eklenen katmanlar sonrasi ¢ikan dzeti.

Model: "sequential 4"
Layer (type) Output Shape Param #
embedding 4 (Embedding) (None, None, 256) 1286880
dropout_4 (Dropout) (None, None, 256) a
bidirectional_4 (Bidirectio (None, 512) 1858624
nal)
dense_4 (Dense) (None, &) 3078

Total params: 2,333,782

Trainable params: 2,333,782

Non-trainable params: @

Optimizer olarak Adam kullanilmistir ve Adam’da dgrenme hizi (learning_rate)
varsayilan deger 0.001 olarak se¢ilmis, bozunma orani (decay) ise varsayilan degere
yakm ‘le-6” (0,0000001) olarak kullanilmistir. Model derlenirken de kayip (loss)
fonsiyonu 2’den fazla sinif oldugu i¢in “sparse categorical crossentropy” (seyrek
kategorik ¢apraz etkinlik 6l¢timii) olarak segilmis, metrik dogruluk (accuracy) olarak

getirilmistir.

Gegmis nesnesi lizerinde “model.fit()” yapilirken x degiskeni egitim verisinin
dizilisi (train_padded), y degiskeni egitim verilerinin bagl oldugu etiket verilerinin
dizilisidir. Devir sayist (num_epochs) 20 olarak belirlenmistir, yani veri 20 kez
egitilecektir. Dogrulama verisi (validation data) ise test verisinin dizilisi ve bagh
oldugu etiket swras1 olarak verilmistir. Ayrint1 (Verbose), 2 degerinde getirilmistir,

boylece ¢iktida devir basina bir satir gdsterimi saglanmustir.
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3. BULGULAR

3.1. Verilerin Analizi

Bu boliimde uygulanan tiim algoritma ve parametrelerin analizleri ve yorumlar1

yapilmistir. Hepsinden ¢ikan sonuglarla bir genelleme yapilmaya ¢aligilmstir.

3.1.1. TF-IDF Vektorizer ile Kosiniis Benzerligi Analizi

Cizelge 2.3.te TfidfVectorizer ile metinler arasinda agisal mesafelere
bakildiginda yazar kendi yazilar1 ile kiyaslandiginda agisal mesafenin, diger
yazarlarin yazilarma gore daha diisiik oldugu goézlemlenmistir. Bu durum tiim
yazarlar i¢in aynidir. O halde her bir sorgu yazismin her bir yazarmn yazilariyla
kiyaslanmas1 ile yazilarin diisiik olan agisal mesafeleri i¢cin bu yazilar birbirine
yakindir ¢ikarimi yapilabilir. Sekil 3.1.°e bakildiginda her bir yazarin hem kendisi
hem de diger yazarlarla karsilastirilmasiyla gorsel bir ¢ikti elde edilmistir. Buna gore
yazilar arasi ayirt edici bir durum s6z konusu degildir ¢linkii agisal mesafeler diistik
olsa da diger yazarlarin yazilariyla olan agisal mesafeler arasinda keskin bir deger

gorilmemektedir.
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query(dogan_hizlan): 7
izlan: 50

iz 50
melike_karakartal: se
50

yasar_sokmensuer: 50
<matplotlib.collections.PathCollection at BxTfeeSc8fbFSer

. ::;\ ) .s:'\"
L 4 ‘.: o

vedat_milor: 50
yasar_soknensuer: 50

yasar_sokmensuer: 50
yasar_ er: S
«<matplotlib.collections.PathCollection at Ox7fee6c651edd> <matplotlib.collections.PathCollection at @x7feebcScbed®>

<matplotlib.collections.PathCollection at @x7feebc53b950>

Sekil 3.1. Yazilar aras1 TfidfVectorizer ile agisal mesafelerin gorsel matrisi.

3.1.2. CountVektorizer ile Oklid Mesafesi Analizi

Bir onceki adimda oldugu gibi bu kez Cizelge 2.4.de CountVectorizer ile
yazilarm Oklid mesafelerine bakilmistir. Oklid mesafelerinin agisal mesafelere gore
daha diisiik oldugu goriilmektedir. Her yazarin kendi yazilariyla olan Oklid
mesafeleri diger yazarlarin yazilarina gore burada da daha diisiik olmustur. Ayni olgu
TfidfVectorier ile agisal mesafelerde de yer aldigi igin tesadiifi bir durum olarak
goriilmeyebilir. Burdan hareketle yazilar arasmda Oklid ve acisal mesafeler dogru
orantili olarak diisiik oldugundan, s6z konusu yazilar birbirine benzer ¢ikarimi
yapilabilir. Sekil 3.2.°de Oklid mesafelerin gorsel matrisi bulunmaktadir. Nokta
dagilimlar1 bu matriste Sekil 3.1.’deki matrise gore bir nebze daha ayirt edici olabilir

clinkii noktalar ¢cok belirgin olmasa da belli bolgelerde yigilmislardir.
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Sekil 3.2. Yazlar aras1 CountVectorizer ile Oklid mesafelerin gérsel matrisi.

3.1.3. KNN Algoritmasi Analizi

Sekil 2.19.°daki KNN algoritmas: skorlarina goére, “k=1, 5, 10” oldugunda
TfidfVectorizer ile ¢ikarilan vektorlerde dogruluk, hassasiyet ve kesinlik skoru
CountVectorizer ile ¢ikarilan vektorlerin skorlarma oranla daha yiiksek ¢ikmistir. O
halde TfidfVectorizer ile KNN algoritmasi daha iyi performans gostermistir denebilir.
Ayrica “k” degeri arttik¢a bu skorlar da dogru orantili olarak artmustir. Sekil 3.3.°e
gore “k” degeri 1’den 20’ye kadar arttik¢a egitim ve test verisindeki hata minimum
oranlarda gorilmektedir. Test verisindeki hata oranmi TfidfVectorizer’da gittikce
azalirken, CountVectorizer’da bu hata oran1 %30- %35 araligindadir. Bu grafige gore
dogruluk, hassasiyet ve kesinlik skorlar1 da belirlenmis, biitin bu skorlar

CountVectorizer’a gore TfidfVectorizer’da fazla oldugu tespit edilmistir.
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KNN + CountVectorizer: KNN + TfidfVectorizer:
0.35 0.14 — ftrain
test
0.30 012 M
0.25 010 -
= 020 _ 008
e g
“ 015 “ 006
0.10 0.04
0.05 1 : 0.02
= frain
0.00 fest 0.00
25 50 75 100 125 150 175 25 50 75 100 125 150 175
k Value k Value
*accuracy score: 0.64 *accuracy score: 0.92
precision score: 0.77 precision score: 0.93
recall score: 0.64 recall score: 0.92

Sekil 3.3. CountVectorizer/TfidfVectorizer ile k-degeri i¢in hata grafigi ve skorlari.

3.1.4. Naive Bayes Algoritmasi Analizi

Sekil 2.20.’deki skorlara gore BernoulliNB ve ComplementNB siniflarinda
CountVectorizer ve TfidfVectorizer dogruluk, hassasiyet ve kesinlik skorlari
birbirine olduk¢a yakindir ve yiiksek ¢ikmistir. MultinomialNB smifinda ise
CountVectorizer skorlar1 TfidfVectorizer skorlarindan daha yiiksek ¢ikmustir.
MultinomialNB smifinda CountVectorizer ile ¢alismak daha iyi bir fikir olabilir.
Algoritma skorlar1 sonucunda 3 Naive Bayes (BernoulliNB, MultinomialNB,
ComplementNB) smifi dahil olmak {izere hem CountVectorizer hem de
TfidfVectorizer icin Sekil 3.4.°de hata matrisi diizenlenmistir. Buna gore
MultinomialNB sinifi CountVectorizer ile test verisi (192 veri) iizerinde en az hatay1
(3 hata) yapmustir. Tfidfvectorizer ile MultinomialNB ve ComplementNB simifi test
verisi lizerinde ayni 6l¢lide tahmine sahiptir. BernoulliNB smifinda ise diger siniflara
gore hata sayisi artmustir. Sonug olarak bu matris tiim siniflarin ¢ok az hata ile gayet
iyl bir tahmine sahip olduklarmi gdstermektedir. O halde bu algoritma basarili

olmustur denebilir.
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BernoulliNB + CountVectorizer: BernoulliNB + TfidfVectorizer:
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MultinomialNB + CountVectorizer: MultinomialNB + TfidfVectorizer:
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ComplementNB + CountVectorizer: ComplementNB + TfidiVectorizer:
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Sekil 3.4. Naive Bayes hata matrisi.
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3.1.5. SVM Algoritmasi Analizi

Sekil 2.21.’deki skorlara bakildiginda, SVC ¢ekirdegi dogrusal (kernel="linear”)
secildiginde c¢ekirdegin varsayilan degerinden (kernel="“rbf’) daha yiiksek bir
dogruluk, hassasiyet ve kesinlik skoru vermektedir. Ayrica her iki ¢ekirdek
fonksiyonunda da CountVectorizer ve TfidfVectorizer kullanimi skorlar agisindan
bilyiik bir fark yaratmamustir. Iki ¢ekirdek fonksiyonunda da TfidfVectorizer skorlar1
daha yiiksek ¢ikmistir. SVM sonucunda cekirdek (kernel) fonksiyonu igin 2,
Vectorizer’lar igin 2 olmak (izere 4 farkli faktor igin hata matrisine bakilmistir (Sekil
3.5.). TfidfVectorizer ile cekirdek “linear” veya “rbf” olarak se¢ildiginde test
verisinde daha az veri yanlis tahmin edilmistir, yani CountVectorizer’a gore
TfidfVectorizer daha iyi bir sonu¢ vermistir. Cekirdegin “linear” olarak se¢ilmesi,
“rbf” olarak segilmesinden daha iyi bir sonu¢ ¢ikarmustir ¢lnki test verisinde
TfidfVectorizer i¢in ‘kernel="“linear”’ olmas1 sadece 3 veriyi yanlis; 189 veriyi dogru

tahmin etmistir.
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kernel = "linear" + CountVectorizer:
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Sekil 3.5. SVM hata matrisi.
3.1.6. Decision Tree Classifier ve MLP Algoritmalar Analizleri
Sekil 2.22.°deki skorlar incelendiginde Karar Agaclar1 smiflandiricist

CountVectorizer igin TfidfVectorizer’dan daha yiiksek dogruluk, hassasiyet ve
kesinlik skoru vermistir. MLP algoritmasi ise her iki Vectorizer igin birbirine yakin
dogruluk, hassasiyet ve kesinlik skoru vermistir. Karar Agaglarina gére MLP skorlar1
oldukca yiiksektir. Buna gére MLP algoritmas1 Karar Agaglar1 smiflandiricisindan

cok daha iyi ¢calismistir.

Uygulanan biitiin sklearn algoritmalarina bakildiginda performansin bu veri seti
icin oldukca yuksek oldugu soylenebilir (Cizelge 3.1.). “random_state”in 1’den 11°¢
kadar secilmesi ile dogruluk, hassasiyet ve kesinlik skorlar1 10 kez yenilenmistir ve
her bir algoritma ve varsa fonksiyonlar1 i¢in bu 10 degerin ortalamasi alinmustir.

Boylece kullanilan tiim sklearn algoritmalarinin nihai dogruluk, hassasiyet ve
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kesinlik skorlar1 ¢ikarilmistir. Bu skorlar incelendiginde dogruluk ve hassasiyet
skorlarinin birbirine esit ve kesinlik skorlarina oldukca yakin olduklar1 saptanmistir.
Dogruluk/hassasiyet ve kesinlik skorlar1 en yiikksek MLP algoritmasinda ¢ikmustir.
Daha sonra SVM algoritmasmin dogrusal fonksiyonu 2. yiiksek skorlara sahiptir. 3.
yiiksek skorlar ise Naive Bayes algoritmasit Bernoulli siifi tarafindan ¢ikarilmistir.
Algoritmalar arasindan en diisiik skorlar ise KNN ve Karar Agaglar1 algoritmalar1
sonucunda ¢ikmistir. KNN algoritmasinda yine “k” degeri arttikga skorlar da
artmistir ve diger algoritmalara nazaran kesinlik skorlar1 dogruluk/hassasiyet
skorlarmdan oldukca yiiksektir. iki farkli vectorizer kullanimi da skorlar1 etkileyen
bir diger unsurdur. TfidfVectorizer KNN, SVM ve MLP algoritmalarinda daha
yliksek skorlara sahipken, CountVectorizer Naive Bayes ve Karar Agaci

algoritmalarinda daha yiiksek skorlara sahip olmustur.

Cizelge 3.1. Sklearn algoritmalarinin toplam ortalama skorlar1.

Dogruluk/Hassa . Koru Kesinlik Sko
e TfidfVectorizer CountVectorizer | TfidfVectorizer = CountVectorizer

n_neighbors = 1 0.86 0.68 0.87 0.77
KNN | n neighbors=35 0.87 0.72 0.88 0.8006
n_neighbors =10 0.88 0.72 0.89 0.8048
. BernoulliNB 0.9739 0.9739 0.9764 0.9764
g:;: MultinomialNB 0.93 0.9791 0.94 0.9799
ComplementNB 0.9604 0.9729 0.9624 0.9744
SVM kernel = “linear” 0.9817 0.9770 0.9827 0.9785
kernel = “rbf” 0.975 0.9578 0.9769 0.9598

Decision Tree 0.7604 0.78 0.7693 0.79
MLP 0.9890 0.9807 0.9895 0.9816

3.1.7. LSTM Algoritmasi1 Analizi

LSTM algoritmasi sonucundaki ¢iktiya bakildiginda (Sekil 3.6.), 20 devir
sonunda dereceli olarak, kayip (loss) %3’e yakin olacak sekilde azalmis, dogruluk
(accuracy) %99’a kadar artmis, dogrulama verisi kayb1 (val loss) %50’ye kadar
azalmis ve dogrulama verisinin dogrulugu %85’e kadar artmistir. Bu da LSTM

algoritmasmin veri seti lizerinde oldukca iyi calistigin1 gostermektedir. Sekil
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3.7.°deki grafige bakildiginda dogruluk arttik¢a, dogrulama verisinin dogrulugu da

artmus; kayip azaldik¢a da dogrulama verisinin kayb1 azalmaktadir.

Epoch 1/28
24/24 - 11s - loss: 1.511@ - accuracy: 8.2865 - val loss: 1.3472 - val accuracy: ©.2865 - 1ls/epoch - 472Zms/step
Epoch 2/2@
24/24 - 7= - loss: 1.365% - accuracy: @.3464 - val_loss: 1.3834 - val_accuracy: 8.3646 - 7s/epoch - 3@7ms/step
Epoch 3/28
24/24 - 7s - loss: 1.1761 - accuracy: 9.4661 - val_loss: 1.1823 - val accuracy: 9.4792 - 7s/epoch - 31ims/step
Epoch 4/2@
24/24 - 75 - loss: 1.8713 - accuracy: 8.5768 - val_loss: 1.8587 - val_accuracy: 8.5781 - 7s/epoch - 3BBms/step
Epoch 5/2@
24/24 - 7s - loss: @.8862 - accuracy: 9.6836 - val_loss: ©.987@ - val accuracy: 9.6146 - 7s/epoch - 312ms/step
Epoch 6/2@
24/24 - 7s - loss: @.797@ - accuracy: @.7448 - val_loss: ©.9863 - val_accuracy: 9.6354 - 7s/epoch - 3@7ms/step
Epoch 7/2@
24/24 - 7s - loss: @.5625 - accuracy: ©.8294 - val_loss: 8.7717 - val_accuracy: 9.7188 - 7s/epoch - 31ims/step
Epoch 8/2@
24/24 - 7s - loss: @.4877 - accuracy: @.8867 - val_loss: ©.6859 - val_accuracy: 9.7969 - 7s/epoch - 312ms/step
Epoch 9/2@
24/24 - 7s - loss: @.5@868 - accuracy: ©.8372 - val_loss: ©.7836 - val accuracy: 9.7969 - 7s/epoch - 3@6ms/step
Epoch 16/28
24/24 - 7s - loss: @.3517 - accuracy: @.8971 - val_loss: ©.8752 - val_accuracy: 8.7135 - 7s/epoch - 3@7ms/step
Epoch 11/28
24/24 - 7= - loss: @.2987 - accuracy: @.9154 - val_loss: 8.6728 - val_accuracy: 8.7917 - 7s/epoch - 31ims/step
Epoch 12/28
24/24 - 75 - loss: 8.1648 - accuracy: ©.9531 - val loss: ©.5533 - val _accuracy: 8.7969 - 7s/epoch - 3@7ms/step
Epoch 13/28
24/24 - 75 - loss: 8.1326 - accuracy: 8.9635 - val_loss: 8.7867 - val_accuracy: 8.7812 - 7s/epoch - 385ms/step
Epoch 14/28
24/24 - 7s - loss: @.898% - accuracy: ©.9766 - val_loss: ©.5026 - val_accuracy: ©.8385 - 7s/epoch - 386ms/step
Epoch 15/28
24/24 - 75 - loss: 8.8954 - accuracy: 8.9753 - val_loss: 8.7347 - val_accuracy: 8.7588 - 7s/epoch - 385ms/step
Epoch 16/28
24/24 - 7s - loss: @.8746 - accuracy: ©.9805 - val_loss: ©.5621 - val_accuracy: ©.8229 - 7s/epoch - 31ims/step
Epoch 17/28
24/24 - 7s - loss: @.8516 - accuracy: @.9883 - val_loss: ©.5700@ - val_accuracy: ©.8385 - 7s/epoch - 3@6ms/step
Epoch 18/28
24/24 - 7s - loss: @.838% - accuracy: ©.9883 - val_loss: ©.5453 - val accuracy: ©.8873 - 7s/epoch - 31ims/step
Epoch 19/28
24/24 - 7s - loss: @.8473 - accuracy: @.9844 - val_loss: ©.5214 - val_accuracy: ©.8438 - 7s/epoch - 3@5ms/step
Epoch 28/28
24/24 - 7s - loss: @.8321 - accuracy: 2.9989 - val loss: ©.5216 - val accuracy: 8.8594 - 7s/epoch - 3@6ms/step
Sekil 3.6. LSTM Algoritmasi sonucu ¢iktist.
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Sekil 3.7. LSTM Algoritmast sonucu ¢iktisinin grafik gosterimi.
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4. TARTISMA

Bu c¢aligmanin bulgularinda her sklearn algoritmasinin sonucu dogruluk,
hassasiyet ve kesinlik skorlarinin fazla olmasi algoritmanin ezbere sonu¢ verip
vermedigi hususunda sliphe dogurmustur. O nedenle her algoritma 10 kere denenip
10 sonucun ortalamasiyla tekrar degerlendirilmistir. Ancak yine de elde edilen
sonuclar oldukca yuksektir. O yiizden derin 6grenme algoritmast olan LSTM
algoritmasi kullanilmistir. LSTM algoritmasi basarili goriinse de algoritmaya verilen
veriler yani 6 yazarin 160’ar yazi veri seti bir derin 6grenme algoritmasi i¢in yeterli

gorinmeyebilir.

Calismanin ilk adimlarindan olan 6nislemde ise Tiirkge dili bir¢ok engele sebep
olmaktadir. Ingilizce dili icin bulunan Python kiitiiphaneleri Tiirkce dili igin
yeterince zengin degillerdir. Tiirkge’de kelimeleri kok haline getirme, durduran
ifadeleri ¢ikarma, 6n ek ve son ek c¢ikarma islemleri veri setinde %100 basarili

calismamasi durumu algoritmalarda ¢ikan sonuglar1 da etkilemis olabilir.
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5. SONUC VE ONERILER

Bu ¢alismanin sonucunda segilen 6 yazarin da yazilari test verileri (zerinden
sorgulandiginda, dogru yazar ile eslestigi goriilmektedir. Bu eslesme yapilan dnislem
adimlarma, yazilarin vektorlerine ayrilip algoritmalara sokulmasiyla elde edilmistir.
En basarili algoritma %98 skorlariyla MLP iken LSTM algoritmasinda dogrulama
verisinin skoru %85 olarak not edilmistir. Genel olarak bakilacak olursa elde edilen
ML algoritma skorlarmin test verisi i¢in olduk¢a yiiksek olmasi ¢alismay1 basarili

kilmaktadir.

Kurulan bu yap1 ile bu ¢alisma daha da genisletilebilir ve her kosulda test
edilebilir bir konumdadir. Yeni bir yazar ve yazilar1 eklendiginde de ¢alisabilirligini
stirdlirmesi beklenen bir yap1 olusturulmustur. O halde bu yapi ile yazilarin hangi
yazara ait olabilecegi bulunabilirken intihali 6nleme hususuna katki saglayacagi
savunulmaktadir. Ustelik sadece intihal degil ayrica bir takim siber suglari
engellemede de yardimci olabilir. Bunun nedeni yazilan bir yazinin o yazara ait olup
olmadig1 gosteren bir sistem olmasidir. Dolayisiyla Bilisim sistemleri kullanimi
icerip Ozellikle Turkce dilinde Adli konular iizerinde hizmet edecegi diistiniilmekte

ve disiplinler aras1 Adli Bilisim boliimiine katki saglamasi beklenmektedir.
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OZET

Kose Yazilarinda Yazarhk Analizinin Adli Bilisim’e Katkisi

Bu aragtirma, farkli konularda 6 yazarm 160’ar kdse yazisi iizerinden yazarlik
analizini kapsamaktadwr. Her yazarin kendine 0zgli yaz1 aligkanligi oldugunu
gosteren bu ¢alisma dncelikle Dogal Dil Isleme ydntemiyle tiim yazilarm 6nislemden
gecirilmesini ve daha sonra derin O6grenme de olmak iizere makine Ogrenme
algoritmalarma sokulmasimi igermektedir. Ayrilan egitim ve test verileri lizerinden
yazilarin yazarlara ait olup olmadigi tartisilmis, algoritmalar sonucu ¢ikan dogruluk,
hassasiyet ve kesinlik skorlar1 ile caligmanin basarili oldugu goriilmiistiir. En basarili
algoritma %98 skorlarla MLP'dir. Bir derin 6grenme algoritmast olan LSTM
algoritmasinda ise dogrulama verisinin skoru %85 olarak not edilmistir. Cikarilan
verilere gore online metinler iizerinden yazarlik analizinin Adli Bilisim’e katkis1
olacaginin yam sira intihali ve yazarlik analizi igeren bilisim suglarmi engellemede

yardimci1 olacagi1 6ngoriilmektedir.

Anahtar Sozcukler: Adli Bilisim, Adli Dilbilim, Dogal Dil isleme (DDI), Intihal,

Makine Ogrenme, Yazarlik Analizi.
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SUMMARY

Contribution of Authorship Analysis to Computer Forensics in Columns

This research includes the analysis of authorship over 160 columns of 6 authors
on different subjects. This study, which shows that each writer has an idiosyncratic
writing habit, firstly includes a preprocessing step of all texts with Natural Language
Processing method and then inserting them into machine learning algorithms,
including deep learning. It was discussed whether the articles belonged to the authors,
based on the training and test data allocated, and it was observed that the study was
successful with the accuracy, recall and precision scores obtained as a result of the
algorithms. The most successful algorithm is MLP with 98% scores. In the LSTM
algorithm, which is a deep learning algorithm, the score of the validation data was
noted as 85%. According to the data obtained, it has been predicted that the analysis
of authorship over online texts will contribute to Computer Forensics, as well as

helping to prevent plagiarism and cybercrimes including authorship analysis.

Key Words: Authorship Analysis, Computer Forensics, Forensic Linguistics,

Machine Learning, Natural Language Processing (NLP), Plagiarism.
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EKLER

(Bu bolimde ¢alismaya dair kodlar siralanmis olup 2.1. Verilerin Toplanmasi ve 3.1.

Verilerin Analizi boliimlerini kapsamaktadir.)

Ek-1: 2.1.2. ikinci Asama Kodlar

n{link).read()
soup = ful
div_tag = soup.find(
paragraphs = div_tag.findChildren(

aphs:
document = document + par.t
n document

link

print(out)

- links(news_list link):
html = urlopen(news_list_link).read()
print{new
html.p

ra
i

news_links

link_database = []

" _format(i)

n link database:
print(link)
ut t t(1ink)
end((1ink, out))
print(out)
print("
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Ek-2: 2.1.3. Uciincii Asama Kodlan

text di
text_fi

text_
ile(text_directory + "/"
pen(text directory + "/ )-read()
contents.append (content)
authors.append(text_file)

print(”
for i in ge(len(author
print(contents[i].count(” ") + 1)

num_authors = len{contents)

content in ate(contents):
ontent.splitlines()

in lin
f line !=

ndex] . append(te
raw_texts[index].append(text)

print("”

(len(authors
t

_no,
nlp(text)

d.upos {"PUNCT™, "NU ( rd.lemma) > 1:
lemmas += word.lemma.lower() +
print(lemmas)
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stop_words

word_tokens
red_sentence

filtered _sentence = []

word_f

print({filtered sentence)

n filtered sentence:
ken.isdigit():

if token punctuation:
<= 1:

.replace("",
<= 1:

.isalpha():
token -replace("
tokens.append(token)

print(tokens)

author_name = authors[i][:-4]
author_name} -

EK-3: 2.1.4. Dordiincii Asama Kodlan

)-replace(”

target:

[

=]

1 from zipfile import ZipFile
2

3 dosya = 'lemmas.zip’

4

with ZipFile(dosya, 'r') as zip_file:
zip_file.printdir()
zip_file.extractall()

import os
authors = ["dogan-hizlan”, "ilber-ort
for i, author in enumerate(authors):

dir_path = "lemmas"
text_files = os.listdir(dir_path)
text_files.sort()
authors_text_files = []
for text_file in text_files:
if text file.startswith(author + "_ ")
authors_text_files.append(text file)

"melike-karakartal",

"muge-akgun”,

print(f"({i+1}) {author} has {len(authors_text files)} lemma texts.")

print(authors_text_files)

2

sar-sokmensuer”]
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1 authors = ["dogan-hizlan", "ilber-ortayli", "melike-karakartzl", "muge-akgun", "wvedat-milor", "yasar-sokmensuer"]
2 number_of texts = 168

3

4 for author in authors:

5 total_lemmas = @

6  total_characters = @

for text_no in range(8, number_of texts):

8 f = open(f"lemmas/{author}_{text_no}.txt", mode="r")
9 content = f.read()

18 f.close()

11

12 if content == "":

13 continue

14

15 if content[-1] == " ":

16 content = content[:-1]

17 lemmas = content.split(" ")

18 total lemmas += len{lemmas)

19 total_characters += len(content) - content.count(" ")

28 average_lemmas = total_lemmas / number_of_texts

21 average_characters_in_a_ lemma = total_characters / total_lemmas

22  print{author, "icin k8se yazisi basina disen ortalama lemma adedi:", average_ lemmas)

23 print{author, "icin lemma basina disen ortalama karakter adedi:", average_characters_in_a_lemma)

1 dogan_hizlan_articles = []

2 dogan_hizlan_labels = []

3 author = "dogan-hizlan"

4 for article_no in range (@, 168):

5 with open (f"/content/lemmas/{author} {article_no}.txt" , "r") as f:
6 text = f.read()

7 dogan_hizlan_articles.append(text)

8 dogan_hizlan_labels.append(author.replace("-", ""))

]

18 print("dogan_hizlan_articles:", len(dogan_hizlan_articles))
11 print("output:", dogan_hizlan articles)

12 print("dogan_hizlan_labels:", len(dogan_hizlan_labels))

13 print("output:", dogan_hizlan labels)
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15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
3@
31
32
33
34
35
36
37
38
39
40
a7
a2
43
a4
a5

58
51
52
53
54
55
56
57
58

ilber _ortayli_articles = []

ilber ortayli_labels = []

author = "ilber-ortayli”

for article_ne in range (@, 168):

with open (f"/content/lemmas/{author}_ {article no}.txt" , "r") as f:

text = f.read()
ilber_ortayli_articles.append(text)
ilber_ortayli_labels.append(author.replace(”-", ""})

melike karakartal_articles =
melike karakartal_labels = []
author = "melike-karakartal”
for article_no in range (@8, 168):
with open (f"/content/lemmas/{author}_{article_no}.txt" , "r") as f:
text = f.read()
melike karakartal_articles.append(text)
melike karakartal_labels.append({author.replace("-", "))

[]

muge_akgun_articles =
muge_akgun_labels = []
author = "muge-akgun”
for article_ne in range (@, 168):
with open (f"/content/lemmas/{author}_ {article no}.txt" , "r") as f:
text = f.read()
muge_akgun_articles.append(text)
muge_akgun_labels.append{author.replace("-", ""))

[]

vedat_milor_articles = []

vedat_milor_labels = []

author = "vedat-milor”

for article_no in range (8, 168):

with open (f"/content/lemmas/{author}_{article no}.txt" , "r") as f:

text = f.read()
vedat_milor_articles.append(text)
vedat_milor_labels.append(author.replace("-", ""))

yasar_sokmensuer_articles =
yasar_sokmensuer_labels = []
author = "yasar-sokmensuer”
for article_no in range (@, 168):
with open (f"/content/lemmas/{author} {article no}.txt” , "r") as f:
text = f.read()
yasar_sokmensuer_articles.append{taxt)
yasar_sokmensuer_labels.append(author.replace(”-", ""))

(1

1 from sklearn.feature_extraction.text import Tfidfvectorizer

1

2

3 vectorizer = TfidfVectorizer(min_df=8)
4 vectorizer.fit(articles)

5 print(vectorizer.vocabulary )

6 print(len(vectorizer.vocabulary_ )}

7

8 matrix = vectorizer.transform(articles).toarray()
9 print(matrix.shape)

11 vectors = []

12 for row in matrix:

12 vectors.append(row)
14  print{row)
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1 import numpy as np

2

3 def unit_vector(vector):

4 return vector / np.linalg.norm(vector)

5

6 def angular_distance(vl, v2):

7 vl_u = unit_vector(vl)

2 v2_u = unit_vector(v2)

9 return np.arccos{np.clip(np.dot(vl_u, v2_u), -1.8, 1.8))
1@

11 def find_average vector(vectors):
12 num_dims = len(vectors[@])

13 average = np.zeros(nhum_dims)

14 for vector in vectors:

15 average += vector

16 average /= len(vectors)

17  return average

19 query = find_average_vector(vectors[18:17])

28 average_authorl = find_average_vector(vectors[58:18e])
21 average_author2 = find_average_vector(vectors[2@8:258])
22 average_author3 = find_average_vector(vectors[358:488])
23 average_author4 = find_average_vector(vectors[5@@:558])
24 average_author5 = find_average_vector(vectors[788:758])
25 average_author6 = find_average_vector(vectors[888:858])
26

27 distl = angular_distance(query, average_authorl)

28 dist2 = angular_distance(query, average_author2)

29 dist3 = angular_distance(query, average_author3)

38 dist4 = angular_distance(query, average_authord)

31 dist5 = angular_distance(query, average_authors)

32 disté = angular_distance(query, average_authoré)

33 print(dist1)

34 print(dist2)

35 print(dist3)

36 print(dist4)

37 print({dist5)

38 print(dist6)

R = O B S TV N

[T

1@
11
12
13
14
15

from sklearn.manifold import MDS

matrix_normalized = np.zeros(matrix.shape)

for index, row in enumerate(matrix):
row_normalized = unit_vector(row)
matrix_normalized[index] = row_normalized

matrix_of_angular_distances = np.zeros((matrix.shape[@], matrix.shape[@]))
for row in rangz(matrix.shape[8]):
for col in range(matrix.shape[@]):
matrix_of_angular distances[row, col] = angular_distance(matrix_normalized[row], matrix_normalized[col])

embedding = MDS(n_components=2, dissimilarity="precomputed’)
matrix_transformed = embedding.fit_transform({matrix_of_angular_distances)

print(matrix_transformed.shape)
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21 x_green = []

- a . 22 y _green = []

i import matplotlib.pyplot as plt 23 for row in matrix_transformed[35@:
3 x_black = [] 24 x_green.append(row[@])

4y black = [] 22 y_green.append(row[1])

5 for row in matrix_transformed[168:17]: 27 x_yellow = []

6 x_black.append(row[8]) 28 y_yellow = []

7 y_black.append(row[1]) 29 for row in matrix_transformed[588:
i 38 x_yellow.append{row[8])

9 x_red =[] 31 y yellow.append{row[1])
18y red = [] 32

11 for row in matrix_transformed[5@:18@]: 33 x_magenta = []

12 x_red.append(row[8]) 34 y_magenta - ]

i = e 35 for row in matrix_transformed[788:
L= 36 x_magenta.append(row[8])

= iz = ] 37 y_magenta.append(row[1])

16 y_blue = [] g

17 fer row in matrix_transformed[268:258]: 39 %_cyan = []

18 x_blue.append(row[g]) a8 y_cyan - [

s DILiE TEm e L) 41 for row in matrix_transformed[26@:
20 42  x_cyan.append(row[@])

43  y cyan.append(row[1])

490]:

558]:

758]:

850]:

=l h W R

[
= @ WO c

12
13
14
15

print("query(dogan_hizlan):", len(x_black))
print(“dogan_hizlan:", len(x_red))
print("ilber ortayli:", len(x_blue))
print("melike_karakartal:"™, len(x_green))
print("muge_akgun:", len(x_yellow))
print("vedat_milor:", len(x magenta))
print(“yasar_sokmensuer:™, len(x_cyan))

plt.scatter(x_red, y_red, c="red")
plt.scatter(x_blue, y blue, c="blue™)
plt.scatter(x_green, y green, c="grsen")
plt.scatter(x_yellow, y_yellow, c="yellow")

plt.scatter(x_magenta, y_magenta, c="magenta")

plt.scatter(x_cyan, y_cyan, c="cyan")
plt.scatter(x_black, y black, c="black™)
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1 from sklearn.neighbors import KNeighborsClassifier

2 from sklearn.metrics import accuracy_score, precision_score, recall_score
3

3

4 classifiers = [KNeighborsClassifier(n_neighbors = 1), KleighborsClassifier(n_neighbors = 5},

5 KNeighborsClassifier(n_neighbors = 18)]
6 classifier_names = ["KNN1", "KNN5", "KNN1@"]
7

8 for classifier, classifier_name in zip(classifiers, classifier_names):

9 print(classifier_name)

18 classifier.fit(X_train_cv, y_train)

11 predictions = classifier.predict(X_test_cv)

12 print("CountVectorizer™)

13 print(“Accuracy score: ", accuracy_score(y_test, predictions))

14 print(“"Recall sceore: ", recall_score(y_test, predictions, average='weighted'))

15  print("Precision score: ", precision_score(y_test, predictions, average='weighted’))
16

17  classifier.fit(X_train_tv, y_train)

18 predictions = classifier.predict(X_test_tv)

19 print("TfidfVectorizer")

28 print("Accuracy score: ", accuracy_score(y_test, predictions))

21 print{"Recall score: "
22 print("Precision score: ", precision_score(y_test, predictions, average='weighted'))
23 print()

, recall_score(y_test, predictions, average='weighted’))

errorl= []

error2= []

for k in range(1,20):
knn= KNeighborsClassifier(n_neighbors=k)
knn.fit(X_train_cv,y_train)
y_predl= knn.predict(X train cv)
errorl.append(np.mean(y_trainl= y predl))
y_pred2= knn.predict(X_test_cv)
error2.append(np.mean(y_test!= y pred2))

1@ plt.plot(range(1,20),errori,label="train")

11 plt.plot(range(1,20),error2,label="test")

12 plt.xlabel('k Vvalue')

13 plt.ylabel('Error")

14 plt.legend()

W0~ WU R W N =

1 from sklearn import metrics

2 knn= KNeighborsClassifier({n_neighbors=k)
3 knn.fit(X_train_cv,y_train)

4 y pred= knn.predict(X_test_cv)

5 metrics.accuracy_score(y_test,y_pred)

1 from sklearn import metrics

2 knn= KNeighborsClassifier(n_neighbors=k)

3 knn.fit(X_train_cv,y_train)

4 y_pred= knn.predict(X_test_cv)

5 metrics.precision_score(y_test,y pred, average='weighted')
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1 from sklearn.naive_bayes import MultinomialNB, BernoulliNB, ComplementNB

2 from sklearn.metrics import accuracy_score, precision_score, recall_score

3 from sklearn.feature_extraction.text import CountVectorizer, Tfidfvectorizer

4

5 classifiers = [BernoulliNB(}, MultinomialNB(), ComplementNB()]

6 classifier names = ["BernoullinB", "MultinomialNB", "ComplementNB()"]

8 all predictions = []

9 for classifier, classifier_name in zip(classifiers, classifier_names):
18 print{classifier_name}
11 classifier.fit(X_train_cv, y_train)
12 predictions = classifier.predict(X_test_cv)
13 print("CountVectorizer™)

14  print("Accuracy score: ", accuracy_score(y_test, predictions))

15 print(“Recall score: ", recall score(y_test, predictions, average="weighted'))
16  print("Precision score: ", precision_score(y_test, predictions, average='weighted'))
17  all_predictions.append(predictions)

18

19 classifier.fit(X_train_tv, y_train)

20  predictions = classifier.predict(X_test_tv)

21 print("TfidfVectorizer™)

22 print("Accuracy score: ", accuracy_score(y_test, predictions))

23 print(“Recall score: ", recall score(y_test, predictions, average="weighted'))
24 print("Precision score: ", precision_score(y_test, predictions, average='weighted'))
25 print()

26 all _predictions.append(predictions)

1 from sklearn.metrics import confusion_matrix

2 import matplotlib.pyplot as plt

3 impert seaborn as sns

4i =5 #0 -> bernoulli count, 1 -> bernoulli tfidf, 2 -> multinomial count,
5 # 3 -> multinomial tfidf, 4 -> complement count, 5 -> complement tfidf

6 cm = confusion_matrix(y_test, all predictions[i])

7 sns.heatmap(cm, square=True, annot=True, cmap="RdBu", cbar=False,

8 xticklabels=["doganhizlan", "ilberortayli”, "melikekarakartal”, "mugeakgun",
9 "vedatmilor", "yasarsokmensuer"],
10 yticklabels=["doganhizlan", "ilberortayli"”, "melikekarakartal”, "mugeakgun",
11 "vedatmilor"”, "yasarsokmensuer™])

12 plt.xlabel("true label™)
13 plt.ylabel("predicted label™)
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1 from sklearn.svm import SVC

2 from sklearn.metrics import accuracy_score, precision_score, recall_score

3 from sklearn.feature_extraction.text import CountVectorizer, TfidfVectorizer
4

5 classifiers = [SVWC(kernel="linear"), SVC(kernel="rbf")]

6 classifier names = ["SVC_linear”, "SVC_rbf"]

8 all predictions = []

9 for classifier, classifier_name in zip(classifiers, classifier_names):

18  print(classifier_name)

11  classifier.fit(X_train_cv, y train)

12 predictions = classifier.predict(X_test_cv)

13  print("CountVectorizer™)

14  print("Accuracy score: ", accuracy_score(y_test, predictions))

15 print("Recall score: ", recall_score(y_test, predictions, average="weighted'))

16 print("Precision score: ", precision_score(y_test, predictions, average='weighted'))
17  all_predictions.append(predictions)

18

19 classifier.fit(X_train_tv, y train)

28 predictions = classifier.predict(X_test_tv)

21 print("TfidfVectorizer™)

22 print("Accuracy score: ", accuracy_score(y_test, predictions))

23 print("Recall score: ", recall_score(y_test, predictions, average="weighted'))

24  print("Precision score: ", precision_score(y_test, predictions, average='weighted'))
25 print()

26 all_predictions.append(predictions)

B ow e

W e = oo

10
11
12
1

w

import pandas as pd
import seaborn as sns
from sklearn.metrics import confusion_matrix

i=8 #@ -> linear count, 1 -> linear tfidf, 2 -» rbf count, 3 -> rbf tfidf

cm = confusion_matrix(y_test, all_predictions[i], labels=["doganhizlan", “ilberortayli”, "melikekarakartal”,
"mugeakgun”, "vedatmiler", "yasarsokmensuer"],)
cm_matrix = pd.DataFrame(data=cm, columns=["doganhizlan", "ilberortayli”, "melikskarakartal”,
“mugeakgun”, “vedatmilor”, “yasarsokmensuer”],
index=["doganhizlan", "ilberortayli", "melikekarakartal",
"mugeakgun”, “"vedatmilor”, “"yasarsokmensuer"])
sns.heatmap(cm_matrix, annot=True, fmt='d', cmap='Y1GnBu')
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1 from sklearn.neural_network import MLPClassifier

2 from sklearn.tree import DecisionTreeClassifier

3 from sklearn.metrics import accuracy_score, precision_score, recall_score

4 from sklearn.feature_extraction.text import CountVectorizer, TfidfVectorizer

5

6 classifiers = [MLPClassifier(), DecisionTreeClassifier()]

7 classifier_names = ["MLP", "DecisionTree"]

8

9 for classifier, classifier_name in zip(classifiers, classifier_ names):

18 print(classifier_name)

11  classifier.fit(X_train_cv, y_train)

12 predictions = classifier.predict(X_test_cv)

13  print("CountVectorizer™)

14  print("Accuracy score: ", accuracy_score(y_test, predictions))

15 print("Recall score: ", recall score(y_test, predictions, average='uweighted'))
16 print("Precision score:
17

18  classifier.fit(X_train_tv, y_train)

19 predictions = classifier.predict(¥_test_tv)

28 print("TfidfVectorizer™)

21 print("Accuracy score: ", accuracy_score(y_test, predictions))

22 print("Recall score: ", recall score(y_test, predictions, average='uweighted'))
23 print("Precision score:
24 print()

precision_score(y test, predictions, average='weighted'))

, precision_score(y_test, predictions, average='weighted'))

1 random. seed (@)
2

3 articles = dogan_hizlan_articles + ilber ortayli_articles + melike karakartal articles + muge_akgun_articles + vedat _milor articles + yasar_sokmensuer_ article
4 labels = dogan_hizlan_labels + ilber_ortayli_labels + melike_karakartal_labels + muge_akgun_labels + vedat_milor_labels + yasar_sokmensuer_labels

5

6 all = list(zip(articles, labels))

7 random.shuffle(all)

8 articles, labels = zip(*all)

9

10 train_size = int(len(articles) * training portion)
11

12 print(“egitim kimesinin boyutu", train_size)

13 print(“test kumesinin boyutu”, len(articles) - train_size)
14

15 train_articles = articles[:train_size

16 test_articles = articles[train_size:]

17 train_labels = labels[:train_size]

18 test_labels = labels[train_size:]

19

28 print(train_articles[e])

21 print(train_labels[@]}

1 tokenizer = Tokenizer(num_words=vocab_size, oov_token=oov_tok)

2 tokenizer.fit_on_texts(train_articles)

3 print(tokenizer.word_index)

4 print(len(tokenizer.word_index))

5

6 train_sequences = tokenizer.texts_to_sequences(train_articles)

7 print(train_sequences)

8

9 train_padded = pad_sequences(train_sequences, padding = padding_type, truncating=trunc_type, maxlen=max_length)
18 print(train_padded)
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1 tokenizer = Tokenizer{num_words=vocab_size, oov_token=oov_tok)
2 tokenizer.fit_on_texts(test_articles)

3 print(tokenizer.word_index)

4 print(len(tokenizer.word_index))

5

6

7

test_sequences = tokenizer.texts_to_sequences(test_articles)

print(test_seguences)
2 test_padded = pad_sequences(test_sequences, maxlen=max_length, padding=padding_type, truncating=trunc_type)
9 print(test_padded)

1 label_tokenizer = Tokenizer()

2 label_tokenizer.fit_on_texts(train_labels)
3 print(label_tokenizer.word_index)

4 print(len(label tokenizer.word_index))

5

6

train_label_sequences = np.array(label_tokenizer.texts_to_sequences(train_labels))
7 train_label sequences -= 1
8 print(train_label sequences)

1 label tokenizer = Tokenizer()

2 label tokenizer.fit_on_texts(test_labels)
3 print(label_tokenizer.word_index)

4 print{len{label_tokenizer.word_index))

5

6

test_label sequences = np.array(label tokenizer.texts to_sequences(test_labels))
7 test_label sequences -= 1
8 print(test_label ssquences)

1 model = Sequential()

2 model.add(Embedding(vocab_size, embedding dim))

3 model.add(Dropout(dropout_rate))

4 model.add(Bidirectional (LSTM(embedding_dim)})

5 model.add(Dense(num_classes, activation="softmax"))
& model. summary ()

o]

optimizer = Adam(learning_rate=8.8061, decay=1e-8)
model.compile{optimizer=optimizer, loss="sparse_categorical_crossentropy”, metrics=["accuracy”])

num_epochs = 28
history = model.fit(x=train_padded, y=train_label_sequences, epochs=num_epaochs,
validation_data=(test_padded,test_label sequences), verbose=2)
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Ek-4: 3.1. Verilerin Analizi Kodlan

1 USE_TFIDF = True # True olursa Tfidfvectorizer kullanilir, False olursa CountVectorizer kullanilir
2

3 from tqdm import tqdm

4 from sklearn.tree import DecisionTreeClassifier

5 from sklearn.neighbors import KNeighborsClassifier

6 from sklearn.neural_network import MLPClassifier

7 from sklearn.naive_bayes import MultinomialNB, BernoulliNB, ComplementNB

8 from sklearn.metrics import accuracy score, precision score, recall score

9 from sklearn.svm import SVC

10 from sklearn.feature_extraction.text import CountVectorizer, Tfidfvectorizer

11 #np.random.seed(@)

12 accuracies = {"KNN1":@, "KNN5":@, "KNN1@":@, "MLP":@, "Tree™:@, "BernoulliNB":@, "MultinomialNB":@,
13 "ComplementNB":@, "SVC_linear":®, "SVC_kernel™:@}

14 recalls = {["KNN1":@, "KNNS":@, "KNN18":8, "MLP":8, "Tree":8, "BernoulliNB":®, "MultinomialhB":@,
15 "ComplementNB":@, "SVC_linear":@, "SVC_kernel™:8}

16 precisions = {"KNN1":@, "KNNS":®, "KNN1@":8, "MLP":@, "Tree™:@, "BernoulliNB":@, "MultinomialNB":@,
17 "ComplementNB":8, "SWC_linear”:@, "SVC_kernel™:@}

18 for seed in tqdm(range (1, 11)):

19 X_train, X _test, y_train, y_test = train_test_split(articles, labels, random state=seed,

20 test_size=0.20)

22 cv = CountVectorizer()
23 X train_cv = cv.fit transform(X_train)
24 X_test_cv = cv.transform(X_test)

idfVectorizer()
27 X_train_tv = tv.fit_transform(X_train)

28 X_test_tv = tw.transform{X_test)

29

3@ classifiers = [KNeighborsClassifier(n_neighbors = 1), KNeighborsClassifier(n_neighbors = 5),
31 KMeighborsClassifier(n_neighbors = 18), MLPClassifier(), DecisionTreeClassifier(),
32 BernoulliNB(), MultinomialNB(), ComplementNE(), SVC(kernel="linear"},

33 SVC(kernel="rbf")]

34 classifier_names = ["KNNL", “KNN5", "KNN1@", "MLP", "Tree™, "BernoulliNB", "MultinomialMB",
35 "ComplementNB"”, "SVC_linear"”, "SVC_kernel"]

36

37 for classifier, classifier_name in zip(classifiers, classifier_names):

38

39 if USE_TFIDF:

40 #print(classifier_name)

a1 classifier.fit(X_train_tv, y train)

2 predictions = classifier.predict(X_test_tv)

43 accuracies [classifier_name] += accuracy_score(y_test, predictions)

44 recalls [classifier_name] += recall score(y_test, predictions, average="weighted™)

45 precisions [classifier name] += precision_score(y_test, predictions, average="weighted")
46

47 else:

48 classifier.fit(X_train_cv, y_train)

a3 predictions = classifier.predict(X test cv)

5a accuracies [classifier name] += accuracy score(y_test, predictions)

recalls [classifier_name] += recall score(y_test, predictions, average="weighted™)
precisions [classifier_name] += precision_score(y_test, predictions, average="weighted")

54 for key, value in recalls.items():
55 recalls[key] /=1@

57 for key, value in precisions.items():
58 precisions[key] /=10

60 for key, value in accuracies.items():
61 accuracies[key] /=10

63 print("TfidfVectorizer kullanarak" if USE_TFIDF =lse "CountVectorizer kullanarak™)
64 print(accuracies)

85 print(recalls)

66 print(precisions)

1 import matplotlib.pyplot as plt

2

3 def plot graphs(history, string):

4 plt.plot(history.history[string])

5 plt.plot(history.history['val "+string])
6 plt.xlabel("Epochs")

7 plt.ylabel(string)

8 plt.legend([string, 'val_'+string])
9  plt.shou()

1e

11 plot_graphs(history, “accuracy")

12 plot_graphs(history, "loss")
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