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SATIS TAHMINLEMESINDE HiBRIiT BIR YAKLASIM:
PESTEL, RFM, GRADIENT BOOSTING

OZET

Teknolojinin ilerlemesi ve internet kullaniminin yaygin hale gelmesi ile birlikte adinm
sitkca duymaya bagladigimiz biiyiik veri kavrami ortaya cikmistir. Kisaca yapisal
olmayan veri y1gin1 olarak ifade edilen biiyiik verinin anlaml1 bilgilere doniistiiriilmesi,
gizli kalmis Oriintiilerin ortaya ¢ikarilmasi farkli yontemlerle gerceklestirilebilir. Veri
madenciligi olarak adlandirilan bu yontem ve algoritmalar toplulugu istatistik ile
birlestirilerek daha anlagilabilir ve anlamli ¢6ziim yollarima doniismiislerdir. Bu
yontemlerden bir tanesi de RFM analizidir. RFM analizi Recency Frequency ve
Monetary kelimelerinin kisaltmasi olup davranisa dayali miisteri segmentasyonunu
gerceklestiren etkili ve pratik bir pazarlama modelidir. Pazarlama stratejilerinin
gelistirilmesine yardimci olan RFM analizinin temel dayanak noktasi yakin zamanda
aligveris eden, sik aligveris eden ve aligverislerinde yiiksek miktarda getiri saglayan
miisterilerin gelecekteki pazarlama kampanyalarina olumlu doniis yapabilecek
potansiyel miisteriler olacagi goriistidiir.

Glinlimiiz sartlarinda ayni alanda hizmet iireten veya iirlin satan bir ¢ok firma
bulunmaktadir. Firmalar olduk¢a rekabetci kosullarda yarismaktadir. Hizmet {ireten
veya lirlin satan firmalar i¢in en 6nemli durum dogru miisteriyle, dogru zamanda
iletisim kurmaktir. Bu sayede firmalar kaynaklarini optimum sekilde tiikketmektedir.
Ayni zamanda miisteriler i¢in dogru zamanda gelen teklifler nemliyken, ihtiyacinin
olmadig1 zamanda gelecek teklifler, {irtin ve hizmet satin alan miisteriler i¢cin gereksiz
zaman kaybina, miisteri sikayetine sebep olabilmektedir.

Karmasik veri kiimelerinden anlamli sonuglar elde etmek ve icerdigi verinin belirli
ozelliklerine gore veri setinin smiflara ayrilmasi i¢in, veri madenciliginin farkli bir
yontemi olan siniflandirma algoritmalari gelistirilmistir. Siniflandirma problemlerinde
yapay zeka alaninin alt kiimesi olan makine 6grenmesi algoritmalar1 yiiksek diizeyde
dogru tahmin ediciler olarak kullanilmaktadir.

Bu ¢alismada RFM analizinin ardindan; elde edilen analiz ¢iktisi, sirketlerin ¢evresel
olarak etkilendigi; PESTEL (Political, Economic, Social, Technological, Legal and
Environmental) analizinin etkileyici faktorleriyle birlikte satiglar {izerindeki
smiflandirma siireci ele alinacaktir. Siniflandirma algoritmalarindan, Gradient
Boosting makine Ogrenmesi algoritmas: uygulanacaktir. Modellerin  tahmin
degerlerinin dogruluguyla ilgili performans 6l¢iim sonucu ve model agiklanabilirligi
degerlendirilecektir. S6z konusu model ile verimlilik siireglerinin daha kaliteli hale
getirilmesi ve miisteri iligkilerini daha dogru yonetecek bir siniflandirma yonteminin
gelistirilmesi hedeflenmistir.

Anahtar Kelimeler : RFM Analizi, Veri Madenciligi, Gradient Boosting Algoritmasi,
PESTEL Analizi, Miisteri Iliskileri Yonetimi



A HYBRIT APPROACH TO SALES PREDICTION: PESTEL, RFM,
GRADIENT BOOSTING

ABSTRACT

With the advancement of technology and the widespread use of the internet, the
concept of big data, which we hear frequently, has emerged. In short, the
transformation of big data, which is expressed as an unstructured data stack, into
meaningful information, and revealing hidden patterns can be realized by different
methods. This collection of methods and algorithms, called data mining, has been
combined with statistics and turned into more understandable and meaningful
solutions. One of these methods is RFM analysis. RFM analysis is the abbreviation of
Recency Frequency and Monetary, and it is an effective and practical marketing model
that performs behavior-based customer segmentation. The basic premise of RFM
analysis, which helps to develop marketing strategies, is the view that customers who
shop recently, shop frequently, and generate high returns on their purchases will be
potential customers who can make a positive return to future marketing campaigns.

In today's conditions, many companies produce services or sell products in the same
field. Firms compete in highly competitive conditions. The most important situation
for companies that produce services or sell products is to communicate with the right
customer at the right time. In this way, companies consume their resources optimally.
At the same time, while offers that come at the right time are important for customers,
offers that come when they do not need them can cause unnecessary time loss and
customer complaints about customers who purchase products and services.

Classification algorithms, a different method of data mining, have been developed to
obtain meaningful results from complex data sets and to classify the data set according
to certain characteristics of the data it contains. Machine learning algorithms, which
are a subset of artificial intelligence, are used as highly accurate estimators in
classification problems.

After RFM analysis in this study; With the data envelopment method of the analysis
output obtained, companies are affected environmentally; The classification process
on sales will be discussed along with the influencing factors of the PESTEL (Political,
Economic, Social, Technological, Legal and Environmental) analysis. Among the
classification algorithms, the Gradient Boosting machine learning algorithm will be
applied. The performance measurement result and model explainability related to the
accuracy of the predicted values of the models will be evaluated. This model, it is
aimed to improve production processes and develop a classification method that will
manage customer relations more accurately.

Keywords : RFM Analysis, Data Mining, Gradient Boosting Algorithm, PESTEL
Analysis, Customer Relations Management
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SATIS TAHMINLEMESINDE HiBRIiT BiR YAKLASIM: PESTEL, RFM,
GRADIENT BOOSTING

OZET

Teknolojinin ilerlemesi ve internet kullaniminin yaygin hale gelmesi ile birlikte adini
sikca duymaya basladigimiz biliyiikk veri kavrami ortaya c¢ikmustir. Kisaca yapisal
olmayan veri y1gini olarak ifade edilen biiyiik verinin anlamli bilgilere doniistiiriilmesi,
gizli kalmis oriintiilerin ortaya ¢ikarilmasi farkli yontemlerle gerceklestirilebilir. Veri
madenciligi olarak adlandirilan bu yontem ve algoritmalar toplulugu istatistik ile
birlestirilerek daha anlasilabilir ve anlamli ¢6ziim yollarima doniismiislerdir. Bu
yontemlerden bir tanesi de RFM analizidir. RFM analizi Recency Frequency ve
Monetary kelimelerinin kisaltmasi olup davranisa dayali miisteri segmentasyonunu
gerceklestiren etkili ve pratik bir pazarlama modelidir. Pazarlama stratejilerinin
gelistirilmesine yardimci olan RFM analizinin temel dayanak noktas1 yakin zamanda
aligveris eden, sik aligveris eden ve aligverislerinde yiiksek miktarda getiri saglayan
miisterilerin gelecekteki pazarlama kampanyalarina olumlu doniis yapabilecek
potansiyel miisteriler olacagi goriisiidiir.

Glinlimiiz sartlarinda ayni alanda hizmet iireten veya iiriin satan bir ¢ok firma
bulunmaktadir. Firmalar olduk¢a rekabetci kosullarda yarismaktadir. Hizmet iireten
veya {irlin satan firmalar i¢in en 6nemli durum dogru miisteriyle, dogru zamanda
iletisim kurmaktir. Bu sayede firmalar kaynaklarini optimum sekilde tiiketmektedir.
Ayni zamanda miisteriler i¢in dogru zamanda gelen teklifler Gnemliyken, ihtiyacinin
olmadig1 zamanda gelecek teklifler, {iriin ve hizmet satin alan miisteriler icin gereksiz
zaman kaybina, miisteri sikayetine sebep olabilmektedir.

Karmasik veri kiimelerinden anlamli sonuglar elde etmek ve igerdigi verinin belirli
ozelliklerine gore veri setinin smiflara ayrilmasi i¢in, veri madenciliginin farkli bir
yontemi olan siniflandirma algoritmalar: gelistirilmistir. Stniflandirma problemlerinde
yapay zeka alanmin alt kiimesi olan makine 6grenmesi algoritmalar1 yiiksek diizeyde
dogru tahmin ediciler olarak kullanilmaktadir.

Bu calismada RFM analizinin ardindan; elde edilen analiz ¢iktisi, sirketlerin ¢evresel
olarak etkilendigi; PESTEL (Political, Economic, Social, Technological, Legal and
Environmental) analizinin etkileyici faktorleriyle birlikte satiglar iizerindeki
smiflandirma siireci ele alinacaktir. Siniflandirma algoritmalarindan, Gradient
Boosting makine Ogrenmesi algoritmasi uygulanacaktir. Modellerin tahmin
degerlerinin dogruluguyla ilgili performans l¢iim sonucu Ve model agiklanabilirligi
degerlendirilecektir. S6z konusu model ile verimlilik siireglerinin daha kaliteli hale
getirilmesi ve misteri iligkilerini daha dogru yonetecek bir siniflandirma yénteminin
gelistirilmesi hedeflenmistir.

Anahtar Kelimeler : RFM Analizi, Veri Madenciligi, Gradient Boosting Algoritmast,
PESTEL Analizi, Miisteri Iliskileri Yonetimi
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A HYBRIT APPROACH TO SALES PREDICTION: PESTEL, RFM,
GRADIENT BOOSTING

SUMMARY

With the advancement of technology and the widespread use of the internet, the
concept of big data, which we hear frequently, has emerged. In short, the
transformation of big data, which is expressed as an unstructured data stack, into
meaningful information, and revealing hidden patterns can be realized by different
methods. This collection of methods and algorithms, called data mining, has been
combined with statistics and turned into more understandable and meaningful
solutions. One of these methods is RFM analysis. RFM analysis is the abbreviation of
Recency Frequency and Monetary, and it is an effective and practical marketing model
that performs behavior-based customer segmentation. The basic premise of RFM
analysis, which helps to develop marketing strategies, is the view that customers who
shop recently, shop frequently, and generate high returns on their purchases will be
potential customers who can make a positive return to future marketing campaigns.

In today's conditions, many companies produce services or sell products in the same
field. Firms compete in highly competitive conditions. The most important situation
for companies that produce services or sell products is to communicate with the right
customer at the right time. In this way, companies consume their resources optimally.
At the same time, while offers that come at the right time are important for customers,
offers that come when they do not need them can cause unnecessary time loss and
customer complaints about customers who purchase products and services.

Classification algorithms, a different method of data mining, have been developed to
obtain meaningful results from complex data sets and to classify the data set according
to certain characteristics of the data it contains. Machine learning algorithms, which
are a subset of artificial intelligence, are used as highly accurate estimators in
classification problems.

After RFM analysis in this study; With the analysis output obtained, companies are
affected environmentally; The classification process on sales will be discussed along
with the influencing factors of the PESTEL (Political, Economic, Social,
Technological, Legal and Environmental) analysis. Among the classification
algorithms, the Gradient Boosting machine learning algorithm will be applied. The
performance measurement result and model explainability related to the accuracy of
the predicted values of the models will be evaluated. This model, it is aimed to improve
production processes and develop a classification method that will manage customer
relations more accurately.

Keywords : RFM Analysis, Data Mining, Gradient Boosting Algorithm, PESTEL
Analysis, Customer Relations Management
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1. GIRIS

Global seviyede tiretilen ve depolanan verinin miktar1 hayal edilemeyecek kadar
coktur ve her gecen giin daha da biiylimektedir. Bu veri yiginlarinin anlamli verilere
dontstiiriilerek yararl kararlarin alinmasinda yardimci olabilmelerini saglamak ancak
bilimsel analiz teknikler ile temizlenmesi, diizenlenmesi, modellenmesi ve
yorumlanmasi ile miimkiindiir. Kisaca veri madenciligi olarak nitelendirilebilecek bu
stirecin model asamasi veri analizi ile gergeklestirilebilir. Veri analizi, biriken verinin
amaca uygun modeller ile mantikli, faydali ve etkin sonuglara doniismesini saglayan
yontemler biitiiniidiir. S6z konusu modeller ve yontemler ele alinan karar problemine
gore farkli olabilmektedir. Bu yontemlerden bir tanesi de RFM’dir.

Karar destek sisteminin bir parc¢asi olan RFM miisterileri segmente ederek, amaca
uygun kitleyi en dogru sekilde bulmak i¢in yaklasik yarim asirdir kullanilan faydals,
basit ve giiclii bir tiiketici, Miisteri Iligkileri Y&netimi (CRM) uygulama modelidir.
RFM analizi, davranisa dayali miisteri segmentasyonu i¢in gecerli bir pazarlama
modelidir. Diger taraftan PESTEL olarak adlandirilan bir diger analiz de stratejik
planlamada kullanilan etkili bir yontemdir. Makine ogrenmesi siniflandirma
algoritmalar1 ise, miisterilerin gecmisteki verilerindeki Oriintlilerden hareketle
gelecege dair tahminlerde bulunan giiclii istatistiksel yontemlerdir.

Calismada 6nerilen model ile, RFM analizi ¢iktilariyla birlikte PESTEL analizindeki
etkileyici  degiskenleri kullanilarak, smiflayict makine O6grenmesi modeli
gelistirilmistir. Bu yeni model sayesinde miisterilerin islem geg¢mislerine gore "ne
kadar yakin", "ne siklikta", "ne kadara satin almiglar" ve ‘“sosyo-ekonomik
hassasiyetleri nedir” seklinde iiretilen degiskenler ile tahminleme saglanmustir.
Boylelikle, miisterilerin firmaya olan egilimleri tespit edilerek kampanya ve hizmete
yanit verme olasiliklar1 daha yiiksek olan miisteri profillerinin belirlenmesine imkéan
verilmigtir. Satis tahminleme modeli ile miisteri kayiplarinin 6niine ge¢mek, iiriin ve
hizmet bazinda tiiketicinin gelecekteki davraniglari lizerine tahminlerde bulunmak
hedeflenmektedir. Bu sayede Pazarlama alaninda sirketlere kolaylik saglanarak
ozellikle maliyet ve zamandan tasarruf etmelerine yol gosterilmektedir. Biiyiik verinin
yonetilmesi ve veriden anlamli bilgilerin ¢ikarilmas: sirketlerin hayatlarim
siirdiirebilmeleri icin olduk¢a ©6nemlidir. Ozellikle miisteriyi tanima, miisteri
stirdiiriilebilirligi ve bagliligini arttirmak bu sayede miimkiindiir.

Izleyen béliimlerde ilk énce RFM analizi, PESTEL analizi ve Gradient Boosting
makine 6grenmesi algoritmasi hakkinda bilgi verilecek ardindan RFM modeline
PESTEL analizinin etkileyici degiskenleri entegre edilerek gelistirilen satig taminleme
modeli; model agiklanabilirligi ile birlikte detaylandirilacaktir. Gelistirilen bu model



BORUSAN Makina ve Gii¢ Sistemleri sirketinin 01.2014 ile 09.2019 tarihleri
arasindaki aylik verileri iizerinde sinanacaktir.

1.1 Tezin Amaci

Firmalarda c¢alisan miisteri temsilcilerinin ziyarette bulunacagi miisterilerin
belirlenmesi 6nem arz etmekte olup, rutin olarak tiim miisterilerle temasa ge¢mek her
zaman mimkiim degildir. Bu durum miisteri temsilcileri i¢in zaman ve operasyonel
maliyete sebep olmakla birlikte, ihtiyaci bulunan miisteriyle temasa gecilememesi
aksine ihtiyaci bulunmayan miisteri ile ilgilenilmesi gibi miisteri sikayetlerine hatta
miisteri kaybina neden olmaktadir. Farkli bir bakis agisiyla yeni bir miisteri kazanma
maliyeti; mevcut miisteriye hizmet vermenin maliyetinden daha fazladir. Zamaninda
gerceklesmeyen bir miisteri ziyareti miisterinin o anki ihtiyacim1 karsilayamamasina
sebep olmaktadir. Bunun yaninda miisterinin baska firmalara yonelmesine olanak
saglamaktadir. Miisteri temsilcisinin zamaninda yapmadigi bu iletisimden dolay1
firmaninin pazarda giiclinii kaybetmesiyle sonuglanmaktadir. Bagarisizligin bir kismi
miisterileri gormezden gelmekten kaynaklanirken, diger bir kismi ise bir is modelinin
olmamasindan kaynaklanmaktadir. Asagidaki sekil 1.1°de geleneksel siirecle isleyen
pazarlama stratejisi ve onerilen yapay zeka modeli ile isleyen siirece ait karsilastirma
gorseline yer verilmistir. Geleneksel siirecte; satis danigsmanlarinin uygun gordigi
miisterileri ziyaret etmesiyle satis siireci yonetilmektedir. Kisithi kaynak ve zamandan
dolay1 portfoydeki tiim miisterilerle etkilesim kurulamamaktadir. Onerilen yapay zeka
modeli ile satin alim ihtimali yliksek olan miisteriler tespit edilerek daha kisa zamanda

daha odakli miisteriler satis danigsmanlarina yonlendirilmektedir.
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Sekil 1.1: Hedeflenen is akis siireci

Tarihsel olarak birikmis miisteri verisinden hareketle, gelecekteki ihtiyaclarini tespit
etmek hem miisteri temsilcisinin eforunu ilgili miisteriye harcamasini saglayacagi gibi

miisterinin de memnuniyetini arttiracaktir.

Pazar karakteristigi ve sektorel incelemelerde misterilerin alimlarinin; sezonsal
durumlara, ekonomik gostergelere ve gelisim endekslerine bagli olarak gerceklestigi
goriilmektedir. Bu tez ile miisterilerin s6z konusu aligkanliklari RFM analizi
degiskenleri ve PESTEL analizi degiskenlerinin ortak kullanimu ile veriye dayal giiglii

makine 6grenimi yontemi olan Gradient Boosting ile tahmin edilmistir.

1.2 Literatiir Arastirmasi

Literatiirde miisteri iligkileri yonetimi alaninda RFM analizi ile 6zdeslesen 6nemli
caligmalardan biri ABD’nin 6nemli perakendecilerinden Target Company’nin
“Hamilelik Tahmin Puan1” uygulamasidir. Uygulamada oncelikle her misteriye bir
kimlik numarasi (ID) ataniyor. Boylelikle yapilan tiim aligverisler bu miisteri ID’si ile
iligkilendirilerek kayit altina aliniyor. Olusan tarihce incelenerek hamilelik evresine
gore satin alman 25 farkli iiriin belirleniyor. Miisteri bu iirlinlerden aldik¢a
iligkilendirme ve anlamlandirma devam ediyor. Hedef puana ulasildiginda ise ilgili
misteriye iriin tanittim ve indirim kuponlar1 gonderiliyor. Target Company bu
uygulama sayesinde 2002-2010 yillar1 arasinda gelirini 23 milyar dolar arttirmay1
basarmistir (Murat, 2017).

RFM’in literatiirde farkli uygulamalarina da rastlamak miimkiindiir. Bunlardan bir
tanesi de RFM ile kiimeleme islemini gergeklestiren uygulamalardir. (Hossaini et al.
,2010) miisteri iliskileri yonetimini (CRM) gelistirmek adina agirliklit RFM modelini

K-Means ile birlestirmislerdir.

Farkl1 sektorel alanlarda kullanilmis olan RFM modelinin bir 6rnegi de, geri doniisiim
alaninda olmustur. Metal {iriin sirketi miisterilerinin hesaplanan RFM skorlarina gore
geri doniisiime en fazla katkida bulunabilecek olanlar secilerek, geri doniisiim
sektoriinde daha yiiksek fayda getirisi hedeflenmistir (Semra Erpolat Tasabat & Esra
Akca, 2020).



Chuang, H. ve Shen ise yaptiklar1 calismada Tayvan'da bir igverenin uzun vadeli karl
miisterilerinin sadakatini pekistirmek amaciyla gelistirdikleri miisteri deger analizinde
RFM modeli ve K-Means yontemini kullanmislardir. Yontemde oncelikle R, F, M
degiskenlerinin 6nem agirliklar1 Analitik Hiyerarsi Prosesi (AHP) ile belirlenmis
hesaplanan miisteri yasam degerleri ile miisteriler degerlendirmistir. Daha sonra
kiimeleme analiziyle benzer miisteri segmentleri olusturmuslardir (Chuang, H. &

Shen, C.,2008).

RFM ile siralama yapan c¢esitli calismalar da gergeklestirilmistir. Bunlardan bir tanesi
(Olson et al., 2009) tarafindan gergeklestirilen ¢alisma olup bu ¢alismada miisterilerin
belirli bir iiriin tanitimmna yanit olasiliklarini analiz etmek i¢in siralama ve RFM
modellerinden yararlanilmigtir. Bir digeri ise Cheng ve Chen tarafindan
gerceklestirilen ¢alismadir. Bu ¢alismada ise ii¢c veri madenciligi teknigi olan lojistik
regresyon, karar agaglar1 ve sinir aglart algoritmalar1 arasinda miisteri
segmentasyonunun goreceli degisimi ele alinmistir (Cheng ve Chen, 2009). Ha ise bir
sonraki miisterilerin RFM degerlerini mevcut degerlerden tahmin etmek, RFM
degerlerinin zaman i¢indeki degisimlerini ve gecis yollarint gérmek i¢in siniflandirma

karar agaci teknigini kullanmistir (Ha, 2007).

Birant yaptig1 calismada veri madenciliginde entegre bir model Onerisinde
bulunmustur (Birant, 2011). Onerilen model bes ana boliimden olusmaktadir; veri
onisleme, RFM analizi, miisteri degerlendirme siiregleri ile segmentasyon ve
tahmindir. Yaklagimin her bir kismi birbiri ardina uygulanir. Her parcanin ¢ikis1 bir

sonraki boliim(ler) in girisidir.

1.3 RFM Analizi

Ilk defa Bult ve Wansbeek tarafindan literatiire kazandirilmis olan RFM analizi
gliniimiizde artik veri madenciliginde 6nemli bir yere sahip modeller arasindadir (Bult
and Wansbeek, 1995). Ozellikle miisteri iliskilerinde basarili sonuglarin ortaya
¢ikarilmasinda oldukga yararli bir model haline gelmis olup genellikle e-ticaret ve
pazarlamada indirim ve kampanya stratejilerinin gelistirilmesinde, bankacilikta kredi

ve hisse senedi satislarinda kullanilmaktadir.

RFM, Recency-Frequency-Monetary degiskenlerinin bas harflerinin birlesiminden

olusturulmustur. Recency miisterinin en yakin zamandaki aligverisini, frequency



miisterinin aligveris sikligin1 ve monetary ise miisterinin toplam aligveris tutarini ifade

etmektedir.

RFM modelinin merkezinde Pareto Prensibi bulunmaktadir. Pareto prensibine gore;
sonuglarin % 80'i nedenlerin % 20'sinden gelmektedir. Benzer sekilde % 20 miisterinin
toplam gelirin % 80' ine katkida bulundugu goriisiine dayanmaktadir. Bu durum kritik
miisteri segmentlerine odaklanmanin daha yiiksek yatirim getirisi saglayabilecegine

isaret eder.

Genel olarak RFM analizi: Miisteriniz kimdir? Hangi miisterileriniz en karlidir? Hangi
misterileriniz yakin zamanda sizi ziyaret etti? Hangi misterileriniz en sadiktir? Hangi
kampanyalara hangi miisteriler nasil tepki verdi? Hangi miisterileriniz kayip? Hangi
miisterilerinize kaybetmeye yiiz tutmus? vb. gibi sorulara cevap bularak uygun
kararlarin verilmesini amaglar. RFM, optimum hedefleme nedeniyle pazarlama
maliyetlerini diisiiriir, kontrollii hedefleme sayesinde ise miisterilerden gelen olumsuz

tepkileri azaltmaktadir.
RFM’in klasik hesaplama yaklasimi formiil (1.1)’de verilmistir.

(RecencyScore X RecencyWeight) + (FrequencyScore X
FrequencyWeight) + (MonetaryScore X MonetaryWeight)
1.1

Formiil (1.1)’de bulunan ‘Recency Score, Frequency Score, Monetary Score’; tarih,
frekans ve tutarlarin her birinin kendi i¢cinde %20’lik sekilde 5 araliga ayrilarak, en
yuksek %20’lik kisma 5, en yiiksek 2. kisma 4, 3. kisma 3, 4. kisma 2, olarak ve son
en diisiik ya da en geride kalmis %20’lik parcaya 1 puan verilmek suretiyle

hesaplanmaktadir.

Soyleki Formiil (1.1)’de verilen formiildeki her bir degiskene iliskin agirlik degerleri
kisilere ve teorilere gore farklilik gosterebilmektedir. Formiil (1.2)’de Recency,
Frequency ve Monetary degiskenleri igin farkli agirlik degerlerinin kabul edildigi
modele yer verilmistir. Formiil (1.2)’ye gére RFM analizinde en 6nemli degisken
Recency ardindan Frequency ve son olarak Monetary olarak ele alinmistir. Bu model
kapsaminda minimum skor 111, maximum skor 555 olarak hesaplanmaktadir (Yi Fan,

2016).



(RecencyScore x 100) + (FrequencyScore X 10) + (MonetaryScore) (1.2)

RFM analizinde sik olarak kullanilan ve miisteri deger Olgiitii olarak adlandirilan 1°den
5’e kadar sayilardan olusan bir skala mevcuttur. Bu skala degerleri: 1: En zayif
miisteri, 2: Zay1f miisteri, 3: Orta miisteri, 4: Onemli miisteri ve 5: En énemli miisteri
seklindedir. Miisterilere atanan bu skala degerleri analizin gerceklestirilecegi sirketin
uzman goriisii dogrultusunda atanir ve analizlere dahil edilir. Ciinkii hangi araliklarin
yenilik, siklik ve parasal degerler i¢in ideal olduguna sirketler karar vererek gerekli

gordiikleri noktada degisiklige gidebilirler.

Ancak giinlimiizde RFM analizini yapan paket programlar birimlere skala degeri
atama islemini uzman goriisiine gereksinim duymadan gerceklestirebilmektedir. S6z
konusu bu programlar birimlere skala degeri atarken %100 lik degeri %20’lik alt
parcalara ayirmak suretiyle gergeklestirmektedir. Skor atama islemi olarak
adlandirilan bu islemin ayrintilarina gizelge 1.1°de yer verilmistir (Cheng ve Chen,
2009). Recency, Frequency ve Monetary degerlerinin %20’lik alt parcalar1 ve karsilik
gelen skorlarina yer verilmistir.

Cizelge 1.1: RFM skor skalasi
R - Recency F - Frequency M - Monetary

Skor (%) (%) (%)
5 Skor 0-20 0-20 0-20
4 Skor 20-40 20-40 20-40
3 Skor 40-60 40-60 40-60
2 Skor 60-80 60-80 60-80
1 Skor 80-100 80-100 80-100

1.4 PESTEL Analizi

Political, Economic, Social, Technological, Environmental ve Legal kelimelerinin bag
harflerinden olusan PESTEL kelimesi, bir stratejinin basarili olup olamama
thtimallerini belirlemede ¢evresel faktérlerden yararlanarak bir cer¢eve olusturmak
i¢in kullanilan analize verilen addir. Sekil 1.2°’de PESTEL analizi olusturan, etkileyici

basliklar gosterilmistir.
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Sekil 1.2: PESTEL analizi degiskenleri

PESTEL kelimesini olusturan bu terimleri kisaca su sekilde ag¢iklanmaktadir: Political
terimi, devletlerin is ¢evresine olan etkileri hakkinda bilgi vermektedir. Economic
terimi, kurumlarin dogrudan ve uzun vadede hangi oranlarda etkilendigi lizerine
odaklanmaktadir. Tlgili iilkedeki ekonomik duruma baglh olarak, sirketlerin
performans artis veya diislis miktarlar1 analiz edilir. Ekonomik biiyiime, d6viz kuru,
enflasyon oranlari, faiz oranlari, isletmenin ve tiiketicinin harcanabilir gelir miktar
Economic terimi ¢atist altinda incelenebilir. Social terimi, kiiltiirel etkilerden ve
demografiden bahsetmektedir. Niifus artisi, yas dagilimi, cinsiyet oranlari, davranis
bicimleri, kariyer tutumlari, saglik durumlari sosyo Kkiiltlirel faktdrlere Ornek
gosterilebilir. Technological terimi ile teknolojinin etkileri incelenmektedir. Bir
isletmenin ilgilendigi sektore gelisen teknoloji, yapilan inovasyonlar ve ARGE
faaliyetleri teknolojik faktorlere dahil edilmektedir. Environmental terimi, genellikle
'yesil' konular iizerine yogunlagsmaktadir. Cevre kirliligi veya atiklar, hammaddenin ne
kadar miktarda oldugu Environmental faktorii kapsaminda ele alinabilir. Legal terimi
ile yasal kisitlamalar veya degisiklikler ele alinmaktadir. Saglik, giivenlik yasalari,
cevre kanunu, is kanunu, reklam kanunu, ticaret hukuku, vergi hukuku, isim hakkinin

alinmasi gibi faktorler legal terimi kapsamindadir.

1.5 RFM ve PESTEL Analizi Birlikte Kullanimi

Sirketler degiskenleri iilke ve etki seviyelerine gére degerlendirmenin ardindan ilgili

analiz ve modellerde kullanarak gelecekle ilgili dis analizle desteklenmis daha etkili



ve stratejik sonuclara ulagabilmektedirler. Degisimden yararlanarak, degisime karsi
koyan faaliyetlerde basarili olma sansi fazlalasmaktadir. PESTEL analizinin iyi
kullanimi; VUCA (Volatility, Uncertainty, Complexity and Ambiguity) ortaminda,
kontrol disinda gergeklesen sebeplerden dolay1 basarisizliga mahkim edecek
hareketlerde bulunmanizdan kag¢inmaniza yardimci olmaktadir. Bu ¢alismada; RFM
degiskenlerine ek, PESTEL analizi faktorleriyle miisterileri cevresel etkenlerle miisteri
hassasiyetlerini Olcerek; firsatlardan yararlanma, tehlikeleri azaltma amaciyla dogru

zamanlamayla karar vermeye olanak saglamaktadir.

1.6 Gradient Boosting

Denetimli makine Ogrenmesi, bilgisayarlarin agik bir sekilde programlanmadan
etiketli egitim verilerinden 6grenmesini saglar. Bu denetimli 6grenmenin gorevleri
regresyon veya siniflandirmadir. Veri madenciliginin ii¢ dnemli bileseni olan istatistik,
makine Ogrenmesi ve veri tabani teknolojilerini temsil edecek sekilde gredient
boosting algoritmasi, uygulamada kullanilacak siniflandirma teknigi olarak

belirlenmistir.

Gradient Boosting, regresyon veya siniflama modelleri i¢in kullanilabilen bir 6ngorii
algoritmasidir. Genel olarak model hatalarinin sirali modeller ve zayif tahminciler ile
tekrar tahmin edilmesi ve olusan modellerin belirli bir agirlikla toplanmasi sonucunda
varyansin azaltilmasina dayanir (Chen, 2014). Calisma kapsaminda gelistirilen
sistemde siralt modeller kullaniliyor olmasi ve tahmin edicilerin oldukea kii¢iik olmasi
bu algoritmanin kullanilmasinin tercih nedeni olmustur. Asagidaki formiil akiginda,
karar agaglarinda genellestirilmis gradient boosting algoritmast gosterilmistir
(Friedman, 1999). Gradient boosting, regresyon ve smiflandirma problemleri igin bir
makine oOgrenmesi teknigidir. Gradient boosting algoritmalar1 karar agacinin
biiyiitiilmesi sirasinda hem XGBoost hem de LightGBM yaprak bazli biiylime
stratejisini kullanir (A. Swalin, 2018).

Bu algoritma, zayif tahmin modellerinin bir araya gelmesiyle tipik olarak karar
agacglariin olusturdugu giiglii bir model olusturur. Denetimli makine 6grenmesi
algoritmalarinin amaci, bir kayip fonksiyonu tanimlamak ve en aza indirmektir.
LightGBM algoritmas1 yapraklar1 bolerek tahmin giiclinii arttirmaktadir (X. Team,

2019). Gradient Boosting algoritmasi i¢in matematigin nasil ¢alistigr formiil(1.3),



formiil(1.4), formiil(1.5)’de gosterilmistir. Asagidaki gibi tanimlanan karesel hataya
(MSE) sahip olundugu varsayilsin:

Loss = MSE = Y.(y; — yP)? (1.3)
Burada y; =hedef degeri, y;” =tahmin degeri, L(yi’yip) = Loss fonksiyonu

Tahminler, kayip fonksiyon (MSE) minimum olacak sekilde istenmektedir. Gradyan
inis kullanarak ve tahminleri 6grenme oranina gore giincelleyerek, MSE’nin minimum

oldugu degerler bulunabilmektedir.
W=yl +ax S i —y')?/8y! (1.4)
W=yl —ax2« L i — ) (1.5)

Dolayisiyla, temel olarak tahminlerin, artiklarin toplaminin 0’a yakin (veya minimum)
oldugu ve tahmin edilen degerlerin gergek degerlere yeterince yakin olacagi sekilde

giincellenmesi gerekmektedir.

2. ONERILEN TAHMIN MODELI

Bu ¢alismada yukarida s6zii edilen RFM modeline yeni bir hibrit model onerisinde
bulunulmustur. Onerilen bu model RFM ve PESTEL analizlerinin birlikte
degerlendirilmesiyle Gradient Boosting algoritmasi kullanilarak satis tahminlemesi
tizerinedir. RFM analizi siirekli degiskenlerine PESTEL analizinde yer alan etkileyici
oldugu diistiniilen faktorler entegre edilmistir. Bu faktorleri agiklayacak olursak;
gelisme ve bilyiime ekonomiyle dogru orantili olarak gergeklesmektedir. Ozellikle
doviz kuru ve faiz oranlar iizerinde olusan spekiilasyon ve dalgalanmalarin dikkatli
bigimde takip edilmesi biiyiikk énem tasimaktadir. Onerilen ¢alismada PESTEL
analizindeki ekonomik duyarlilik adina etkili olan Do6viz kuru ve faiz oram
degiskenleri dahil edilmistir. Ekonomideki gelismelerin takip edilmesi suretiyle
ekonomik hareketlilik lizerinden miisterilere daha dogru pazarlama seceneklerinin

sunulmas1 miimkiindiir. Bunlara ek olarak PESTEL analizindeki Politik duyarlilik adi



altinda yer alan ve sirketin ¢aligma alanindan dolay: iizerinde etkisi olan ingaat-yap1
ihale verileri dahil edilmistir. Ayn1 sekilde PESTEL analizindeki Cevresel duyarlilik
ad1 altinda yer alan sezonsallik 6l¢iitii dahil edilmistir. Boylelikle miisterilerin daha iyi
taninmasi ve dolayisiyla model kalitenin arttirilmasi hedeflenmistir. Literatiirde ilk kez
RFM modelinin PESTEL entegresi saglanmis olup; RFM skorlama mantigindan farkli
olarak, makine 6grenmesi algoritmasi kullanilmistir. Asagida onerilen bu modelin

tiretilmesinde uygulanan yaklasimlar detaylandirilmastir.

2.1 Veri Seti

Tezde ele alinan veri, BORUSAN Makina ve Gii¢ Sistemleri sirketine ait 01/01/2014

ile 30/09/2019 tarihleri arasindaki orijinal verileri kapsamaktadir.

BORUSAN Makina ve Gii¢ Sistemleri sirketi miisterilerine ait veri yigmindan

calismada kullanilmak {izere secilen iiriin filtreleri: yeni iirlin ve ikinci el lirtindiir.

Calisma kapsaminda belirlenen veri setinde eksik veya kayip, u¢ veya aykirt degerler
icin uzman gortislerine bagl olarak eldeki verinin tahmin dogrulugunu arttirmak igin

bazi varsayimlarda bulunulmustur. Soyle ki:

Eksik veya Kayip Degerler: Yapilan siizge¢leme sonucunda elde edilen veri grubunun
veri diizeltme ve diizenleme agamasinda uzman goriisii alinmak suretiyle herhangi bir
birime (miisteriye) ait minimum tek bir degiskende bile verinin olmamasi durumunda
bu birimin (miisterinin) veri setinden ¢ikarilmasi kararlastirilmistir. Her ne kadar kayip
verilerin istatistiksel yontemler ile doldurulmas1 miimkiin olsa da ¢aligma kapsaminda
miisteri odakli bir analiz yapilmak istenmesinden dolay1 baska bir ifade ile sirketin tiim
miisterileri i¢in genel bir yorum yapmaktansa her miisteri i¢in miisteriye 6zel bir
yorum yapilmasi amaclandigindan eksik degerleri olan birimler analiz dist
birakilmistir. Ayrica herhangi bir satin alimi aligkanligi olugsmayan miisterilerin model
tarafindan egitilmesi miimkiin olmadigindan, satin alim ge¢misi olmayan veya 1 defa

satin alim yapmis miisteriler model dis1 birakilmistir.

Firmanin kendi dagiticilar1 (dealer), yliksek miktarda alim satim yaptiklar1 ve her ay
diizenli miisteriler olup, modelin egitimini yaniltacagi i¢in makine alim satim1 yapan

bu tiirdeki miisteriler de model dis1 birakilmistir.

U¢ veya Aykirt Degerler: Calisma kapsaminda u¢ veya aykir1 degerler analizden

cikarilmamastir. Ciinkii ele alinan {i¢ degiskenin birbirleriyle baglantili olmamas1 ve
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her birinin tek basina bile birim bazinda anlam ifade etmesi, aykir1 veya u¢ deger
icermelerinin satis verisi olmasi nedeniyle anlamli olabilecegi ihtimali, herhangi bir
degiskendeki u¢ veya aykiriliklarin diger degiskenlerle birlikte anlam kazanabilecegi

ihtimali olabilecegi gz onilinde bulundurulmustur.

Amag: BORUSAN Makina ve Giig¢ Sistemleri sirketi tarafindan sunulacak yeni bir
hizmet, 6neri ya da kampanyaya egilimli, karsilik vermesi muhtemel olan miisterileri

belirlemektir.

Veri seti; Toplam satis veri sayis1 11.650 olup miisteri sayisi1 ise 3.261°dir. Sunucular
lizerinde, veritabaninda; misteri bilgileri ve fatura detaylari yer almaktadir. Verinin
orijinal hali ile RFM, PESTEL analizi degiskenleri oOnerilen modelin
degerlendirilebilmesi icin sirasiyla ¢izelge 2.1, cizelge 2.2 ve cizelge 2.3°de yer
verilmistir. Cizelge 2.1°de miisteri bilgileri ve fatura detaylarina ait veritabanindan
gelen veriler bulunmaktadir. Cizelge 2.2’de PESTEL analizi sirketin is bilgisi ve is
stiregleri dogrultusunda etkilendigi degiskenler bulunmaktadir. Bu degiskenler
Tiirkiye Cumhuriyeti Merkez Bankasi Elektronik Veri Merkezi sitesi lizerinden elde
edilmistir. Cizelge 2.3’de RFM modeline gore diizenlenmis halindeki hesaplanan
degiskenler yer almaktadir. Cizelge 2.1°de, cizelge 2.2°de ve ¢izelge 2.3°de yer alan

terim detaylart:

Miisteri ID: Sirketten aligveris yapan her bir miisteri.

Boéliim: Uriiniin statiisii.

Recency: Her bir miisterinin son aligveris tarihi.

Frequency: Her bir miisterinin aligveris sikligi.

Monetary: Her bir miisterinin aligveris sonucunda ddedigi toplam miktar.

Cizelge 2.1: Orijinal veri seti

Miisteri ID Boliim Gelir Tarih
ID1 Yeni Uriin 200,782.66 EUR 07.2017
ID 2 Ikinci El 70,122.96 EUR 05.2018
ID3 Ikinci El 146,430.01 EUR 07.2015
ID4 Yeni Uriin 180,030.00 EUR 05.2019
ID5 Yeni Uriin 459,312.01 EUR 04.2016
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ID 6 Ikinci El 150,000.00 EUR 04.2015

ID7 Ikinci El 120,130.00 EUR 03.2016

ID 8 Ikinci El 145,220.14 EUR 02.2016

ID9 Yeni Uriin 100,110.00 EUR 01.2017

ID 10 Yeni Uriin 60,450.01 EUR 05.2017
ID 3252 Ikinci El 76,198.00 EUR 03.2018
ID 3253 Ikinci El 123,986.00 EUR 08.2017
ID 3254 Ikinci El 145,000.00 EUR 09.2015
ID 3255 Yeni Uriin 290,000.00 EUR 01.2015
ID 3256 Yeni Uriin 164,000.00 EUR 07.2016
ID 3257 Ikinci El 65,489.00 EUR 08.2016
ID 3258 Ikinci El 87,650.00 EUR 03.2016
ID 3259 Ikinci El 102,560.00 EUR 09.2017
ID 3260 Yeni Uriin 45,750.00 EUR 04.2015
ID 3261 Yeni Uriin 78,500.00 EUR 01.2016

Cizelge 2.2: PESTEL analizi etkileyici verileri
Tarih Dolar Kuru Konut Kredisi Faiz Aylik Thale Sayilan
Orani

01.2014 2,22 11,3 46
02.2014 2,22 13,03 65
03.2014 2,23 13,51 60
04.2014 2,13 13,52 67
05.2014 2,1 12,94 90
06.2014 2,12 12,29 150
07.2014 2,13 11,46 180
08.2014 2,17 11,06 178
09.2014 2,21 10,91 250
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10.2014
10.2018
11.2018
12.2018
01.2019
02.2019
03.2019
04.2019
05.2019
06.2019
07.2019

2,27

6,39
5,88
5,39
5,32
5,39
5,28
5,46
5,75
6,07
5,83

10,75

25,18
28,95
28,63
27,82
26,22
22,98
18,16

17,7
20,45
21,81

143

349
260
143
80
49
38
2178
348
645
560
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Cizelge 2.3: Diizenlenmis veri seti

Miisteri ID Recency Frequency Monetary
ID 1 08.2018 22 2,180,424.32 EUR
ID 2 12.2018 35 8,120,111.90 EUR
ID 3 11.2016 2 300,360.76 EUR
ID 4 07.2019 17 1,320,444.11 EUR
ID5 07.2018 3 2,012,344.67 EUR
ID 6 05.2016 11 500,360.76 EUR
ID7 04.2017 4 1,590,424.32 EUR
ID 8 05.2016 5 5,321,043.10 EUR
ID9 01.2018 9 890,980.33 EUR
ID 10 06.2018 5 300,122.00 EUR
ID 3252 01.2019 3 291,875.00 EUR
ID 3253 12.2017 2 535,000.00 EUR
ID 3254 11.2017 10 4,832.987,00 EUR
ID 3255 04.2018 11 5,202,765.00 EUR
ID 3256 12.2016 4 300,330.00 EUR
ID 3257 09.2018 12 5,100,900.13 EUR
ID 3258 05.2018 3 500,367.00 EUR
ID 3259 11.2018 2 467,980.00 EUR
ID 3260 12.2017 8 465,976.44 EUR
ID 3261 01.2019 13 1,678,124.22 EUR

2.2 RFM Analizine iliskin Sonu¢lar

Calisma kapsaminda analizleri gerceklestirmek iizere IBM Watson Studio’dan
yararlanilmigtir. IBM Watson Studio'da dlgege uygun modeller olusturmak, bunlari
egitmek lizere verilerle is birligine dayali ve kolay bir bicimde ¢aligmalar1 i¢in gereken
araclar saglanmaktadir. Bu sekilde veri biliminin daha kisa siirede hayata
gecirilebilmesine imkéan taninmaktadir. Tahmine dayali analitigi, makine 6grenimi
stireclerini modernlestirmeye ve deger elde etme siiresini hizlandirmaya yardimci olur.
Tahmine dayali analitik, gecici istatistiksel analiz, tahmine dayali modelleme, veri
madenciligi, metin analitigi, optimizasyon, ger¢ek zamanli puanlama ve makine
O0grenimini kapsayan gelismis analitik yeteneklerini kullanir. Bu araclar, kuruluslarin
verilerdeki modelleri kesfetmesine ve ge¢miste ne oldugunu bilmenin Gtesinde, bir
sonraki adimda olacaklar1 tahmin etmelerine yardimci olmaktadir. Calismada veriler

IBM Watson Studio’ya aktarildiktan sonra Modeler flow segilerek analizlere
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baslanmistir. Cizelge 2.3’de programa aktarilmis olan veri setine klasik RFM Analiz
modeli entegre edilerek sekil 2.1 ‘deki karar diyagrami olusturulmustur. Cizelge
2.4°de, Formiil (1.2)’ye gore hesaplanmis olan sonuglar listelenmistir. Ornegin 1D1

miisterisinin RFM skoru 452°dir.

Sekil 2.1: IBM Watson Studio karar akisi

15



Cizelge 2.4: RFM analizi 6rnek miisteri skorlart

Customer RFM

ID Skor
ID1 452
ID 2 125
ID3 231
ID 4 345
ID5 111
ID6 332
ID7 345
ID 8 131
ID9 453
ID 10 551

ID 3252 342
ID 3253 125
ID 3254 325
ID 3255 435
ID 3256 121
ID 3257 345
ID 3258 435
ID 3259 412
ID 3260 534
ID 3261 551

2.3 Gradient Boosting Algoritmasi Uygulama

Miisteri aliskanliklarini belirlemede, yaptiklar1 aligveris frekanslariyla PESTEL
analizinden kullanilacak olan degiskenler etkin rol oynamistir. Bu degiskenler
Gradient Boosting algoritmasina se¢ilmeden dnce sektdr ¢alisanlarinin is bilgisi ayrica
modele katkis1 gozlendikten sonra dahil edilmistir. Sektore ait degiskenler ve iilke
ekonomisine etki eden degiskenler dahil edilerek Gradient Boosting makine 6grenmesi

tahmin modeline RFM analizi siirekli degiskenleriyle model asamasina gegilmistir.
2.3.1 Model basar1 metrikleri

2.3.1.1 ROC egrisi ve AUC degeri
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Caligmada model se¢im kriteri olarak ROC egrisi ve buna bagli olarak AUC degeri
kullanilmistir. AUC degeri binominal bagimli degiskenlerde oldukca sik kullanilan ve
Oziinde 1. tip ve 2. tip hata oranlarina dayali bir istatistiktir. Siniflandirma probleminin
performansinin degerlendirilmesinde yaygin olarak kullanilan 6l¢timlerden biridir.
ROC farkli siniflar icin bir olasilik egrisidir. Tipik bir ROC egrisinde X ekseninde
Yanlis Pozitif Oran (FPR) ve Y ekseninde Gergek Pozitif Orana (TPR) vardir. Egri
altindaki alan (AUC) model becerisinin bagka bir deyisle model performansinin bir
Ozeti olarak kabul edilebilir. Hesaplanan bu AUC model basari Olgiitii olarak

kullanilmistir.
2.3.1.2 Hata matrisi

Calismada bir diger karsilagtirma oOlgiitii olarak kesinlik ve hassasiyet degerlerinin
harmonik ortalamasi alinarak hesaplanan F degeri kullanilmistir. F degeri formdil

(2.1)’de gosterildigi gibidir.
F-1 score = 2(Precision*Recall)/(Precision+Recall) (2.1)

Formiilde kullanilan keskinlik ve hassasiyet dl¢limlerinin elde edilisleri ise sirasiyla
formiil (2.2) ve formiil (2.3)’te gosterilmistir. Sekil 2.2’de verilen hata matrisi ile
tahminlerin ve gerg¢ek degerlerin gorsel karsilastirmasina yer verilmistir. Hata matrisi
verideki var olan durum ile siniflama modelinin dogru ve yanlis tahminlerinin sayisini
gostermektedir.Sekil 2.2°de 2x2’lik bir hata matrisi goriilmektedir. Bu matris

tahmindeki hedef sayisina gore degismektedir.

Precision =TP/TNF (2.2)
Recall =TP/(TP+FN) (2.3)
Var olan Durum
Pozitif Negatif
Durumlar Durumlar

£ Pozitif TP Fp
E
N -
{U "
= Negatif FN TN
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Sekil 2.2: Hata matrisi

Formiillerde kullanilan kisaltmalarin agiklamalari ise asagidaki gibidir.
TP : Dogru tahmin edilen siniflar

TNF : Yanlis tahmin edilen sinif sayis1

FN : Hatali tahminlerin basarisiz siif sayisi

FP : Yanlis tahmin edilen basarili sinif sayis1

TN : Gergek hata tahmini

RECALL: Kesinlik kavrami genelde p harfi ile gosterilir ve getirilen bilgideki dogru

sonugclarin, getirilen bilginin tamamina orani olarak hesaplanir.

PRECISION: Hassasiyet kavrami da genelde r harfi ile gosterilir ve getirilen dogru

sonuglarin, getirilmesi gereken dogru sonuglara orani ile hesaplanir.

TP ve TNF degerlerinin hesaplanabilmesi icin model sonucunda tahmin edilen olasilik
degerlerinin hangi kategoriye girecegini belirlemek gerekmektedir. Verinin negatif ve
pozitif degerler icermesi ve veri sayisinin dengeli olmamasindan dolayi olasilik sinir
degeri Odds oranmna gore belirlenmistir. Odds oranmi formiil (2.4)’teki gibi
hesaplanmustir.

TP/FP

Odds Ratio =
FN/TN

(2.4)

2.3.1.3 Matthews korelasyonu

Siniflandirma modellerinde; 6zellikle dengesiz veri setlerinde formiil (2.5)’ de
hesaplanan Matthews korelasyon katsayis1 giivenilir sonuglar vermektedir. Ornegin;
confusion matrix incelemesinde; precision, recall ve F-1 skoruna ayri ayr1 bakmak
yerine Matthews korelasyon katsayisina bakilabilir. Yorumlanmasi pearson corelation

katsayisina benzemektedir. -1 degeri, varolan gercek degerler ile siiflandiricinin
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verdigi kararlarin tamamen birbirine zit oldugunu gosterirken; 0 degeri rastgele bir
siiflandirma oldugunu, +1 degeri ise simiflandirmanin tamamen basarili oldugunu
gostermektedir.

TPXTN—-FPXFN

Mce = V(TP+FP)(TP+FN)(TN+FP)(TN+FN)

(2.5)

2.3.2 Degisken ve parametre secimi

Boosting algoritmalarinda genellikle tahmin giiciine dayali degisken on se¢imi
yapilmasi tavsiye edilmez. Bu se¢im islemi algoritmanin kendisine birakilir. Buna
ragmen degiskenlerden minimum kayip deger miktart ya da belirli bir seviyede

varyans iiretebilme beklentisi vardir.
2.3.2.1 Model degiskenleri

Modele dahil edilmek iizere; RFM analizi siirekli degiskenleri, PESTEL analizi
sektorel satiglar tizerinde etkisi olan degiskenler ve ekstra tiiretilen degiskenlerle
birlikte 15 adet degisken kullanilmistir. RFM analizi siirekli degiskenlerinden yeni
tiretilen degiskenler olmustur. Veri setinde yer alan girdi degiskenlere iligkin
aciklamalar c¢izelge 2.5’deki gibidir. Tahmin edilmek istenen degisken “Hedef”
degisken olarak etiketlenmistir. Bir sonraki ay aligveris yapma durumu hedef
degiskendir. Ilgili ay Period degiskeni adi altinda Yil-Ay seklinde birlestirilmistir.
RFM  analizi  siirekli  degiskenlerinden  yararlanilarak  elde  edilen;
Last Purchase Amount miisterinin son ayki harcama tutarimi ifade etmektedir,
Average Purchase Amount miisterinin tiim zamanlardaki aligveris tutarinin frekasina
bolinmesiyle elde edilmistir, T3-T6-T9-T12 degiskenleri ise mevsimselligi gézardi
etmemek adina; 3 ay, 6 ay, 9 ay ve 12 ay dnceki satin alma durumlarini gostermektedir,
Periodic_Feature degiskeniyle miisterinin kag ayda bir satin alma egilimi gosterdigini
yansitmaktadir, Tenure degiskeni; miisterinin ilk aligverisinden itibaren gecen siire ile
miisterinin ay bazinda yasini ifade etmektedir. PESTEL analizi faktorlerinden
yararlanilarak elde edilen; Tender Count degiskeni Elektronik Kamu Alimlari
Platformu sitesi lizerinden alinan, yapir ve ingaat sektorii alanindaki aylik ihale
sayilarin1 ifade etmektedir, USD Ratio; Tiirkiye Cumhuriyeti Merkez Bankasi
Elektronik Veri Dagitim sitesi iizerinden alinan USD kurunun 3 aylik degisim oranidir,

Interest Rate; Tiirkiye Cumhuriyeti Merkez Bankasi Elektronik Veri Dagitim sitesi
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tizerinden alinan konut kredisi faiz oraninin 3 aylik degisim oranmidir. Miisterilerin
sahip oldugu ekipmanlarin ¢aligma saatleri, miisterilerin ¢aligma yogunlugu iizerinde
fikir vermektedir.

Bu sebeple Work Hour Ratio; miisterilerin sahip oldugu

ekipmanlarin aylik ortalama ¢alisma saati bilgisini ifade etmektedir.

Cizelge 2.5: Model degiskenleri

Degisken adi

Aciklama

Hedef

Recency_Month

Frequency

Monetary

Last_Purchase_ Amount

Average_Purchase_ Amount

T3

T6

T9

T12

Bir sonraki ay aligveris yapti/yapmadi (1/0)

Son aligverisinden sonraki gecen ay sayisi

Toplam aligveris sayisi

Miisteriden elde edilen toplam gelir

Miisterinin son harcama tutari

Miisterinin ortalama harcama tutari

Son aligversinden 3 ay dnce aligveris yapmis m1
(0-1)

Son aligversinden 6 ay dnce aligveris yapmig mi1

(0-1)

Son aligversinden 9 ay 6nce aligveris yapmis m1
(0-1)

Son aligversinden 12 ay 6nce aligveris yapmis

mi (0-1)
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Periodic_Feature Miisterinin ilk aligverisi ve son alisverisi
arasindaki gecen ay sayisinin toplam aligveris

Sayisina orani.

Period Yil+Ay

Work_Hour_Ratio Miisterinin sahip oldugu ekipmanlarin aylik

ortalama ¢alisma saati bilgisi

Tender_Count Insaat-Yapi alanindaki ihale sayis1
Tenure Miisterinin ilk aligverisinden itibaren gecen ay
sayi1sl
USD_Ratio USD alis kurunun 3 aylik degisim orani
Interest_Rate Konut kredisi faiz oraninin 3 aylik degisim orani

2.3.2.2 Capraz validasyon ile parametre optimizasyonu

Calismada gradient boosting algoritmasinin egitilmesi, test edilmesi ve parametre
optimizasyonu i¢in gapraz validasyon yontemi kullanilmistir. Capraz validasyon ile
veri seti alt kiimelere boliinmiistiir. Verilen k sayis1 kadar islem k kadar tekrarlanir.
Her tekrarda, k alt kiimesi boliiniir, test ve k-1 egitimine doniistiiriiliir bu sekilde
hipotez test edilir. Varsayilan dogruluk degeri, verileri rastgele bigimde bolerek her
capraz dogrulama katmanida bulunur. Islemin sonunda, varsayilan dogruluk tiim k
denemelerinin ortalamasi alinarak hesaplanir (Kohavi, 1995). Bu ¢alismada, yanliligin
diisiik olmas1 ve varyans, ¢apraz dogrulama 5 kat capraz dogrulama kullanilmistir

(Han, Kamber ve Pei, 2014). Gelistirilen bu metodoloji sekil 2.3’ de gosterilmistir.
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k1 Test Egitim Egitim Egitim Egitim

k2 Egitim Test Egitim Egitim Egitim

ky| Egitim Egitim Test Egitim Egitim

k4 ‘ Egitim Egitim ‘ Egitim Test Egitim

k Egitim Egitim Egitim Egitim Test
5

Sekil 2.3: Capraz validasyon

Model parametrelerinin optimizasyonunu yapmak i¢in egitim seti k katlamali ¢apraz
dogrulama ile 5 esit parcaya ayrilmis olup, her seferinde farkli bir parga disarida
tutularak ayni parametrelerle model egitilmis ve disaridaki parga tahmin edilmistir.
Her bir satirda yer alan 4 egitim veri kiimesi icin 1 test veri kiimesi kullanilmaktadir.
Bu sekilde test kiimesinin yer degistirmesi saglanmis olur. Bu sekilde egitim seti
disinda tutulan ve tahmin edilen parcalar bir araya getirildiginde egitim setindeki tim
gbzlemleri kapsamis ve bir validasyon basari istatistigi hesaplanmistir. Bu yontemle
yanli bir kiimenin segilmesinin Oniine ge¢ilmis olarak parametre optimizasyonlari

saglanmstir.

Parametre optimizasyonu sonrasi Python programlama dili {izerinden elde edilen

optimum parametreler asagidaki ¢izelge 2.6’daki listelenmistir.

Cizelge 2.6: Parametre degerleri

Parametre Deger
Boosting_type gbdt
Colsample_bytree 1.0
Importance_type split
Lambda_I1 1.5
Lambda_[2 1
Learning_rate 0.1
Max_depth -1
Min_data_in_leaf 300
Min_child_weight 0.001
Min_split_gain 0.0
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Min_child samples 20

2.3.3 Gradient Boosting algoritmasi Sonuc¢lar:

Microsoft LightGBM algoritmasinin Python kiitiiphanesinde yapilmig olan denemeler
sonucunda en giiclii tahminleri veren model olusturulmustur. Modele ait yukarida

listelenen metriklerin ¢iktilar ¢izelge 2.7’ de listelendigi gibidir.

Precision degeri incelendiginde; 0 degeri yani miisterilerin alim yapmama durumunun
ifade edildigi degeri 0.94 kesinlikte dogru bilindigini ve 1 degeri yani misterilerin alim
yapma durumunun ifade edildigi degeri 0.40 ihtimalle dogru bilindigi yani tahmin
edilen 10 kisiden 4’{iniin satin alim yaptig1 bilinmektedir. Bu durum Confusion Matrix
de 1 (Pozitif) durumu olan sonuglar i¢in diisilk goziikmekle birlikte Recall alani
incelendiginde satin alan miisterilerin 0.75’inin dogru tahmin edildigi sonucuna
ulasilmaktadir. Recall basaris1 olarak yadsinamaz sekilde Pazarin satin alim

durumunun tahmin edildigi sdylenebilir.

Cizelge 2.7: Hata matrisi

Precision Recall F-1 Skor

0 0.94 0.77 0.81

1 0.40 0.75 0.52

Precision ve Recall degerlerinin ortak degerlendirmesi olan sekil 2.4’de yer alan ROC

grafigi incelendiginde 0.819 ile yeterli diizeyde oldugu tespit edilmistir.

F-1 Skor olarak 0.52 tespit edilmistir.
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True Positive Rate

10 1
0.8 1
0.6 1
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o LGB: ROC AUC=0.819
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False Positive Rate

Sekil 2.4: AUC-ROC egrisi

Mathew korelasyon hesaplamasi yapildiginda; 0.316 degerine ulasilmis olup, bulunan

deger 0 ile 1 arasinda yer aldig1 i¢in siniflandirmanin basarili oldugu sdylenebilir.

Modele dahil edilen 18 bagimsiz degiskenin 6dnem seviyeleri incelendiginde ise

asagidaki cizelge 2.8’deki gibi siralamasi elde edilmistir. Buradaki 6nem diizeyleri;

tahminde kullanilan degiskenlerin gectigi aga¢ sayisini ifade etmektedir. Daha ¢ok

agactan gecen degiskenin; genel tahminlerde daha belirleyici oldugu sdylenebilir.

Cizelge 2.8: Degiskenlere ait 6nem diizeyleri

Degiskenler

Onem Diizeyi

Last Purchase Amount

Monetary
USD_Ratio

Average Purchase Amount

Periodic_Feature
Work Hour Ratio

Recency Month

Tender Count

Frequency

457
432
324

280

251

238

233
182
153
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2.3.3.1 Model agiklanabilirligi

Aciklanabilirlik ve yorumlanabilirlik; Bir makinenin veya derin 6grenme sisteminin i¢
mekaniginin insan terimleriyle ne dl¢iide agiklanabilecegini ifade etmektedir. Tahmin
modelinin neden belirli bir ¢ikt1 tirettigini anlamak zor oldugu igin genellikle kara
kutular olarak elestirilir. Model agiklanabilirligi ile, karmasikligin 6niine gegmek ve
makine Ogrenmesi algoritmalarmin ¢iktisini hangi degiskenlerin degistirdigini
aciklamak amaclanmistir. Lundberg ve Lee tarafindan gelistirilen SHAP (SHApley
Additive ExPlanations), bireysel tahminleri agiklamaya yonelik bir yontemdir. SHAP,
oyunun teorik olarak optimal Shapley Degerlerine dayanmaktadir. Shapley yalnizca
gozlemlenen veri noktalarini kullanir. (Lundberg, Scott M., Gabriel G. Erion, & Su-In
Lee, (2018)). insan sezgisi dogrultusunda giivenilir agiklamalar yapar. SHAP, oyun
teorisinde saglam bir teorik temele sahiptir. Farkli bir deyisle; makine 6grenimi
algoritmalarimin ¢iktisini agiklamak bir oyun teorisi yaklasimidir. Tahmin, 6zellik
degerleri arasinda olduk¢a dagitilir. Lundberg et al. Karar agaclari, rastgele ormanlar
ve gradyan destekli agaclar gibi aga¢ tabanli makine 6grenimi modelleri i¢in bir SHAP
cesidi olan TreeSHAP't Onermislerdiler. Degerlerin onemi Shapley degerleri ile
yapilir. Ornegin, bir bireyin seker hastasi olmasi i¢in hangi faktorlerin daha 6nemli
oldugu. Burada faktorlerin olumlu ve olumsuz etkileri olmus olabilir. Onemli olan
etkilemesidir. Shapley degerleri gibi 0Ozellik nitelikleri "kuvvetler" olarak
gorsellestirilebilir. Her 6znitelik degeri, tahmini artiran veya azaltan bir giigtiir.
Tahmin, taban cizgisinden baslar. Shapley degerlerinin temeli, tiim tahminlerin
ortalamasidir. Cizimde, her Shapley degeri, tahmini yukar (pozitif deger) veya asagi
(negatif deger) iten bir oktur. Bu kuvvetler, veri 6rneginin gergek tahmininde birbirini

dengelemektedir.

Uygulamada satis potansiyeli bulunan miisterilerin olasiliginin tahmin edilmesinin
yani sira, bu satin alma potansiyeline neden olacak SHAP ag¢iklamalari belirlenmistir.

Asagida Sekil 2.5°de 6rnek bir miisterinin gii¢ grafigi sonucu gosterilmistir.

0.93

D)) 50 INNGT) SN ) B, ) S—
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Sekil 2.5: Model agiklanabilirlik grafigi

Sekil 2.5’de; Satin alma potansiyeli bulunan miisteri olasilig1 0.93'tiir. Miisteri olasiligi
i¢cin dncelikli giiclendirici etken; Periodic Feature, ikincil etken; Monetary olmustur.
Belirleyici etkenler olarak miisteri verilerinin yaninda, PESTEL analizi

degiskenlerinden olan USD Ratio’nun da belirleyici etken oldugunu gérmekteyiz.

SHAP, agag tabanli modeller i¢in hizli bir uygulamaya sahiptir. SHAP, LightGBM
aga¢ giiclendirme ¢ercevelerine entegre edilerek, uygulamanin agiklanabilirligi

saglanmaktadir.
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3. SONUC

Veri madenciligi, verinin biiyiikliigiinden ziyade verinin dogru, etkin, amaca yonelik
kullanimi ve bilgiyle ne yapilacagi yoniinde 6nemli noktalar1 i¢inde barindirimaktadar.
Akilli kararlar verebilmemiz ve gelecege doniik kararlar alabilmemiz i¢in verinin
analiz edilmesi oldukc¢a 6nemlidir. Sirket amacina uygun yontemlerle verinin analiz
edilmesi sirketlere oldukca getiri saglayacaktir. Giiniimiizde veri analizi, Endiistri 4.0
gelisimi ve ‘kisisellesmis triine’ yonelim ile 6nem ve deger kazanmistir. Makine
o0grenmesinin etkin olarak kullanildig1 bu ¢alismada modelde, farkli basar1 kriterleri
dikkate alindiginda iyi sonug iretebildigi goriilmektedir. Burada segilen kriterin
dlciilmek istenen performans mantigina hizmet edip etmedigi onemlidir. Ornegin
AUC degeri tim oOrneklemde yanlis tahminlerin siralamasi ile ilgilendiginden
dagilimin biitlinlinii 6nemsemekte, F-1 degeri ise karar matrisi odakli oldugundan
sadece belirlenen sinir degerin {izerindeki ya da altindaki yanlis tahminlere

odaklanmaktadir.

Kullanilan model, satis yapilan miisterilerden elde edilen paternleri Ogrenerek
gelecekte satin alimi muhtemel miisterileri tahmin etmektedir. RFM analizinin,
makine 6grenmesi tekniklerine dahil edildigi bu ¢aligmada; miisterilerin satin alma
aligkanliklarina dayanarak miisteriler, RFM skalasinda alim degerlerine gore segmente
edilmistir. Ardindan PESTEL analizi etkileyici faktorleriyle birlikte Gradient Boosting
algoritmasina dahil edilmistir. Bunun sonucunda kampanya ve hizmetlere en fazla
katki saglayabilecek potansiyeldeki miisteriler belirlenmistir. Model acgiklanabilirligi
ile misterilerin spesifik olarak belirleyici faktorleri de bulunmustur. Bu yeni yaklasim,
miisterilerin S0syo-ekonomik hassasiyet etkileriyle miisterilerin daha dogru ve isabetli
belirlenmesine yardimci olmaktadir. Satis alanindaki sektorlerde kar artigi, miisteri
memnuniyet artis1 ve gereksiz giderlerin azaltilmasi avantajlarini saglayacagi gibi;

maksimum kazanci minimum siire ve eforla sunabilme yetisine sahip olmaktadir.

Ozetle, farkli degisken yaklasimlarinin birlikte kullanilmasinin sonuglari iyilestirmede
faydal1 olacag: kesindir. Genel anlamda, makine 6grenmesi uygulamalarinda temel
amag; veriden Oriintiiler 6grenmek, bu oriintiileri kullanarak deger olusturmaktir. Bu
ama¢ dogrultusunda biiylik veri icerisinden degerli, kullanilabilir bilgiler aciga

cikarilarak; karar destek sistemi degerlendirilmistir.
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3.1 Oneriler

Yapilan caligma; satis tahminlerinin miisterilerin gegmis islem hareketlerini veren
RFM (recency, frequency, monetary) degiskenlerine ilaveten, PESTEL analizi
degiskenlerini de ilave ederek Gradient Boosting makine 6grenmesi algoritmasiyla

basarili diizeyde tahminler elde edilebilecegini gosteriyor.

Modele giren degiskenler incelendiginde iilkenin genel ekonomik ve sektorel durum
gostergelerinin modeli oldukca etkiledigi goziikmektedir. Dolayisiyla modele
PESTEL degiskenlerinden yeni degiskenler tiiretilip beslenirse basar1 oranin artacagi
gdziikmektedir. Ornegin, yapi-insaat sektorii, madencilik sektdriine ait gdstergelerin
satin alma durumunu etkileyecegi diisliniilmektedir, modele dahil edilmesiyle AUC-

ROC degerleri, F1-score degerleri karsilastirilip degerlendirilebilir.

Makine Ogrenmesi modellerinin basarisinda en biiyilk etken, modele giren
degiskenlerin ¢esitliligi ve kalitesi oldugu i¢in, miisterilerin satin alma gegmisine veya
miisterilerin birbirlerinden ayirt edici Ozellikleri tespit edilip model beslenmesi

gelecekteki satin alma davranislarin1 tahmin etmekte basariy: arttiracaktir.
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