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OZET

SOSYAL MEDYA MAKINA OGRENME TEKNIKLERINI KULLANARAK
YAZAR KIMLIK DOGRULAMASI

ALTERKAVI, Suleyman®
Kirikkale Universitesi
Fen Bilimleri Enstittsu
Bilgisayar Miihendisligi Anabilim Dali, Doktora tezi
Danigsman: Prof. Dr. Hasan ERBAY
Agustos 2021, 71 sayfa

Sosyal medya aglarinin kullanim1 giderek yayginlagsmaktadir, bununla beraber kotii
niyetli mesajlar yaymak amaciyla kullanict hesaplarinin saldirganlar tarafindan ele
gecirildigi sosyal mihendislik saldirilarinin yeni tirleri ortaya ¢ikmaktadir. Bu
saldirilarin ~ (stesinden gelmek icin yazarlik dogrulamasi bilinen bir metnin
kullaniciya ait olup olmadigimi tespit eden smiflandirma yontemine ihtiya¢ vardir.
Ayrica, bu dogrulama dogru ve hizli olmalidir.

Burada, bir kisi tarafindan ele gegirilen sosyal medya hesaplari i¢in yeni bir yazarlik
dogrulama yontemi Onerilmektedir. Twitter tabanli bir veri kiimesinden 6nemli
metinsel &zellikler tiiretilmistir. Twitter veri kimesi 280 karakterli ve yazarlik
bilgileriyle manuel olarak agiklama eklenmis 16124 tweet'ten olusur. Daha sonra
XGBoost algoritmast veri kiimesindeki her metinsel 6zelligin dnemini vurgulamak
icin kullanilmistir. Ayrica, 6zellik se¢imi i¢in iic MCDM yontemini (ANP, VIKOR
ve ELECTRE) siralama sonuglari {iggenlenir ve dzellik agirliklandirma igin Sira Us
ve Sira Toplami agirlik yontemleri uygulanir.

Bir¢cok smiflandirict ile degerlendirilen azaltilmis veri kiimesi ve elde edilen F1-
skoru sonucu %94,5'ir.

Anahtar kelimeleri: Yazarlik dogrulama, Dogal Dil Isleme, Makine Ogrenimi, Cok
Olgitli Karar Verme (MCDM).

! Sleman Alterkawi: Yazarin ¢ifte vatandash@mdan dolay: ismi iki farkli sekilde yazilabilir.



ABSTRACT

SOCIAL MEDIA AUTHORSHIP VERIFICATION USING MACHINE
LEARNING TECHNIQUES

ALTERKAVI, Suleyman?
Kirikkale University
Graduate School of Natural and Applied Sciences
Department of Computer Engineering, Ph. D. Thesis
Supervisor: Prof. Dr. Hasan ERBAY
August 2021, 71 sayfa

Social media networks’ usage is spreading but accompanied by a new shape of the
social engineering attacks in which users’ accounts are compromised by attackers to
spread malicious messages for different purposes. To overcome these attacks,
authorship verification, a classification problem for classifying a text, whether it
belongs to a user or not, is needed. Moreover, the verification must be accurate and
fast.

Herein, a novel authorship verification framework for hijacked social media
accounts, compromised by a human, is proposed. Significant textual-features are
derived from a Twitter-based dataset. The dataset is composed of 16124 tweets with
280 characters crawled and manually annotated with the authorship information.
XGBoost algorithm is used, then, to highlight the significance of each textual-
features in the dataset. Furthermore, the ranking results of three MCDM approaches
(ANP, VIKOR and ELECTRE) are triangulated for feature selection, and the Rank
Exponent and Rank Sum weight methods are applied for feature weighting. The
reduced dataset evaluated with many classifiers, and the achieved result of the F1-
score is 94.5%.

Keywords: Authorship verification- Natural Language Processing- Machine
Learning. Multi-Criteria Decision Making (MCDM).

2 Sleman Alterkawi: Yazarn Gifte vatandaghigindan dolay: ismi iki farkl sekilde yazilabilir.
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1. GIRIS

Cevrimigi Sosyal Aglar (CSA), diinya genelinde milyonlarca insani bir araya getiren
sanal platformlardir. 2025 yilina kadar 4,41 milyar insanm, yani diinya nifusunun
%53,88’inin  CSA kullanicis1  olacagi tahmin edilmektedir (Statista, 2020;
Worldometers, 2020). CSA’lar, hizli buylyen, gunlik yasantimizi tanimlayici
teknolojiler ve énemli bilgi kaynaklaridir. Ornegin, her giin ortalama 500 milyon
tweet atilmaktadir (live stats, 2020). Kullanicilar toplamda gunlik 10,5 milyon
dakika Facebook’ta zaman gecirmektedirler (Singh ve Banerjee, 2019).

Yiiksek kullanim orani, farkli kullanici tiirleri ve kullanicilarin 6z gliveni CSA’lar1
saldirganlara karst korumasiz birakmaktadir. Bunlara hijack saldirilarmin da eslik
etmesi, CSA problemlerini arastirmacilarin ¢6zmesi gereken 6nemli bir husus haline

getirir (Trang ve Ark., 2015).

Gilintimiizde sosyal medya hesaplarin1 ele gecirmek, siber suglular i¢in 6nemli bir
kazan¢ kaynagidir. Saldirganlar, CSA hesaplarini ele gegirerek, buyuk kullanici
kitlesine zararli mesajlar1 veya sahte icerikleri yayabilmektedirler. 2016 yilinda Time
dergisinin yayimladig1 rapora gore, Rus korsanlar 2016 yili ABD se¢imlerine, birgok
Twitter hesabini ele gegirip yanlis bilgileri paylasarak miidahale etmistir (Calabresi,
2017).

Yiiksek profilli kullanici hesaplarinm sonucu daha yikict olabilir.  Ornegin,
Associated Press’in (AP) 2013 yilinda beyaz sarayda bir bombanin patladig:
hakkinda yaynladigi hikdye, Standart & Poor’un indeksinin %]1°lik bir azalmasina
ve gecici olarak 136 milyar ABD dolar1 kaybetmesine sebep olmustur (Lee, 2013).
Giivenlik ihlali mesajn tespit edilip kaldirilmasma kadar, AP mesaji1 3.000'den fazla
kullanic tarafindan paylasilmistir. Bu tiir olaylar bize, CSA’da bir hesabin yasal
sahibi tarafindan yazilmamis mesajlarin giivenilir yollarla algilanip engellemesinin
cok 6nemli bir husus oldugunu gostermektedir. Diger taraftan, stilometri biliminden
gelen yazarlik dogrulamasi, metindeki Ozellikleri ¢ikartip dikkate alarak yazarin
kisiligini tespit etmektedir (Stamatatos, 2009). Yazar dogrulamasmin amaci iki ayr1
metnin ayni yazar tarafindan yazilip yazilmadigmi belirlemek (Boenninghoff ve
Ark., 2019) iken Roche ve Ark. yazarlik dogrulamasini, “iki tweet verildiginde ayn1

yazara ait olup olmadigmni tahmin etme islemi” olarak tanimlamaktadirlar (Rocha ve



Ark., 2016). Her insan, yazma veya konusmada idiolect ad1 verilen benzersiz bir ize
sahip oldugundan (Al-Khatib ve Al-qaoud, 2020), Boenninghoff ve Ark. idiolecti
tespit etmek icin Onerdikleri paradigmalar ya profil tabanliya karsilik 6rnek tabanli
ya digsal karsilik igsel ya da ikiliye karsilik birli smiflandirmalar bulunmaktadir
(Boenninghoff ve Ark., 2019).

Twitter veri kiimelerinde yazar dogrulamada yanlis oranlarin azaltilmasinmn, ele
gecirilen sosyal medya hesaplarinin erken tespitini sagladigi ve hasar1 azalttigi
sadece birka¢ calismada ele almmistir (Suman ve Ark., 2021). Bu calisma
kapsaminda, CSA’larda bulunan kisa mesajlarin i¢indeki metinsel o6zellikler
araciligiyla kullanicilarin profillerini tespit etmek i¢in bir yontem bulmanin yan sira,
arastirmacilar yiiksek dogrulukla ¢alisan, 6zelliklerin siniflandirmaya katkisina gore

siralayabilen bir yazarlik dogrulamas1 modeli 6nermektedirler.

Calismanmn ana adimlar1 soyle Ozetlenebilir. Twitter tabanli bir veri kimesi
olusturulup yazarlhik bilgileri dnerilen modeli gelistirmek ve degerlendirmek igin
manual olarak etiketlenmistir. Model, tweet’lerden bazi stilometri Ozelliklerini

¢ikartmaktadir.

Tweet’ten ¢ikarilan 6zelliklerin yazar dogrulamada katkisini 6lgmek i¢in 6n islemci
olarak XGBOOST algoritmasi kullanilmistir. Smiflandirma sonuglarin1 daha da
iyilestirmek icin en 6nemli Ozellikleri secen ve smiflandiricinin performansina
olumsuz etki eden 6zellikleri eleyen Cok Olgiitli Karar Verme (MCDM) yontemi
kullanilarak Ozellikler swralanip ayiklanmustir. Geriye kalan 6zelliklere bir
agrrhiklandirma yontemi vasitasiyla sirasma gore bir agirlik atanmistir. Farkli
smiflandirma algoritmalar1 test edilmis ve Logistic Regression algoritmasinin en iyi
Fl-skoruna ve dogruluguna sahip oldugu tespit edilmistir. Daha sonra, Onerilen
modelin bu problem igin kullanilan diger modeller ile dogruluk, duyarlilik, F1-skor

ve hassasiyet performans metriklerini kullanarak karsilastirmasi yapilmustir.

Caligmanin geriye kalan kismi 3 ana baglikta toplanmustir.



1.1. Temel Bilgi ve Literatir Taramasi

Tez caligmasmin bu kisminda, Sybil hesaplara, bot tarafindan ve insanlar tarafindan

ele gecirilmis hesaplara yer verilmistir.

1.1.1. Ele Gegirme (Hijacking) Turleri

Yukarida anlatildigi Uzere, CSA’larin saldirilar1 3 ana gruba ayrilmistir. Bunlar,
Sybil hesaplar, bot tarafindan ele ge¢irilmis hesaplar ve insan tarafindan ele

gecirilmis sosyal medya hesaplari. Asagida her biri kisaca agiklanmaktadir.

Sybil hesaplari: Bunlar, sahte haberleri yaymak, sistemleri tehlikeye atmak veya
Sybil saldirilar1 gergeklestirmek igin CSA’lara enjekte edilen sahte hesaplardir.
Insanlar ya da robotlar tarafindan kontrol edilirler ve ¢ogu zaman kotii amaglar
dogrultusunda kullanilirlar. Bu hesaplar ayni mesajlari, 6rnegin reklamlar ya da
zararl yazilimleri, siirekli gondererek kullanicilarin ¢alismalarini etkilemek ya da
baglantilarmi ekleyip dostca davranarak bencil hedefler icin o kullanicilarin
bilgilerini elde etmeye calisirlar. Sybil hesaplar normal kullanicilarin hesaplarmdan
farkli olarak anormal davranis gostermektedir. Gliniimiizde CSA’larin popiilaritesi
artmastyla birlikte sahte hesaplar artarak Facebook hesaplarinda %3’ten %4’e kadar
bir orana sahip olmaktadir (Singh ve Banerjee, 2019). Bu tiir saldirilarin tespit
edilmesi diger iki CSA saldir1 tirleriyle kiyasla daha kolaydir. Sosyal medya
ekiplerinin bu tiir saldirilar1 tespit etme cabalarina ek olarak, bir¢cok arastirmaci Sybil
hesaplarii sadece tespit etmekle kalmayip ayn1 zamanda analiz etmek ve karakterize
etmek icin de ¢alismaktadir (Benevenuto ve Ark., 2010; Gong ve Ark., 2014; Gao ve
Ark., 2018; Singh ve Banerjee, 2019).

Bot tarafindan ele gecirilmis hesaplar: Bilgisayar korsanlari, kimlik avi ve spam
eylemleri i¢in kullanicinin kimlik bilgilerini ¢alarak gercek kullanicilarin hesaplarmni
kontrol ederler (Singh ve Ark., 2018; VanDam ve Ark., 2017). Cogunlukla bu tiir
hesaplar, CSA platformlarinda kotii amagh igerigi yaymak i¢in kimlik avi saldirilar
kullanarak kullanic1 hesaplarini ele gecirilmektedir (Barbon ve Ark., 2017). Zangerle
ve Ark. bu tiir saldirilar1 “Hesabin asil sahibinin bilgisi olmadan hesabin ii¢lincii kisi
tarafindan hacklenip ve ardindan tweetleri paylasmak igin direkt mesajlari
gondermek veya takip etmek ve takipten ¢ikarmak gibi eylemleri gergeklestirmek

icin kullanilmasr” olarak ele almislardir(Zangerle ve Specht, 2014). Ornegin, 15



Temmuz 2020'de bilgisayar korsanlari, Bitcoin’de bir bagis istek mesaji yaymak ve
takipgilere kripto dolandiriciligi mesajlar1 gondermek icin Twitter'da biiyiik takipgisi
olan hesaplarin kontrollinl ele gegirmislerdir (Okereafor ve Adelaiye, 2020).

Insan tarafindan ele gecirilmis sosyal medya hesaplar: Bunlar da yasal
kullanicilarin hesaplaridir. Bu tiir saldirilarda ana hedef, yiiksek profilli ¢ok sayida
takipgisi olan bireysel hesaplardir. Bilgisayar korsanlari, CSA’nin hesaplarina,
kimlik bilgileri yoluyla ya da kullanicilar tarafindan hesap giivenlik &zelliklerini
kotilye kullanarak erisim elde etmektedirler. Izinsiz giren kisiler, sahte haberler
yayinlamak veya kullanicinin agindan 6zel bilgiler elde etmek igin gergek kullanici
gibi davranir ve bunun sonucu ger¢ek kullanicinin itibar ve ekonomik kayba yol acar

(Savyan ve Bhanu, 2020).

Ornegin, yukarida bahsedilen 2013 yilindaki Associated Press Twiter hesaplar1 ele
gecirip “Acil haber: beyaz saray'da iki patlama olmus ve Barack Obama yaralanmis”
tweetleyerek finansal piyasada panigin yayilmasina sebep olmustur (Trang ve Ark.,
2015). Trang ve Ark. (2015) bu tir saldirilar1 agiklayan birkag 6rnekten
bahsetmislerdir (Trang ve Ark. 2015), Bu tur saldirilar Li ve Ark. (2014) ve Suman
ve Ark. (2021) tarafindan da ele alinmustir.

Sahte hesaplarin ve bot tarafindan ele gecgirilen hesaplarin gosterdigi anormal
davraniglar, arastrrmacilarin ortaya c¢ikarmasi gereken temel problemlerdendir
(Viswanath ve Ark., 2014; Okereafor ve Adelaiye, 2020). Twitter, sahte hesaplarin
%77’ini hesabm olusturmasindan bir giin, geriye kalanin %92’ini ise ii¢ giin sonra
yakalayabilmektedir (Trang ve Ark., 2015). Twitter 2018 yilinda bu hesaplardan 70
milyon anesini kapatmustir. Insanlar tarafindan ele gegirilmis hesaplarin tespiti zorluk
dizeyi yiiksek problemlerdendir (Okereafor ve Adelaiye, 2020) ¢linkii CSA’larda

kullanicinin yazma stiline gore yazarlik dogrulamasi yapilamamaktadir.

1.2. Literatir Taramasi

Egele ve Ark. (2013) ele gegirilmis hesaplarin gosterdigi tutarsiz davranislari
yakalamak igin profil-tabanli paradigmalar1 izleyerek COMPA adli bir sistem
gelistirmistir. Bu sistem, kullanici idiolectini tanimlayan davramigsal 6zellikleri

kiimeleyerek ve Ardisik Minimal Optimizasion (AMO) smiflandiriciy1 kullanarak



tahmin yapmaktadir. Bu yontem, Twitter ve Facebook veri setleri zerine test
edildiginde %3,6 yanlis pozitif, kiiciik boyutlu hackleme saldirilar1 tizerine ise diisiik
bir hasassiyet (precision) oranmna sahip olmustur. Burada dikkat edilmesi gereken
husus COMPA sistemi bir zaafiyeti avcilik ataklarinda (phishing campaigns)
yayinlanan benzer mesajlar1 arayip onlarin kiimeleri olusturmak igin tasarlanmis

olmasindan dolay1 ele gegirilmis hesaplar1 tek mesaj ile tespit edememesidir.

Trang ve Ark. (Trang ve Ark., 2015) nesne tabanli paradigma izleyereck COMPA’y1
iyilestirmistir. Trang ve Ark.’a gore (Trang ve Ark., 2015), COMPA, gercek
diinyadaki uygulamalar i¢in yliksek yanlishk oranma sahiptir. Bu nedenle, insanlar
tarafindan ele gecirilen CSA hesaplarini tespit etmede COMPA'y1 iyilestirmek igin,
hesaplarin kiimelenmesi adimi, benzer bir davranisi olan, ele gecirilmis veya
gecirilmemis degerlendirme adimiyla degistirilmistir. Yazarlar, tek bir hesap
ozelligini kullanarak i1yi sonuglar elde etmenin zor oldugunu belirtmislerdir. Ayrica,
gelecekteki g¢aligmalarda, stil ve zaman gibi ek Ozellikler dahil ederek, hesap igin
degil, tek mesaj icin anormallik puanmi dahil edip COMPA'nin metodolojisini

degistirmeyi 6nermektedirler.

Barbon ve Ark. (Barbon ve Ark., 2017), kullanicinin profilini tanimlayan metinsel
ozellikleri birlestirerek bir bot tarafindan ele gegirilmis hesaplari tespit etmek i¢in bir
model &nermislerdir. Onerilen modelde K-en yakin komsu (K-NN) algoritmasi
smiflandirict olarak kullanilmistir. Modelin 10000 kullanic1 iceren Twitter data
kiimesi tizerine degerlendirilmis ve %93 dogruluk (accuracy) elde etmisler. Yalnizca
diizenli kullanilmayan ve gonderilerinde kullanici ile bahsedilen konular arasinda
tekduzelik olmayan Twitter hesaplarinda dogruluk azalmaktadir. Gelecekteki
calismalar i¢in, yazarlar dogrulugu artirma amaciyla dilsel olmayan (non-linguistic)

ozellikler eklemeyi 6nermektedirler.

Filip Lagerholm (2017), iyi ve kotii niyetli kullanic1 tweetleri arasindaki benzerligi
dlecmeyi Onermistir. Onerilen modelde temel 6zellik kiimesi olarak, N-gram, terim
frekansi — ters metin frekansi (term frequency-inverse document frequency (tf-idf)),
ve Kelime Torbasi (Bag of Words (BoW) )kullanilmistir. Daha sonra, Uzun Kisa
Sureli Bellek (LSTM) Sinir ag1 smiflandirici olarak kullanilmaktadir. Deneysel
degerlendirme sonucunda farkli konularla sekiz farkli kullanicinin tweet'lerini

kullanarak % 93.32'lik dogruluga ulasmuslardir. Ote yandan, Barbon ve Ark. (Barbon



ve Ark., 2017), modeli gercek hayatta daha uygulanabilir hale getirmek igin benzer

konular1 olan bir veri kiimesinin kullanilmasini 6nermislerdir.

Brocardo ve Ark. (2017), tarafindan yapilan baska bir arastirmada, siirekli kimlik
dogrulamas1 igin derin inan¢ aglart ve smiflandirma amaciyla tanitilan Gauss
birimlerinin kombinasyonu olan bir sistem gelistirilmistir. Onerilen yaklasim, Enron
e-postalarina ve Twitter beslemelerine dayali olarak 140, 280 ve 500 karakterlik
metin bloklarindan olusan kisa mesajlar kullanilarak degerlendirilmis ve farkli
konfigiirasyonlarda % 8,21 ila % 16,73 arasinda degisen bir Esit Hata Oran1 (EER)
elde edilmistir.

Yakin zamanlarda, Kaur ve Ark. tarafindan verimli bir denetimli (supervised)
yazarlik dogrulama modeli 6nerilmistir (Kaur ve Ark., 2018). Bilinen ve bilinmeyen
kullanicilar tarafindan yazilmis metindeki farkliligir 6lgen bir model sunulmustur.
Bilinen veri 6rneginden bazi Ozellikleri segerek kullanicinin davranigsal profilini
olusturulmustur. Ardindan, ayn1 Ozellikleri bilinmeyen 6rneklerden c¢ikartilmistir.
Boylece, iki 06zellik gruplar1 karsilastrma sonucunda yazarlik dogrulamasi
yapilmistir. Kaur ve Ark. tweetleri, her belgenin 6zelliklerini S1, S2, S3 ve SR adh

n

gruplara koyarak dort belgeye aymrmuslardir. S1, “Ilk Giren Ilk Cikar " seklinde
giincellenen temel profili temsil eder, S2 egitim kiimesini belirler, S3 ve SR test
kiimesidir. K-means algoritmas1 smiflandirma amaglar1 igin kullanilmaktadir.
Onlarin 6zellik kimesi, BoW, N-gram, folksonomi ve stilometri 6zellikleri
icermektedir. Onlarm modeli Twitter’in agik veri kiimesi Uzerine degerlendirilmis ve

%89.24 siniflandirma dogrulugu elde edilmistir.

Benzer bir model, Seyler ve Ark. (2018) tarafindan, agik kaynak Twitter veri
kiimelerinden ¢ikarilan istatistiksel odlclimleri iceren Ozellik kimesi kullanilarak
gelistirilmistir. Modelin, kelimeleri kullanan gergek kullanicinin spam génderenden
farkli bir olasilik dagilimina sahip oldugunu ve iki dagilim arasindaki benzerligi
tespit etmek icin Kullback Leibler diverjansinin (KL-diverjansmin) kullanildigini
varsayarak, ele gecirilmis hesap tespitine uygulandigi gosterilmistir. Yazarlar 6-
kullanici ve 6-spam olmak Uzere iki grup t? ve t* olarak iki zaman noktasi
tanimlamislardir. Zaman noktalari, spam tarafindan hesabi kontrol etmenin baslangi¢
ve bitis noktasmni temsil etmektedir. Bunlarin icindeki kelime spam gondericinin

stilini temsil ederken bunlarin disindakiler ise gercek kullanicinin stilini temsil



etmektedir. Yazarlar, KL-diverjans puanlarmin en blylk, en kiguk, varyans ve
ortalama degerlerini lojistik regresyon siniflandiricist igin  Ozellikler olarak
kullanmiglardir ve siniflandiricinin dogrulugu 600 tweet'te dogrulandi ve % 85'i

yapay veriler icin dogrulamislardir.

Son zamanlarda, PV ve Bhanu (Savyan ve Bhanu, 2020), Kullanic1 Davranis1 Analizi
Tabanli Ele Gegirilmis Hesap Algilama (UbCadet) adli yazar dogrulamasi igin
denetimsiz bir sistem onermislerdir. Bu sistem, tweet metni, hashtag, zaman ve
cografi konum arasindaki benzerligi 6lcerek CSA kullanicisinin anormal davranigini
analiz etmektedir. UbCadet sistemi, Yelp ve Twitter veri kiimeleri kullanilarak
degerlendirilip bes kullanicidan olusan 6zellik kiimesini analiz ederken % 83.1 genel

dogruluk elde edilmistir.

Suman ve Ark. (Suman ve Ark., 2021), tweet ¢iftinin beznerligini tespit etmek i¢in
semantik temsillerini karsilastirarak Siamese LSTM sinir ag1 mimarisi kullanmistir.
Ag girisi, tweetlerden ¢ikarilan metin ve emojiler iken ¢ikt1 ise hesaplanan benzerlik
sonucudur. Yazarlar, farkli ilgi alanlarina sahip 108 kullanici i¢in 6zel tweet veri
kiimesini toplamis ve manuel olarak etiketlemislerdir, sonucta %61.56 dogrulugu

elde etimislerdir.

1.3. Arastirma Fizibilitesi ve Katkisi

Sosyal ag sitelerinin ¢esitlenerek artmasiyla birlikte CSA'lerin 6nemi hayatimizda
gittikce artmaktadir. Sosyal ag siteleri, kisisellestirilmis web profilleri araciligiyla
bireylerin aglarmi cevrimici topluluklara baglayan web siteleridir (Robbins, 2012).
Ira P. Robbins, "Konu cevrimici gonderilerine gelince insanlar aptaldir. Insanlar
cevrimici olarak sergilenen aptalca davraniglar gosteriyor" demistir (Robbins, 2012).
Insanlar, kendi konumlari, yasamlariyla ilgili ayrmtilary, iliski durumlar1 ve dogum
tarihleri gibi bilgi paylagsmaktadirlar. Ustelik, kisiler belirli bir konu hakkinda fikir ve
diistincelerini yayinlar, kendileriyle ayni fikirde olduklar1 diger konular1 bagkalarinin
hesaplarindan paylasir, diger mesajlara yorum yapar, arkadaslarmi etiketler. Tiim bu
bilgiler bilgisayar korsanlar1 tarafindan aynmi kisisel bilgileri kopyalayan orjinaline
benzer sahte hesaplar yapmak icin kullanilabilir. Birgok CSA'nin, kullanicilari i¢in

gercek adlar gerektirmeyen MySpace gibi bunu etkinlestirdigi ve her biri bir takma



adla kaydolabilir. Veya gercek bir hesabi hacklemek ve hesabi magdurlar1 veya

baska amaclarla kotlye kullanmak i¢in kullanmaktadir.

Bircok CSA igin hizmet siresi sozlesmesinde kullanicilarina sahte kimlikler
kullanmamas1 i¢in uyarir ve bazilar1 kimlik dogrulamasi i¢in bir iyilestirme ister.
Ancak diger ele gegirilmis hesaplar durumunda, kullanicilar hesabi ele gegirilmis
olarak bildirmesi veya hesabin farkedebilecek anormal davranig gosterene kadar

CSA’nin yapacagi bir sey bulunmamaktadir.

Bugunlerde CSA gonderileri mahkemede bircok dava ve sorusturma gonderi
yazarmna bir delil olarak kullanilmaktadir. Gonderiler bir¢ok dava ve sorusturma da
kullanilmaktadir (Robbins, 2012). Ayrica ifade 6zgiirliglinii kisitlandig: iilkelerde
de, Twitter'da tweet attig1 icin kisiler tutuklanabilmekte ve sosyal medya aglarin
izlenmesi, terorist aglar1 tespit etmek icin kullanilmaktadir. Ama ya birisi bagka bir
hesabin giivenligini ihlal ederse ve onun hesabindan gonderi yayinlarsa; bu durumda

yazar1 dogrulamak i¢in bir sistem gerekmektedir.

Mevcut ¢alismalarin ¢ogu Sybil hesaplar1 ve botlar tarafindan ele gecirilen sosyal
medya hesaplarin ¢esitli makine 6grenimi modelleri kullanarak yazar dogrulamasi
Uzerine odaklanmistir. Ancak bir insan tarafindan ele gegirilen sosyal medya
hesaplar1 i¢in yazar dogrulama dogrulugunu iyilestirmek i¢in en 6nemli stilometrik

Ozelliklerin ¢ikarilmasina ve secilmesine ¢ok az vurgu yapilmustir.

Ote yandan, bu calisma, herhangi bir kisa metin mesajlasma servisinde etkili bir
sekilde kullanilabilecegi, sozciiksel, sozdizimsel ve anlamsal 6zellikleri birlestirerek
bir tweet'in yazarligin1 dogrulamak i¢in bir model onerilmektedir. Model, en etkili
ozellikleri se¢mek i¢in 6zelliklerin azaltilmasini (features reduction) dikkate almakta
ve en alakali Ozelliklerin ¢ikarilmasma ve uygun boyut azaltma y6nteminin
uygulanmasina bagli olarak Makine Ogrenimi ML modelinin yiiksek tahmin
dogruluguna wvurgu yapmaktadir. Benzer yaklasimi Gadekallu ve Ark. Da
onermektedir (Gadekallu ve Ark., 2020).

Calisma kapsaminda bir insan tarafindan ele gecirilmis sosyal medya hesaplarmnin
yazar dogrulama dogrulugunu, mesajlar1 smiflandirmak i¢in ML algoritmalarinin
izledigi bir boyut azaltma yaklasimi Onererek iyilestirmeye hedeflemtektedir.

Caligmanin ana katkilar1 agagida listelenmistir:



Onerilen sistemi degerlendirmek icin aymi tirden veya aym: konuya ait,
yazarlik bilgileri ile birlikte Twitter tabanli veri kiimesi olusturmak ve
manuel olarak etiketlemek,

Bir tweet'in yazarhigmi dogrulamak ve herhangi bir kisa mesajlasma
hizmetinde etkili bir sekilde kullanilabilecek sodzciksel, sdzdizimsel ve
anlamsal 6zellikleri birlestirmek,

Geleneksel makine 6grenimi siniflandiricilarini, meta 6grenme algoritmalari
olarak ylritlp 6zellik se¢im slirecinde 6nislemci olarak kullanmak,
Asagidakileri iceren boyut azaltma yaklasiminin uygulanmasi: Tweetin
yazarligint dogrulamada her o6zelligin katkisini Olgmek igin asilan meta-
O0grenme algoritmasinin bir 6n islemci olarak kullanilmasi. Ardindan, en az
etkili 6zellik kiimesinin g6z ardi edildigi MCDM yaklagimlarin1 kullanarak
bu Ozellikleri siralaym. Kalan 0zellikler, agirhk yontemini kullanarak
derecelerine gore bir agirlik atmak.

En yiiksek performansi elde etmek i¢cin mesaj siniflandirmasi i¢in farkli ML
algoritmalar1 uygulamak. Sekil 1'de gosterilen ve 6nerilen model, Bolum 3'te

detaylandirilmistir.



2. MATERYAL VE YONTEM

Tarihsel olarak bakildiginda yazarlik analizi teknikleri, Mendenhall''n yazarin
kisiligini belirtmek igin ozellikleri sayma fikrini ilk icat ettigi 1887'de ortaya
cikmistir (Lagerholm, 2017). Bunu Yule (1938) ve Morton'un (1965) yazarin
kimligini yargilamak igin clmle uzunluklarini kullanan c¢aligmalar1 izlemistir
(Tekkalmaz ve Dedeoglu, 2006). Daha sonra bu alandaki ¢alismalar bir¢ok dilde

devam etmistir.

Yazarlik analizi sureci, metnin kompozisyonu hakkinda sonuclar g¢ikarmak igin
metnin Ozelliklerini incelemeye odaklanir, esasinda yazarlik analizi, istatistiksel
Olcimleri edebi yonteme uygulayan dogal dil islemenin bir dali olan stilometri
biliminden gelmektedir. Bir¢cok alanda kullanilan yazarlik analizi, 6rnegin, anonim
veya celigkili kitaplarda yazarin gergek yazar olup olmadigmm anlasilmasi igin
benzerligin ifsa edilmesi, ayn1 zamanda e-posta ve haber gruplarinin yazarlarini
tespit etmeye yonelik hukuki sorusturmalardir (Stamatatos, 2008). Son yillarda
istihbarat, ceza ve medeni hukuk gibi bircok alanda uygulama alanlar1 artmaktadir.
Bu, adli yazarlik olarak anmilir ve bu, bir metnin kaynaginin bilinen bir yazar
kiimesinden bir (veya muhtemelen birkag) yazar tarafindan ele alindigi fakat
yazarlarin arastirmacilar tarafindan bilinmedigi varsayimi yapan problemdir (Rocha

ve Ark., 2016).

Yapay zekadaki hizli gelismelerle birlikte, bilgisayar inanilmaz sayida yazarin
metinsel Ozelliklerini isleyebilmekte ve Ozellikle yazarlik analizini daha zor hale
getiren belirli 0zelliklere sahip CSA'larda gercek yazar1i ylksek dogrulukla
siniflandirabilmektedir. Bu bolimde, yazarlik analizi tlrleri, CSA'lar, dogal dil

isleme teknikleri ve makine 6grenimi gibi ¢alismadaki ana kavramlar1 tanitacaktir.

2.1. Yazarhk Analizi

Rao ve Ark. arastirmalarinda dort tiir yazarlik analizi tanimlamiglardir (Rao ve Ark.,

2017). Bunlar:

2.1.1. Yazarhk Dogrulamasi

10



Yazarlik atfetme, bilinen kisilerden olusan bir liste arasindan bir hedef belgenin en
olas1 yazarmin belirlenmesi problemidir. Buna karsin yazarlik dogrulamasi, hedef
belgenin belirli bir kisi tarafindan yazilip yazilmadiginin tespiti problemidir.
Koppel'e gore dogrulama, atfetmeden 6nemli 6lglide daha zordur (Koppel ve Schler,
2004) ki bu, bir belgenin veya kitabin yazarint dogrulamak i¢cinde gegerlidir, yani
yazarlik niteliklerini bir dizi yazar arasinda yapmak kolaydir, ancak yazarlik
dogrulamas1 yazarin yazim tarzindaki degisiklikler nedeniyle zordur. Koppel ve
Schler, 10 yazar tarafindan yazilmis yirmi bir 19. yiizyil Ingilizce kitabin iizerinde
calismasi bu yondedir (Koppel ve Schler, 2004). Ancak, ikili siniflandirma problemi
olan yazarlik dogrulamast ¢oklu siniflandirma problemi olan yazarlhik
niteliklendirmeden daha kolaydir. Rocha ve ark. kullanici bagina 500 tweet olan 50
kullaniciyr analiz etmek icin 3.30GHz ve 96GB RAM bellege sahip 5820K CPU
bilgisayar kullanmiglardir (Rocha ve Ark., 2016).

Rocha ve ark., yazarlik dogrulamasmi “Iki tweet verildiginde, ayn1 yazara ait olup
olmadiklarma dair bir tahmin yapma” problemi olarak tanimlarken (Rocha ve Ark.,
2016), Brocardo ve ark. ise verilen bir hedef belgenin belirli bir kisi tarafindan
yazilip yazilmadigini tespit etme problemi olarak tanimlamistir (Brocardo ve Ark.,

2017).

Koppel ve Schler yazarlik dogrulamasin1 “verilen tek yazarli yazi 6rneklerinden,
verilen metinlerin bu yazar tarafindan yazilip yazilmadiginin belirlemesi” problemi
olarak tanmmlar. Bir Kkategorilestirme problemi olarak yazarlik dogrulamasini
tanimlamanin daha iyi bir yolu, verilen iki 6rnek kiimesinin tek bir iiretici slireg
(yazar) tarafindan m1 yoksa iki farkli siire¢ tarafindan mu iiretildiginin sorulmasidir

(Koppel ve Schler, 2004).

Rao ve Ark. yazarlik dogrulamasi, “Tek bir yazara ait bir dizi belge ve sorgulamanin
bir belge gbz Oniine alindiginda, sorgulanan belgenin s6z konusu yazar tarafindan

yazilip yazilmadigini belirleme” problemidir (Rao ve Ark., 2017).

Buna gore yazarlik dogrulamasi, bir metni bir kullaniciya ait olsun ya da olmasin
smiflandirmak i¢in bir smniflandirma problemidir. Bu arastirmada, tek bir yazar i¢in
verilen ve sorgulanan gonderi icin bir dizi CSA gonderisi olacaktir. Yazarlik

dogrulamasi, S0z konusu yazar tarafindan yazilip yazilmadigmi belirleyecektir.
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Arastirmacilar, yazarlik dogrulama problemini, tek bir yazardan gelen tiim metinleri
kiimiilatif olarak ele alan Profil Tabanli Paradigma gibi ¢esitli perspektiflerden ele
almiglardir. Her metin 6rnegini ayr1 ayri ele alan 6rnek tabanli paradigma en ¢ok

kullanilan paradigmadir (Potha, 2019).

Diger aragtirmacilar, ilkinin bilinen bir tweetin bilinmeyen bir tweet ile benzerligine
dayanarak yazari tahmin ettigi, birka¢ dilde etkili olan igsel ve digsal yontemler
arasinda ayrim yaparken, ikinci yontem, sorunu 6rnekledigi ikili bir smiflandirmaya
aktarir. Stipheli yazarlar1 negatif sinifa doniistiiriir ve bilinmeyen metinle bilinen
metin ve negatif smiftan metin arasindaki benzerligin sonucunu karsilastirir; bu ilk

yontemden daha dogrudur (Suman ve Ark., 2021).

2.1.2. Yazarhk Atfetme

Brocardo ve Ark. yazarlik atifetmeyi “bilinen bireyler listesi arasindan bir hedef

belgenin en olas1 yazarmi belirlemek™ olarak tanimlamistir (Brocardo ve Ark., 2017).

Rao ve Ark. Ise yazarhk kimligini “tartismasiz yazarlik metinlerinin bulundugu bir

dizi aday yazar g6z oniine alindiginda, amag¢ dogru yazar1 bulma” islemidir (Rao ve
Ark., 2017).

2.1.3. Yazarhk Profilleme

Yazarlik profillemesi veya nitelendirmesi, anonim bir belgede yazarm o6zelliklerini
(6rnegin cinsiyet, yas ve 1rk) belirleme ile ilgilidir (Brocardo ve Ark., 2017).

2.1.4. Yazarhk Kimeleme

Rao ve Ark. gore yazar kiimeleme problemi, klasik yazarlik atifetme probleminden
daha zordur. Bir belge koleksiyonu verildiginde, amag, ayni yazar tarafindan
yazilmig belgeleri, her bir kime farkli bir yazara karsilik gelecek sekilde
gruplamaktir. Belgeleri dahil edilen farkli yazarlarm sayisi verilmemistir (Rao ve

Ark., 2017).
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2.2. Cevrimici Sosyal Aglar (CSA’lar)

Cevrimic¢i Sosyal Aglar, bireylerin kendilerini tanimlamalarina ve sosyal iliskiler
kurduklar1 sosyal aglara katilmalarina izin veren elektronik aglar olarak da bilinir

(Bai ve Yao, 2010).

Bu aglar, arkadasliklar, ortak ¢alisma veya bilgi aligverisi gibi belirli iligkiler i¢inde
birbirleriyle iletisim kuran farkli insan gruplarindan olusur. Bu aglarin varligini
korumasi, kullanicilar arasindaki etkilesimin devam etmesine baghdir (Chou ve
Chou, 2009). Giiniimiizde CSA’lar diinyanin her yerindeki diger insanlarla tanigsmak,
bir seyi tartigmak, haberleri yaymak ve diisiinceleri 6zglirce ve smirsiz olarak

paylagmak i¢in biiyiik platformlardir.

Sosyal aglar, belli temel ortak Ozelliklere sahipken, agin ve kullanicilarin dogasi
geregi empoze ettigi ozelliklerle birbirinden farklilasir. Aglarda bulunan en belirgin

ortak ozellikler sunlardir:

» Profil sayfalari: Bu sayfalarda kullanici, cinsiyet, dogum tarihi, iilke, ilgi
alanlar1 ve resimler gibi kisisel bilgilerini ve diger bilgileri sunar.

» Arkadaslar veya baglantilar: Kullanicilar, belirli bir amac¢ icin birbirine
baglanirken, CSA, baglantida olan kisiyi bir arkadas olarak tanitir.

» Kullanict mesaji: Mesaj araciligiyla kullanict belirli bir konu hakkinda
diistincelerini  yazabilir ve bunlar1 arkadaslariyla veya bagkalariyla
paylasabilir. Bu mesaj twitter'da Tweet, Facebook'ta yaym gibi CSA'ya gore
farkli bir ad1 vardir.

» Hashtag: Hashtag, belirli bir konu hakkimndaki tiim kullanicilarin mesajlarini,
diger kullanicilarin bu konu hakkinda konusulanlari kolayca bulmasina
yardimce1 olan ve fikirlerine katkida bulunabilecek bir etiket altinda birlestirir
(Costa ve Ark., 2017). Sosyal medyada “#” karakteri ile kullanilir, konu
etiketlenmek istenirse hashtag kelimeler arasinda bosluk olmaz, 6rnegin:
#SocialMedia veya alt ¢izgi arasinda ayrim yapmak igin kullanilabilir, yani
#social_media.

> Bahsetme: Bu, 0Ozellikle mesajin potansiyel aday kullanicilarinin dikkati
cekmede kullanilir. Sosyal medyada, kullanict mesaja dikkatini ¢ekmek i¢in

diger kullanicilardan bahseder.
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En 6nemli CSA’larin bazilari; Facebook, Twitter, YouTube ve MySpace’dir. Bu
calismada, 6nemli CSA’lardan biri olan, kisa mesajlagsmalara izin veren, tweet olarak
anilan mesajlarin en fazla 140 karakter oldugu ancak Eyliil 2017'de bu saymin 280
karaktere genislettigi (phys.org, 2017) Twitter'da yazarlik dogrulamasi ele
alinmaktadir. Kullanicilar diger kullanicilarin tweet'lerine abone olabilir, bu "takip
etme" olarak bilinir ve aboneler "takipgiler” veya "tweetler" olarak bilinir. Bireysel
tweet'ler diger kullanicilar tarafindan "retweet" olarak bilinen bir islemle kendi 6zet
akiglarma iletilebilir. Bir retweet diigmesine tiklayarak, Kullanicilar ayrica bireysel
tweetleri "begenebilir" (6nceden "favori"). “@” karakterini ve ardindan kullanici
admi kullanarak bir kullanicidan bahsedebilir veya ona cevap verebilirsiniz

(Espinhara ve Albuquerque, 2013).

Yazarlik Dogrulamasi yapmak i¢in, metin veya tweet'in kendisiyle ilgili olmayan,
ancak platform tarafindan saglanan, her platformun yazara veya gonderiye
tanimlamasi igin belirli 6zellikler verdigi ve platform politikasma gore bir
platformdan digerine farkli oldugu 6zelliklerden yararlanilabilir. Twitter'da retweet,

bahsetme, duygular, zaman damgas1 vb. gibi bircok 6zellik vardir.

2.2.1. Twitter'da Yazarhk Dogrulamasimin Zorlugu

Yazarlik dogrulamasi, yeni bir bilim degildir, onlarca yildan beri uygulanmaktadir ve
ilk baslangic1 kitaplarmn, siirlerin yazarlarmi1 veya diger edebi yenilikleri
dogrulamakla baglamustir. Marcelo ve arkadaslarinma gore, daha Once yapilmis
calismalarin ¢gogu biiyiik metin igerigine sahip olan metin belgelerine odaklanilmistir
(Murphy, 2012). Bu metinler biiylik kelime igerigine ve yazarm stilini tespit etmek
icin kullanilan bir¢ok stilometrik 6zelligin ¢ikarilmasina yardimci olan belirli bir
yapiya sahipti. Ancak, CSA’larda ve 6zellikle Twitter'da Yazarlik dogrulamasi daha
zordur ¢linkii mesajlar sinirlt sayida karaktere sahip olmanin yanisira kullanicinin

mesajlarindaki dil gramerlerini takip etmesi gerekmekmektedir.

CSA'larda kisa mesajlarda, yine Rocha ve Ark. belirttigi gibi net bir baglam yoktur
ve yazarlarin yaptig1 bir aragtirma, internet kiiltiiriinde yaygin olan ve geleneksel
olmayan noktalama isaretleri, kisaltmalar ve karakter tabanli gostergeler
kullanilmakta (Rocha ve Ark., 2016) bunun sonucu olarak yazarlik dogrulama

problemi daha karmasik bir hal almaktadir.
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CSA’larda kullamilan yeni ortak dilin yan1 sira érnegin duygular (© ..), kelime ve
cumlelerin kisaltmas1 (brb: be right back, thx: tesekkiirler vb.) gibi geleneksel
Kitaplarda ve makalelerde bulunmayan stilometrik 6zellikleri temsil eden 6zellikler
CSA’larda bulunur.

Kisa mesajlarin yazarlik dogrulamadaki diger zorlugu ise CSA’larda ¢ikarilabilen
kiiclik stilometrik 6zellikler kiimesi olmasidir. Bu problemlerin iistesinden gelmek
icin birgok Oneri vardir, 6rnegin mesajlar1 tek bir belge yapmak i¢in birlestirmek
(Rocha ve Ark., 2016). Diger bir yaklasim ise kisa mesaj yazarlik dogrulamasmin

sinirlamalarin genigletmek i¢in dilsel olmayan bagka 0zellikler de kullanmaktir.

2.3. Veri kaynaklan

Twitter'da yazar dogrulamasi igin genel bir veri kiimesi olmadigindan, ¢alisma
amacina ulagmak i¢in 6zel veri kiimesi olusturuldu. Twitter platformundan tweet elde

etmenin birkag yontemi vardir. Bu yontemler asagida verilmistir.

2.3.1. Twitter Platformundan Ucretsiz Tweet Alma

Twitter, kullanicilarin, arastrmacilarmn ve gelistiricilerin uygulama programlama
araylizleri (API'ler) aracihigiyla sinirli miktarda tweet'i licretsiz olarak almalarina
olanak tanir. Kullanicilar tarafindan olusturulan yazilimin Twitter ile biitiinlesmesini
saglayan bir erisim noktas: gibi davranan API, ya anahtar kelime tabanli arama
Stream API ya da 6zel hesap adi tabanli bir arama REST API ile genel verileri alma
olanag1 saglar (Twitter.com, 2021). Stream API, “api.search” u¢ noktasi araciligiyla,
veri akisi belirli anahtar kelimelere, hashtag'lere, kullanici konumuna, kullanici
kimliklerine veya kullanilan dile gore filtreleme 6zelligi ile ancak gizlilik endiseleri
nedeniyle 6rneklerin nasil secildigi ve iliskisi hakkinda bir agiklama yapilmaksizin,
her gun yaklagik 5 milyon tweet ve ilgili tim meta verilerden olusan 12 gigabayt
ham veri olan tim tweet'lerin %21'inin alinmasma izin verir (Steinert-Threlkeld,

2018). Bu yontem, belirli bir olayla ilgili verilerle glincel olmak istediginizde iyidir.

“api.user_timeline” u¢ noktasi araciligtyla, REST API belirli bir hesap i¢in yaklasik
3200 son tweet'in alinmasina izin verir, ancak her istekte 15 dakika i¢inde 180 istek
200 tweet almabilir, bu nedenle ¢esitli meta veri 6zelliklerine sahip 3200 tweet'i

toplamak icin 16 istek gerekir (Steinert-Threlkeld, 2018). Bu yontemle, verileri
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almak icin Onerilen iki yaklasim vardir: API'yi Gelistirici Tarafindan Olusturma ve

Mevcut Bir Aract Veya Hizmetleri Kullanma.

2.3.1.1. APIl'yi Gelistirici Tarafindan Olusturma

API'yi olusturmak i¢in su anahtarlar edinilmelidir: consumer key, consumer_secret,
access_token, access_token_secret, yeni bir Twitter uygulamasi olusturduktan ve
asagidaki baglantiya giris bilgilerini  girdikten sonra elde edilen link:
http://apps.twitter.com olacaktir.

Mevcut twitter politikasina gore, hesap sahibinin birka¢ adimda olusturulan bir
gelistirici hesabma sahip olmasi gerekir. i1k adim, gergek bir telefon numarasi ve e-
posta hesabr tarafindan yetkilendirilmis ayrintili kisisel bilgilerin girilmesidir. Ikinci
adim uygulama olusturma amacmi beyan etme ve Ucuncl adim gelistiricilerin
kosullarin1 kabul etmektir, son asama ise twitter ekibinin dogrulama adimidir. (Bu
asama birkac gun strebilir) (Developer.twitter.com, 2021). Ilgili sema asagdaki
gibidir:

4 C | & https://apps.twitter.com

Create an application

Application details

Name *
Description *

Website *

Callback URL

Sekil 2-1. Bagvuru formu olusturma
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http://apps.twitter.com/

Apps > testSleman

App details Keys and tokens Permissions

App details
0 App icon

App Name

testSleman

Description

sentimentAnalysis

Website URL

http://test.de/

Sign in with Twitter

Enabled
Sekil 2-2. Uygulama detaylar1
Apps > testSleman
App details Keys and tokens Permissions
Keys and tokens
Consumer APl keys Regenerate

APty A
B " Y P

Access token & access token secret Revoke | Regenerate |

Access token: XO000000000O0ONKK

Access token secret: XXXX0C000XXXXOXXXXXXIOKXXX XXX

Access level: Read and write

Sekil 2.3. "Consumer_key" and “Access keys” alma
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2.3.1.2. Mevcut Bir Arac1 Veya Hizmetleri Kullanma

Herhangi bir programlama dilinde kod yazmadan tweet almak icin alternatif
yaklagim, hazir araglar veya servisler kullanmaktir. Kullanici adi, sifre ve gerekli
tweetler ile ilgili parametreleri saglayarak; bu araglara asagidaki bazi 6rneklerden

ulasilabilir:

Netlytic.org: Belirli bir sorgu i¢in tweet'leri alir, toplama islemi her 15 dakikada bir
calisir ve calistirma basina 1000 tweet'e kadar alir, ancak {icretsiz planda 2 haftadan

eski tweet'leri saglar (netlytic.org, 2021).

Web sitesi, unlu stand-up komedyeni Edward John Izzard'a geri donen @eddieizzard
hesab1 aranarak test edilmistir. 1000 tweet alindi, ¢cogu hesap tarafindan degil hesap
hakkinda tweetlendi, arama kutusunu "eddieizzard'dan™ olacak sekilde

ozellestirirken, kullanict son iki haftada bir tweet attigindan bir tweet ald1.

Web sitesi, daha fazla 6zellikli veri almak i¢in Prime planlar sunar. Bunlar asagidaki

tabloda gosterilmektedir.

Cizelge 2.1. Netlytic.org miisterilerinin planlar1 (Netlytic.org, 2021)

Tier 1 (Free) Tier 2 (Free) Tier 3 (Community-Supported)
Max # Of Datasets 3 5 300
Max # Of Records/Dataset 2500 10000 100000

Greptweet.com: web sitesi, agagidakiler gibi ¢esitli nesnelerle veri sagliyordu: tweet
Kimlik numarasi, zaman damgasi ve metin. Web sitesinin Twitter'daki resmi
hesabinda  bildirildigi  Uzere, hizmetler  Twitterm 1.B.3 ve |.B.6
(twitter.com/greptweet, 2021) sartlarini ihlal etmesi nedeniyle 2016-08-27'de askiya

alindi.

DMI-TCAT: “Digital Methods Initiative Twitter Capture and Analysis Toolset”in
kisaltmasi, Bu, ¢ok fazla programlama deneyimi olmadan Akigs API'sini kullanarak
tweet'leri almak i¢in bir aractir (Borra ve Rieder, 2013), maalesef hizmetler artik

genel kullanima agik degildir.

2.3.2. Veri Kimesi Satin Alma
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Veri kiumeleri icin birgok saglayici talebi bulundugundan veri kiumesi ticareti

unliiddir, bu yontemin 6rnekleri asagidaki gibidir:

Gnip: Paket i¢in 500 $ 'dan baslayan plan saglama, kisa baglantilar i¢in genisleyen
baglantilar gibi 6zel meta veriler, dili algilamak gibi daha akilli meta veriler..., Gnip
icin Twitter alimi, 1 milyon tweet i¢in 1500 $ 'dan baslayan aylik veya yillik plan ile
kullanicilara tweetlere smirsiz erigim, ayrica egitim kurumlari i¢in bazi indirimler

saglanmustir (Steinert-Threlkeld, 2018).

DataSift: Fiyatlandirma planlar1 gelistirici  gereksinimlerine dayalidir; son

zamanlarda Twitter onlarla olan s6zlesmeyi iptal etti ve hizmet artik mevcut degil
(Steinert-Threlkeld, 2018).

Texifter: Aymi DataSift pazarlama planina sahip, sorguya gore fiyat1 hesaplamak
icin cevrimigi hesaplayici ile web sitesi, gelistiricinin Twitter'm hizmet sUresi
nedeniyle bir veya daha fazla sorgu araciligiyla giinde 50000 tweet almasin1 kisitlad1
(Steinert-Threlkeld, 2018).

Twitter: Twitter web sitesine gore, asagida agiklandigi gibi, her plan i¢in farkl
Ozelliklerle alman tweet'ler gore ¢ plan vardir (developer.twitter.com: Pricing
policy, 2018):

> Ucretsiz olan standart API (6nceki bolimde agiklanmistir).

» Uc nokta icin Ucretsiz ve Ucretli 6zelliklere sahip premium APL.

» Uc nokta icin tamamen ucretli 6zellikler olan kurumsal API, tamamen twitter

verilerine bagli olanlar i¢in saglanmustir.
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Tweets Standard (free) Premium Enterprise

Publish and engage

Search Tweets: 7-days
Search Tweets: 30-days
Search Tweets: Full-archive
Filter Tweets

Sample Tweets

Batch Tweets

Direct Messages

Account and users

Metrics

Ads API

Publisher tools and SDKs

I V i

Sekil 2-4. Farkl diizeylerde veri erisim planlar1 (developer.twitter.com: Pricing
policy, 2018)

2.3.3. Veri Kiimesi Sahibi ile isbirligi

Giliniimiizde sosyal medyadaki metinleri analiz etmek bir trend; diinya ¢apinda pek
cok arastirmaci, gelistirici ve sirket twitter verilerini topluyor, 6n isleme tabi tutuyor
ve analiz ediyor, bunlarin ¢ogu bir aragtirmada ortaklik yapmaktan gekinmiyor. Bu
yontem en uygun yontem olmaya devam etmektedir, ancak hicbir maliyeti yoktur,
zamandan tasarruf saglar ve arastirmacinin g¢abalarini arastrmanin g¢ekirdegine

aktarir (Steinert-Threlkeld, 2018).

Burada, Twitter'm hizmet sartlarinin arastirmacilarin giinde elli binden fazla tweet
paylasmasina izin vermedigini, ancak kimlik numaralarinin paylasilmasinda bir sinir

olmadigini belirtmekte fayda var (Steinert-Threlkeld, 2018).
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Deneye gore, arastirmacilarin ¢cogu, iilkelerindeki arastirma merkezleri veya hiikiimet
partileri tarafindan kendilerine sunulan veriler iizerinde ¢alisiyor, bu nedenle satir
verilerini paylagsma izinleri yok; diger taraftan bazilari, yalnizca arastirmada
kullanilan ve ¢ogu durumda digerlerinin arastirmasma uygun olmayan onceden
islenmis verileri paylagsmay1 kabul eder; bu arastirmada digerleri tarafindan sunulan

verilerin ¢ogu, 6zelliklerin ¢ogundan yoksundu.

2.3.4. Twitter Kazzima

Web siteleri verileri yapilandirmak i¢in HTML'yi kullandigindan, web kazima
verileri almak igin bu yapidan yararlanmaktadir (Cording ve Lyngby, 2011).
Kazimanin arkasindaki mantik, siteyi belirli bir hiyerarsiye ayristirmak ve ardindan

bu hiyerarsideki belirli yoldan verileri almaktir.

Web sitelerinin ¢ogu, verileri kullanicilara sunmak i¢in bir API saglar, ancak API
olmadig1 durumlarda, gerekli veriler otomatik olarak kazmabilir ve saklanabilir.
Twitter'da saglanan API'ler sinirhdir ve bazi arastirmalarin  gereksinimlerini
karsilamamaktadir. Bu nedenle, gerekli verilerin kazimanin mevcut ¢dzimlerden biri

olabilir. Ancak kazimanin iki dezavantaji var.

» Tweetlerin kazmnmasmin yasalligi: Twitter, API'lerini ticari amaclarla
kisitlad;, Twitter''m kullanim sartlarmda "NOT, robots.txt dosyasi
hikimlerine uygun olarak yapilmas: halinde hizmetlerin taranmasina izin
verilir, ancak hizmetler'in Twitter'dan 6nceden izin alinmadan kazinmasi
kesinlikle yasaktir" seklinde ifade edilmistir” (Twitter: Term of Services,
2021). Bu nedenle, tweetleri kazimak yasadisi bir islemdir.

» Kazimada kullanilan tekniklerden bazilar1 uygulanabilir degildir, ¢linkii web
sitesine gore dinamik olarak degisen isaretlemeye veya gorinim

glincellemesine bagli olabilir (Cording ve Lyngby, 2011).

Yukaridaki yontemleri arastirdiktan ve test ettikten sonra ve arastirmanin Ozel

gereksinimleri nedeniyle, tweetleri almak icin Rest API secildi.
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2.4. Dogal Dil Isleme

Dogal dil isleme (Natural Language Processing - NLP), yapilandirilmamis metin
analizi igin bir dizi tekniktir, metin olusturmak ve ondan bilgi g¢ikarmak igin

kullanilmaktadir (Espinhara ve Albuquerque, 2013).

Dogal diller, Arapca, Ingilizce, Fransizca ve digerleri gibi insan dilleri igin kullanilan
terimlerdir, bu diller dogal olarak gelismis ve yillar iginde bilingli bir planlama
olmaksizin evrimlesmislerdir ve dil bilgisinin ¢ikarilmas1 dilin varhigindan sonra
gerceklesmistir. Ote yandan, programlama dilleri gibi dil bilgisi dilden 6nce var olan
dogal olmayan diller de vardir. Ayrica, Lojban dili gibi belirsizligin olmadig1 i¢in
insan iletisgimini gelistirmeyi amacglayan, tamamen insan iletisimine Yyonelik

kurgulanmis diller de bulunmaktadir.

2.4.1. Belirsizlik

Belirsizlik, dilsel anlamda netlik eksikligi durumudur. Belirsizlik; sozciiksel,

sOzdizimsel, anlamsal, soylevsel ve pragmatik olabilir (Anjali ve Babu, 2014).

2.4.1.1. Sozcuk Belirsizligi

I¢inde goriindiigii baglam veya ciimle ne olursa olsun, tek tek kelime diizeyindedir.
Ornegin, “bar” kelimesinin birgok anlami vardir. Mutfagin bir pargasi olan bir masa
veya bagka bir sey anlamina gelebilir. Alkol servisi yaptiginiz yer anlamina gelebilir,
baska bir baglamda ¢ikolata anlamina da gelebilir. Ayrica miizikte (miizik notalarinin
yazilmasinda) zamani Olgcmeye yarayan bir baska anlam da vardwr. Bu tir
belirsizlikte, belirsiz kelimenin anlamini bulundugu baglamdan ¢ikarmak miimkiin

oldugundan, kelimenin anlamini bilmek daha kolaydir (Anjali ve Babu, 2014).

2.4.1.2. Sozdizimsel Belirsizlik

Belirli bir cumlenin anlamsal olarak birden fazla olasi analizine sahip olmasi
durumudur, 6rnegin, "The woman saw the man with the Eyeglasses”. Anlamsal
belirsizlik kadinm gozliik takan bir adami m1 yoksa gozliiklerinin arkasindan mi

gordiigli belirsiz. Buradaki anlam, “with” edatmin erkege mi yoksa kadina m1 baglh

olduguna baghdir (Anjali ve Babu, 2014).
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2.4.1.3. Anlamsal Belirsizlik

Anlamsal belirsizlik, ciimlenin anlaminimn tam olarak agik olmadig1 halidir. Ornegin,
"I met a colleague in the workplace" ifadesi iki anlam tasir. Ilk olarak, konusmaci
kendisiyle ayni yerde calisan biriyle tanisir. Diger anlam ise tanismis oldugu
meslektasiyla ayni isyerinde calisiyor zorunlulugunun olmamasi; belki bir smif
arkadasidir ve onunla is yerinde karsilagmistir. Bu durum atasozlerinde de siklikla

karsimiza ¢ikmaktadir (Anjali ve Babu, 2014).

2.4.1.4. Soylem Belirsizligi

Anjali ve Babu (2014), bunu su sekilde tanimlamistir: S6ylem diizeyinde islemenin,
paylasilan bir diinyaya veya paylasilan bilgiye ihtiya¢ duymasi olarak tanimlamistir

ve yorumlama bu baglam kullanilarak gerceklestirilir.

2.4.1.5. Pragmatik Belirsizlik

Pragmatik belirsizlik, clmlenin, onu netlestirecek ¢ok fazla bilgiye sahip
olmadiginda olur ve bu, konusmacmin niyetine baglidir. Ornegin “Ben de seni
seviyorum” ciimlesi “Tipk1 senin beni sevdigin gibi”, “bir bagkasinin yaptig1 gibi”,
“Bagkasmi seviyorum” ve “senin gibi” gibi pek ¢ok anlam igermektedir (Anjali ve

Babu, 2014).

2.4.2. Dogal Dil Isleme Seviyeleri

Dogal dil isleme alaninin birkag seviyesi vardir:

2.4.2.1. Karakter Seviyesi

Karakter seviyesinde metindeki karakter ozellikler dogal dil islemede kullanma
hedeflenir. Bu 6zelliklerden arasinda harfin sikligi, biiyiik harf kullanimi, kullanilan
karakterlerin toplam1 (Maria, 2016), ayrica Arapgada oldugu gibi karakterin

metindeki durumu da 6zellikler arasinda bulunmaktadir.

2.4.2.2. Sézcuk Seviyesi

Sozciksel veya dilsel nitelikler, timceden c¢ikarilan tim karakterleri ve kelime
tabanl istatistiksel Ol¢limleri igerir (Barbon ve Ark., 2017; Kaur ve Ark., 2018).

Sozcuksel 6zellikler, sozcuk diizeyine veya karakter diizeyine gore cikarilabilir
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(Brocardo ve Ark., 2017) dyle ki belirli bir sozciigiin metindeki siklig1, sdzciik sayisi,
0zgilin sozciik toplam sayisi, sozciik bakimmdan zengin bir metin, hapax legomenon
sayist metinde tek kelime anlamma gelen dis legomenon, metinde iki kelime
anlamna gelen dis legomenon, metinde ti¢li olarak gegen kelime anlamina gelen tris
legomenon. Bu seviye dilden bagimsizdir, yani hemen hemen tum dillerde bir
belirte¢ kullanilarak uygulanir (Maria, 2016). Belirteclestirme genellikle NLP
islemede birincil bir adimdir, s6zcik baglaminda climleleri ayrilmis sozciiklere
dondirmek igin kullanilir (Schiitze ve Ark., 2018).

2.4.2.3. Sbzdizimsel Seviyesi

Sozdizimsel 0Ozellikler, baglamdan bagimsiz olarak yazar ozelligini tanimlar
(Brocardo ve Ark., 2017) ve ciimleleri tanimlamak i¢in belge smirlarmi vurgulayan
noktalama isaretleri aracilifiyla belirtilebilir (Brocardo ve Ark., 2017). Durdurma
sOzciikleri ve Konusma Parcasi Etiketleme (Part-Of-Speech - POS) Olglleri,
sozcugiin baglam igindeki islevini tanimlar (Maria, 2016). POS, tiimcedeki kelimeler
arasindaki iliskiyi dilbilgisel olarak tanimlayan zamirler, edatlar, baglaglar, yardimci

fiiller olarak kategorize edilebilir (Juola, 2008).

2.4.2.4. Anlamsal Seviyesi

Bu seviye anlami es anlamlilar olarak islemek i¢in kullanilir ve anlamsal seviyede es
seslik veya es anlamlilik gibi anlam dikkate alinir (Castro ve Lindauer, 2012) .
Aslinda anlami anlamak makine i¢in zor sorunlardan biridir, bir kelimenin baglam

icindeki anlam, anlamsal iliskiler gibi bircok faktorl icerir (Maria, 2016).

2.4.2.5. icerige Ozel Seviye

Ayn1 yag seviyesindeki yazarlar, iletisim kurmalarini saglayan belirli kelime tiirlerini
kullanirlar, ayn1 konuda ¢alisan yazarlar da bunu yapar. Siyasette kullanilan kelime
dagarcig1 sanattan farkhidir. Ayrica ayni milliyetten olan insanlar benzer davranisgi
gosterirler. Bu diizey metindeki bu kelime dagarcigini 6l¢gmekle ilgilenir (Maria,
2016).

2.4.2.6. Yapisal Seviye
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Bu seviye, bir metnin bi¢imini ve organizasyonunu analiz etmekle ilgilenir. Bloglar
ve e-posta gibi cevrimici belgelerde daha fazla esneklik saglar (Maria, 2016).

2.4.2.7. Kendine Ozgii Seviye

Bu seviye, metindeki dilbilgisi veya heceleme hatalar1 gibi yazim hatalarin1 6lgmekle
ilgilenir. Aslinda kullanilabilecek tim hatalar1 igeren bir liste yoktur (Maria, 2016).
2.4.3. Dogal Dil isleme Uygulamalar

Dogal dil islemenin birgok uygulama alani vardir. Bu uygulama alanlarindan

bazilari:

A\

Yazarlk analizi

Bilgi Cikarma

Soru Cevaplama
Makine Cevirisi
Oneri sistemi

Duygu analizi

Metin smiflandirmasi

Metin olusturma

YV V V V V V V V

Metin Ozetleme.

2.4.4. Dogal Dil Isleme Teknikleri

NLP'de kullanilan 6zellikler ¢ikarma béliminde daha detayli anlatacagimiz birgok

teknik vardir, bunlarin timd alt seviyelerde ¢alisir. Baz1 teknikler:

» Karakter N-grami
Kelime N-gram
POS etiketleri

Islev sézciiklerini ve noktalama isaretlerini kullanma

YV V V V

Dilbilgisi hatalar.

Bu ¢alisma, birka¢ dogal dil isleme teknigini birlestirerek metinden metinsel

ozellikleri ¢ikarmaktadir.
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2.5. Makine Ogrenme Turleri

Makine 6grenme, yapay zeka dallarindan biridir. Bilgisayarm onceden programlama
yapmadan bir eylemi yapmasini saglayan, baska bir deyisle belirli eylemlere
programci tarafindan 6gretmeden kendi kendine dogru sekilde nasil tepki verecegini

ogrenen bilim olarak tanimlanabilir (Murphy, 2012).

Makine 6grenimi, asagidaki sekilde gosterildigi gibi denetimli, denetimsiz ve takviye

ogrenme olarak siniflandirilir (Sultan ve Ark., 2018):

MAKINE OGRENME

! ! o

Denetimli 6grenme Denetimsiz 6grenme ‘ Takviye dgrenimi
Simiflandirma/ | Kiimeleme Karar verme
Regresyon

'+ Sinir Aglar1 L
} &alilsslf( S + Q-Ogrenme
- « Dirichlet * R-Ogrenme
bt K. * TD Ogrenme
* Bayes ag1 A =
Modelleri

Sekil 2-5. Makine Ogrenimi TUrleri (Sultan ve Ark., 2018)
2.5.1. Denetimli 6grenme

Ayni zamanda tahmine dayali 6grenme olarak da adlandirilir, bu tiirde makine,
c¢iktisinin ne oldugunu dnceden bilen etiketli girdiden 6grenir (6nceden spam veya
spam olmayan olarak etiketlenmis bir dizi e-posta) ve gerekli olan, makinenin

gelecekte herhangi bir yeni girdiden ¢iktiyr tahmin edebilmesi icin gereken girdi ile
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cikt1 arasinda baglanti dgrenmesidir. Denetimli 6grenmede en 6nemli modeller

Siniflandirma ve Regresyondur (Murphy, 2012).

» Smiflandirma: Smiflandirma, makine o&greniminde en ¢ok kullanilan
modeldir. Bu modelde girdi daha once siniflara ayrilmistir ve 6grenmenin
amaci, yeni girdiyi bu siniflara ayirmaktir. Siniflandirma 6rnekleri arasinda e-
posta siniflandirmasi, ylz tammma, ¢Gigek gorintu  smiflandirmasi
ibulunmaktadir. Siniflandirma modellerinden ikili siniflandrma gunlik
yasantimiza siklikla karsimiza ¢ikmaktadir.

> Iki smiflandirma modeli: Girdinin iki smiftan birine smiflandirildigi modeldir
(Robbins, 2012). Ornegin, tweet'in belirli bir yazara ait olup olmadigma gore,
yazarin Ozelligine gore smiflandirildigr ikili siniflandirma modeli. Bu
siniflandirma turd bizim vaka ¢alismamiz igin uygundur.

» Regresyon: Bu model smiflandirmaya benzer, ancak islevi ayrilmig siniflar
yerine degerler atamasidir; Bu modelin doviz fiyatlarin1 tahmin etme, bir

kiginin 6mrlnd tahmin etme gibi pek ¢ok uygulamasi vardir.

2.5.2. Denetimsiz 6grenme

Tanmmlayic1 6grenme de denir, dnceki turin aksine, bu tirde makine, bilinen
herhangi bir ¢ikt1 olmadan sadece girdi verisi lizerinde 6grenir. Burada amag, veriler
arasinda yeni bir desen ve gizli iliskiler ¢ikarmaktir (Murphy, 2012). Denetimsiz
o0grenmede en Onemli yaklagimlarindan biri kiimelemedir. Bu yaklagimda girdiler
onceden bilinmeyen kiimelere ayrilir. Bu yaklasimda, birinin hareketlerini 6grenmesi
gibi makinenin daha sonra bu hareketleri algilayabildigi ve uygun reaksiyonlarla
iliskilendirebildigi pek cok uygulama vardir. Ayrica E-ticarette, kullanicilar1 satin
almalarma ve taramalarina gore kiimeler halinde kiimeleme siirecinden sonra bunlar1

kullanarak her kiimeyi ilgilendiren reklam mesajlar1 gondermek igin kullanilir.

2.5.3. Takviye 6grenimi

Bu tipte makine, eyleme ceza veya 0diil isaretleri vererek belirli bir durumda hareket

etmeyi 6grenir (Murphy, 2012).
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2.6. Denetimli Ogrenme Algoritmalari

Makine o6grenimi, NLP problemlerini ¢6zmek icin kullanilabilecek ¢esitli
algoritmalar saglamaktadir. Denetimli, denetimsiz veya takviyeli makine 6grenimi
tiirii, ikili veya ¢oklu siniflandirma tiirli, dondiiriilen dogruluk gibi uygun algoritmay1

belirleyen gesitli faktorler vardir.

Aragtirma vakasi denetimli 6grenme ve ikili siniflandirma altinda ele alinacaktir ve
tahmin yapmak i¢in literatiirde kullanilan birgok algoritma vardir. Bu algoritmalar,
tahmin dogrulugu arasinda karsilastirma yapmak, etkili bir model olusturmak igin
test edilecektir. Asagida deneylerde kullanilacak genel denetimli &grenme

algoritmalar1 i¢in kisa bir agiklama bulunmaktadir.

2.6.1. Destek Vektor Makinesi (SVM)

SVM, siklikla kullanilan denetimli 6grenme algoritmalarindan biridir (Benevenuto
ve Ark., 2010), (Zangerle ve Specht, 2014) (Li ve Ark., 2014). Iki tiir veri arasinda,
bunlar1 net bir sekilde siniflandirmak i¢in Hiperdiizlem olarak adlandirilan bir ayirma
alan1 bulmayr amagclar, marj ne kadar genisse 0 kadar iyidir, hiperdizlemi

tanmimlamak i¢in kullanilan noktalara destek vektorleri denir (Andrew, 2021).

SVM, biiyiik verilerle egitimde uzun zaman alir, ¢linkii Hiperdiizlemin en iyi yerini
aramak i¢in her seferinde bir 6zellik eklemeye baghdir, bu da onu az ve temiz veri

icin daha uygun hale getirir.

Asagidaki sekilde Hiperdiizlem iki veri sinifi arasinda ayrim yapmaktadir ve ¢izgiler
Uzerindeki (¢ nokta, karar sinirindan en Kkiglk marjlart temsil eden destek
vektorleridir, fakat bunlar1 silmek karar sinirin1 yeniden tahsis etmektedir (Andrew,
2021).
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Sekil 2-6. SVM algoritmasini kullanarak iki veri sinifin1 ayirt etme (Andrew, 2021).
2.6.2. Lojistik Regresyon

Lojistik model veya logit model, kategorik bagimli degisken ile ¢oklu bagimsiz
degiskenler arasindaki iliskiyi analiz eder ve bir olayin meydana gelme olasiligini
tahmin etmek i¢in verileri lojistik bir egriye sigdirir ve meydana gelme olasiligimi
ongordiigi i¢in degerleri [0,1] arasindadir (Park, 2013). Daha 6nce Seyler ve Ark.
sosyal medya hesabinin ele gecirilip gegirilmedigini tahmin etmek i¢cin kullanilmistir

(Seyler ve Ark., 2018). Lojistik regresyon kavrami igin Sekil 2.7 gdsterilmistir.

r L L L . i L L L
-5 =4 -3 -2 -1 o 1 2 3 = 5
=z

Sekil 2-7. Lojistik regresyon konsepti icin grafik gosterimi (Andrew, 2021)
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2.6.3. Random Forest

Her biri, asir1 uyumu azaltmak i¢in rastgele verilerle olusturulmus birka¢ agagla
temsil edilen ormanin aga¢ sayisi arttikca dogruluk ta artar; bu nedenle, agagidaki
algoritma so6zde kodunda en uygun aga¢ sayisina ve derinligine karar vermek icin

optimizasyon algoritmasina ihtiya¢ vardir (Kumar, 2019).

» Egitim kiimesindeki vaka sayismin N oldugunu varsaymn, bu durumda bu N
vakanin numunesi rasgele degistirme ile alinir.

> Ozniteliklerin M girdi degiskeni varsa, her diigimde M'den rastgele m
degisken segilecek sekilde bir m<M sayist belirtilir. Bu m {izerindeki en iyi
bolme, diiglimii bélmek i¢in kullanilir. Ormani biiylitiirken m degeri sabit
tutulmaktadir.

» Her aga¢ mumkiin oldugu kadar buyuttlur ve budama yapilmaz.

» nagacin tahminlerini toplayarak yeni verileri tahmin edin (yani, siniflandirma
icin c¢ogunluk oylari, regresyon igin ortalama)”, Ornegin, smiflandirma
durumunda, sinifla olan tahmin sonucu daha yiiksek oyu ald1 ve regresyonda

tahmin sonucu, sonuglarin ortalamasidir.

Random Forest, smiflandirmada regresyondan daha iyi oldugu icin, blylk veri
setleri ve boyutlar1 ile 6zellik se¢iminde de kullanilmaktadir. Gelistiricilerin sadece
farkli parametreleri ve rastgele tohumlar1 denemesine izin veren bir kara kutu

algoritmasidir (Kumar, 2019).

2.6.4. XGBoost

Asirt gradyan artirma “XGBoost” algoritmasi, "GBM" Gradient Boosting Machine'in
gelistirilmis bir versiyonudur. Gradyan artirma, ¢oklu katkili regresyon agaglari,
stokastik gradyan artirma veya gradyan artrma makineleri gibi farkli isimlere
sahiptir (Yozgathgil, 2017).

2016 yilinda gelistirilen ve Kaggle yarigmasmi kazanan aga¢ algoritmasi, bir agag
dizisi olusturarak ve her agaci bir onceki agactaki egitime gore gelistirerek, diger
giclendirme algoritmalarindan daha hizlidir (Chen ve Guestrin, 2016). Boosting
fikri, gradyan artirma denilen kayb1 en aza indirgemede gradyan inis algoritmasini
kullanarak hatalarmni 6nlemek ve en iyi performans sonucunu elde etmek i¢in mevcut

modellere yeni modeller eklemeye devam eder (Yozgathgil, 2017). XGBoost,
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Random Forest algoritmasmin aksine, agaci biiyiik 6l¢liide dnlemek i¢in torbalama
teknigi olarak adlandirilan budama teknigini kullanarak agaclar1 olabildigince az
boler (Yozgathgil, 2017). Modelleri sirali degil paralel olarak egitmek, farkli
modelleri manipiile ederek asir1 uyumu ele almak ve hata oranini azaltarak yanlilig1
azaltmak i¢in boosting'de hesaplamali torbalama tercih edilmektedir (Yozgatligil,
2017).

Asagidaki tablo, farkli makine G6grenimi algoritmalar1 ile yetenekleri arasindaki

karsilagtirmay1 gostermektedir (Blondel, 2021).

: . : : T :
I I Tolerance ! ! inimal 1 ! o ) )
] ! i - i Memory . i Com | Overfitting « Timefor | Time for
| Algo Type ! number : Parametrization ! size reqmrgd 'm ! Tendency | Difficulty Leaming | predicting
: | features ! ! quantity | ‘ | :
| I IR Y ——— [ - decsscssccsvaas | S R —— | Spp— P — | F R - | —
I | | | ] | i I
| Linear Regression R | Weak | Weak | Small Small L H ) Low | Weak Weak . Weak
1 i i i i 1 : 1
| Logistic Regression C | Weak | Simple | Small Small L Low | Weak Weak | Weak
SRR R TR L IR SRR SRR AR SRR RS PR SRR
I | i | ] | i I
: Decision Tree R&C ! Strong ! Simple / intuitive ! Large Srall R Very high ! Weak Weak : Weak
L . 1 L L ! 1 L
1 1 1 1 I | 1 1
| Random Forest R&C | Strong | Simple /intuitive | Very Large Large | #+ | Average | Average Costly | Costly
et L LT LI SRR besonessodeeesncees e besmoenfancnenes O
| Boosting RE&C | Strong | Simple / intuitive | Very Large Large | | Average | Average Costly | Weak
; ; : i : 1 ; ;
1 1 1 1 I | 1 1
: Naive Bayes C ! Weak : No params ! Small Small L Low ! Weak Weak : Weak
e ) e e L keeead le === m === ettt beeee e
1 1 1 1 1 1 1 1
| SUM C | Verystrong | Notintuitive | Small Large | | Average | High Costly | Weak
e e e S SRR
| Neural Network (NN) C | Very strong ** | Notintuitive | Inter Large | | Average | Veryhigh | Costly | Weak
e - - T A e . .
1 I 1 1 I 1 I 1
I Deep Neural Network C I Verystrong* 1 Notintuitive 1 Very Large Very Large 1 - I High I Veryhigh 1 Verycostly 1 Weak
] [} 1 1 I ] [} ]
L 1 1 1 | ] [} |
I 1 1 1 I 1 1 I
l K-Means CL* l Strong : Simple / Intuitive : Small : + l l High Weak l
T . e . e T .
I 1 1 I 1 I 1
I Verystrong 1+ Notintuitive I Weak Large i I Average 1 High Costly I Weak
1 1 1 ] ] 1 1

|
I Oneclass SVM A
1

Sekil 2-8. Makine 6grenimi algoritmalar1 arasinda karsilastirma (Blondel, 2021)
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3. ARASTIRMA BULGULARI

Bu boliim 6nerilen modelle ilgili ayrintilart sunmaktadir. Sekil 3-1. Modelin ayrmntilt
mimarisi, Sekil 3-2. Akis semasmi sdzde kodlar1 ve yedi ana alt sireclerini iceren

akis semasini gostermektedir.

. Extracting Data set from Twitter

@

Layer 1 Pre-Processing
[Mweet deleﬂnsj ( Tokenlzation j [Hashtag. Punctuation, Emoji's, Percentage, Month Replaclng]

e |

\/

Feature Extraction

Lexical feature Syntactic feature -
Twieet length variation Exclamation marks per tweet- [ Semantic feature ]

Lexdcal diversity Question marks per tweet
N-grams * 1% punctuation marks per tweet TF-IDF
Word-gram Stop words
Average number of words per tweet BOW

X

Using classification algorithm as a pre-processor to discover useful feature subsets

( Logistic Regression )  ( svM ) ( RandomForest ) (  XGBoost |

N/

Ranking Features according contribution in the prediction

\/

Giving weight to each feature according its rank using ranking methods

\/

Classification

( Logistic Regression J ( SVvM ) (Random Forest ) ( XGBoost )

Layer 2

Layer 3

Layer 4

Y )

Sekil 3-1. Modelin ayrmntili mimarisi
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Tweet extraction Labeled tweets

Preprocessing

Feature union Feature extraction

Comparing the performance measures for

ML classifiers to select the pre-precessor

omputing the performance measures for each
feature set using highest ML model

Ranking using MCDM
methods

riangulating the ranking results of algorithms
and eliminate the minimum ranked feature

Assign weight to features
according their rank

Comparing the performance measures for
ML classifiers to build the model

Test tweet Build the model Is user?

yes P

no_’

Sekil 3-2. Akis semasint
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Girdi: DatasetPath.
Cikti: Classifiers prediction

Adim 1 Tweetleri 6n isleme
/* Retweeti silinmistir; noktalama isaretlerini, emojileri, hashtag'leri,
ylzdeyi, ay adlarini degistirilir ve tokenizasyon uyguland1.*/

Adim 2 Ozellikler ¢ikarma ve birlestirme
/* Sekiz 6zellik kiumesi ¢ikarilmistir BoW, tf-idf, kelime 2-gram,
karakter 2-gram, Durma kelimeleri, Sozliiksel, SOzdizimsel,
Anlamsal.*/

Adim 3 Yararh 6zellik alt kiimelerini kesfetmek icin bir 6nislemci olarak bir
birincil 6grenme algoritmasi kullanmak
Foreach model in {XG Boost, Lojistik regresyon, Random Forest,
SVM}
Calculate Calisma siresi, Dogruluk, Duyarlilik, Kesinlik, F1-
skoru
Return En yuksek performans gésteren model

Adim 4  Onislemci makine dgrenimi algoritmasini kullanarak tahmindeki
katkiya gore 6zellik kiimelerini listeleme
Foreach kelimelerle ayarlanan 6zellik
Calculate Calisma suresi, Dogruluk, Duyarlilik, Kesinlik, F1-
skoru
Return tim 6zellik kiimesi performans olgileri
Adim5 MCDM yaklasimlarini kullanan 6zellik kiimelerini siralama

Adim 6 Algoritmalarin siralama sonuglarini ti¢cgenleme ve minimum dereceli
Ozelligi ortadan kaldirma

Adim 7  Siralama yontemlerini kullanarak siralamaya agirlik atama

Adim 8  Agirlhikli 6zellik kiimeleri icin hesaplama siniflandiricilar: tahmini

Algoritma 3-1. Onerilen modelin temel asamalar1

Yazarlik dogrulama slreci modeli, Sekil 3-1. Modelin ayrintili mimariside
gosterildigi gibi sekiz ana alt adimdan olusmaktadir. Ik adim, kullanicilarin
tweet'lerini, tweet'lerinin ge¢misini, mevcut ve ilgili tim Ozellikleri toplamaktir.
Ikinci adimda, toplanan bu tweet’ler kullanilmayan 6z nitelikler arindirilarak ve
tweet'ler tek bir formatta standartlastirilmistir. Uglincli adimda, metinden farkli
metinsel desenlere ait 6zellik vektorleri ¢ikarilip sonrasinda tweet'ler yiginmi temsil
etmek i¢in tek bir matriste birlestirilir. Dordiincti adimda, her bir 6zelligin tweet'in
yazarligmi dogrulama yetenegini 6l¢gmek igin dort farkli smiflandirict arasindan en
iyisi siniflandirma algoritmasi bir 6n islemci olarak segilir. Daha sonra, besinci
adimda MCDM yaklasimlar1 kullanilarak 6zellik setleri siralanarak 6zellik indirgeme

yapilir. Altinc1 adimda, algoritmalarin siralama sonuglarmmn tg¢genlenmesi ve
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minimum dereceli 6zelligin ortadan kaldirilmasi. Yedi adimda, hatirlatma 6zellik
setleri siralama yontemleri kullanilarak siralarma gore agirliklar atanir. Son olarak,
mesaj yazarligimmi dogrulamada en yuksek performansi elde etmek igin agirlikli
Ozellik setlerine dort farkli smiflandirict yontemi uygulanir. Asagidaki alt

bélimlerde, model adimlarmin ayrintili bir agiklamasi bulunmaktadir.

3.1. Veri Toplama
Veri toplama asagidaki adimlardan olugmaktadir:

3.1.1. Yazarhklarim Dogrulamak i¢in Twitter Hesaplarim Belirlenme

320 milyondan fazla aktif kullanicis1 olan Twitter, en popiiler mikroblog CSA’lardan
biri haline gelmistir (Singh ve Banerjee, 2019). Ne yazik ki, yazarlik dogrulama
caligmalar1 icin herkese agik standart bir Twitter veri kiimesi bulunmamaktadir
(Boenninghoff ve Ark., 2019). Bu nedenle, yazarlik dogrulama modelleri gelistirmek
icin bir Twitter veri kiimesi olusturmak blylk Onem arz etmektedir. Twitter
verilerini elde etmenin en popiiler yollarindan biri onun API'sidir (Singh ve Banerjee,
2019). Ancak Twitter, API iizerinden, 280 karakter bloklu yaklagik 3200 tweet ve
bunlarla ilgili 6zelliklerin ¢esitli istekler yoluyla sinirli miktarda veri alinmasina izin
vermektedir (Steinert-Threlkeld, 2018). Bu nedenle, veri kiimesini olusturmak igin
Python programlama dili ve tweepy kiitiiphanesi kullanilarak bir crawler yazilimi
gelistirilmistir. Veriler, ayn1 konu ve tiire sahip farkli kullanicilardan toplanmustir.
Bilinmelidir ki, gergek hayatta, yazarlar konu ve tiir bakimindan farklilik gosterir
(6rnegin, belgeler, e-posta, tweet, vb), bu yiizden énemli olan yazarin stilometrisine
odaklanmaktir (Usha ve Thampi, 2017; Barlas ve Stamatatos, 2020). Bu arada,
capraz konulardan veya ¢apraz tiirlerden gelen bilgiler modeli yanlis yonlendirebilir
(Barlas ve Stamatatos, 2020), bu da yazarlik dogrulamasmi zorlastirmaktadir
(Kestemont ve Ark., 2012).

100 kullanicidan olusan bir 6rneklem secilmistir ve her biri kendini teknoloji
alaninda yazar olarak tanitmaktadir ve Twitter'daki icerikleri sadece teknolojiye
odaklanmaktadir. Bu da arastrma sonucunu daha gicli kilmakta, makinenin
konularin farklilagmasma degil sadece yazarin tarzina odaklanmay1 saglayacaktir;

Ancak, giivenligi ihlal edilmis veya ele gecirilmis mesajin Siyaset veya edebiyat gibi
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farkli bir alandan geldigini tahmin etmek zor degildir. Ancak model, konudaki
degisimi tespit edebilecektir. Model dogrulugunu artirmak igin kullanicilarin ayni
etki alanindan secilmis olmasi, Usha ve Thampi'nin belirttigi gibi “Bunun nedeni,
yazarlar arasinda muazzam derecede degisen konularin, yaniltic1 bir sekilde dogru
siniflandrma modellerine ve glivenilmez egitim 6rneklerine yol agabilmesidir”
(Usha ve Thampi, 2017).

businessinsider.com’dan, hesap 6rnegini segmek i¢in twitter'da en ¢ok etkilenen yiiz
teknoloji uzmaninin referans olarak kullandig1 bir rapor mevcuttur (Borison, 2021).
Hesaplar kisisel hesap olup, bu da sadece hesap sahibinin hesap Uzerinden tweet
attigr  anlammna gelmektedir. Ancak ¢alismamiz 280 Kkarakterli tweetleri
kullandigindan 3200 tweet'in Eyliil 2017'den sonra tweet'lenmesi 6n kosulu vardir.
Yazarlarm tamami sik tweet atmadigindan, bu kosul tiim 6rnek hesaplar i¢in mevcut
olmayip, 5 kullanicinin ¢alisma kosulunu saglayan hesaplardan rastgele secildiginden

ne zaman daha fazla tweet atilmasi modelin egitiminde etkili olmustur.

Son dipnot olarak veriler, kullanicinin ekran adi lizerinden almabilir, ayrica kullanici
tarafindan degistirilebilir ve twitter buna izin verir; bu nedenle, verileri user_id
Uzerinden almak daha dogrudur, kullaniciya kimlik numarasii temsil eden ve
degistirilemez (Steinert-Threlkeld, 2018).

3.1.2. Nesnelerin Secilmesi

Twitter, tweet meta verilerini temsil eden tweet ile bircok nesnenin almabilmesini
saglar ve bu nesneler bir kok olabilir ve i¢inde {} i¢ine koyan bir¢ok alt dal olabilir,

asagidaki tim mevcut nesnelerde:
> Kullaniciyla Ilgili Nesneler (Developer.twitter.com: user objects, 2021)
"user" :{"id", "id_str" , "name" , "screen_name" , "location™ , "description™ ,

"url", "followers_count” , "friends_count" , "listed_count" , "verified" ,

"favourites_count” , “statuses count” , “created at" ,"utc_offset"
"time_zone" : "geo_enabled", "lang" :
"profile_background_image_url_https”,  “entities" :{"url" {"urls"
"expanded_url" , "display_url" , "indices" , "description” , "protected" ,

"contributors_enabled” , "is_translator” , "is_translation_enabled"
"profile_background_color" : "profile_background_image_url"
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"profile_background_tile" , "profile_image_url" , "profile_image_url_https" ,
"profile_banner_url" , "profile_link_color" , "profile_sidebar_border_color" ,
"profile_sidebar_fill_color", "profile_text_color",
"profile_use_background_image" , "has_extended_profile" , "default_profile"
, "default_profile_image" , "following” , "follow_request_sent"
"notifications" , "translator_type" }, "geo", “contributors" }
» Tweetle ilgili nesneler (Developer.twitter.com: tweet objects, 2021)

{"created at", "id", "id_str" , “text","source", "truncated"
"in_reply_to_status_id"
,"Iin_reply_to_status_id_str","in_reply_to_user_id","in_reply_to_user_id_str",
"in_reply_to_screen_name","coordinates":{"coordinates"”,"type"}, "place":{"i
d",url=,place_type=, name=, full_name=, country code=, country=,
attributes=, bounding_box :{type=, coordinates=}}, "quoted_status id",

"quoted_status_id_str" "is_quote_status", "quoted_status",
"retweeted_status”, "quote_count”, “reply count”, "retweet count"
"favorite_count” ,"entities™: {"hashtags" ' "symbols™ :

"user_mentions","urls","media","polls"}, "favorited","retweeted",

possibly_sensitive” , "filter_level",
"id_str"}.

TUm bu nesneleri arastirip almaya galistiktan sonra, onlar1 dort gruba ayirabiliriz:

lang”, "matching_rules" { “tag", "id",

» REST API araciligiyla alinan nesneler
Bu nesneler farkli python sbézdizimi tarafindan alinir, Ornegin “dil”,
“tweet.lang” sOzdizimi kullanilarak alinir, "hashtag'ler",
"tweet.entities['hashtags]" sOzdizimini kullanarak alinirken, “medya”,
“tweet.entities.get('media',[])” sdzdizimini kullanarak aliyor, ve kullanic1 adi
“tweet.user.name” so6zdizimi kullanilarak alintyor.

» STREAM API araciligiyla alinan nesneler
REST API yerine STREAM API aracilifiyla birka¢ nesne almnir, drnegin:
kaynak  tweet'in  kimligini temsil eden  "quoted status_id" ve
"quoted_status_id_str", alintilanan tweet olan “quoted status”, ve tweet
hakkinda iyi veya kotii bir Boole degeri alan " possibly_sensitive".

» Premium plan araciligiyla alinan nesneler

37



Tweet ile ilgili birka¢ nesne, yalnizca "quote count" ve "reply count" gibi
kurumsal ve premium planlar i¢in saglanmistir (Developer.twitter.com: user
objects, 2021).
» Devlet kisitlamas1 nedeniyle yasak nesneler

Genel Veri Koruma Yonetmeligi'nin (GDPR) kisitlamas: nedeniyle ve
kullanicr gizliligini korumak i¢in 23 Mayis 2018'de birkag nesneyi ¢agirmak,
“tweet.user.utc_offset” ve “tweet.user.time zone” gibi bos degerler aliyor.
Ayni kisitlama nedeniyle diger nesneleri cagirmak, ilgili ge¢mis olmadan
varsayilan degeri aliyor, bu tir “profile_background image url" ve

"profile_background_image_url_https" nesneleri (Piper, 2021).

3.1.3. Tarayiciy1 Gelistirmek

Algoritma 3.2 twit APl admmlarin1 gostermektedir. Girdi olarak erisim verileri ve

tarama kosullar1 bulunmaktadir. Cikti ise tweetlerdir.

Girdi: Access Tokens, Retriving Conditions
Cikti: Datasets

Adim 1 Gerekli kiitiphaneleri ice aktarma
Adim 2 Gerekli kimlik bilgilerinin atanmas1
/*
Verileri almak icin uygulamaya gerekli kimlik bilgilerini atayan API
anahtarlarindan bahsetme
*/

Adim 3 Fonksiyonu tanimlama

Adim 4  Twitter yetkilendirme
Adimb5 2018'in baglangicindan sonra verilerin alinmasi
/*
Daha 6nce de belirtildigi gibi twitter, tweet'te izin verilen harfleri 140
harften 280 harfe ¢ikarmaya basladi Eylil 2017'den sonra
*/

Adim 6 Istek gonderme
/*
Her istekte 200 tweet'in alinmasina izin verilir, bu nedenle her kullanic1
icin "Baslangi¢ Tarihi"nden sonra yazilan mevcut tiim tweet'leri almak
icin bir dongl gereklidir
new_tweets = api.user_timeline(user_id = user_id,count=200)
alltweets.extend(new_tweets)
oldest = alltweets[-1].id - 1
while (len(new_tweets) > 0) and (new_tweets[-1].created_at >
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startDate):

new_tweets = api.user_timeline(user_id =
user_id,count=200,max_id=oldest )

alltweets.extend(new_tweets)

oldest = alltweets[-1].id — 1

*/
Adim 7  Gerekli nesnelerin belirlenmesi
/*
Kullanict veya tweet ile ilgili gerekli nesneleri belirleme
*/

Adim 8 Alman verileri .csv dosyasina kaydetme

Adim 9 Her kullanict i¢in alinan tweetleri sayma

Adim 10 Metin dosyasindan user_id okuma
/*
Fonksiyon bu dosyadan ID'leri okuyacak ve her user_id icin veriler
toplanacak ve .csv dosyasina kaydedilecektir
=/

Adim 11 Zamanlanmis Gorevi fonksiyona ekleme
/*
API'yi kapatip 15 dakika sonra tetiklemek icin fonksiyona bir
zamanlanmig gorev eklendi; twitter ise baglantiyr kapatir veri smirma
erigildiyse ve 15 dakikada 180 istek yapilmasma izin verir, her istekte
200 tweet alinabilir.
*/

Algoritma 3-2. Veri tarayicisi i¢in Pseudo-code

Twitter veri kiimesi, farkli kullanicilardan aliman 16124 6rnegi icerir. Burada tweet
ile ilgili alinan nesneler sirasiyla yazarin "kimligini" ve mesaji1 temsil eden "kimlik"
ve "metin"dir. Yazarlik dogrulamasinin tek smnifli bir siniflandirma problemi oldugu
disiiniildiigiinde (Halvani ve Ark., 2016), 6rnekler bilinen yazara ait tweet kiimesi

icin 1 ve bilinmeyen yazara ait tweet kiimesi icin 0 ile etiketlenmistir.

3.2. Verileri 6n isleme

Verileri 6n isleme, verileri analize hazirlamak i¢in ¢ok Onemli bir siirectir. Benzer
calismalarda kullanilan 6n islemlerden bazilarindan bahsetmek gerekirse, 6rnegin;
Barbon ve ark. 6nemli yazarlik dogrulamada etkisinin olmadig1 i¢in metinden durma

kelimelerini ¢ikarmigtir (Barbon ve Ark., 2017).

Mikros ve Perifanos caligsmalarinda @replies, hashtag'leri ve ii¢ kelimeden kiigiik

tweetleri kaldirmis, ayrica her yirmi ¢ tweet'i tek bir korpusta birlestirmis, yirmi ¢
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tweet'i tek bir korpusta birlestirmenin yazar kimliginin dogrulugunu artirdigini

belirtmiglerdir (Mikros ve Perifanos, 2013).

McCollister, her tweet'i bir belge olarak degerlendirip ve neredeyse birbiriyle ayni
tweet'leri ile birlikte bilinmeyen kaynak kullanicilari, ayr1 kelimeleri, kisaltilmis
URL'leri, nadir ve yaygm kelimeleri kaldirmis ve tim harfleri kigik harfe
dontistiirmiistiir (McCollister, 2016).

Maitra ve Ark. tim harfleri kiicik harfe doniistiirmiis ve kelimeler i¢in kok ve POS
etiketi kelimelerini ¢ikarmak i¢in dosyay1 kelimelerine ayristirmistir (Maitra ve Ark.,

2016).

Zangerle ve Specht noktalama isaretlerini kaldirmus, tim harfleri kicuk harfe
doniistiirmiis ve Ingilizce olmayan kelimeleri kaldirmustir. Arastirmacilara gore
URL'lerin kaldirilmasi siniflandrma dogrulugunu artirdigi, ancak hashtag'lerin,
durma kelimelerini, kullanicilarin bahsettigi veya kelimelerin kdkiiniin ¢ikarilmasi

dogrulugu artrmamaktadir (Zangerle ve Specht, 2014).

Brocardo ve Ark. e-posta veri kiimesi tizerindeki deneyleri araciligiyla asagidaki 6n

isleme adimlarini gergeklestirmislerdir (Brocardo ve Ark., 2017):

» E-posta adresini “@” karakterleriyle degistirmek
HTTP adresini “http” kelimesiyle degistirmek
Para biriminin "XX$" ile degistirilmesi

Yuzdeyi “%XX” ile degistirme

Farkli sayilarin “0” ile degistirilmesi

Tum harfleri kuclk harfe dontistiirdii

Bosluklar1 ve noktalama isaretlerini silin

YV V. V V V V V

Tim kullanic1 mesajlarini tek bir korpusta toplaymn

Rao ve Ark. metni UTF-8 kodlamasina doniistiiriip, durma kelimelerini, virgiilleri,

tam durak sayilarin1 ve 0zel karakterleri metinden temizlemistir (Rao ve Ark., 2017).

Usha ve Thampi kisa tweetleri birlestirip, bir¢ok yazarm ilgili konudaki tweetlerini
tutarken ve alint1 yapilan tweet'leri, retweet'leri ve baglantilar1 ¢ikarmistir (Usha ve

Thampi, 2017).

Rocha ve Ark. ingilizce olmayan ve kisa (dort kelimeden az) mesajlari

cikarmiglardir. Arastirmacilara gore bu tir kisa mesajlarin yazar stilini temsil
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etmedigi ve smiflandirma siirecinde giiriiltii yaptigini belirtmektedirler. Ayrica yazar
tarafindan yazilmadigi i¢in retweetleri temizlemisler ve tarihler, sayilar, URL'ler ve
saatler gibi seyrek ozellikler ile birlikte harf olmayan tim karakterleri bir sembolle
degistirmislerdir (Rocha ve Ark., 2016). Toplanan veriler, yazarin stilini tam olarak
ifade etmek ve glrlltiyl takip etmek igin simple-regex kullanilarak 6n isleme
tutulmustur. Rocha ve Ark. (Rocha ve Ark., 2016), yazarlik dogrulamasindaki veri
kiimesi dikkatli bir sekilde 6n islemden gecirilmesi gerektigini belirtmektedir. Ayni
zamanda, veriyi kaldirmak veya yeniden sekillendirmek, yazarin kendine 0zgi

oOzelliklerini etkileyebildigini vargulamaktadirlar.

Sonug olarak verileri hazirlamak ic¢in birkag farkli adimi takip edebiliriz ancak,
bunlarin tamami mevcut c¢alisma i¢in uygun olmayabilir, yani bazi temizlenmis
kelimeler veya karakterler, yazarlik dogrulamasinda Onemli Ozellikleri temsil
edebilir. Bu nedenle, birka¢ yazardan 3000 tweet 6rnegi manuel olarak incelenmis ve

bu asagidaki 6n isleme adimlarini 6nermistir:

> Retweetler, yazarin stilini yansitmadigi igin silinmistir.

> Noktalama isaretleri “!” ile degistirilir.

» Emojiler “?” ile degistirilir.

> "#" isaretinden sonra bir kelime ile temsil edilen tim hashtag'ler "hash™ ile
degistirilir.

Yuzde isaretleri "%", "/p" ile degistirilir.

Y VvV

Ay adlar1 "m" ile degistirilir.

» Veri kiimesine tokenizasyon uygulandi.

3.3. Ozellik Cikarma

Makine 6grenimi algoritmalari, farkli boyutlarda diziler igeren metin verilerinden
degil, O©nceden belirlenmis boyuttaki sayisal vektorlerden o6grenmek igin
tasarlanmigtir. Bu nedenle, devam etmeden Once metin verileri sayisal vektorlere
cevrilmelidir. Burada, asagidaki sayisal 6zellikler ¢ikarilmistir.

3.3.1. Sozluksel Ozellik

Asagidaki s6zcuksel 6zellikler kullanilmistir:

» Tweet basma ortalama kelime sayisi.
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» Tweet uzunlugu varyasyonu.

» Tweetlerin ne kadar zengin kelime dagarcigi igerdigini gosteren sozcik
cesitliligi, baska bir deyisle kullanicinin ayni kelime dagarcigini ayni veya
farkli bir anlami ifade etmek i¢in kullanmasi; 6rnegin metin boyunca her
seferinde “referans” kelimesi farkli anlamda kullanmasi1 veya "source",
"resource”, "source material”, "weld".

» N-gram: 2-gram veya bigram karakterlerinin kullanilmasi, 6rnegin “love”
kelimesinde 2-gram karakteri: “lo, ov, ve”.

» Word-gram: 2-gram kelimelerinin kullanilmasi, 6rnegin “oglan siitii sever”

cumlesinde 2-gram veya bi-gram kelimesi “oglan sitd, situ sever”dir.

3.3.2. Sozdizimsel Ozellik
Asagidaki s6zdizimsel 6zellikler kullanilmistir:

» Tweet basma Unlem isareti.

» Tweet basina soru isaretleri.

» Tweet basma ““’ ” noktalama isaretleri.
>

Durma kelimeleri.

3.3.3. Anlamsal Ozellik

Anlamsal 6zellikler, bir kelimenin veya climlenin dilsel baglamdaki anlammi ve
diger dilsel birimlerle olan iliskilerini anlamaya g¢alismak icin kullaniir (Maria,
2016). Calismada ¢ikarilan asagidaki anlamsal bilesenler kelimeyi gomme, BoW, ve

term frequency-inverse document frequency (tf-idf).

Kelime gomme, Kelime gommede metni sayisal vektorlerde temsil ederken, ayni
anlama sahip kelimeler tam temsile sahiptir. Kelimeler vektorlestirilip, birlestirilerek
gémme kelimesi olusturulur. Vektor uzunlugu, kelimeyi tanimlayan 6zellik numarasi
kullanilarak hesaplanir (6rnegin, 200 6zellik oldugunu varsayalim, sonra vektor
uzunlugunun 200 oldugunu varsayalim), bu durumda 6zellik sayisi, toplam kelime
sayisindan kiigiiktiir, her bir 6zellik degeri [-1, 1] arasmdadir ve deger 1'e yakin

oldugunda kelimeyi temsil eder.

Asagidaki 6rnek, gomme kelimesini agiklamaktadir:
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3 kelime (erkek, kiz, portakal) ve 3 Ozellik (cinsiyet, uzun, meyve) oldugunu
varsayarsak, bunlar her kelime vektorini ifade eden asagidaki tabloyu verir:

Cizelge 3-1. Gomme kelimesinin drnegi

Cinsiyet Uzun Meyve
Erkek -1 0.2 0
Kiz 1 0.3 0
Portakal 0 0 0.95

Cinsiyetin sadece erkek, kadm ile ilgili oldugu ve portakalla ilgili olmadigi, bunun
icin portakalin cinsiyet degerinin O olduguna dikkate ediniz, ayrica, erkek igin deger
-1, kadm icin ise 1'dir, burada iki kelime oldukca zittir. Modelin algoritmasi
Word2vec olarak adlandirilan 2013 yilinda Mikolov tarafindan gelistirilen dnceden

egitilmis bir kelime gomme islemidir (Mikolov ve Ark., 2013a).

Mikolov ve ark. (Mikolov ve Ark., 2013Db), veri kiimelerinden kelimelerin vektorini
temsil etmek i¢in kullanilan iki iligkili model Onermistir. Birincisi, siirekli kelime
torbas1t modelidir ve geleneksel kelime torbasi'ndan farkli olarak, kelimeyi baglama
gore tahmin eder. Ikincisi, cevreleyen kelimeleri tahmin etmek icin giris kelimesini

kullanan surekli "Skip-gram"dir (Sekil 3-3).
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INPUT PROJECTION OUTPUT

w(t-2)
w(t-1)
\sum
— > w(t)
- /
w(t+2)

cBOwW

INPUT PROJECTION OUTPUT

w(t-2)
w(t-1)
w(t) E—
w(t+1)
w(t+2)
Skip-gram

Sekil 3-3. CBOW ve Skip-gram modelleri mimarisi (Mikolov ve Ark., 2013b)

Kelime Torbasi: BoW, bir metnin, dilbilgisi kurallarma ve kelimelerin metin igindeki

sirasina bakilmaksizin ¢ok sayida kelime kiimesinde temsil edilmesidir. BoW, ¢oklu

kiimede sadece kelimenin frekansina odaklanir (Sivic ve Zisserman, 2008).

Asagidaki 6rnek, modeli agiklar:
Clmle 1: I like programming

Clmle 2: programming is interesting

Cizelge 3-2. BoW 6rnegi

Kelime

Like

Programming

interesting

Belge Frekanst

1

2

1

Ik kayit, iki ciimleli dokiimandaki tiim benzersiz kelimeleri icerirken, ikinci satir,

dokimandaki her kelimenin siklik sayismi temsil eden Dokiiman Frekansi icerir.
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Term frequency-inverse document frequency: tf-idf bir metnin, tim belgelerdeki
goruntmune kiyasla bir belgenin iginde ne siklikta gorindigiini hesaplayarak,
kelimenin 6nemini belge araciligiyla yansitan istatistiksel bir temsilidir (Ramos,
2003).

(tf-idf) modeli igin kisa terim iki bolimden birlestirilmistir:

Terim frekansi (tf): kelimenin bir belge i¢inde ne siklikla gectigi ile ilgilidir.

Ters belge frekansi (idf): belgelerin icinde sik¢a gegen sozciigiin hangi sinifa
indirilmesidir.

Yukaridaki 6rnek icgin, iki cimlede tf asagidaki gibi olacaktir:

Cizelge 3-3. tf 6rnegi

Kelime | Like Programming Is interesting

Cumle 1

1

1

0

Cumle 2

0

1

1

Ve idf asagidaki gibi olacak:

Cizelge 3-4. idf 6rnegi

Kelime

Like

Programming

interesting

Clmle 1

1

Yo

0

Climle 2

0

Yo

1

3.4. Onislemci Makine Ogrenimi Algoritmasim Secme

Farkli dilsel 6zelliklerin ayiklanmasi, her 6zelligin meta-6grenme asamasi olarak
adlandirilan  tweet'in  yazarligini dogrulama yetenegini  6lgmenin  dnemini
artirmaktadir. Hospedales ve arkadaslarina gore, meta-6grenme, bircok asamada
makine 6grenimi modeline deneyim (Hospedales ve Ark., 2020) transferi yapar.
Bununla birlikte, son on yilda, bilgi islem guctindeki ve mevcut veri setlerindeki
gelismeler, makine o6grenimi algoritmalarinin ¢esitliliginde bir artis saglamistir.
Ayrica, meta-6grenme, algoritma se¢imini ve parametrelerinin ayarlanmasmi daha az
karmasik hale getirdi (Lemke ve Ark., 2015). Ote yandan, Lemke ve arkadaslarina

gore SVM, k-en yakin komsu gibi geleneksel ML algoritmalari, meta-6grenme
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algoritmas1 se¢iminde oldukca basarilidir (Lemke ve Ark., 2015). Schonfeld ve ark
(Schoenfeld ve Ark., 2018), pratik makine dgrenimi ¢éziimlerinin, tek bir algoritma
yerine makine dgrenimi operatdrlerinin ardisik diizenlerine sahip olmasi gerektigini
savunurken, ihtiya¢ sadece bir siniflandirma algoritmast se¢cmek degil, bununla

birlikte bir 6nislemci algoritmasi igeren islem hatt1 olusturmaktir.

Ozellik boyutunu azaltmak ve dolayisiyla smiflandirict dogrulugunu artirmak igin,
cikarilan veri kimesi SVM, lojistik regresyon, random forest ve XGBoost

algoritmalar1 gibi birgok meta-6grenme algoritmasi kullanilarak degerlendirilmistir.

Ote yandan, dnislemcilerin performansmi dlgmek icin dogruluk, duyarlilik, kesinlik
ve Fl-skoru gibi farkli metrikler kullanilmistir, asagida tanimlanmistir (Gadekallu
ve Ark., 2020) (Kaur ve Ark., 2018):

Cizelge 3-5. Performans 6lgim parametreleri

Test edilen yazar tarafindan yazilan tweetler

Diger yazarlar tarafindan yazilan tweetler

TP Tweet, test edilen yazara aittir ve sistem bunu dogru tahmin etmistir.

FP Tweet, test edilen yazara ait degil ve sistem onlar1 kendisine ait olarak tahmin etti

FN Tweet, test edilen yazara aittir ve sistem onlar1 yanlig tahmin etmistir.

TN Tweet, test edilen yazara ait degil ve sistem onlar1 dogru tahmin etti

» Dogruluk: asagidaki gibi tanimlanabilir
Dogruluk = dogru tanman tweetler/toplam tweet sayis1 Denklem 3-1

» Duyarlilik: "Dogru Pozitif"+"Yanlis Negatif* olaylarmn toplami (izerindeki

"Dogru Olumlu" olaylarm yiizdesi
Duyarlik= TP/ (TP+FN) Denklem 3-2

» Kesinlik Skoru: "Dogru Pozitif"+"Yanlig Pozitif" olusumlarin toplami

uzerindeki "Dogru Pozitif" olusumlarin yiizdesi
Kesinlik = TP/ (TP+FP) Denklem 3-3
» F1-skoru : " Kesinlik" ve " Duyarlik" 6lgtlerine baglh bir dl¢tddr

Fl-skoru =2 * ((Kesinlik * Duyarlik) / (Kesinlik + Duyarlik)) Denklem 3-4
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Ozellik se¢im algoritmasi olarak kullanilacak en iyi performans gdsteren dnislemciyi
se¢cmek i¢in, birkag ML algoritmasi ile baz1 deneyler yapildi ve ¢aligma zamani dahil

performanslari 6l¢iilmiistiir. Cizelge 3-6 sonuglar1 gostermektedir.

Cizelge 3-6. Baz1 makine 6grenimi algoritmalarmin performansi

Caligma stiresi Dogruluk Duyarlilik Kesinlik F1-skoru
Lojistik regresyon 1.06 Min 0.9029 0.962 0.90 0.939
SVM 0.99 Min 0.9029 0.947 0.90 0.938
Random forest 0.63 Min 0.7903 0.965 0.760 0.877
XGBoost(“Maks Derinlik”=7) | 21.71 Min 0.8932 0.9599 0.8896 0.933
XGBoost(“Maks Derinlik”=9) | 27.23 Min 0.9049 0.967 0.902 0.94

XGBoost algoritma agiklamasma gore, booster tiirii gibi daha iyi sonuglar verecek
sekilde birgcok parametre ayarlanabilir. Booster parametreleri, 6grenme Ssireci
parametreleriyle ilgilidir ve asir1 uyum parametrelerinden kagmilir. Ayrica, agag
derinligine maksimum degeri temsil etmek i¢in maksimum derinlik gibi agacla ilgili
parametreler vardir ve agacin igindeki al dal agirligi igin minimum degeri temsil
eden Min dal Agirhigi, egitim siirecine giren drneklerin yiizdesini temsil eden alt
ornek, agaci olusturmak i¢in kullanilan siitunlarm oranini temsil eden agaca gore

ornek olarak ifade edilebilir.

Parametreler hakkinda daha fazla bilgi i¢cin bakiniz (Castro ve Lindauer, 2012) .
"Maks Derinlik" = 9, bir¢cok turdan sonra en yiiksek dogrulugu veren bu parametre
icin optimize edilmis degerdi. Cizelge 3-6. Bazi makine 6grenimi algoritmalarmin
performansi, parametreleri ayarlandiktan sonra XGBoost performansindaki

degisikligi yansitir.

3.5. Ozellik Segimi

Kotsiantis ve ark. arastirmalarinda, yararli 6zellik alt kiimelerini kesfetmek icin bir
Onislemci olarak bir birincil 6grenme algoritmasi kullanmasmm miimkiin oldugunu
belirtmislerdir (Kotsiantis ve Ark., 2006). Cizelge 3-7. Cikarilan metinsel 6zelliklerin
performansi arasindaki karsilastirma, XGBoost algoritmasmi kullanarak bir tweet'in

yetkisini tanimada ¢ikarilan her bir 6zelligin katkisini1 yansitmaktadir.
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Cizelge 3-7. Cikarilan metinsel 6zelliklerin performansi arasindaki karsilagtirma

Caligma stiresi Dogruluk Duyarlilik Kesinlik F1-skoru
BOW 10.32 Min 0.7867 0.91359 0.7789 0.8556
tf-idf 10.51 Min 0.7844 0.9168 0.7766 0.8548
kelime 2-gram 20.96 Min 0.7257 0.9347 0.7070 0.8251
karakter 2-gram 18.61 Min 0.87363 0.9380 0.8718 0.9112
Durma kelimelerini 73.64 Min 0.7867 0.9135 0.7789 0.8556
Sozliksel 27.88 Min 0.7748 0.8997 0.7520 0.8609
Sozdizimsel 28.82 Min 0.7748 0.8997 0.7520 0.8609
Anlamsal 0.66 Min 0.7848 0.9006 0.7653 0.8674

Ozellik segiminde kullanilan birgok algoritma vardir, 6rnegin: 2 (Chi-Squared)
yontemi (Benevenuto ve Ark., 2010), bilgi kazanimi (IG) (Criado ve Ark., 2016),
Grey Iliskisel Analiz “GRA” teorisi, ok amagcli optimizasyon yontemi (Ma ve Ark.,
2018), ve Cok Kriterli Karar Verme “MCDM” yaklasimlarindan biri olan TOPSIS
(Singh ve Ark., 2014; Kaur ve Ark., 2018). Asagidaki bolim, bircok MCDM
yaklasimmin sonuglarmi ¢genlemenin, 6zelliklerin bireysel analizini optimize

ettigini iddia etmektedir.

MCDM, bircok alternatifi swralamak icin birden fazla kriter kullanan karar
problemleriyle agikg¢a ilgilenen bir operasyonel arastrma alt disiplinidir (Jahan ve
Ark., 2016), birbirini takip eden asamalar olarak: alternatifleri tanimlama, kriterleri
tamimlama, Kkriterlerin agirliklarini tamimlama, alternatifleri degerlendirmek igin
yontemi secme ve problem ifadesine karsi ¢ozimleri dogrulama (futlop, 2005).

Asagida bu asamalarin acgiklamasi yer almaktadir.

3.5.1. Alternatifleri Tanimlama

Alternatifler, ¢caligma probleminde 6nemlerine gore siralanacak metinsel 6zellikler
arasinda BOW, tf-idf , kelime 2-gram, karakter 2-gram, durma kelimelerini,
sozliksel, sozdizimsel ve anlamsal bulunmaktadir.

3.5.2. Kriterleri Tamimlama

Kriterler, bunlara gore alternatifin siralanacagi 6lciilerdir: ¢alisma stiresi, dogruluk,

duyarlilik, kesinlik, F1-skor.
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3.5.3. Kiriterlerin Agirhklarim Tanimlama

Her bir kriter, asagidaki tabloda gosterildigi gibi Saaty 6l¢eginden (Saaty, 2008) elde

edilen agirliklar olan ikili karsilastirma matrisini olusturmak i¢in karar vermedeki

etkisinden dolay1 bir agirlik belirler.

Cizelge 3-8. Saaty 6lgegi

Anlami

Olgek

Esit derecede 6nemli

biraz 6nemli

orta derecede 6nemli

Orta seviyenin tizerinde

Kesinlikle 6nemli

Gugcluntn dstiinde

Cok gclu

Cok 6nemli

Son derece énemli

©| 0| N| o g | W N|

Kaur ve Ark. tarafindan yapilan deneylerde (Kaur ve Ark., 2018), daha fazla

giivenilirligi yansitmak i¢in ¢alisma zamani kriteri eklenmistir. Bu da Cizelge 3-9 'da

gosterilen 6nem kriterleri tablosunun olusturulmasma ¢ok onemli agirlikla katkida

bulunmustur.
Cizelge 3-9. Her bir kriterin diger kriterlere gore énemi
F1-skoru Kesinlik Duyarlilik Dogruluk Caligma suresi

F1-skoru 1 2 3 4 5

Kesinlik Y2 1 2 3 4
Duyarlilik 1/3 172 1 2 4
Dogruluk 1/4 1/3 172 1 5

Calisma stresi 1/5 1/4 1/4 1/5 1

Kriter énem matrisinin normallestirilmesi, Cizelge 3-10 ‘teki sonu¢ matrisini

meydana getirmistir.

Cizelge 3-10. Normallestirilmis Matris

F1-skoru Kesinlik Duyarlilik Dogruluk Caligma suresi
F1-skoru 0.43796 0.489795918 0.44444444 0.39215686 0.26316
Kesinlik 0.21898 0.244897959 0.2962963 0.29411765 0.21053
Duyarlilik 0.14599 0.12244898 0.14814815 0.19607843 0.21053
Dogruluk 0.10949 0.081632653 0.07407407 0.09803922 0.26316
Caligma sUresi 0.08759 0.06122449 0.03703704 0.01960784 0.05263
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Ayni satirdaki diger kriterlere gore normallestirilmis kriter onem ortalamasi1 Cizelge

3-11'daki agirlik matrisini vermektedir.

Cizelge 3-11. Agirlik matrisi

F1-skoru 0.405502
Kesinlik 0.252963
Duyarlilik 0.164637
Dogruluk 0.125279
Caligma suresi 0.051618

3.5.4. Alternatifleri Degerlendirmek icin Yéntemi Segme

Bu alt boliim, metinsel 6zellikleri siralamak i¢cin Analitik Ag Siireci (ANP), VIKOR

ve ELECTRE yontemlerinin bazi deneylerini igerir.

Analitik Ag Siireci (ANP) 1996 yilinda Thomas L. Saaty tarafindan gelistirilmis ve
birgok arastirmadan yararlanilmistir. ANP yonteminin temel amaci, smirli sayida
karar kriteri agisindan sinirli sayida alternatifin siralamasini elde etmektir. Ikili
karsilastirmalar1 kullanarak kriterler ve alternatifler arasinda tercihler olusturmanin
temelidir. Bir karar verici i¢in en uygun alternatif her zaman en st sirada yer alan

alternatiftir (Saaty, 2005). ANP'nin adim adim uygulamasi asagidadir (Saaty, 2001).

Girdi: Karar verme matrisi
Ciktr: Alternatifler Siralamasi

Adim 1 Karar verme problemini belirleme
Adim 2  Kriterlerin birbirleriyle olan iliskilerinin belirlenmesi

Adim 3 Kriterler arasinda ikili karsilastirmalar yapmak

Adim4  Agirliksiz super matris olusturma
*
/Kriterler arasi degerlendirmeler sonucunda elde edilen degerler
*
Adim 5 Aglrhkh sliper matrisin olusturulmasi
*
,{&glrhksm stiper matrisin degerleri, igindeki ilgili kiimelerin agirlikls
g/egerleri ile ¢arpilarak olusturulur
Adim 6 En iyi alternatifin belirlenmesi ve secgilmesi
*
/,?Iternatifler, ideal degere yakinliklarindan dolayi siralanmustir.
*

Algoritma 3-3. ANP igin sozde kod
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Cizelge 3-12. ANP ybntemine dayali metinsel 6zellikler siralamasini1 gostermektedir.

Alternatifler Siralama
BOW 2
tf-idf 3
kelime 2-gram 5
karakter 2-gram 4
Durma kelimelerini 8
Sozliksel 6
Sozdizimsel 7
Anlamsal 1

ViseKriterijumsa Optimizacija 1 Kompromisno Resenje (VIKOR) 1998 yilinda
Serafim Opricovic tarafindan ¢ok karmasik karar problemlerini ¢ozmek igin
onerilmistir, bircok deney yoluyla basarili bir uygulama elde edilmistir. VIKOR'un

adim uygulamasi asagidadir (Brestovac ve Grgurina, 2013).

Girdi: Karar verme matrisi
Ciktr: Alternatifler Siralamasi

Adim 1 Her bir kriter icin “Cikarilan metinsel 6zelliklerin performansi
karsilagtirma karsilastirmasi” tablosundaki maksimum ve min degerlerini
secme

fi* — maxf” ﬁ— — mlnf” Denklem 3-5
L L

Adim 2  Sjve R;, formiller kullanilarak her alternatif i¢in hesaplanir.

S;j=2r1 Wi _g%‘%]:i;_R] = m?x [w; - ({i:fiii)]
where j =1, ...,m Denklem 3-6

andi=1,..,n

w;: Olgutlerin goreli agirligini ifade edin
Adim 3  Her alternatif igin Q; degerleri su sekilde hesaplanmustir:

Q =v (51'_—_5*) +(1-v) (11:1;—_1;*) Denklem 3-7

R~ =maxR; R*=minR; S~ =maxS; S* = minS; Denklem 3-8
j J j J
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wherej =1,..,mandi=1,..,n
v = 0.5 kullanilir

Adim4  Qjdegerleri listelenir. Alternatifler, Q;jideal degerine yakin olmalari
nedeniyle siralanmustir.

Algoritma 3-4. VIKOR igin sozde kod

Cizelge 3-13, VIKOR yontemine yonelik metinsel anlatilar1 icermektedir.

Cizelge 3-13. VIKOR yodntemi igin siralama tablosu

Alternatifler Siralama
BOW 2
tf-idf 3
kelime 2-gram 4
karakter 2-gram 7
Durma kelimelerini 8
Sozluksel 5
Sozdizimsel 6
Anlamsal 1

ELECTRE yontemi, Cizelge 3-9'ten en guclu 6zellikleri segmek icin kullanilir.
ELECTRE, cok kriterli karar problemlerinde bir¢ok alternatifi siralamak i¢in MCDM
yaklasmmidir (Jahan ve Ark., 2016). ELECTRE yontemi, ger¢egi yansitan eleme ve
secim anlamina gelir (Mesran ve Ark., 2017). Karmasik karar verme problemlerini
bircok alternatif ve az kriterle ¢c6zmek igin bir felsefe olarak gelistirilmistir (Yanie ve
Ark., 2018). Uygun kriterlere gore alternatifler arasinda ikili Ustinlik
karsilastirmalarima dayanrr (Botti ve Peypoch, 2013). ELECTRE'nin adim
uygulamasi asagidaki sekilde gosterilmistir (Yiicel ve Gorener, 2016):

Girdi: Karar verme matrisi
Ciktr: Alternatifler siralamasi

Adim 1l Agirlikli normallestirilmis karar matrisinin hesaplanmasi
/*

where wj >0, X2 jwj =1 Denklem 3-9

Cizelge 3-10'te elde edilen normalize karar matrisinin kriter agirliklar: ile
carpilmasiyla hesaplanan agirlikli normalize karar matrisi
*/
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Adim 2

Adim 3

Adim 4

Adim 5

Adim 6

Uyumsuzluk ve uyum kimesini belirleyin

/-k

Agirlikli normallestirilmis karar matrisindeki her ¢iftin 6geleri karsilastirilir
ve uyum kiimesi, asagidaki iliski ile belirlenen her alternatif ¢iftinin en iyi
veya esit 0gelerini icerecektir:

C(p; ) = {0, vpi= vqi} Denklem 3-10

Uyumsuzluk kiimesi, asagidaki iliski ile belirlenen her alternatif ¢iftinin en
kotl 6gelerini igerecektir:

D(p; q) = {J, vpj < va;} Denklem 3-11
*/
Uyum ve uyumsuzluk matrisinin hesaplanmasi
/*

Uyum matrisi, uyum kiimesinin eleman agirliklar1 toplanarak hesaplanir

Cpg = X wj * Denklem 3-12

Uyumsuzluk matrisi, uyumsuzluk kiimesi 6gelerinin toplam farkinin, 6lglt
0gelerinin toplam farkma boliinmesiyle hesaplanir

Dpq = X0 | vpjo — vqjO| / X;|vpj — vqj|  Denklem 3-13

*/

Avantajlari hesaplanmasi

/*

Uyumsuzluk ve uyum ortalamalar1 hesaplanir.Uyum indeks matrisini elde
eden uyum ortalamasindan buyidk veya esit olan uyum matrisindeki
degerler i¢cin evet denmesi, uyumsuzluk matrisindeki degerler i¢in uyum
ortalamasindan kiiciik veya esit degerler i¢cin 'hayir' derken uyumsuzluk
indeksi matrisini elde edin

*/

Net Ustun ve diisiik degerlerin hesaplanmasi

/*

Alternatifler net Gstun ve alt degerlerine gore siralanir. Bunlar1 hesaplamak
icin agsagidaki formiiller kullanilir

Cp = Yy Cpk — X1 Ckp Denklem 3-14
k#p k#p
Dp =Y, Dpk — Y-, Dkp Denklem 3-15
k#p k#p

*/
ELECTRE yonteminde metinsel 6zelliklerin Gstiin siralamasini1 gosterir
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Algoritma 3-5. ELECTRE i¢in s6zde kod

Cizelge 3-14, ELECTRE yontemine dayali metinsel ozellikler siralamasini

gostermektedir.

Cizelge 3-14. ELECTRE yontemi i¢in siralama tablosu

Alternatifler Siralama
BOW 5
tf-idf 4
kelime 2-gram 2
karakter 2-gram 7
Durma kelimelerini 8
Sozluksel

Sozdizimsel 6
Anlamsal 1

3.5.5. Problem ifadesine Karsi Coziimleri Dogrulama

Ucgenleme ANP, VIKOR ve ELECTRE siralama sonuglari, (izerinde c¢alisilan
metinsel 6zelliklerden bu 6zelligin vazgecilebilir kararmi destekleyen durma
kelimelerini en kotii idealligi lizerinde anlasmay1 gostermektedir; ayrica, digerleri
tweet'in yazarligimi dogrulamak icin onceliklerine gore yakin siralama bazinda elde
ederken anlamsal 6zellik en ideal olaniydi, 6zelliklere agirliklarina gére agirlik

atama.

3.6. Ozelliklere Agirhklarina Gore Agirhk Atama

Ozellik se¢imi, tahminde kullanilan 6znitelikleri belirlerken, 6zellik agirliklandirma,
secilen Ozelliklere Onceliklerine gore farkli agirliklar atayarak — dnemini
gostermektedir (Hall, 1999). Kullanilan 6zellik agirliklandirmasi (Alazab ve Ark.,
2014; Savyan ve Bhanu, 2020).

Ozellik agirliklandirmanin yararli oldugu bazi durumlar olsa da arastirmacilar
arasinda hala tartigma konusu oldugununun bilinmesi 6nemlidir (Hall, 1999).
Ornegin Alazab, dzelliklere giktiya katkilarina gore agirlik verilmesine dayanan bir
yaklasim gelistirmistir (Alazab ve Ark., 2013). Bu c¢alismada, sira toplam agirlik
yontemi (Roszkowska, 2013) formiilii kullanilarak her bir 6zellige siralarina gore bir

agirhk atanmistir:
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Wj(RS) =n-rj+1/ Yy ;n—rk +1 =2(n+1-rj) /n(n+1)  Denklem 3-16
rj 6zellik siralamasi oldugunda, n 6zellik sayisi, j=1;2; ¢+ ;n.

Ve “Sira Us agirhigr” yontemi (Roszkowska, 2013):

Wj(RS) = (n-1.+1)°/ 5~ " (n—rk +1)P Denklem 3-17
) k=1

rj 6zellik siralamasi, n 6zellik sayisi, P en 6nemli kriter agirligi belirtmektedir.
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4. SONUC VE ONERILER

4.1. Deneyler ve Tartisma

Veri kiimesini olusturmak igin 6ncelikle yirmi farkli Twitter kullanicisina ait 16124
tweet taranmus, ardindan her bir tweet temizleme islemine tabi tutulmustur. Daha
sonra, temizleme islemini sonucu elde edilen veri kiimesindeki tweet'lerin 6zellikleri
ilgili temizlenmis tweet'lerden ¢ikarilmistir. Bu iglemler Python 3 programlama dili
ortaminda gergeklestirildi. Tum deneyler 16 GB RAM' sahip bir bilgisayar
kullanilarak yiriitilmistir. K-katlama, her bir kat yinelemesinde egitim ve test

kiimelerini indekslemek icin bir capraz dogrulama tiirii olarak kullanilmistir.

ANP, VIKOR ve ELECTRE siralama sonuglarmin tiggenlenmesinden ve calisilan
metinsel Gzelliklerden kelimeleri durdur 6zelliginin ¢ikarilmasindan sonra; "Sira
Toplam1 Agirlik" yontemi kullanilarak her bir 6zellige siralarma gore bir agirlik

atanmistir.

Oznitelikler icin agihkli srralanmis degerler, smiflandiricilart  egitmek icin
birlestirilmistir. Cizelge 4-1, tweet'lerin yazarlik dogrulamasmna iliskin tahminleri

gostermektedir.

Cizelge 4-1. Her bir algoritma i¢in durma kelimelerini 6zelligi olmadan ve her bir
algoritma i¢in stop kelimeleri 6zelligi olmadan ve “Sira Toplam1 Agirlik” yontemi

kullanilarak agirliklandirma sonrasi tahmin olcileri.

Caligma suresi Dogruluk Duyarlilik Kesinlik F1-skoru
Lojistik regresyon 0.41 Min 0.909 0.967 0.907 0.943
SVM 0.42 Min 0.897 0.94 0.896 0.934
Random forest 0.63 Min 0.796 0.977 0.777 0.881
XGBoost 29.22 Min 0.887 0.955 0.883 0.929

Cizelge 4-2, lojistik regresyon, SVM, Random Forest ve XGBoost algoritmalarinin,
calisma siiresi, dogruluk, duyarlilik, kesinlik ve F1-skoru 6l¢iimlerine dayali olarak
tweet'lerin  yazarhigint dogrulama konusundaki performansmi gdstermektedir.
MCDM yaklagimlari ve “Sira Us Agirhigr” yontemi kullanilarak dzellikleri segimi ve
agirliklandirmadan sonra siniflandiricilarin karsilagtirmali analizi, lojistik regresyon

algoritmasmin performansmimn diger ML smiflandiricilarindan daha iyi performans
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gosterdigi  gercegini vurgulamaktadir. Bu nedenle, modelimizde smiflandirma
adiminda lojistik regresyon kullanilmasi, tweet'in yazarhigini dogrulamasinda daha

etkin giivenilir bir yaklagimdir.

Cizelge 4-2. Her bir algoritma icin stop kelimeleri 6zelligi olmadan ve “Sira Us

agirhigr” yontemi kullanilarak agirliklandirma sonrasi tahmin olculeri.

Caligma stiresi Dogruluk Duyarlilik Kesinlik F1-skoru
Lojistik regresyon 0.43 Min 0.913 0.97 0.913 0.945
SVM 0.38 Min 0.895 0.94 0.895 0.933
Random forest 0.57Min 0.79 0.97 0.794 0.88
XGBoost 3.39 Min 0.898 0.97 0.897 0.936

Arastirmada deneyler icin dort farkli simiflandiric1 kullanilirken, lojistik regresyon
smiflandirict digerlerinden daha iyi performans gostermistir. Sekil 4-1, Onerilen
model aracihigiyla “Sira Us Agirhgr” ve “Sira Toplam Agirhgr” yontemlerinin
uygulanmasimndan Once ve sonra bu smiflandiricilar arasindaki Tweet yazarlik
dogrulamasmm dogrulugunu karsilastirmaktadir. Onerilen model yalnizca dogrulugu
%90.29'dan  %91.3'e  ¢ikarmakla kalmamakta, aym1 zamanda yazarhigin

dogrulanmasinda yanlis oran1 da azaltmaktadir.
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Lojistik regresyon SVM Random forest XGBoost(“max
depth”=9)

m Modeli uygulamadan dogruluk
m Modelin “Sira Toplam Agirhigr” yontemiyle uygulanmasindan sonraki dogruluk

® Modelin “Sira Us Agirligr” yontemiyle uygulanmasindan sonraki dogruluk

Sekil 4-1. Onerilen modeli uygulamadan &nce ve sonra smiflandiricilarm

karsilastirilmasi

Sekil 5, onerilen modeli uygulamadan 6nce lojistik regresyon smiflandiricisinin
performans degerlendirmesini, “Sira Toplam agirlig1” yontemi kullanilarak 6zellik
secimi ve agirliklandirma sonrasinda ve “Swra Us agirhgr” yontemi kullanilarak

oOzellik se¢imi ve agirhiklandirma sonrasinda gostermektedir.

Ozellik secimi ve agirliklandirmay: iceren onerilen modelin “Swra Us Agirhig”
yontemi kullanilarak uygulanmasinm, model uygulanmadan lojistik regresyona gore
ve “Sira Toplami Agirlig1” yontemi kullanilarak 6zellik se¢cimi ve agirliklandirmasi
yapilan modelden daha iyi performans sagladigi sekilden anlasilmaktadir.
Digerlerine gore art arda daha yiiksek dogruluk, duyarlilik, kesinlik ve F1-skoru
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degeri ile Onerilen modelin istiinliigliinii dogrulamaya yardimci olurken, dnerilen
model dogrulugu %90,29'dan %91,3'e yiikseltir, bu da daha fazla tweet'in dogru

tanind1g1 anlamima gelmektedir.
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Calisma suresi Dogruluk Duyarhlik Kesinlik F1-skoru

m Onerilen modeli uygulamadan 6nce lojistik regresyon smiflandiricisinin
performans degerlendirmesini

®ojistik regresyon (“Sira Toplam Agirligr” yontemi kullanilarak 6zellik secimi ve
agirliklandirma sonrasinda)

B |ojistik regresyon (“Sira Us Agirhigr” yéntemi kullanilarak 6zellik secimi ve
agirliklandirma sonrasinda)

Sekil 4-2. Lojistik regresyon smiflandiricisinin performans degerlendirmesi

Sekil 4-3. Onerilen modelde lojistik regresyon smiflandiricist icin egitim siresi
kargilagtirmasi,  tweet'in  yazarligi1  dogrulamak i¢in  lojistik  regresyon
siiflandiricisinim egitim siiresini azaltan MCDM yaklagimlarini ve “Sira Us agirhg:”

yontemini kullanan 6zellik se¢imi uygulamasini gostermektedir.
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lojistik regresyon (“Sira Us Agirligr” yontemi
kullanilarak 6zellik se¢imi ve agirliklandirma - 0.43
sonrasinda)

lojistik regresyon (“Sira Toplam Agirligi” yontemi
kullanilarak 6zellik se¢imi ve agirliklandirma - 0.41
sonrasinda)

Onerilen modeli uygulamadan 6nce lojistik
regresyon smiflandiricisinin performans 1.06
degerlendirmesini

0 0.2 0.4 0.6 0.8 1

Sekil 4-3. Onerilen modelde lojistik regresyon siniflandiricisi i¢in egitim siiresi

karsilastirmasi

Sekil 4-4, bu calismada onerilen model ile (Savyan ve Bhanu, 2020)'deki UbCadet
modeli ve (Kaur ve Ark., 2018)'deki AuthCom modeli arasindaki tweet'in yazarligini
dogrulama performansimi karsilastirmaktadir. Bu calismada Onerilen modelin
UbCadet ve AuthCom modellerinden daha yiksek dogruluk sagladigi
gozlemlenmistir. Ancak UbCadet modelinin duyarlihigi, 6nerilen modelde %397,
AuthCom modelinde ise %86.4 ile karsilastirildiginda en yiliksek degeri 1 almistir.
UbCadet tweetlerin %83,1'ini dogru olarak tanirken, AuthCom %89,24'li dogru
olarak tanir ve Onerilen model %91,3"linii dogru olarak tanir; Tweetlerin yazarlik
dogrulamas1  konusunda karar vermede Onerilen modelin  giivenilirligini
yansitmaktadir. Sekil 4-4, bu ¢aligma boyunca Onerilen ¢ercevenin, literatiirdeki ilgili
mevcut ¢alismalar1 (Savyan ve Bhanu, 2020; Kaur ve Ark, 2018) karsilastirarak

glivenligi ihlal edilmis hesaplar1 dogrulamada daha dogru oldugunu gostermektedir.

60

1.2



1.2

0.8

0.6

0.4

0.2

Lo
<
(o))

< > =
(o)) 2] =~ (<)) X o O K
c @ 2 ® S & ©O 5 @
o S @ °
o | o | | |
Dogruluk Duyarlilik Kesinlik F1-skoru

m Onerilen model dogrulama performansini
m UPcadat model dogrulama performansini

= AuthCom model dogrulama performansini

Sekil 4-4. Onerilen model performansmin ilgili ¢alismalarla karsilastirilmasi

Onerilen model ile ilgili asagidaki sonuglar1 vurgulamaktadir:

> “Sira Us Agirlik” yontemine ek olarak MCDM yaklagimlarmin uygulanmasi,

lojistik regresyon algoritmasinin performansini artirmakta, ayrica Sekil 4-1'te
gosterildigi gibi SVM, XGBoost ve random forest algoritmalari igin
performans Olgltlerini biraz bozmaktadir.

Model uygulamasi, makine 6grenimi siniflandiricilart igin egitim sdresini
kisaltir.

“Sira Toplami Agirhik” yontemine ek olarak MCDM yaklagimlarinin
uygulanmasi, en o©Onemli Ozellikleri vurgulamak, lojistik regresyonun
performansini, Sekil 4-1'te gosterildigi gibi 6nerilen modeli uygulamadan

once biraz arttrmaktr.

MCDM yaklagimlart belirli ML smiflandiricilar: igin yuksek performans orani

saglarken, karar verici tarafindan kriterlerin 6nemini belirlemek igin atanan agirligin
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karar verici tarafindan 6znel girdilere dayanan ¢alismamizin sinirliligi olarak kabul

edilmektedir (Botti ve Peypoch, 2013).

(Viswanath ve Ark., 2014)'de bahsedilen tesvikli gizli anlagsma aglari, kullanicilarin
hesaplarinda promosyon mesajlar1 yayinlamak i¢in 6deme aldigi, Kisisel hesaplar
araciligiyla yayinlanan toplu uygulamalarin yani sira, yazarin Kisiligini belirten
metindeki metinsel 6zellikleri degistiren yazarlik dogrulama siirecini engelledikleri

IGin bir sinirlama olarak kabul edilir.

Aragtirma, yalnizca Eylil 2017'den sonra tweetlenen mesajlar icin gecerli olan
kisisel hesaplardan Twitter beslemelerine dayali olarak 280 karakterlik metin
bloklarindan olusan kisa mesajlar kullanilarak degerlendirildi; ancak Twitter'da
yazarlik dogrulamasi i¢in genel bir veri kiimesi yoktur ve Twitter her hesap igin
3200'e kadar tweet alinmasina izin verir. Bu kosullara gore veri kiimesi toplanmis
olup, sik sik tweet atan kullanicilardan; ayrica bu kosullar tiim 6rnek hesaplar i¢in
mevcut degildi. Ozellikle ¢ogu tweet, veri temizleme islemi sirasmnda silinen

retweetler, yeniden paylasim baglantilar1 veya emojilerdir.

4.2. Sonug

Bu calisma, CSA'larda yazarlik dogrulamasi igin hibrit bir model dnermektedir.
Yazarlik dogrulama amaciyla standartlastirilmis Twitter veri kiimesinin herkese agik
olmamas1 nedeniyle, aym tiir ve konu Twitter tabanli bir veri kiimesi taranmis ve
yazarlik bilgileriyle manuel olarak agiklama cklenmistir. Veri kimesini 6zellik

¢ikarimina hazirlamak i¢in ardisik 6n isleme adimlari uygulanmistir.

Bu nedenle dort katmanli Yazarlik dogrulama yaklasimi baslatilmistir. Baslangigta,
XGBoost algoritmasi, toplanan, agiklamali ve Onceden islenmis tweet veri
kiimesinden ¢ikarilan her bir kriterde tweet yazarligimmin dogrulanmasinda metinsel

ozelligin performansini hesaplamak i¢in bir 6nislemci olarak segilmistir.

Ozellik se¢imi, bir MCDM problemi olarak ele alinarak arastirilmistir, bu nedenle ii¢
MCDM yaklasimmin (ANP, VIKOR ve ELECTRE) sonuglari, 6zelliklerin
onceliklerini siralamak igin tiggenlestirilmistir; U¢ yaklasim, tweet'in yazarligini
dogrulamada, durma kelimelerini 6nemsiz, onemili ve anlamsal o6zelligin diger

Ozelliklerle karsilastirildiginda tstiinliigti konusunda hem fikirdi; incelenen metinsel
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Ozelliklerden bu &zelligin vazgegilebilir kararmi desteklemektedir. Metodolojik
dizeyde, benzer problemler igin faydali olmasi beklenen, bu alana ¢ MCDM
yaklasimmin (ANP, VIKOR ve ELECTRE) sonuglarmin ii¢genlestirilmesinin ilk
uygulamasidir. Kaur ve Ark. tarafindan (Kaur ve Ark., 2018) ¢ogu kriter ve bunlarin
nispi agirliklar1 elde edilmistir. MCDM, birgok alternatifi siralamak i¢in birden fazla
kriter kullanan karar problemleriyle agik¢a ilgilenen bir operasyonel arastirma alt
disiplinidir, MCDM, tweet'lerden ¢ikarilan sekiz metinsel 6zelligi siralamak igin ikili

karsilagtirmalar1 kullanmaktadir.

Ayrica, segilen dnceliklerin agirliklandiriimasi i¢in Sira Us ve Sira Toplami Agirlik
yontemleri  kullanilmistir.  Azaltilmig  veri  kimesi, dort makine G6grenimi
smiflandiricis1 ile degerlendirilmistir; bunlardan ikisi, ¢alisma siresi, dogruluk,
duyarlilik, kesinlik ve F1-skoru agisindan geleneksel makine O6grenimi ile
karsilastirildiginda artan performansi gostermistir. Lojistik regresyon siniflandiric
ile Onerilen model icin deney analizi, tweet'in yazarligini dogrulamada 280
karakterlik blok boyutlar1 i¢in %94,5'e ulasan yluksek bir Fl-skoru sonucunu
yansitmaktadir. Bu, gelecekteki ¢alisma olarak yiiksek 6zellik sayisina sahip baska

bir siiflandirma probleminde model uygulamasini genisletebilir.
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