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OZET

YAPAY ZEKA UZERINE SOSYOLOJIK BiR iNCELEME:
MUHENDISLER, ALGORITMALAR VE MUZIiK URETIMINDE YENI
BiR TOPLUMSALLASMA

Borabay ERBAY
Doktora Tezi, Sosyoloji Anabilim Dali
Tez Danismani: Prof. Dr. Emin Baki ADAS
2025, XIV + 234 sayfa

Yapay zeka, yalnizca algoritmalar, veri setleri ve makine 6grenmesi yontemlerinden olusan
teknik bir fenomen degil, ‘diislinebilme’ ve ‘eyleme’ kapasitesine sahip bir teknoloji olmasi
baglaminda politik ve toplumsal bir karakter ihtiva eden sosyoteknik bir fenomendir. Bu
baglamda, bu teknolojinin toplumsal ve politik karakteri ile failliginin analizi, onu insan ve
insan-olmayan aktorlerden meydana gelen, karmasik ve dinamik bir sosyoteknik ag olarak ele
alinmas1 gereken bir toplumsal fenomen olarak kavramsallagtirmay1 gerekli kilmaktadir. Ayni
zamanda yapay zek@nin miizik iiretimi ve yaratici pratikler iizerindeki etkisi, bu ag1 ve onun

iirlinii olan miizigi anlamlandirabilmek agisindan 6nemli bir zemin sunmaktadir.

Bu ¢aligma, yapay zekay1 insan ve insan-olmayan aktorlerden olusan sosyoteknik bir ag
olarak kavramsallastirmay1 ve bu agin iirlinii olan miizik 6zelinde insan-makine etkilesiminde
ortaya ¢ikan sanatin analiz edilmesini amag¢lamaktadir. Bu amaca ulasabilmek icin, Aktor-Ag
Teorisi ve Marksist Ekonomi Politik yaklagiminin teorik ¢ergevesi ekseninde, bir ag olarak yapay
zeka, degisen sanat, yaratici eylem ve donilisen emek pratikleri yeniden degerlendirilerek nitel

yontem iizerinde temellenen bir ¢oziimleme gergeklestirilmistir.

Bu ¢oziimleme, yapay zekayi tireten ve gelistiren ana aktorler olan yazilim miihendisleri

ile ABD ve Tirkiye’de gerceklestirilen iki saha c¢alismasinin bulgularina dayanmaktadir.



Bulgular, teknik-rasyonel bir bakis acgis1 lizerinde temellenen miihendislik ideolojisinin yazilim
miihendislerinin yapay zeka ve bilesenlerini toplumsal karakterlerinden yalitarak salt teknik birer
arag olarak algiladiklarin1 gostermektedir. Bu ideolojinin glidiimiinde, miizik yapay zeka (MIR)
sistemleri gelistirme siireclerinde iiretken yapay zeka sistemleri, kodlama araytiizleri ve veri
setleri toplumsal ve politik karakterlerinden soyutlanarak kullanilmakta ve yazilim
miihendislerinin eylemlerini doniistiirerek teknolojik bir faillik kazanmakta, yapay zeka insan ve
insan-olmayan aktorlerin siirekli etkilesimleriyle {iretilen sosyoteknik bir aga doniismektedir. Bu
agin iiriinii olan miizik ise, insan-makine etkilesimlerinde yeni bir sanat bi¢imini oldugu kadar,

kapitalizm, emperyalizm ve kolonyalizmin dijital ¢agda yeniden iiretimine 151k tutmaktadir.

ANAHTAR SOZCUKLER: Yapay zekd, Miizik, Aktor-Ag Teorisi, Sosyoloji, MIR

sistemleri
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ABSTRACT

A SOCIOLOGICAL RESEARCH ON ARTIFICIAL INTELLIGENCE:
ENGINEERS, ALGORITHMS AND A NEW SOCIALIZATION IN MUSIC
PRODUCTION

Borabay ERBAY
PhD Dissertation, Department of Sociology
Supervisor: Prof. Dr. Emin Baki ADAS
2025, XIV + 234 pages

Artificial intelligence is not only a technical phenomenon consisting of algorithms, data
sets and machine learning methods, but also a sociotechnical phenomenon with a political and
social character embedded in its capability of “thinking” and “acting”. In this context, analysing
the social and political character and agency of this technology necessitates conceptualising it as
a phenomenon that needs to be treated as a complex and dynamic sociotechnical network of
human and non-human actors. At the same time, the impact of artificial intelligence on music
production and creative practices provides an important ground for making sense of this network
and its product, music. In this context, this study aims to conceptualise artificial intelligence as a
sociotechnical network consisting of human and non-human actors and to analyse the art that

emerges in human-machine interaction in music, the product of this network.

In order to achieve this, an analysis based on the qualitative method was carried out by re-
evaluating artificial intelligence as a network which changes art, creatity and transforms labour
practices built on the theoretical framework of Actor-Network Theory and Marxist Political
Economy. The analysis is based on the findings of two field studies conducted in the USA and
Turkey with software engineers, who are the main actors producing and developing artificial
intelligence. The findings reveal that the engineering ideology, based on a technical-rational
perspective leads software engineers to isolate artificial intelligence and its components from
their social character and perceive them as purely technical means. This ideology leads
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technological means such as generative Al systems, coding interfaces and data sets gain a
sociotechical agency by altering the actions of engineers in the development processes of music

Al (MIR) systems.

Thus, Al becomes a sociotechnical network emerging through the continuous interaction
of human and non-human actors. Music, the product of this network, reveals not only a new form
of art in human-machine interactions, but also the reproduction of capitalism, imperialism and

colonialism in the digital age.

KEYWORDS: Artificial Intelligence, Music, Actor-Network Theory, Sociology, MIR

Systems
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ONSOZ

“Tuhaf zamanlarda yasayasin™ der eski bir Cin s6zii, kizginlik belirtmek i¢in. Sanki her
birimiz bir Cinliyi kizdirmisiz gibi, tuhaf zamanlarda yasiyoruz; insan kalmanin zor oldugu tuhaf
zamanlarda. Akilli teknolojiler ile bezeli yeni bir diinya etrafimizi sariyor, hayatimizi
kolaylastirtyor, bilgiye ulagimimizi hizlandiriyor, bunun karsiliginda bizi insan yapan seyleri yer
yer alip gotiiriiyor gdzlimiizii her yeni giine agtigimizda. Bu ¢aligma, uzun bir okuma arastirma,
diisiinme ve yazma siirecinin sonunda ortaya ¢ikmig bir ‘insan kalma denemesi’ ayni zamanda.

Insan kalmaya ¢alismakta bana destek olmus herkese ise bir tesekkiirii bor¢ biliyorum.

En basta, sevgili danismanim Prof. Dr. Emin Baki ADAS’a iizerimdeki emegi icin ¢ok
tesekkiir ederim. Tez izleme kurullarinda yillarca ¢galigmami dinleyen sevgili hocalarim Prof. Dr.
Kayhan DELIBAS ve Prof. Dr. Hayriye OZEN’e; doktora tez jiirimde bulunmay1 kabul eden,
hayatimin bir¢cok evresine sahit olmus, hayatima dokunmus sevgili hocam Prof. Dr. Ahmet
TALIMCILER ve kibarligiyla her zaman kendine hayran birakan Dog. Dr. Emin YIGIT hocama
fikirleri, zamanlar1 ve emekleri icin tesekkiir ederim. Sevgili Dog. Dr. Funda CIVEKELOGLU
hocama, tez siirecinde yasadigim seyler ile ilgili olsun olmasin her zaman yanimda oldugunu

hissettirdigi i¢in tesekkiir ederim.

Sevgili dostlarrm Ozge ve Necla’ya bana bunca yil boyunca verdikleri tiim destekler ve ben
biiylirken sabirla yanimda kaldiklar i¢in tesekkiir ederim; bu kolay bir sey degildir ki, herkesin
az sayida arkadas1 oluyor. Sevgili Aytung, Yagmur ve Serra’ya is hayatini ¢ekilebilir kildiklari,

tezimi dinledikleri ve gelistirmeme yardimci olduklari i¢in tesekkiir ederim.

Sevgili Selis’e, anneme, babama ve canim kardesim Tolunay’a bugiin oldugum insan
olmaktaki paylar1 icin tesekkiir ederim. Insan kalmami, insan olmadiklar1 hilde saglayan
kedilerim Vin, Leto, Momo ve Poe’nun varliklar1 bile ciddi bir tesekkiirii gerektiriyor. Sizi ¢ok

seviyorum.

Son olarak, bu ¢aligmay1 2214-A Yurtdis1 Doktora Siras1 Arastirma Programi kapsaminda
destekleyerek kariyerimde biiyiik bir déniim noktas1 yaratan TUBITAK ’a tesekkiirii borg bilirim.
Bu vesileyle, yurtdist danismanim Prof. Dr. Kelly JOYCE’a calismaya biiylik katkilar1 i¢in

tesekkiir ederim.
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GIRIS

Teknoloji, cogunlukla ilerleme ve gelecek diisiincesiyle birlikte diisiiniilse ve bu kavramin
mevzubahis oldugu tartigmalar devasa ve kompleks yapilari, iiretim bantlarini, kitlesel 6lim
silahlarim1 ve giiniimiiz teknolojisinin de etkisiyle otonom robotlar1 akla getirse de, teknoloji,
insanin kiiltiirel tarihi boyunca toplumsalligin kurucu 6gelerinden biri olagelmistir. Alet yapan
insan homo faber (Arendt, 1958), zamanin1 bos geciren ve eglenen insan homo ludens karsisinda
(Huizinga, 1944) galip gelmis, yaptig1 aletlerle dogay1 degistirip doniistiiriitken bu siirecte
teknolojiyle her zaman i¢ i¢e olmustur. Bu tarihsel i¢ icelik, teknolojiyi yalnizca aragsal bir
kapasiteye sahip bir fenomen olarak degil, toplumsal iliskilerin ve kiiltiirel formasyonlarin
sekillenmesinde etkin bir fail olarak diisiinmeyi de gerekli kilmaktadir. Bir baska deyisle
teknolojik ilerleme, bir tasin bir dalin ucuna baglanmasiyla, belki de dogayr kendi
toplumsalliginda ilk kez dontiistiirerek onu toplumsal bir baglamda kullandigin1 fark etmeyen
insanin kiiltiirel ve toplumsal ilerlemesinin bagat kosullarindan biri halini almis, toplumsalligin

kurucu unsurlarindan biri olmustur.

Sosyoloji de teknolojinin bu toplumsal karakterini erken donemlerden itibaren kimi zaman
acik, kimi zaman Ortiilk bigimde mercegi altina almistir. Fakat, teknolojinin kendisini sunma
bicimi ile baglantili olan ve bu fenomenin hem toplumsal hem sosyolojik algilanma bigimleri
iizerinde hakim paradigma olan teknolojik yansizlik tezi (Pitt, 2014), bu fenomenin merkezi bir
toplumsal giic oldugunu kabul etmekle birlikte, onu bir ara¢ olarak ele alarak 6zgiil
toplumsalliginin irdelenmesini zorlastirmigtir. Bu yaklagim, teknolojiyi insan eyleminin bir
uzantist olarak kavramsallastirirken, teknolojinin kendi i¢ dinamikleri, liretim baglamlar1 ve
kiiltiirel etkilerini insan eyleminin aragsalligi baglaminda bir araca indirgeme riski tagimaktadir.
Geleneksel sosyoloji, teknolojiyi merkezi bir toplumsal gili¢ olarak ele alsa da, genelde bu
kavramsallastirmay1 takip ederek, teknolojiyi c¢esitli toplumsal gruplar arasindaki iktidar
iligkilerini degistirip doniistiiren ve toplumsal esitsizlikleri derinlestiren, yeni bi¢imlerini ortaya
cikaran bir arag olarak ele almistir. Oysa 20. yiizyilin ortalarindan itibaren ortaya ¢ikan yeni bir
yaklasim teknolojinin insanin eylem ve niyetlerinin salt bir arac1 olmadigini, toplumsal ve politik
degerlerle yiiklii bir karakteri oldugunu ve bir anlamda kendi failligini tagidig1 iddias1 tizerinde

temellenmekte, yerlesik kabullere meydan okumaktadir (Winner, 1986; Latour, 1992; 2005). Bu



yaklasim, teknolojiyi aktdr-olmayan [veya bir arag] olarak degil, belirli kosullarda faillige sahip
bir fenomen olarak tanimlar ve onu insan ile birlikte toplumsalligt meydana getiren dinamik

aglar1 sekillendiren bir unsur olarak kavramsallastirir.

Bugiiniin diinyasinda, ekseriyetle de yapay zekanin yliikselisiyle birlikte akilli
teknolojilerin; otonom dronelarin, deneme siiriisii yapilan otonom otomobillerin, iiretim
sistemlerinin, ameliyatlarda ve fabrikalarda kullanilan devasa robotlardan evlerimizi siipiiren
robot siipiirgelere kadar degisen bir ¢ercevede toplumsal hayati meydana getiren neredeyse tim
toplumsal alanlara dahil olmasi ve bu alanlarin yapilarini, emek siireglerini, yerlesik kavramlarini
degistirmeye baslamasi, teknolojinin toplumsal karakterinin ve failliginin yeniden diistiniilmesi
gerekliligini her yeni giin bir kez daha karsimiza ¢ikarmaktadir. Bu degisim, yalnizca teknolojik

bir ilerleme olarak degil; sosyolojik, kiiltiirel ve normatif bir doniisiim olarak da ele alinmalidir.

Yapay zeka, ihtiva ettigi ‘dlistinme’, ‘6grenme’ ve ‘eyleme’ kapasitesiyle, simdiye dek
insanligin elde ettigi ve etkilesim kurdugu tiim teknolojilerden farkli bir baglam teskil etmektedir.
Yapay zeka algoritmalari, dnerme, filtreleme, karar verme gibi yetileriyle insan eylemini
doniistirmekte (Beer, 2013; 2017), toplumsalliklar1 ve failliklerini de bu doniistiiriicli
kapasiteleriyle ortaya koymaktadir (Jaton, 2021). Bir baska deyisle, ne dinleyecegimiz (Airoldi
vd., 2016), kimlerle tamigacagimiz (Turkle, 2011), hangi haberleri okuyup okumayacagimiz
(Pariser, 2013) gibi bircok konuda insanlar1 yonlendiren yapay zeka sistemleri ve algoritmalar,
teknolojinin faillik kapasitesini gozle goriiliir bigimde ortaya koymaktadir. Bu algoritmik
sistemler, bireylerin sec¢imlerini ydnlendirmekle kalmayip, toplumsal gruplarin deneyim
alanlarin1 da bicimlendirmekte; dolayisiyla sosyolojik analizde merkeze alinmasi gereken yeni
oznellik bicimleri liretmektedir. Ayn1 zamanda, yapay zeka ve algoritmalar dahil olduklari
toplumsal alanlar1 ve bu alanlar1 meydana getiren toplumsallik bi¢imlerini de doniistiirmektedir.
Bu doniisiim yalnizca teknolojik sistemlerin iglevselligiyle sinirlt kalmayip, toplumsal rollerin
yeniden dagilimi, deger iiretim siireclerinin yeniden tanimlanmasi ve normatif ¢ercevelerin

kirilmast anlamina gelmektedir.

Insan-makine etkilesiminde ortaya ¢ikan bu yeni toplumsallik bigimi, toplumsalligin
kurucu 6znesinin insan oldugu 6nkabulii iizerinde temellenen tiim eyleme bigimlerini ve bu

eyleme bicimlerini anlayabilmek i¢in iiretilmis kavramlarin da sorgulatmasini gerektirmektedir.



Bu cergevede, failiyetin merkezinde yer alan ve sosyolojinin yerlesik ontolojik kabulleri etrafinda
yapilanan ‘niyet’, ‘kontrol’, ‘0znellik’ gibi kategoriler, yapay zeka sistemlerinin toplumsalliga
katilimiyla agiklama giiciinii kaybetmeye baglamaktadir. Bir baska deyisle, yapay zeka ile suglu
teshisi yapan bir polis, hisse alim-satimi1 yapan bir borsa simsar1, ameliyat yapan bir doktor, kod
yazan bir miithendis yalnizca degisen faillik bi¢cimine istinaden bir 6zne-nesne gerilimini degil,
yaptig1 isin ve bu isi yapma bi¢iminin degismesiyle birlikte toplumsal eylemin ve ‘bir sey
yapmak’, ‘liretmek’ gibi insana 6zgii eylemlerin de degisimini temsil etmektedir. Bu baglamda,
yapay zekanmn dahil oldugu islevsel siirecler, yalmizca iiretkenlik, verimlilik ve hiz gibi
performatif oOlgiitlerle degil; ayn1 zamanda insan merkezli failligin doniisiimiinii temsil eden
simgesel ve kiiltlirel gostergelerle birlikte okunmalidir. Bu baglamda, yapay zeka sistemlerinin
yonlendirme, siniflandirma ve onceliklendirme pratikleri, yalnizca teknik degil, ayn1 zamanda
politik ve kiiltiirel nitelikler tasimaktadir (Joyce vd., 2021). Kisaca, yapay zeka sistemlerinin
insaninkine benzer karar mekanizmalar1 gelistirebilmesi ve bu mekanizmalar {izerinde
‘eyleyebilmesi’, klasik ©6zne-nesne ayrimina dayali sosyolojik analizlerin agiklayiciligini
sorgulamaya agmakta, ayn1 zamanda yapay zeka 6zelinde akilli teknolojilerin sosyolojik analizi

icin yeni kavramsal araglar gelistirilmesini gerekli kilmaktadir.

Yapay zekénin yarattigi kokli degisimlerden, yerlesik tanimi itibariyle akil ile
iligskilendirilen tiim kavramlar ve eylem bigimleri gibi insana 6zgili bir itkiden kaynaklandigi
diisiiniilen yaratici eylem ve sanat (Platon, ¢cev. 1961; Aristoteles, ¢ev. 1999, Kant, 2000; Boden,
2004) da kagamamaktadir. Sanat ve yaraticilik gibi yliksek biligsel siirecler, tarih boyunca insanin
rasyonel ve estetik potansiyelinin disavurumu olarak tanimlanmigken, bugiin bu alanlara yapay
zekanin dahil olmasi, insanin bu alandaki tekelini sorgulanabilir kilmaktadir (Fujita, 2017,
Wingstrom vd., 2022). Bugiin, yapay zeka yardimiyla miizik, edebiyat, resim, sinema gibi bir¢ok
alanda ‘eser’ verilebilmektedir. Ornegin bir kisi, SunoAl adli yapay zeka programini istem
girdileri (prompt) ile yonlendirerek hi¢bir miizik egitimi olmaksizin bir albiim dolusu sarki
besteleyebilir ve sozlerini yazdirabilir. DALL-E adli yapay zeka ile ‘yaptigi’ bu albiimiin
kapagini ¢izdirebilir ve bir¢cok sosyal medya platformuna gomiilii algoritmalar ile ‘albiimiiniin’
pazarlamasini uygun gordiigii kitleye yonelik bir bigimde yapabilir. Sanatsal yaraticilig1 yalnizca
insana ait olmaktan ¢ikaran bu eylemler biitiinii ve siire¢, sanatsal yaraticilig1 insan ve makine
arasinda bollistliren, her iki tarafa da pay veren, yeni bir yaratim bi¢imi olan es-yaraticilik

kavrami ile tanimlanmaktadir (Davis, 2013; Wingstrom vd., 2022).
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Sayet yukarida bahsedilen eylem ‘miizik yapmak’ ise, yapay zekanin egitim verilerindeki
olas1 yanlliklar tiretilen miizigin politik ve ideolojik karakterini belirlemeyecek midir? Yapay
zekanin temel iddias1 olan bilginin demokratiklestirilmesi, miizigi de ‘demokratiklestirerek’ bu
alandaki bariyerleri kaldiran ve herkesin sanat yapabilmesini saglayan bir {itopya mi, yoksa
sanatin ve yaraticiligin sonunu temsil eden bir distopya m1 yaratmaktadir? Bu sorularin yanatlari,
yapay zeka destekli yaraticiligin yalnizca teknik degil, ayn1 zamanda kiiltiirel hegemonya, veri
somiirgeciligi ve estetik tekdiizelik gibi meselelerle de i¢ ice oldugunu, bir baska deyisle
sosyolojinin ana sorunsallarini teskil eden kapitalizm, emperyalizm ve kolonyalizm gibi
toplumsal giiclerin dijital diinyada yeni bi¢imler altinda siirekli olarak nasil yeniden iiretildigini

gostermektedir.

Bu ¢aligma, yukaridaki sorular ve sorunsallar iizerinde temellenen bir ¢aligmadir. “Yapay
zekanin failligi var midir” sorusu olarak tezahiir eden bu soru, uzun bir okuma, diisiinme ve
tartigma siirecinden sonra yapay zekanin failliginin yalnizca “var midir” seklinde bir soruyla
kavranamayacaginin anlasilmasiyla baska bir bicim almig ve bu g¢alismanin temelini

olusturmustur.

Bu soru, “yapay zekay1 insan ve insan-olmayan aktorlerden miitesekkil bir biitlin olarak
kavramsallastirmak miimkiin miidiir?” sorusu olarak, ¢aligmanin temel arastirma sorusu halini
alirken son bir kiiciik degisim gecirmistir. Sorunun ilk halindeki ‘biitiin® kavrami, bu soruyu
yanitlamaya uygun bir teorik arka plan saglayan Aktor-Ag Teorisi’nin (AAT) etkisiyle ‘ag’
olarak degismistir (Latour, 1993; 2005). Bu baglamda, bu ¢alismanin birincil amaci yapay zekay1
insan ve insan-olmayan aktorlerden miitesekkil sosyoteknik bir ag olarak kavramsallagtirmaktir.
Bu kavramsallagtirma, teknolojik ‘seyleri’ yalnizca insan failliginde islev kazanan araglar olarak
degil, failiyet kazanan, toplumsal iligkilere dahil olan ve bu iligkileri yeniden sekillendiren

unsurlar olarak ele almay1 ve buna yonelik analitik bir ¢cergeve sunmay1 hedeflemektedir.

Calismanin ikincil amaci ise, bu agin icerisinde —ve bizatihi bir ag olarak yapay zekanin
kendisiyle— gergeklesen miizik 6grenimi, sarki besteleme, s6z yazma gibi ‘yaratici’ eylemler ile
bu eylemlerin ¢iktisi olan miizigin insan-makine etkilesiminde ortaya c¢ikan bi¢imlerini
sorgulamak ve sosyolojik bir analize tabi tutmaktir. Calismanin amaci 6zgiil bir toplumsallik

bicimini kesfetmek oldugu icin, yalnizca teorik baglamda degil, sahadan elde edilen verilerle



gozlemlenebilecek, ampirik bir arastirma siireci ile ¢alismanin bu teorik yaklagiminin sinanmasi
gerekliligi dogmustur. Bu gereklilik, teknolojik faillik tartismalarinin yalnizca soyut teorik
zeminde ele alimamayacagini, bu tiir bir failligin giindelik pratiklerde, iiretim siireglerinde ve

insan-teknoloji etkilesiminde nasil tezahiir ettiginin dogrudan gozlemlenmesini gerektirmektedir.

Bu baglamda, bu calisma yapay zekdnin kendisi {izerine sosyolojik bilgi iiretimini
amaclamaktadir. Bu bilgi iiretimini ise sanat ve daha 6zelde miizik {izerinden yapmay1 amaglayan
calisma, yapay zekanin sosyoteknik bir baglamda ingasinin yaninda, ¢iktilariin da toplumsal,

kiiltiirel ve politik karakterini irdelemeyi amaglamaktadir.

Bu temel arastirma sorunsallarindan yola ¢ikarak, 3 temel baglamda gruplanabilecek alt
arastirma sorular1 gelistirilmistir. Bu 3 baglam, katilimcilarin bir kavram olarak yapay zeka ve
teknik bilesenleri gibi teknik kavramlar ile sanat, yaraticilik ve miizik kavramlarinin nasil
kavramsallastirildiklarint  irdeleyen “Kavramsallastirmalar” baglami, MIR sistemlerinin
gelistirilmesi siirecinde insan ve insan-olmayan aktorler arasindaki etkilesimlere odaklanan
“Etkilesimler” ve arastirmanin  gerceklestirildigi iki  farklt  toplumsal baglamda
gozlemlenebilecek farkliliklar ve benzerliklere egilen “Benzerlik ve Farkliliklar” olarak ifade
edilebilir. Son baglam ise “Yeni Bir Yaraticilik ve Yapay Zekd” olarak ifade edilebilir.

Arastirmanin alt sorular1 agagidaki gibidir:

1. Kavramsallastirmalar

Yazilim miihendisleri ve yapay zekanin kendisi, yapay zeka ve bilesenlerini nasil
kavramsallagtirmaktadir?

Yazilim miihendisleri ve yapay zekanin kendisi yaraticilik, sanat ve miizik gibi kavramlari
nasil kavramsallastirmaktadir?

2. Etkilesimler

MIR sistemleri gelistirilirken tiretken yapay zeka, veri setleri ve kodlama araytizleri ile
yazilim miihendisi arasinda nasil bir etkilesimler biitiinii ger¢eklesmektedir?

Bu etkilesimlerde insan ve insan-olmayan aktorler birbirlerinin eylemini nasil

etkilemektedir?



3. Benzerlik ve Farkliliklar

MIR gelistirme siireglerinde Tiirkiye ve ABD baglaminda kiiltiirel benzerlikler ve farkliliklar
nelerdir?

4. Yeni Bir Yaraticilik ve Yapay Zeka

Yapay zeka-insan etkilesiminde miizik iiretimi sanatsal eylemi nasil doniistiirmektedir ve

gelecekte bu doniisiim miizisyenin roliinii nasil etkileyebilir?

Bu baglamda, yazilim miihendislerini ve onlarin etkilesimde oldugu teknolojileri temele
alan bir yapay zekd gelistirme siirecinin saha arastirmasii teskil etmesinin, yapay zekanin
toplumsal ve politik karakterinin onun yaraticist insan ile iligkisinin bir 6rnegini sunacag gibi,
bu stirecteki etkilesimlerin irdelenmesinin de yapay zekanin insan ve insan-olmayan aktorlerden
miitesekkil bir ag olarak kavramsallastirilmasi igin elverisli oldugu sodylenebilir. Bu tercih,
teknolojik nesneleri dogrudan yaratan, egiten ve uygulamaya koyan miihendislerin teknolojiye
yiikledikleri anlamlar, degerler ve normatif kabuller araciligiyla, yapay zekanin kiiltiirel ingasini

da aciga ¢ikarma imkani1 sunmaktadir.

Bir ag olarak yapay zekdnin hem toplumsal karakteri hem de faillik bigimlerinin
kiiltiirleraras1 bir baglamda farklilik ve benzerliklerinin gdzlemlenebilmesi adma saha
caligmasinin iki kiiltiirel baglamda yapilmasi planlanmis, buna istinaden yapay zeka alaninda da
diger tiim teknolojik alanlarda oldugu gibi hakim paradigmayi1 temsilen ABD ve hakim
paradigmanin disinda bir kiiltiirel baglami temsilen Tiirkiye’de iki saha ¢alismas1 yapilmistir. Bu
kiiltiirleraras1 karsilastirma, yalnizca cografi farkliliklara degil, aynm1 zamanda teknolojinin
anlamlandirilma bi¢imlerine, miithendislik ideolojilerine ve yaratict eylemle kurulan iliskilerin

sosyo-kiiltiirel kodlarina da 1s1k tutmay1 hedeflemektedir.

Bu baglamda, ¢alismanin saha arastirmasi i¢in bir sektor belirlenmesi diigiincesi, yapay
zekdnin toplumsalliginin yaninda yerlesik alanlardaki etkilerini ve donistiiriicii toplumsal
karakterini de gdstermesi agisindan on plana ¢ikmistir. Bu tercihin ardinda, yapay zekanin
yalnizca teknik degil, ayn1 zamanda kiiltiirel ve estetik degerler {iretiminde nasil rol aldigini
gosterebilecek bir uygulama alani arayis1 yer almaktadir. Segilen alan, yapay zeka sistemleri ile
miizik besteleme, nota transkripsiyonu, melodi algilama gibi bir¢ok uygulamay1 iceren MIR

(Music Information Retrieval) sistemleri alan1 olmustur. MIR sistemleri, hem teknik olarak yapay



zekanin bilissel kapasitelerini sinadig1 hem de yaratic1 emegin dogasina dair normatif tartigmalari
miimkiin kilan bir yapay zeka alt-alan1 olarak etik, estetik, politik ve toplumsal tartigmalarin bir
arada yapilabilecegi Ozgiin bir calisma alam1 saglayarak calismanin sorgulama alanini

genisletmistir.

Calismanin veri kiimesini ABD’de 20, Tiirkiye’de 15 katilimci olmak tizere, MIR alaninda
yapay zeka gelistirme slireclerinde calisan 35 yazilim miihendisi ile yari-yapilandirilmis
goriismeler olusturmaktadir. Bu katilimcilara ek olarak, diinya genelinde en yaygin olarak
kullanilan tiretken yapay zeka sistemleri olan, OpenAl tarafindan gelistirilen ChatGPT ve Google
tarafindan gelistirilen Gemini adli yapay zekd modelleriyle de istem girdisi miihendisligi
yontemiyle birer goriisme gergeklestirilerek yapay zekanin 6zdiislinlimselligi de aragtirmaya
dahil edilmistir. Arastirmaci, Ocak 2024-May1s 2024 aylar1 arasinda TUBITAK 2214-A bursu
ile ABD’de Drexel Universitesinde misafir arastirmaci olarak bulunmus, burada MIR
teknolojileri {izerine ¢alisan ExCite Lab’in ¢alisma ekibiyle birlikte calisma ve gbzlem yapma
sanst bulmus, arastirma ekibiyle birlikte bir konferansa katilmis ve haftalik laboratuvar
toplantilarinda gozlemci olarak bulunmustur. Goriismelerden yapilan ¢ikarimlarin veriye
doniistiiriilerek yorumlanmasinda MIR miihendisleri ile bu baglamda yakindan ¢alisma firsati
bulunmasinin da etkisi oldugu kuskusuzdur. Bir baska deyisle, arastirmanin verileri yalnizca
goriigmelerden elde edilen sdylemler degil, bu sdylemleri meydana getiren etkilesimler ve

miihendislik ideolojilerinin etkilerinin de birincil gézden gozlemlenmesidir.

Yapilan goriismelerde elde edilen saha verileri, nitel arastirmalarin dogasina uygun bir
bicimde tematik analiz yontemiyle analiz edilmis ve aragtirmanin bulgular1 ortaya konmustur.
Tematik analiz, 6zellikle AAT ye dayali calismalarda iligkiler, pratikler ve anlam yapilarinin i¢
ice gecmisligini ¢oziimlemek acisindan etkili bir analitik ara¢ olmustur; bu baglamda

miihendislerin sdylemleri iizerinden teknolojik failligin nasil kuruldugu dikkatle takip edilmistir.
Bulgularin analizi dort tema iizerinde sekillendirilmistir. Bu temalar su sekilde olugsmustur:

1. Kapitalist bir degerler biitiinii olarak verimlilik fetisizmi, standardizasyon
ve tekno-sovenizm
2. Insan-makine melezligi ve teknolojinin failligi
3. Sosyoteknik bir ag olarak MIR sistemleri
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4. Yapay zekd ve insanin ortak bir yaratimi olarak miizikte kiiltiirel

emperyalizm ve kolonyalizmin yeni goriiniisleri

Bu temalar, yalnizca miithendis sdylemlerinden tiiretilmemis, ayn1 zamanda Aktor-Ag
Teorisinin analitik ¢ergevesine uygun olarak nesneler, pratikler ve degerlerin karsilikl etkilesim
bigimleri de goz oniinde bulundurularak olusturulmustur. Arastirmanin teorik yaklagimina uygun
bir bi¢imde, makinenin failligini kavramak ugruna insan failligini indirgeyici bir yaklasimdan
uzak kalabilmek adina, bir ag olarak MIR sistemlerinin temeline insan, yani yazilim miihendisi
yerlestirilmistir. Bu yaklasimin benimsenmesi, c¢aligmaya failligin yalnizca makinelere
atfedilerek insan eyleminin ithmal edilmesine neden olabilecek bir teknolojik determinizmden de,
failligin yalnizca insana atfedilerek teknolojik nesnelerin etkenliginin gérmezden gelinmesine

neden olma potansiyeli tasiyan bir toplumsal determinizmin de asilmasi icin bir agar saglamistir.

Bu baglamda, yazilim miihendisi, agin temel kurucu &gesi olarak, bir MIR sistemi
gelistirme stirecine katilan insan-olmayan aktorlerin katilim siralarii, gorevlerini ve onlari
kullanma amagclar1 baglaminda failliklerini kazanmalarin1 saglamaktadir. Miihendis, yalnizca
teknolojik kararlar veren bir figiir degil; ayn1 zamanda teknik nesnelerin islev, siir ve anlam
diinyasini kuran bir kiiltiirel aktordiir. Bu kullanim bi¢imlerinde insan-olmayan aktdrlerin faillik
kazanma bigimlerinin ise yazilim miihendislerinin teknolojiyi ve teknolojik ‘seyleri’ nasil
kavramsallastirdiklart ile son derece yakindan ilintili oldugu goriilmiistir. Bu noktada
teknolojinin anlami, sadece islevsel degil; ayn1 zamanda etik, estetik ve politik bir gerceveye
oturmaktadir. Yazilim miihendisleri, klasik miihendislik alanlarima hakim oldugu cesitli
sosyolojik ¢caligmalarla ortaya konulmus olan teknik-rasyonel bir diinya goriisiiyle iiretken yapay
zeka sistemleri, veri setleri ve kodlama arayiizleri gibi teknik Ogeleri yapay zeka gelistirme
siireglerine dahil ederek bir faillik kazanmalarinin Oniinii agmaktadir. Bu diinya gorist;
verimlilik, hesaplanabilirlik, standardizasyon ve kontrol gibi modernist degerlerle oriiliidiir ve
mithendislerin yapay zeka ile kurduklan iliskide baskin bir referans cergevesi olarak islev
gormekte, teknolojik araglar1 ve teknolojinin kendisini toplumsal baglamlarindan yaratarak
aragsal bir konuma indirgemektedir. Ironik olarak, teknolojik seylerin bir faillik kazanmasini
saglayan da miihendislerin onlar1 basit araclar olarak algilamasina neden olan teknik-rasyonel

miihendislik ideolojisidir.



Calisma, giris ve sonug boliimleri hari¢ 5 bolimden olugmaktadir. Bu yapisal biitiinliik,
teorik tartigsmalari, kavramsal ¢erceveyi, yontemsel gerek¢elendirmeyi ve saha bulgularini adim
adim insa edecek bi¢imde tasarlanmistir. Birinci boliimde, yapay zekay:1 onceleyen kiiltiirel
kavramlar olarak otonom varliklar yaratma fikrinin tarihsel gelisimi ele alinacaktir. Bu boliimde,
bugiin kendi failligi tartisilan yapay zekanin tarihsel yolculuguna, yapay zeka kavramin ortaya
cikmasindan binlerce yil oOncesinde dahi kendi bilinci olan varliklar yaratmanin insan
imgeleminde nasil yer buldugundan, modern yapay zeka sistemlerine gelene dek bu diisiincenin

nasil bir yol izledigi tartisilacaktir.

Ikinci boliimde, yapay zekanin sosyolojik kavranis bigimleri ele aliarak, bu fenomenin
sosyoloji igerisinde nasil ve hangi baglamlarda ele alindig elestirel bir baglamda tartisilacak ve
caligmanin literatiirdeki hangi boslugu doldurmayi amagladigi ele alinacaktir. Bu boliim,
teknolojik belirlenimcilik, toplumsal insacilik, teknolojik yansizlik, post-hiimanizm ve aktor-ag
teorisi gibi ¢esitli yaklasimlar arasinda karsilagtirmali bir okuma sunacak; yapay zekanin

toplumsal bir fenomen olarak kavramsallagtirilmasinin ¢oklu yollarini gézler dniine serecektir.

Uciincii béliimde, c¢alismanin yapay zekdyr bir ag olarak kavramsallagtirmak igin
kullanacagi ana teorik izlek olan Aktdr-Ag Teorisi’nin (AAT) genel hatlar1 tartisilarak yapay
zekanin sosyoteknik bir ag olarak kavramsallagtirilmasi saglanacaktir. Bu boliimde 6zellikle de
Fransiz sosyolog ve antropolog Bruno Latour’un katkilari 1s18inda AAT nin temel kavramlari
aciklanacak; ardindan bu kavramsal ¢ergevenin yapay zeka caligsmalari i¢in neden verimli oldugu
ve siurliliklart tartigilacak, ¢aligmanin nesnesi olan yapay zeka teorik bir baglamda, bir ag olarak
insa edilecektir. Ugiincii boliim, yalnizca teorik bilgi vermekle kalmayacak; ayn1 zamanda bu
teorinin ¢alismanin amacina uygun metodolojik araglara nasil doniistiiriildigiinii  de

somutlastiracaktir.

Bu ii¢ boliimle birlikte, arastirmanin teorik ve kavramsal boliimleri sonlandirilacak, takip
eden bolimler metodoloji ve saha ¢aligmalarini igeren bdliimler olacaktir. Dordiincii boliimde,
caligmanin teorik yaklagimi 1s18inda yapilandirilan aragtirma tasarimi agiklanacaktir. Bu boliimde
arastirma sorularinin yontemle nasil bulusturuldugu, veri toplama siirecinde uygulanan stratejiler,

orneklem seciminin gerekgeleri ve etik sorumluluklar ele alinacaktir.



Besinci boliimde, saha arastirmalarindan derlenen veriler bulgulastirilacaktir. Calismanin
saha arastirmast iki fazda tamamlanmistir. Bu fazlardan ilki Tiirkiye, ikincisi ise ABD’de yapilan
goriismeler ve gozlemleri icermektedir. Bu karsilastirmali analiz, yalnizca kiiltiirel farklarin
tespitine degil, ayn1 zamanda kiiresel teknolojik ideolojilerin yerelliklere olan etkilerine, bir
baska deyisle Silikon Vadisi ideolojisinin (Sadowski, 2020) yazilim miihendisligi alanindaki
homojenlestirici etkisine de dikkat ¢ekmeyi amaclamaktadir. Bu bdliimde, bu iki fazli saha

arastirmasi, ¢aligmanin argiimaninin sinanmasi agisindan ele alinacaktir.

Besinci boliimde, saha arastirmasindan elde edilen verilerin bulgulara doniistiiriilerek
sunulmasini takiben, bu bulgular ¢alismanin 6zgiil teorik yaklasimi 1s1¢1nda yorumlanacaktir. Bu
boliim, teorik ve ampirik katmanlarin birbirine oriildiigli bir analiz zemini islevi gorecek;
miihendislerin sdylemleriyle agin dinamiklerinin nasil sekillendigi ortaya konulacaktir. Bunun

ardindan ise bu agin iirlinii olan miizigin toplumsal ve politik karakteri tartismaya agilacaktir.

Nihayetinde, altinci ve son boliimde ¢aligmanin temel ¢ikarimlar tartisilacaktir. Bu bolim,
caligmanin sunmay1 umdugu katkilari, sinirhiliklarini ve ileride yapilabilecek arastirmalara dair
onerileri igerecek sekilde yapilandirilmistir. Ayni zamanda bu boliim, yapay zeka, teknoloji ve
sosyoloji kesisiminde yiiriitiilebilecek gelecekteki aragtirmalar i¢in teorik ve metodolojik bir

cagri niteligi tasimaktadir.
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BOLUM 1. YAPAY ZEKANIN (KISA BiR) TOPLUMSAL TARIiHi

Her ne kadar bir 21. yiizyil kavrami olsa ve yaklasik 60 yillik bir tarihi varmig gibi goriinse
de, yapay zekanin tarihi, otonom varliklar yaratma hayali seklinde, ylizlerce yila uzanan hayaller
ve hayal kirikliklari; basar1 ve basarisizliklarin tarihidir. Bu, yalnizca insanin hayal giiciinde
degil, ayn1 zamanda toplumlar1 sekillendiren sosyo kiiltiirel ve teknolojik gelismelerde de derin
kokleri olan uzun ve engebeli bir yolculugu temsil eder. Yapay zekénin yolculugu, antik ¢aglarda
mitlere ve edebiyata yansiyan “diisiinen makinelerin” ilk kavramsallagtirmalari ile baglamigtir
(Liveley & Thomas, 2020). Yapay varliklara iliskin bu ilk tasavvurlar, genellikle donemin giic
dinamiklerini ve toplumsal yapilarini yansitmaktadir. Ornegin, Antik Yunan Edebiyati’nda
Homeros’un Odysseia ve Ilyada eserleri, ilkel bir zekdya ve belirli bir otonomiye sahip dev bir
bronz otomat olan Talos gibi mekanik varliklari iglerken, insan imgeleminde otonom varliklar
yaratma istencinin ilk 6rneklerini goéstermektedir (Buchanan, 2005; Pfleeger, 2015). Talos figiirii
yalnizcaantik donem insaninin insan yeteneklerini taklit eden makineler insa etme arzusunu
temsil etmekle kalmaz, ayn1 zamanda bu mitlerin tasarlandig1 militarist ve hiyerarsik toplumlari
yansitan kontrol ve giicii de sembolize eder. Bir baska taraftan, yine Homeros’un metinlerinde
karsilagilan, yolcular1 bir kiyidan bir kiyiya sag salim ulastiran kaptansiz gemiler bugiiniin
otonom araglarini, tanr1 Hephaistos'un yaratim islerinde ona yardimci olan otomatalar ise
giiniimiiziin yapay zeka ile donatilmis robotlarini ve dronelarini ¢aglar dncesinden haber verir

gibi gortinmektedir.

Homeros metinlerine benzer sekilde, otonom varliklar yaratmanin en eski drneklerinden
biri, MS 3. yiizyildan kalma eski Yahudi metinlerinde anlatilan yar1 otonom bir figiir olan golem
mitinde bulunabilir (Toumey, 2012). Kilden veya topraktan yapilan ve ritiiel uygulamalarla
canlandirilan golem, insanligin bir dereceye kadar otonom hareket edebilen varliklar tasarlamaya
yonelik asirlik arzusunu sembolize eder. Golem anlatis1 teknoloji, din ve etigin kesisimine dair
derin i¢gdriiler sunar. Baglangicta dis tehditler ve toplumsal giivenlik gibi belirli toplumsal
kaygilar1 gidermek i¢in tasarlanmis bir koruyucu veya is¢i figiirli olarak tasarlanan golem,
Yahudi toplumunun ihtiyaglarii, korkularin1 ve toplumsal yapisini yansitir (Gelbin, 2010;
Toumey, 2012). Yine de bu mit, daha 6nceki otonom varliklar anlayisindan 6nemli bir evrime
isaret eden onemli bir etik boyut ortaya koymaktadir. Otonom varliklar ya da kisaca otomataya

duyulan bu erken donem hayranlik, makinelerin genellikle gézetim teknolojileri veya otomatik

11



karar verme sistemleri seklinde toplumsal kontrolii genisletmek veya uygulamak igin
gelistirildigi modern yapay zekanin bir Onciisii olarak goriilebilir. Bu eski mitler, teknolojinin
sosyal temellerini vurgulayarak, teknolojik ilerlemelerin genellikle kontrol, verimlilik ve gii¢ i¢in
toplumsal ihtiyaglar tarafindan nasil yonlendirildigini gostermektedir. Karmasik gorevleri yerine
getirebilen mekanik varliklara duyulan arzu, giliniimizde yapay zekanin gelisimini
sekillendirmeye devam etmektedir, ancak makineler geleneksel olarak insan emegi ve karar
verme siireglerinin hakim oldugu alanlara giderek daha fazla niifuz ettik¢e, bu durum sebebiyle

daha biiyiik etik ve toplumsal sonug¢lar dogmaktadir.

Antikiteden ortagaga gelindiginde ise, otonom varliklarin masals1 birer anlati olmaktan
cikip yer yer gerceklige daha da yaklasan, pratik bir baglamda kavramsallastirildigi
goriilmektedir. Ornegin, cagin dnde gelen mucitlerinden olan El-Cezeri, 12. yiizyilda yazdig
Hiinerli Mekanik Cihazlar Kitabr ile otonom aygitlarin mekanik olanakliligini sorgulamistir. Bu
metin, otomatik enstriimanlar ve hatta programlanabilir insans1 bir hizmet¢i de dahil olmak iizere
yogun emek ihtiva eden gorevleri yerine getirebilen otomatalarin tasarimini detaylandirmus,
otonom varliklar yaratma fikrinin [heniiz uygulamaya c¢ok uzak olsa da] pratik temellerini

olusturmustur (Hill, 1998; Najaran, 2007).

Bu donem ayni zamanda, otonom varliklarin gelisimini toplumsal hiyerarsilerin
giiclendirilmesiyle i¢ ice gegiren anlatilarin ortaya ¢ikisina da taniklik etmistir; bu durum, yapay
zekanin etik sonuglar1 hakkindaki ¢agdas tartismalarin habercisi olarak diisiiniilebilir. Ozellikle
aciklayici bir 6rnek Chrétien de Troyes’in 12. yiizy1l destan1 Perceval’de bulunabilir. Bu anlatida
de Troyes, Kral Arthur’un ev sahipligi yaptig1 bir turnuvada Sovalye Alardin’in ¢adirinin digina
yerlestirilmis, biri glimiisten digeri altindan yapilmis iki ndbetgiyi tasvir eder. Her biri bir mizrak
ve bir harp ile donatilmis olan bu nobetgiler, donemin kati toplumsal normlarini uygulamak iizere
tasarlanmislardir. Bu eserde, glimiis nobetci soylu olmayanlarin ¢adira girmesini engellerken,
altin nobetci de bekareti olmadigr icin “erdemsiz” sayilan bir kadinin yaklastigini isaret etmek
icin arpindan bir nota c¢alarak uyarir (Truitt, 2020) ve bu baglamda, toplumsal normlarin
korunmasinda bir pay sahibi olur. Bu anlati, erken donem mekanik aletlerin toplumsal normlarin
uygulanmasindaki roliinli vurgulamakla kalmaz, ayn1 zamanda teknolojik ilerlemelerin tarihsel

olarak mevcut iktidar yapilarini siirdiirmek i¢in nasil kullanildigina dair bir 6rnek de sunar.
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Ortagag’da otomasyonun efsanevi ve edebi yorumlarindan pratik yorumlarina gecis,
teknolojik ilerlemelerin sosyopolitik kosullardan nasil etkilendigini de gosterir niteliktedir.
Ornegin, El-Cezeri’nin otomatlar1 yalnizca pratik amaclar icin degil, ayn1 zamanda sahibinin
prestij, sosyal statii ve giiciinii de sergileyen ve pekistiren bir nitelikte bir iktidar sembolii olarak
okunabilir. Islevsellik ve sembolik iktidarin bu karisimi, teknolojilerin genellikle mevcut iktidar
yapilarin1 giiclendirmek i¢in gelistirildigi yapay zeka tarihinde yinelenen bir temay1
yansitmaktadir. Perceval’deki nobetciler gozetim teknolojisinin ilk prototipleri olarak islev
gormekte iken ayni1 zamanda toplumsal cinsiyet ve sinif konumlari 6zelinde teknolojinin nasil bir
toplumsal kontrol ve diizenleme mekanizmas1 olarak kullanilabilecegine dair ipuglari
bulundurmaktadir. Bu baglamda, otonom varliklarin 6rneklerini yansitan metinlerdeki bu ilk
tahayytiller, yapay zeka etigi, algoritmalarin toplumsal ve politik karakterleri ve kullanimlar1 gibi
giiniimiiz sosyal bilimlerinin ilgisini ¢eken ¢agdas tartismalarin (Beer, 2013; 2017; Noble, 2018;
Benjamin, 2019; Airoldi, 2022) bir arketipi olarak da ele alinabilir.

Ronesans ve Aydinlanma donemleri, akil/beden ikiliginin modern diisiince tarihinin kurucu
ontolojik temeli olarak ortaya c¢ikist ve yasanan teknik/teknolojik gelismeler ekseninde
diistintildiiglinde, bu donemlerin bilgisayarlarin ve dolayisiyla yapay zekanin felsefi temellerinin
atilmasinda son derece 6nemli bir rol oynadigini sdylemek miimkiindiir. Ilging bir drnek olarak,
yukarida da bahsedildigi {izere antik Yahudi mitlerinde ortaya ¢ikan golem miti, Ronesans
doneminde form degistirerek tekrar karsimiza ¢ikar. Bu donemde golem miti, antik bi¢iminin
aksine, kontrolsiiz yaratimin tehlikelerini vurgulayan bir anlatiya dontigsmiistiir (Dekel & Gurley,
2013). Mitin bu bi¢iminde, baslangicta efendisine hizmet etmek i¢in yaratilan golem, kontrol
edilemeyecek kadar gliclenmektedir. Efendisi onu yok etmeye c¢alistikca, golem ona karsi gelir
ve genellikle efendinin yaralanmasina ya da 6liimiine neden olur. Bu durum, insani1 yarattiklarinin
arzulanmayan sonuglar1 olabilecegini diisiinmeye iterken, golem mitinin gegirdigi doniisiim,
otonom varliklar yaratma isteginin insanin kendisini asma ve dogaya hiitkmetme isteklerine zimni
bicimde eslik eden koklii bir korkuyu da gdstermektedir: yaratimlarin, kontrol edilemeyecek
kadar giigclenmeleri ve yaraticilar i¢in feci sonuglara yol agmalar1 olasilig1 (Dekel & Gurley,
2013). Bu korku, giinlimiiz yapay zeka tartismalarinda teknolojik tekillik (technological
singularity) olarak adlandirilan, yapay zekanin hizli gelisimi, buna istinaden ‘zekasinin’ iistel

artistyla birlikte [yaraticisi olan] insandan bagimsiz diislinebilme yetisi kazanmasini ve bunun
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olas1 sonuglarini irdeleyen tartigsmalarin (Shannan, 2015; Tegmark, 2017) temelindeki diislinceye

benzer gibi gériinmektedir.

Ronesans, otonom varliklarin arayiginda 6nemli bir rol oynayan proto-miihendisligin
baslangicina isaret etmektedir. 1495 yili civarinda, adi giiniimiizde mucitlikle neredeyse es
anlamli olacak kadar {inlii bir polimat olan Leonardo da Vinci, insan hareketini mekanik yollarla
taklit etmeye ¢alismistir. Da Vinci’nin genellikle ilk robotlardan biri olarak kabul edilen mekanik
sOvalyesi, hayal giicli ve miihendisligin bu birlesimini 6rneklemektedir. Bir Cermen sovalyesine
benzetilerek tasarlanan mekanik figilir, muhtemelen insan girdisiyle ¢alisan karmagik bir disli ve
makara sistemiyle donatilmigtir. Moran (2007), da Vinci’nin planlarinin ayrintili bir analizini
sunarak sovalyenin iki bagimsiz sistemle ¢alistigini belirtir: bu sistemlerden biri viicudun alt
kismini (bacaklar, ayak bilekleri, dizler ve kalgalar), digeri ise viicudun {ist kismin1 (omuzlar,
dirsekler, bilekler ve eller) hareket ettirmek i¢in kullanilmaktadir. Kollar gogiiste bulunan
mekanik bir kontrolor tarafindan kontrol edilirken, bacaklarin hareketini harici bir krank sistemi
saglar (Moran, 2007). Bu tasarim sadece da Vinci’nin miihendislik becerisini yansitmakla
kalmay1p, ayni zamanda insan hareketini taklit etme zorlugunun ustalik ve mekanik hassasiyetle

ele alindig1 robotigin ilk asamalarin1 da sembolize etmektedir.

Ronesans ayni zamanda insan ya da hayvan eylemlerini taklit eden gorevleri yerine
getirmek tizere tasarlanmis mekanik cihazlarin ortaya ¢ikisina da taniklik etmistir. Bu cihazlar,
modern anlamda otonom olmamakla birlikte, robotlarin ve yapay zekanin gelisimine yonelik
onemli bir adim1 temsil etmektedir. Bu ilk otomatlarin yaratilmasinda bilimsel merak, sanatsal
ifade ve organik ile mekanik arasindaki smirlar1 kesfetme arzusu bir arada rol oynamigtir
(Kapitan, 2017). Bu kesif, 18. ylizyilda yarattigi mekanik 6rdek ile gercek bir 6rdegin sindirim
stireglerini taklit edebilen Jacques de Vaucanson gibi diger Ronesans mucitlerinin ¢aligsmalarinda

da agikca goriilmektedir.

René Descartes ve John Locke gibi Aydinlanma disiiniirleri, yapay zekanin temellerini
sekillendiren 6nemli kavrayislar sunmustur. Descartes’in zihni ve bedeni iki ayr1 varlik olarak
ele alan Kartezyen diializm yaklasimi, makineleri mekanik siire¢lerle insan biligini taklit edebilen
fiziksel yapilar olarak anlamlandirmaya yonelik bir ¢ergeve olusturmustur (Clark, 1997). Zihne

dair bu mekanistik goriis, beynin bir makineye benzetildigi hesaplama teorisindeki daha sonraki
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geligmelerin temelini olusturmus ve modern anlamiyla bilissel islevleri taklit eden yapay zeka
sistemlerinin gelistirilmesine olanak saglamistir. Ote yandan, Locke’un insan zihninin deneyimle
sekillenen bos bir levha oldugunu 6ne siiren tabula rasa teorisi, modern makine 0grenmesi
ilkeleriyle paralellik gostermektedir ve makine 6grenmesi yontemlerinin felsefi temeli olarak
nitelenebilir (Sun, 2019). Locke’a gore, insanlar bilgiyi duyusal girdiler yoluyla edinir; bu
kavram, yapay zeka sistemlerinin biiyiik veri kiimelerinden nasil 6grendigini anlamada dnemli
bir temel sunmaktadir. Bu felsefi temel, verilere dayali olarak performanslarin siirekli gelistiren
yapay zeka modellerinin gelisimini desteklemis ve yapay zekdnin da tipki insanlar gibi
deneyimlerden “6grenebilecegi” fikrine kapi aralamistir; Locke’un fikirleri aynm1 zamanda
ilerleme, bireycilik ve bilginin sistematik olarak biriktirilip miikemmellestirilebilecegine dair
Aydimnlanma ideallerini yansitmakta ve yapay zekanin karmasik sorunlar1 ¢6zme potansiyelini

cevreleyen mevcut teknolojik iyimserligi yansitmaktadir.

Diger bir yandan Aydinlanma Donemi, 06zellikle Gottfried Wilhelm Leibniz’in
caligmalariyla mantik ve hesaplama alanindaki gelismeler baglaminda, yapay zekanin ortaya
cikis ve gelisimini acan yolda 6nemli bir donemi temsil etmektedir. Leibniz’in gelistirdigi ikili
say1 sistemi, modern yapay zeka baglamindaki ikili dizgenin gelisiminde kritik bir rol oynamigtir
(Ceruzzi, 2003). 0 ve I’lerden olusan mevzubahis ikili sistem, giinlimiizde tiim dijital
bilgisayarlarin temelini olusturmaya devam etmektedir (Morar, 2014; Antagonazza, 2018).
Leibniz’in ¢aligmalari, donemin bilgiyi sistematik hale getirme ve farkli alanlara uygulanabilecek
evrensel ¢erceveler olugturma konusundaki vizyonunun, modern bilgisayara giden yola dosenmis
olan en biiyiik taslardan birini yansitmaktadir (Gray, 2010). Leibniz’in fikirleri, 6zellikle de ikili
sistem ve mantik lizerine ¢aligmalari, cogunlukla “bilgisayarlarin babas1” olarak anilan Charles
Babbage i¢in fikri bir temel olugturmasi baglaminda son derece 6nemlidir (Morrison, 1961; Ifrah,
2001). 19. yilizyilda yasamis olan bir matematik¢i olan Babbage’in Analitik Motor tasarimi,
modern bilgisayarin atasi olarak kabul edilmekte ve bilgi igslemin evriminde ve buna bagli olarak
yapay zekanin kavramsal temellerinde énemli bir doniim noktasidir (Collier, 1970; Hyman,
1982). Analitik Motor, tekstil endiistrisinin Jacquard dokuma tezgahindan esinlenen delikli kart
teknolojisini kullanarak programlanabilen bir yapidadir (Swade, 2000). Bu makine; girdi, isleme,
depolama ve c¢ikt1 siireglerini entegre ederek bir dizi gérevi yerine getirebiliyor olup modern

bilgisayarlarin yazilimsal temeli olan programlanabilirlik kavramini ortaya ¢ikarmistir.
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Analitik Motor’dan 6nce, 1822 yilinda tasarlanan Fark Motoru, Babbage’in ilk biiylik
projesi olarak nitelendirilebilir. Bu cihaz, elle yapilan hesaplamanin sik¢a hata iireten dogasini
asarak, matematiksel tablolarin otomatik olarak olusturulmasini amaclamaktadir. Fark Motoru,
polinom fonksiyonlarini hesaplamak icin sonlu farklar yontemini kullanarak, ¢arpma ve bolme
gibi zorlu islemlerin elle yapilmasindaki zorlugu ortadan kaldirmasiyla, karmasik islemlerin daha
dogru ve hizli yapilabilmesinin 6niinii agarken, ayni zamanda bu islemlerin kullanildig1 bilim ve
teknoloji alanlarinda da ilerlemeyi hizlandirma potansiyelini tasimaktadir (Collier, 1970). Bu
proje, mekanik hesaplama cihazlarinin siirlarini genigletmis ve daha sonra gelistirdigi Analitik
Motor un temellerini olusturmustur. Fark Motoru ve Analitik Motor, teknolojinin karmasik insan
gorevlerini taklit etme ve hatta agma yetenegine olan inancin artmasini simgelemekle birlikte,
cagin ruhuna uygun bir bigcimde, emegin yeniden diizenlenmesi siirecinde makinelesmenin
onemini de gostermektedir. 19. yiizyil boyunca Sanayi Devrimi, insanlar ve isleri arasindaki
iliskiyi koklii bir sekilde degistiren hizli teknolojik ilerlemelere sahne olmustur. Makineler,
iiretimin ve verimliligin merkezi haline gelmistir; bu da verimlilik kavramini kilit bir iktisadi ve
toplumsal deger haline getirmistir (Marx, 1995). Bu baglamda, ekseriyetle de Analitik Motor,

donemin insan emegini makineyle iliskilendiren doniistimiinii yansitmaktadir.

Sosyolojik bir perspektiften, Analitik Motor 6zelinde toplumsal ve iktisadi isboliimiinde
makine ve insan arasindaki iliskinin bir yansimasi da goriilebilir. Makineler, daha 6nce vasifli
isciler tarafindan yerine getirilen goérevleri devralmaya basladikca, toplumsal tabakalagsma ve
istihdamin gelecegi lizerindeki etkileri hakkinda artan tartigmalar yasanmistir. Bu degisim, Karl
Marx’1n endiistriyel makinelerin yiikseliginin zanaatkarin roliinii azalttigin1 ve daha pargalanmas,
yabancilagsmis bir isgliciine yol actigini1 savundugu kapitalist sistem elestirisi ile paralellik
gostermistir (Marx, 1994; 1995). Analitik Motor, bilissel gorevleri otomatiklestirme potansiyeli
ile yeni bir soru ortaya atmistir: Geleneksel olarak yalnizca insana 6zgii oldugu diisliniilen
entelektiiel emek de makinelesmeye tabi olabilir mi? Baska bir deyisle, Analitik Motor’un sanayi
kapitalizminin gelistigi bir donemde gelistirilmis olmasi, teknolojik ilerlemenin genellikle
ekonomik sistemin talepleri tarafindan yonlendirildigini ortaya koymustur. Verimlilik ve
iiretkenlik arayis1 kapitalist degerlerle i¢ i¢e ge¢mistir; boylece makine, yalnizca teknolojik bir
ilerlemeyi degil, ayn1 zamanda kar elde etmek i¢in emegi optimize etmenin bir aracini temsil eder

hale gelmistir (Marx, 1995; Braverman, 1974).
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Siklikla tarihin ilk bilgisayar programcisi olarak anilan Ada Lovelace, hocast Babbage’in
tasarimlarinin potansiyelinin fark edilmesinde onemli bir rol oynamistir. Babbage, Analitik
Motor’u dncelikle matematiksel hesaplamalar icin bir arag olarak hayal etmis ve tasarlamis olsa
da, Lovelace, bu makinenin, sanat ve edebiyat yaratimi gibi, aritmetigin 6tesindeki gorevleri
yerine getirebilecegini ongdrmiistiir (Collier, 1970). Bu baglamda, Lovelace’in Analitik Motor
ongoriisli, yalnizca bilgisayar bilimi alaninda ¢igir agict olmakla kalmayip ayni zamanda
sosyolojik acidan da onem tasimaktadir. Bu vizyon, makinelerin insan yaraticiligi ile nasil
etkilesime gegebilecegine ve bunun toplumsal baglamda nasil algilanabilecegine dair erken bir
anlayis1 temsil etmektedir. Bu yaklagim, teknolojinin yalnizca hesaplama degil, ayn1 zamanda
sanatsal ve kiiltlirel iiretim i¢in bir ara¢ olarak da kullanilabilecegini gdstermistir. Bir baska
deyisle, bir 19. yiizy1l figiirii olan Lovelace’in ongoriileri, yapay zekanin sanat, miizik ve diger
yaratici alanlardaki roliine iliskin giinlimiizdeki tartismalara zemin hazirlamistir. “Yaratict’ isler
yapabilen bir makine vizyonu, geleneksel anlamdaki sanat ve yaraticilik kavramlarina bir meydan
okuma niteligindedir. Bu tartigma, yapay zekanin toplumsal hayatin ve bir¢ok alaninda
sorgulamaksizin kabul gordiigii giiniimiizde dahi “makine yaratici olabilir mi” sorusu temelindeki
tartismalarin merkezinde yer almaya ve bir¢ok karsit goriisiin ortaya ¢ikip gelistigi bir diisiinsel
alan1 besleyen temel soru olmaya devam etmektedir. Algoritmalarin sanat iiretmek igin
kullanilabilecegi fikri, yaraticilik anlayisini karmasiklagtirmakta, makinenin yaratici bir gli¢ mii
yoksa yalnizca insanlar tarafindan tasarlanmis ve Onceden tanimlanmis stiregleri yliiriiten bir

‘ara¢’ mi1 oldugu sorularini dogurmaktadir.

Insan yaraticihigr ile mekanik siirecler arasindaki bu gerilim, bir yandan da toplumsal
degisme hususu ile derinden baglantilidir. Sanayilesme, 19. yilizyilda emegin makinelesmesini
modernitenin tanimlayici bir 6zelligi haline getirmis ve karmasik makinelerin toplumsal ve
iktisadi hayata bir daha c¢ikmayacak bicimde dahil olmasini saglamistir. Benzer sekilde,
giinlimiizde yapay zekanin yaratici alanlardaki rolii, otomasyonun insan emegini ve 6zgiinliigiinii
degersizlestirme potansiyeline dair endiseleri yansitmaktadir. Makinelerin bir giin insan
yaraticiliginin yerini alabilecegi fikri, sosyolojiyi yaratici siiregte insan failliginin degerini
yeniden gozden gegirmeye itmektedir. Bu, yalnizca teknolojinin sinirlarina degil, ayni1 zamanda
insan ve makine arasindaki iligskinin hem bireysel hem de toplumsal diizeyde nasil yeniden
tanimlandigina dair derin bir tartigmay1 sosyolojik bir perspektiften giindeme getirmektedir. 19.
yiizyilda yasanan bu gelismeler modern bilgisayarlari, yazilim ve donanimi, dolayisiyla bu
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caligmanin konu edindigi yapay zekay1 oncelemektedir. Bir baska deyisle, s6z konusu edinilen
bu gelismeler yalnizca teknolojik degil, tarihsel ve toplumsal baglamlariyla da bugiiniin ¢agdas
yapay zeka sistemlerinin atas1 olmuslardir. Yapay zekanin bir kavram olarak ortaya ¢ikis1 ve ilk
modern 6rneklerinin bilimsel ve toplumsal hayata girisi ise, 20. yiizyilda, bilgisayar bilimlerinde
ic alanda ortaya ¢ikan [ve sonrasinda yogun bir toplumsal gii¢ ile karakter kazanan] gelismeler

ve getirdikleri degisim ile miimkiin olmustur.

1.1. Yapay Zekimmn Kutsal Ucliisii: Donamim, Yazihm ve Internetin 20.

Yiizyildaki Gelisimi

Yapay zekanin diinyayla etkilesim kurmasini saglayan, bir anlamda soyut bir ‘zihni’
somutlagtiran, onun bedeni halini alan ¢agdas bilgisayarlarin evrimi, miihendislik ve teknolojik
ilerlemenin tarihsel gelisimiyle yakindan iligkilidir. Bir baska deyisle, bilgisayarmn gelisimi,
yalnizca teknik bir ilerlemeyi degil, ayn1 zamanda bilimsel bilgi birikiminin ve hayal giicliniin
sekillendirdigi toplumsal bir doniisiimii de temsil etmektedir. Ilk bilgisayarlara can veren vakum
tiipiiniin icadindan, gilinlimiiz bilgisayarlarinin en temel bileseni olan mikroiglemcilerin
gelistirilmesine kadar genis bir yelpazede yasanan elektrik temelli teknolojik ilerleme ve degisim,
makinelerin islemleme kapasitelerini tahmin edilemeyecek derecede artirmis, bir bagka deyisle,
giinlimiiz diinyasini meydana getiren tiim toplumsal alanlara niifuz eden sofistike dijital

sistemlerin temelini olusturmustur.

Austrian’in (1982) belirttigi tizere, Herman Hollerith’in 1890°da ABD Niifus Sayimi i¢in
gelistirdigi ve delikli kartlar aracilifiyla verileri isleyebilen tablolama makinesi, modern veri
isleme teknolojilerinin temelini atan ¢igir acici bir gelisme olarak kabul edilmektedir. Bu sistem,
yalnizca niifus sayimu siireglerini hizlandirarak zaman ve isgiicli maliyetini azaltmakla kalmamus,
ayni zamanda otomatik veri islemenin potansiyelini ortaya koyarak bilgi yonetiminde yeni bir
cagin kapilarini aralamistir (Yates, 1993). Hollerith’in bulusu, IBM’in yiikselisine giden yolu
acarken (Campbell-Kelly, 2009), modern bilgi toplumunun teknolojik altyapisin1 da
sekillendirmistir. Bu baglamda, elektromekanik cihazlardan elektronik bilgisayarlara gegis
stireci, vakum tiiplerinden transistorlere ve nihayetinde mikroiglemcilere uzanan bir dizi teknik
doniim noktasina dayansa da, Ceruzzi’nin (2003) de vurguladig gibi, bu ilerleme yalnizca teknik

bir evrim degil, ayn1 zamanda ekonomik, siyasi ve kiiltiirel etkenlerin i¢ ice gectigi cok boyutlu
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bir déniisiim olarak sekillenmistir. Ozellikle de IBM, Microsoft, Apple gibi kiiresel teknoloji
sirketlerinin Hollerith’in ac¢tig1 yolu izleyerek yiikselisi, bilgi islem giiciiniin kapitalist {iretim
iliskileriyle nasil kesistigini ve teknolojik altyapilarin yalnizca biirokratik mekanizmalar1 degil,
niifus yOnetimi gibi genis c¢apli toplumsal pratikleri de nasil doniistlirdiigiinii acikca
gostermektedir (Edwards, 1996). Bu tarihsel siireg, bilgi teknolojilerinin yalnizca miihendislik
basaris1 olarak degil, toplumsal oOrgiitlenme bigimlerini yeniden tanimlayan yapilar olarak

degerlendirilmesi gerektigini ortaya koymaktadir.

Yapay zekdya giden siirecin kavranabilmesi i¢in, bilgisayarin ortaya ¢ikisina etki eden
teknolojik gelismelerin toplumsal karakterleriyle birlikte ele alinmasi gerekmektedir. Bu
baglamda, 20. ylizyilin baslarinda gelistirilen ve elektrik sinyallerini yiikseltip kontrol edebilen
vakum tiipii, mekanik bilisimden elektronik bilisime geciste temel bir doniim noktas1 olmus; daha
sofistike ve verimli veri isleme yontemlerinin Oniinii agarak ilk elektronik bilgisayarlarin
gelistirilmesine katki saglamistir (Brock, 2010). Bu teknolojik gelismenin ilk somut
orneklerinden biri, John Mauchly ve J. Presper Eckert tarafindan Pennsylvania Universitesi'nde
gelistirilen ENIAC’tir. 1945°te tamamlanan ve genellikle ilk tam operasyonel elektronik dijital
bilgisayar olarak kabul edilen ENIAC, yeniden yapilandirilabilirligi sayesinde c¢ok cesitli
gorevleri yerine getirebilen bir sistem olarak elektronik bilgi islem teknolojisinin potansiyelini
gozler Oniine sermistir (Goldstine & Goldstine, 1946; Fuegi & Francis, 2003; Tympas, 2017).
ENIAC’m sundugu bu esneklik, bilgisayarlarin yalnizca belirli gérevleri yerine getiren makineler
olmaktan ¢ikarak, bilimsel arastirmalardan askeri uygulamalara ve endiistriyel siire¢lere kadar
pek ¢ok alanda temel araglara doniismesini miimkiin kilmistir (Ceruzzi, 2003). Mekanikten
elektronige ge¢isin bu doniisiimii, yalnizca teknik degil, ayn1 zamanda is organizasyonu,
uzmanlik yapilar1 ve bilgi kontrolii agisindan yeni toplumsal bi¢imlerin dogmasina zemin
hazirlamig ve bilgi teknolojilerinin giderek merkezl bir rol {iistlendigi bir sosyo-teknik

yapilanmanin olusumuna isaret etmistir (Edwards, 1996).

ENIAC’m gelistirilmesiyle eszamanli olarak, 1930’larin sonunda John Atanasoff ve
Clifford Berry tarafindan tasarlanan Atanasoff-Berry Computer (ABC), dijital bilgisayarlarin
evriminde ikili sistemin uygulanmasi bakimindan belirleyici bir rol iistlenmistir. 0 ve 1’lerden
olusan bu sistem, Leibniz’in kavramsal gercevesi dogrultusunda elektronik veri gdsterimi icin

kullanilmis ve tiim modern dijital bilgisayarlarin temelini olugturmustur (Atasanoff, 1984). Her
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ne kadar programlanabilirlik agisindan smirli olsa da (Tympas, 2017), ABC’nin ikili sistemi
benimsemesi, dijital bilgi islemin isleyis mantigin1 sekillendiren 6nemli bir adimdir. Bu evrim,
1947°de transistoriin icadiyla yeni bir agamaya tasinmis; vakum tiiplerine kiyasla daha giivenilir,
enerji tasarruflu ve kompakt bir yap1 sunan bu yari iletken cihaz, bilgisayarlar1 daha erisilebilir
ve ¢ok yonlii kilmistir (Riordan & Hoddeson, 1997). 1950’ler ve 1960’larda yasanan transistor
doniistimii, yalnizca teknik bir ilerleme degil, ayn1 zamanda verimlilik ilkesinin, savas sonrasi
ekonomik yeniden yapilanma ve kapitalist iiretim pratikleri baglaminda kiiresel bir deger haline

geldigi bir ddnemin yansimasi olarak degerlendirilmistir (Hughes, 1983).

Bu siirecte teknolojik gelismeler, bilimsel alanla sinirli kalmayarak toplumsal yapinin genis
kesimlerine niifuz edebilmistir. Bu genislemeyi miimkiin kilan devrimsel adim ise 1971 yilinda
piyasaya siiriilen ilk mikroislemci olan Intel 4004°tiir. Mikroislemeci, bilgisayarin merkezi islem
birimini tek bir ¢ip iizerinde toplayarak cihazlarin kii¢lilmesini, maliyetin diismesini ve
performansin artmasini saglamig; bdylece kisisel bilgisayarlarin yayginlagsmasina zemin
hazirlamistir (Hoff, 1996). Bu gelisme, bilgi islem teknolojisine erisimi artirarak is, egitim ve
giindelik yagamin doniisiimiinde belirleyici bir rol iistlenmis; bilgiye dayali modern toplumun

teknolojik temelini olusturmustur.

Vakum tiipii, transistor ve mikroislemci gibi donanim temelli teknolojik gelismelerle
baslayan inovasyon siireci, bilgisayarin yalnizca bilimsel ve teknolojik bir aygit olarak degil, ayn1
zamanda toplumsal bir fenomen olarak evrilmesini saglamis; bdylece daha kiigiik, giiclii ve
ekonomik sistemlerin igletmeler, devletler ve bireylerce erisilebilir hale gelmesiyle birlikte bilgi
islem teknolojisi gilindelik hayatin ayrilmaz bir pargasina doniismistir (Ceruzzi, 2003;
Brynjolfsson & McAfee, 2014). Bilgisayarlarin ekonomi, egitim, savunma, hukuk ve kiiltiirel
iretim gibi sosyal alanlara yayilmasi, bu teknolojiyi toplum i¢in vazgecilmez bir araca
dontistiirmiis; fiziksel olarak biiyilk ve maliyetli makinelerden kisisel bilgisayarlara gegcis,
erigilebilirligi artirarak toplumsal Orgiitlenme bicimlerinde koklii degisimlere yol agmigtir
(Manovich, 2001; Castells, 1996; Turkle, 2011). Ancak bu doniisiim yalnizca donanim alanindaki
gelismelerle sinirli kalmamig; 20. yilizyilda yazilim ve yazilim miihendisliginin evrimi de
bilgisayarin ve dolayisiyla yapay zekanin toplumsal sahada etkili olmasin1 miimkiin kilan temel

dinamiklerden biri olmustur.
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Yazilim, mekanik ve elektronik sistemlerin isleyisini yoneten karmasik yapisiyla,
bilgisayarin insanlarla kurdugu sembolik iliskiyi yapilandiran bir ¢ekirdek olarak tanimlanmakta;
kokeni Ada Lovelace’in Babbage’in Analitik Motor’u lizerine gelistirdigi ilk algoritmalara
dayandirilsa da, modern anlamda yazilim ancak elektronik dijital bilgisayarlarin ortaya ¢ikistyla
bicim kazanmigtir (Sheikh vd., 2021; Fuegi & Francis, 2003). Bu baglamda yazilimin gelisimi,
insan-makine iligkilerinde tarihsel bir kirilmay1 isaret etmekte; donanimdaki ilerlemelere paralel
olarak yazilimi, 6zellikle de isletim sistemlerinin, bilgisayarlarin yalnizca bilim insanlarinin
degil tiim bireylerin erisimine agilmasini saglamasi, bilgi teknolojisinin genis toplumsal kesimler
tarafindan kullanilabilirligini artirmis ve insan-bilgisayar etkilesimini miimkiin kilan yeni bir

sembolik diizenin temelini atmigtir.

Sosyolojik agidan degerlendirildiginde, yazilim, insan-bilgisayar etkilesimini yeniden
sekillendiren sembolik bir ortam olarak teknolojinin toplumsal doniigiimiindeki basat konumunu
ortaya koymakta; 6zellikle 1950’1lerden itibaren gelistirilen programlama dilleri, makineye 6zgii
teknik kodlardan insan tarafindan okunabilir sembolik talimatlara gecisi miimkiin kilarak bilgi
islemi daha erisilebilir hale getirmistir (Blumer, 1969). Bilimsel uygulamalara yonelik
FORTRAN (1957) ve is uygulamalarina yonelik COBOL (1959) gibi yiiksek seviyeli diller,
makine dilinin karmasikliklarini soyutlayarak daha genis kullanici kitlelerinin yazilim gelistirme
stireclerine katilmasina olanak tanimig; bu durum, programlama pratigini teknik bir ugrasin
Otesine tastyarak yaratict ve problem odakli bir alana doniistiirmiistiir (Sammet, 1969). Yazilim
gelistirme siireclerinin kurumsallagmasinda belirleyici olan bir diger unsur ise, yazilimin
caligmasii diizenleyen igletim sistemleridir. GM-NAA 1/O gibi erken orneklerden UNIX’e
uzanan gelisim ¢izgisi, donanim kaynaklarinin verimli kullanimini ve uygulama yazilimlarinin
standart bir platform {izerinden g¢alistirilmasini miimkiin kilmig; bu sayede insan-bilgisayar
etkilesimi kiiresel 6lgekte kiiltiirel sinirlarin 6tesine gegmistir (Tympas, 2017; Sheikh vd., 2021;
Ritchie & Thompson, 1974). UNIX’in tasmabilirligi, farkli donanimlar arasinda yazilim
standardizasyonunu kolaylastirarak teknolojinin yayginlagsmasima katki saglamistir. Bu
gelismeler, Weber’in (1978) rasyonellesme ilkeleri ¢ercevesinde ele alindiginda, yazilim ve
isletim sistemlerinin toplumsal orgiitlenme bigimlerini doniistiirecek giicte oldugunu ortaya
koymaktadir. Bilgi islemin standartlagmasi ve verimliligi, bilgisayarlarin toplumsal alana
entegrasyonunu hizlandirmis; bu siire¢ Kling’in (1980) “toplumun bilgisayarlasmasi1™ olarak

adlandirdig1 doniisiime zemin hazirlamistir. Microsoft ve Apple gibi kiiresel yazilim sirketlerinin
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yiikselisi, bu doniisiimiin kurumsal bir 6rnegini sunarken, kisisel bilgisayarlarin ve yazilimlarin
kitlesel bicimde benimsenmesi, isin dogasin1 doniistiirmiis; emegin dijital ortamda orgiitlenmesi,
ticretlendirilmesi ve sOmiiriisiine dair yeni tartigmalar1 giindeme getirmistir (Castells, 1996;

Fuchs, 2010; Nayak, 2013).

Yapay zekanin gelisimi, dogrudan bilgisayarin tarihsel evrimiyle onciillenmis bir siire¢
olup, 20. yiizyilda donanim ve yazilim alaninda yasanan ilerlemeler bu gelisimin hem teknik hem
de kavramsal temelini olugturmustur. Giderek daha giiclii ve enerji verimli donanim mimarileri
ile kullanici dostu, akilli yazilimlarin eszamanli gelisimi, yapay zekanmn c¢esitli alanlara
entegrasyonunu kolaylastirmis ve bu teknolojinin toplumsal hayata daha derinlemesine niifuz
etmesini saglamistir (Ceruzzi, 2003; Brynjolfsson & McAfee, 2014). Bu karsilikli etkilesim
stireci, yalnizca yaratici ve yenilik¢i uygulamalarin ortaya ¢ikmasini degil, ayn1 zamanda yapay
zekanin toplumsal yoriingesinin yeniden sekillenmesini de miimkiin kilmistir. Bu baglamda,
yapay zekanin “kutsal ti¢liisii”niin son halkasini olusturan internetin ortaya ¢ikisi, s6z konusu
teknolojik altyapiyr tamamlayarak, yapay zekanin teorik diizlemden pratik ve toplumsal bir
gerceklige doniisiimiinii miimkiin kilmistir. Soguk Savas doneminde, merkezi olmayan bir
iletisim sistemi kurma arayisiyla gelistirilen ve 1969°da ARPANET’in kurulmasiyla hayata
gecen paket anahtarlama teknolojisi, verilerin farkli yollarla aktarilmasina imkan taniyarak
buglinkii kiiresel internet aginin temelini atmistir (Leiner vd., 2009). Bu temel iizerine insa edilen
TCP/IP protokoliiniin 1983’te standart haline gelmesi, farkli aglarin birbiriyle iletisim
kurabilmesini saglamis ve internetin giindelik hayatin vazgeg¢ilmez bir iletisim altyapisina
donlismesinin Oniinii agmustir. Nihai olarak, 1989°da CERN’de Tim Berners-Lee tarafindan
gelistirilen World Wide Web, teknik uzmanligr olmayan kullanicilarin dahi bilgiye erismesini
saglayan basit ve erisilebilir bir arayliz sunarak interneti kitlesellestirmis, icerik iiretimi, sosyal
medya ve e-ticaret gibi alanlarda kiiresel capta bir doniistime yol agmis ve bilgiye erisimin

demokratiklesmesini miimkiin kilmistir (Roscoe, 1999; Halavais, 2000).

Bu yiizyilda internet teknolojisinde yasanan her biiytik atilim, yapay zekéanin ortaya ¢ikist
ve gelisimi agisindan birer katalizor islevi gormiis; 6zellikle bulut bilisimin gelismesiyle bu siireg
daha da hiz kazanmistir. Verilerin yerel diskler yerine internet {izerindeki sanal ortamlarda
depolanmasina olanak taniyan bu yapi, Amazon Web Services (AWS), Microsoft Azure ve

Google Cloud gibi platformlar araciligiyla fiziksel donanim yatirimi olmaksizin karmagik yapay
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zeka modellerinin egitilmesini miimkiin kilmis; bu sayede arastirma ve gelistirme siireglerine
erisim kolaylasarak kiiresel bir yapay zeka ekosistemi olugmustur (Jordan & Mitchell, 2015;
Sheikh vd., 2021). Bu platformlar yalnizca teknolojik altyap1 sunmakla kalmamais, ayn1 zamanda
yapay zekd uygulamalarinin hizli 6lgeklenmesini ve uluslararasi isbirliklerinin gelismesini
saglayarak, fiziksel sinirlarin 6tesine gecen, birbirine entegre kiiresel bir agin olusmasina katkida
bulunmustur. Donanim, yazilim ve internet arasinda kurulan bu etkilesim ag1, yapay zekanin
teknik gelisiminin yani sira ekonomi politigini de sekillendirmis; biiyiik veri havuzlariin internet
iizerinden paylasilabilir hale gelmesi, bu verileri kontrol eden sirketleri kiiresel dl¢ekte oyun
kurucu aktorlere doniistiirmiistiir. Donanim, islem giicii ve verimlilik; yazilim, insan-makine
iletisimini saglayan sembolik altyapi; internet ise biiyiik veri yonetimi ve erigimini olanakli kilan

kiiresel baglant1 araci olarak yapay zekanin kurucu bilesenleri haline gelmistir.

Bu teknolojik yapilarin sentezi, yalnizca teknik ilerlemelerle sinirli kalmayarak, yapay
zekanin toplumun isleyisine derinlemesine niifuz etmesini saglamis; ulasim, kent planlamasi,
saglik, iletisim ve finans gibi cesitli alanlarda koklii doniisiimler yaratmistir. Otonom araglar ve
akilli sehir teknolojileri ulasim aglarmi yeniden sekillendirirken, yapay zeka destekli
kisisellestirilmis tip uygulamalar1 saglik hizmetlerini doniistiirmekte; akilli asistanlar insan-
teknoloji etkilesimini sezgisel hale getirerek giinliikk yasam pratiklerini yeniden tanimlamakta;
finans sektoriinde ise algoritmik sistemler dolandiricilik tespitinden biiyiik yatirimlarin
yonetimine kadar pek cok islevi iistlenmektedir. Tiim bu o6rnekler, yapay zekanin yalnizca
teknolojik degil, ayn1 zamanda toplumsal yapilar1 siirekli olarak yeniden kuran ve doniistiiren bir

giic oldugunu ortaya koymaktadir.

1.2. Modern Yapay Zekanin Dogusu, Gelisimi ve Yiikselisi

Cagdas anlamiyla yapay zeka kavrami, ilk kez John McCarthy tarafindan 1956 yilinda
diizenlenen Dartmouth Konferansi’nda tanitilmis olsa da (McCorduck, 2004; Buchanan, 2005),
bu disiplinin entelektiiel temeli, Ingiliz matematik¢i Alan Turing’in ¢alismalariyla atilmstir.
Turing’in, “makineler diisiinebilir mi?”” sorusuna odaklanan ¢alismalari, yapay zekanin teorik
cergevesini olusturan temel sorunsallari glindeme getirmistir. 1936 tarihli On Computable
Numbers adli makalesinde tanittigi Turing makinesi, herhangi bir algoritmik siireci simiile

edebilen teorik bir model olarak, modern bilgi islemin ve yapay zekanin kavramsal temelini

23



kurmustur (Turing, 1936; Copeland, 2004). Bu kuramsal temelin ardindan Turing, 1950 tarihli
Computing Machinery and Intelligence makalesinde gelistirdigi Turing Testi ile, zekay1
dogrudan tanimlamak yerine onu davranigsal olarak degerlendirme dnerisinde bulunmus; test, bir
makinenin insan olduguna inandirma kapasitesini 6l¢erek, makine zekasinin ampirik temellere
dayandirilmasi yoniinde énemli bir adim atmistir (Turing, 1950; Buchanan, 2005; Sheikh vd.,
2021).

Bu yaklagim, yalnizca bilgisayar bilimleri degil, ayn1 zamanda sosyal bilimler agisindan da
zeka, biling ve insan-makine iligkilerine dair felsefi ve sosyolojik sorular dogurarak, yapay
zekanin toplumsal anlamina dair disiplinlerarasi bir diisiinme alani yaratmistir (Block, 1981;
Dennett, 1984). Yapay zekanin gelisimi, Turing’in bu teorik katkilarinin donanim ve yazilim
alanindaki ilerlemelerle tamamlanmasiyla miimkiin kilinmis; ancak bu gelisim siireci dogrusal
olmamus, aksine “yapay zeka yazlar” ve “yapay zeka kislar1” olarak adlandirilan, atilim ve
duraksama donemleri arasinda inisli ¢ikish bir seyir izlemistir (Russel & Norvig, 2010). Bu
dongiiler, yalnizca teknolojik ilerlemenin degil, ayni zamanda bilimsel yaklasimlarin ve
toplumsal alginin nasil degistigini gdstermesi bakimindan da 6nem tagimaktadir. Yapay zekanin
buglinkii konumunu kavrayabilmek i¢in, bu tarihsel evrimin, teorik gelismelerin ve toplumsal

etkilerin bir biitiin olarak degerlendirilmesi gerekmektedir.

1950’11 ve 1960’11 yillar, alanin kurucu 6rnekleri olan The Logic Theorist (1956), General
Problem Solver (1957) ve ELIZA (1966) gibi programlarin gelistirilmesine taniklik etmistir
(Buchanan, 2005; Russel & Norvig, 2010; Sheikh vd., 2021). Bu erken donem, yapay zekanin
potansiyeline duyulan yliksek beklentiyle birlikte, bir¢ok aragtirmaci tarafindan “ilk yapay zeka
yaz1” olarak tanimlanmaktadir (Nilsson, 2010). Newell, Shaw ve Simon tarafindan gelistirilen
Logic Theorist, matematiksel teoremleri ¢cozme kapasitesiyle, yalnizca temel aritmetik islemler
degil, ayn1 zamanda mantiksal diisiinme bicimleriyle etkilesime girebilen bir yapay zeka
sisteminin miimkiin oldugunu ortaya koymus; sezgisel arama yaklagimiyla modern yapay
zekanin temel problemlerinden biri olan problem ¢dzmeye yonelik paradigmay: inga etmistir

(Newell, Shaw & Simon, 1957; McCorduck, 2004; Buchanan, 2005).

Bu basariy1 takiben gelistirilen General Problem Solver, belirli problemler i¢in 6zellesmis

coziimler yerine genel bir problem ¢ézme yapisi Onererek, ortalama-ug analizi gibi sezgisel
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yontemleri uygulamis ve yapay zekanin farkli alanlara yayilabilirliginin 6niinii agmistir (Newell
& Shaw, 1972; Nilsson, 2010). Bu donemin en dikkat ¢ekici gelismesi ise, dogal dil isleme
alaninda bir 6ncii olarak degerlendirilen ELIZA programidir. Weizenbaum tarafindan gelistirilen
ve metin tabanl etkilesimlerle kullanicilarla iletisim kuran bu sistem, Rogerian bir terapist
davranigini simiile eden kalip eslestirme yontemleriyle insan-makine etkilesimini temel diizeyde
miimkiin kilmis; dogal dilin makine tarafindan islenebilirligini gdstermesi bakimindan bir dontim
noktasi olarak kabul edilmistir (Weizenbaum, 1966; Turkle, 1999; Nass & Moon, 2000). ELIZA,
yalnizca teknik bir yenilik degil, ayn1 zamanda insan-makine iliskilerinde duygusal bag kurma
egilimi gibi etik ve sosyolojik sorular1 da giindeme getirmis; kimi kullanicilarin programla kisisel
bilgilerini paylasmasi gibi durumlar, yapay zekanin sosyal etkilerine yonelik tartigmalarin erken

orneklerini teskil etmistir (Weizenbaum, 1976; Hancock vd., 2008).

1960’11 yillar, yapay zeka alaninda yalnizca dogal dil isleme ve problem ¢6zme gibi temel
alanlarin degil, ayn1 zamanda makine dgrenmesi, robotik ve uzman sistemlerin de aragtirma
giindemine girdigi ¢ok katmanli bir genisleme donemini temsil etmektedir. Arthur Samuel
tarafindan gelistirilen dama programlari, makinelerin deneyimlerden &grenme kapasitesini
gostermis; bu geligsme, agik¢a programlanmaksizin 6grenebilen sistemlerin tanimlandigi makine
ogrenmesi disiplininin sekillenmesinde belirleyici olmustur (Samuel, 1967). Ayn1 dénemde,
Stanford Arastirma Enstitiisii’nde gelistirilen Sharkey adli robotun entegre algi-eylem kapasitesi,
robotigin yapay zeka arastirmalari icinde bagimsiz bir alt alan olarak ayrismasina katkida
bulunmustur (Nilsson, 1984; 2010). Ancak 1970’li yillarin basindan itibaren, insan diizeyinde
zekaya ulagmaya yoOnelik beklentilerin gerceklesmemesi, yapay zeka arastirmalarinda keskin bir
duraksama donemine yol agmis ve bu siire¢ literatiirde “ilk yapay zekd kis1” olarak

adlandirilmistir (Buchanan, 2005; Sheikh vd., 2021).

Ik kusak yapay zeka sistemlerinin kural tabanli yapilari, 6lgeklenebilirlik ve gercek diinya
kosullarin1 yonetme konusundaki yetersizlikleri nedeniyle ciddi elestirilere maruz kalmis; yiiksek
maliyet ve sinirli performans, ilerlemenin 6niindeki baglica engeller haline gelmistir. Bu durumu
derinlestiren onemli kirilma noktalarindan biri, ABD’de 1966 yilinda yayimlanan ALPAC
Raporu olmustur. Makine ¢evirisi alanina yonelik bu rapor, insan cevirisinin daha pahali ancak
daha giivenilir oldugunu vurgulayarak otomatik ¢eviri arastirmalarinin degerini sorgulamis ve bu

alandaki devlet desteklerinin biiyiik 6l¢iide kesilmesine neden olmustur (Russell & Norvig, 2010;
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Sheikh vd., 2021). ALPAC Raporunun etkisi, yalnizca makine ¢evirisiyle sinirlt kalmamis; dogal
dil isleme ve yapay zeka arastirmalarinin genel yonelimlerini de etkileyerek, bu ¢calismalarin daha
teorik ve dilbilimsel temellere yonelmesini tetiklemistir. Benzer sekilde, 1973 yilinda Birlesik
Krallik’ta yayimlanan Lighthill Raporu da yapay zeka sistemlerinin uygulamada sinirhi fayda
sagladig1 ve beklentileri karsilamadig1 yoniinde elestiriler sunmus; 6zellikle kombinatoryal ve
problem ¢éziicii sistemlerin yetersizliklerini vurgulayarak, ingiltere’deki yapay zeka projelerine
saglanan fonlarin kesilmesine yol agmustir (Lighthill, 1973). Her iki raporun ardindan yaganan
finansman kesintileri ve arastirma odaklarinin yeniden yapilandirilmasi, yapay zeka
aragtirmalarinin siirdiiriilebilirligine yonelik kuskularin artmasina ve alanin gelisiminde ciddi bir
yavaglamaya neden olmustur. Bu durum, yapay zeka arastirmalarinin sonraki donemlerde daha
uygulama temelli, Ol¢iilebilir ¢iktilara dayali ve disiplinler arasi etkilesime agik bir bi¢imde

yeniden yapilandirilmasini zorunlu kilmistir.

Finansal desteklerin azalmasi ve devletlerin yapay zeka arastirmalarina yonelik ilgisinin
geri ¢ekilmesi, 1970’1 yillarin sonlarinda aragtirmacilar: daha gercekei, kisa vadeli ve ulasilabilir
hedeflere yonlendirmis; bu durum yalnizca proje Olceklerini degil, yapay zeka alaninin
metodolojik ve kuramsal yapisin1 da koklii bigimde doniigtiirmiistiir. Bu doniisiim, baglantici
modellerin —gilinlimiizde yapay sinir aglarinin onciilleri olarak kabul edilen yaklagimlarin—
kesfine olan ilgiyi artirmis ve yapay zekanin diger bilimsel disiplinlerle etkilesim halinde yeniden
tanimlanmasina zemin hazirlamistir (Russell & Norvig, 2010). Bu dogrultuda, “ilk yapay zeka
kis1” yalnizca finansman kesintileriyle degil, ayn1 zamanda disiplinin metodolojik yeniden
yapilanmasi acisindan da kritik bir kirilma noktasi olarak degerlendirilmistir. 1980°1li yillarin
ortalarindan itibaren ise alan yeni bir ivme kazanmis ve bu donem, teknolojik ilerlemelerin,
yeniden artan iyimserligin ve kamu-6zel sektor isbirlikleriyle saglanan fonlarin etkisiyle “ikinci
yapay zeka yazi1” olarak anmilmistir (Russell & Norvig, 2010). Bu donemde bilgisayar iglem
giiciindeki artig, algoritmik yeniliklerle birleserek makine 6grenmesi, dogal dil isleme ve

ozellikle uzman sistemlerin gelisimini hizlandirmistir.

Uzman sistemler, bu baglamda yapay zekanin pratik uygulamalara entegre edilebilirligini
gosteren onemli ornekler sunmus; tip ve kimya gibi alanlarda gelistirilen sistemler, teknolojinin
bilimsel problem ¢oziimiindeki etkinligini ortaya koymustur (Sheikh vd., 2021). Stanford
Universitesi’nde Joshua Lederberg liderligindeki ekip tarafindan gelistirilen DENDRAL, organik
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bilesiklerin kimyasal yapilarin1 tahmin etmeye yonelik tasarlanmis ilk uzman sistem olup,
sezgisel arama stratejileri ve kurallara dayali ¢ikarim mekanizmasiyla bilimsel hipotez
iiretiminde yapay zekanin uygulanabilirligini gostermistir (Lindsay vd., 1980; Buchanan, 2005).
DENDRAL’1in basarisi, yalnizca hesaplamali kimya alanini etkilemekle kalmamis, benzer
sistemlerin farkli disiplinlerde kullanilmasima oOnciilik ederek yapay zekanin bilimsel
arastirmalarda aracsallasma kapasitesini pekistirmistir. Ote yandan, Edward Shortliffe tarafindan
gelistirilen MYCIN sistemi, bakteriyel enfeksiyonlarin teshisi ve tedavi Onerileri iizerine
calisarak, tibbi verilerle yapilandirilmis insan-makine etkilesimini miimkiin kilmis ve uzman
sistemlerin saglik alanindaki potansiyelini ortaya koymustur (Shortliffe, 1976; Nilsson, 2010).
MYCIN’in belirsizlikleri yonetebilme kapasitesi, kesinlik faktorleri gibi yapay zeka
kavramlarinin klinik karar destek sistemlerinde etkin bigimde kullanilabilecegini gdstermistir.
Boylece hem DENDRAL hem de MYCIN, yalnizca teknik basarilartyla degil, ayn1 zamanda
insan karar siireglerini destekleyen, 6zerk etkilesimler kurabilen sistemler olarak yapay zekanin
aragsalliktan cikarilip faillige dogru yonelmesinin ilk 6rneklerini sunmuslardir (Sheikh vd.,

2021).

1980°1i yillarda uzman sistemlerin ylikselisiyle yapay zeka arastirmalari ivme kazanirken,
ayni1 donemde insan norolojisinden esinlenen yapay sinir aglari da yeniden ilgi gérmeye baslamis
ve alanin ¢esitlenmesini saglamistir. 1958°de Frank Rosenblatt tarafindan gelistirilen Perceptron,
orlintii tanima yetenegiyle dikkat ¢ekmis olsa da, dogrusal olarak ayrilamayan problemleri
cozememesi, sinir aglarina yonelik kuskulara ve ilk yapay zeka kisinin tetiklenmesine yol
acmustir (Russell & Norvig, 2010). Bu kisitlar1 agsmak amaciyla, 1982’de John Hopfield’in
gelistirdigi Hopfield aglari, iliskisel bellek ve kararlilik gibi islevlerle sinir aglarinin potansiyelini
yeniden glindeme getirmistir (Hopfield, 1982). En 6nemli doniim noktalarindan biri ise, 1986
yilinda ¢ok katmanli yapay sinir aglarinin geri yayilim algoritmasi ile egitilebilmesinin miimkiin
héle gelmesidir. Ayni1 y1l Parallel Distributed Processing (PDP) arastirma grubunun yayimladigi
caligma, sinir aglarinin bilissel islevleri temsilde nasil kullanilabilecegine dair sistematik bir
cergeve sunarak bu yaklasimin teorik temellerini saglamlastirmistir (Sheikh vd., 2021; Russell &
Norvig, 2010). Bu gelismeler, giiniimiizdeki derin 6grenme yaklagimlarinin temelini olusturmus,
yapay zekanin Ogrenme kapasitesini karmagsik Oriintiilere ve biiylik veri yapilarina
uyarlayabilmesini miimkiin kilmistir. Boylece, uzman sistemlerin sembolik yaklagimi ile sinir

aglarinin baglantict yaklagimi, 1980°1i ve 1990’11 yillarda yapay zeka arastirmalarini iki ana
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eksende sekillendirmistir. Her iki yaklasim da farkli avantajlar ve sinirliliklarla birlikte yapay
zekanin uygulama alanlarini genigletmis; 6zellikle insan-bilgisayar etkilesiminde daha dogal ve

esnek modellerin gelisimine olanak saglamistir.

Bu donemdeki ilerlemelerin arkasinda yalnizca yazilimsal degil, ayn1 zamanda donanimsal
geligsmeler de yer almakta; zira yapay zekanin ‘gergek diinya’ ile etkili bicimde biitlinlesebilmesi,
uygun islem giiciine sahip donanimlar1 gerektirmistir (Tympas, 2017). islem kapasitesinin artis1,
yalnizca daha karmasgik yapay zeka sistemlerinin kurulmasini degil, ayn1 zamanda bu sistemlerin
daha yaygin, hizli ve etkili bigimde calistirtlmasini miimkiin kilmistir. Bu durum, 1980’lerin
basindan itibaren yapay zekdya duyulan iyimserligin artmasinda belirleyici olmus, 6zellikle
uzman sistemlerin sundugu basari 6rnekleri teknolojik beklentileri yeniden yiikseltmistir (Russell
& Norvig, 2010). Ancak zamanla, bu sistemlerin yiiksek gelistirme ve bakim maliyetleri, yeni
bilgiye adapte olamama gibi sinirlamalar1 goriiniir hdle gelmis ve beklentileri tam anlamiyla
karsilayamamistir (Buchanan, 2005; Sheikh vd., 2021). Bu durum, yapay zeka arastirmalarinin
daha Ogrenebilir, genelleme yapabilir ve g¢evresel kosullara uyum saglayabilir sistemlere
yonelmesine zemin hazirlamis; sinir aglarin ve derin 6grenme yaklagimlarinin 6nemini giderek

artirmistir.

1980’lerin sonlar1 ve 1990’larin baslarinda yapay zeka sistemlerinin karmagikligini ve
genis Ol¢ekte uygulanabilirligini sinirlandiran donanim kisitlamalari, sinir aglarinin egitimi gibi
yiiksek islem giicii gerektiren gorevleri gergeklestirmeyi zorlastirmis; yetersiz islem kapasitesi,
smirlt veri depolama olanaklar1 ve yiiksek donanim maliyetleri, yapay zekanin verimliligine ve
ilerleme potansiyeline dair siipheleri derinlestirmistir (Hayes & Ford, 1995; Crevier, 1993; Natale
& Ballatore, 2020). Bu teknik sinirlamalarin yaninda, Soguk Savas’in sona ermesiyle DARPA
gibi savunma kurumlarinin yapay zeka arastirmalarina sagladigi fonlarin azalmasi ve 1990’larin
basinda yaganan ekonomik durgunluk, kamu ve 6zel sektor biitcelerinde kesintilere neden olmus;
yapay zekaya ayrilan kaynaklar belirgin bigimde azalmistir (Brooks, 1991; Buchanan, 2005;
Etzioni & Etzioni, 1994). Uzman sistemlere yonelik artan siiphecilik, ekonomik belirsizlik ve
teknolojik yetersizliklerin birlesimi, “ikinci yapay zeka kis1” olarak adlandirilan durgunluk
donemine zemin hazirlamistir. Bu siirecte yalnizca finansman degil, yapay zekanin stratejik
onemi ve ticari uygulanabilirligi de yeniden degerlendirilmis; aragtirma glindemleri daha sinirl,

uygulanabilir ve kisa vadeli hedeflere yonelmistir.
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Bu baglamda, yapay zekd arastirmalarindaki bu dalgali gelisim, yalnizca teknolojik
ilerleme ve gerilemelerle aciklanamayacak sekilde, ayn1 zamanda toplumsal beklentiler ve algilar
tarafindan da yonlendirilmistir. Bir¢ok arastirmaci, yapay zeka sdyleminin, ¢ogu zaman
teknolojinin mevcut gerceklerinden ¢ok, spekiilatif gelecek senaryolarna dayandigini ve bu
sOylem etrafinda toplumsal olarak insa edilmis bir teknoloji anlatisinin iretildigini One
stirmektedir (Sheikh vd., 2021; Natale & Ballatore, 2020). Bu anlati, yapay zekay: siklikla insan
benzeri zekaya sahip, otonom ve bilingli bir yap1 olarak sunmakta; bdylece, alandaki giincel
aragtirmalarin ger¢cek durumu ¢ogu zaman goz ardi edilmektedir. Medya, bilimsel yayinlar ve
giindelik yagam pratiklerinin kesisiminde sekillenen bu anlati, kamuoyunda gercekgilikten uzak
beklentilerin dogmasina neden olmakta ve yapay zekdyr oldugundan daha gelismis, daha
“insans1” bir teknoloji olarak konumlandirmaktadir (Natale, 2021). Bu ¢ergevede, yapay zekaya
yonelik yogun ilgi donemleri ile sonrasinda gelen durgunluklar, yalnizca teknik kapasiteye bagl
degil, ayn1 zamanda toplumsal anlatilar, kiiltiirel temsil bi¢imleri ve ideolojik cergevelerle
ortilmiis algilarla sekillenmektedir. Latour (1993; 1994; 2005), Callon vd. (1987), Jaton (2020)
ve Airoldi (2022) gibi teknoloji sosyologlarinin da vurguladigi tizere, teknolojik gelismeler hicbir
zaman toplumsal baglamlarindan bagimsiz degildir; tersine, toplumsal aktorlerle kurduklari
karmasik iliskiler icinde bigcimlenirler. Bu dinamik etkilesim, yapay zekanin tarihsel gelisimini

belirleyen temel yapisal siireclerden biri olarak degerlendirilebilir.

20. ylizyilda yapay zekay1 ¢evreleyen yiiksek beklentiler ve bu beklentileri izleyen hayal
kirikliklar, tekrarlayan iyimserlik ve durgunluk dongiileriyle karakterize edilen bir gelisim
stirecine isaret etmektedir. Bu dongiiler yalnizca bilimsel ve teknolojik ilerlemelere degil, ayni
zamanda yapay zeka etrafinda kurulan toplumsal anlatilarin yonlendirici etkisine dayanmaktadir.
Glinlimiizde ise yapay zeka, onceki donemlere kiyasla ¢ok daha hizli ve kapsamli bigimde
toplumun ¢esitli alanlarina entegre olmus; bu durum, bazi arastirmacilar tarafindan bir “yapay
zeka Ronesans1” olarak adlandirilmis ve genellikle Dordiincti Sanayi Devrimi ya da Endiistri 4.0
kavramlariyla iligkilendirilmistir (Gupta vd., 2017; Marr, 2016; Syam & Sharma, 2018). Yapay
zeka ve otonom teknolojilerin kiiresel ekonomileri ve toplumsal yapilar1 doniistiiriicii bir giic
olarak ortaya ¢ikmasi, bu teknolojik patlamanin 6nceki dongiilerden yapisal olarak farkli olup

olmadigina dair tartigsmalar1 beraberinde getirmistir.
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Bu baglamda, yapay zekanin yalnizca teknik bir inovasyon olarak degil, ayn1 zamanda bir
toplumsal fenomen olarak ele alinmasi gerektigi vurgulanmaktadir. Yapay zeka arastirmalari ve
uygulamalari, dogrusal olmayan, ¢ok katmanli bir gelisim siireci iginde sekillenmis; bu siire¢
teknik ilerlemelerin yani sira kiiltiirel, politik, iktisadi ve toplumsal baglamlardan da derin
bicimde etkilenmistir. Ayni zamanda, yapay zeka teknolojileri bu baglamlari yeniden
sekillendirme kapasitesiyle, yeni toplumsal iliskilerin ve etkilesim bi¢cimlerinin ortaya ¢ikmasina
da zemin hazirlamaktadir. Bu nedenle, yapay zeka ne sadece teknik bir gelisim ¢izgisinde ne de
sadece toplumsal bir diizlemde degerlendirilebilir; aksine, bu teknoloji, her iki boyutun
kesisiminde yer alan bir sosyoteknik siire¢ olarak anlasilmalidir (Sismondo, 2010; Bauchspies
vd., 2020). Bu kesisimsellik, yapay zekanin cagdas toplumdaki roliinii ve konumunu
sekillendiren iktidar iliskileri ve toplumsal yapilarin etkisiyle birlikte diisiiniilmelidir. Yapay
zekdnin “diislinebilen bir teknoloji” olarak konumlandirilmasi, onu kendisinden &nceki
teknolojilerden ayrigtirmakta ve sosyolojiyi bu yeni fenomeni yeniden diisiinmeye ¢agirmaktadir.
Bu dogrultuda, yapay zekanin toplumsal ve politik karakterini analiz etmek, yalnizca teknik
yonlerini degil, ayn1 zamanda bu teknolojinin toplumla nasil biitiinlestigini ve toplumsal iliskileri
nasil doniistiirdiigiinii anlamak ac¢isindan temel bir gereklilik haline gelmektedir (Joyce vd.,

2021).

1.3. 21.Yiizyll ve Cagdas Yapay Zeka

21. yiizyil, yapay zekd alaninda Onceki yiizyildaki dalgali ilerleme ve durgunluk
donemlerinden farkli olarak, hizla gelisen ve doniisen yeni bir evreyi temsil etmektedir. Bu
donemde kaydedilen gelismeler, yalnizca teknolojik ilerlemelerin sonucu degil, ayn1 zamanda
dijitallesme, veri lretimi ve islem giiclindeki artis gibi toplumsal ve yapisal doniisiimlerin
birlesimiyle miimkiin olmustur. Grafik islem birimleri (GPU), merkezi islem birimleri (CPU) ve
ozel olarak gelistirilen Tensor Isleme Birimleri (TPU) gibi donanimlarin sagladig: islem
kapasitesindeki listel artig, derin 6grenme temelli yapay sinir aglarinin daha karmagik ve etkili
bicimlerde gelistirilmesini saglamis; bu da dogal dil isleme gibi alanlarda GPT-4 (Brown vd.,
2020) ve BERT (Devlin vd., 2019) gibi ileri seviye modellerin ortaya ¢ikmasina olanak
tanimistir. Bu modeller, insan benzeri dil iiretimi ve anlama kapasitesiyle yalnizca ¢eviri, miisteri
hizmetleri ve igerik olusturma gibi uygulama alanlarinda degil, ayn1 zamanda insan-makine

iletisiminin sinirlarin1 yeniden tanimlayan tartigmalarin da merkezinde yer almistir (Floridi &
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Chiriatti, 2020). Bu gelismeleri miimkiin kilan bir diger kritik unsur ise, “biiyiikk veri’nin
yiikselisidir. Dijital cihazlarin, sosyal medya platformlarmin ve Nesnelerin Interneti’nin (IoT)
yayginlagsmasiyla birlikte her giin {retilen devasa veri miktari, gelismis yapay zeka
algoritmalariin egitilmesi i¢in gerekli altyapiy1 saglamis; algoritmalarin tiiketici davraniglarini
tahmin etmekten hastalik teshisine kadar pek ¢ok alanda daha yiiksek dogruluk ve verimlilikle
caligmasint miimkiin kilmistir (Russel & Norvig, 2010; Zhang vd., 2019). Boylece yapay zeka,
teknik bir alandan ¢ikarak toplumsal bir fenomene doniismiis; islem giicii, veri erisimi ve
algoritmik yeniliklerin kesisiminde yeniden bi¢cimlenen bir teknoloji olarak ¢agdas yasamin her

alanina niifuz etmistir.

Derin 6grenmenin 21. ylizyildaki yiikselisi, biiyiik ve cesitli veri kiimeleri ile yiiksek islem
giiclinlin birlesimi sayesinde miimkiin olmus; bu durum, yiiz tanima, otonom siiriis ve tibbi
goriintii analizi gibi alanlarda yiiksek performans sergileyen yapay zeka modellerinin
gelistirilmesini saglamistir (Krizhevsky, Sutskever & Hinton, 2012). Ozellikle ImageNet gibi
biiylik gorsel veri kiimeleri, bilgisayarli gérme alanindaki ilerlemelerde belirleyici olmus; etiketli
veri kullanimi, modellerin farkli senaryolarda genelleme yapabilmesini olanakli kilmistir (Deng
vd., 2009). Derin 6grenme algoritmalari, kurallara dayali sistemlerden kendi deneyimlerinden
Ogrenebilen yapilara gecisin Oniinli agmis; takviyeli 6grenme gibi teknikler sayesinde, otonom
araglar, robotik sistemler ve oyun uygulamalar1 gibi alanlarda kayda deger basarilar elde
edilmigtir (Mnih vd., 2015). Bu baglamda, DeepMind tarafindan gelistirilen AlphaGo’nun Go
diinya sampiyonunu yenmesi (Silver vd., 2016), yapay zekanin karmasik problem ¢ézme
kapasitelerini somut bigimde ortaya koyan 6nemli bir 6rnek olusturmustur. S6z konusu teknolojik
ilerlemeler, saglik, finans, otomotiv, egitim ve sanat gibi bircok toplumsal alanda doniisiim
yaratmistir. Yapay zeka; kisisellestirilmis tip (Esteva vd., 2017), ticaret optimizasyonu ve
dolandiricilik tespiti (Huang, Huang & Wang, 2019), otonom ara¢ teknolojileri, egitimde
bireysellestirilmis 6grenme (Luckin vd., 2016) ve yaratict sanat iiretiminde (McCosker &
Wilken, 2020) kendine yer bulmus; Edmond de Belamy’nin yapay zeka tarafindan {iretilen bir
portresinin 432.500 dolara satilmasi gibi Ornekler, yaratict iiretimdeki doniistimlere dikkat
cekmistir (Elgammal vd., 2017). Ancak bu gelismeler, ayn1 zamanda etik ve toplumsal
tartigmalar1 da beraberinde getirmistir. Karar alma siireclerinde yapay zek&nin artan rold,
algoritmik yanlilik, seffaflik, hesap verebilirlik ve gozetim gibi sorunlar1 giindeme getirmis

(O’Neil, 2016; Benjamin, 2019; Noble, 2018), ozellikle veri kaynaklarindaki kiiltiirel
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onyargilarin bu sistemler araciligiyla yeniden iiretilme riski siklikla elestirilmistir. Ayrica,
otomasyonun is giicii iizerindeki etkileri ve genel yapay zekanin potansiyel riskleri, hem bilimsel
hem de politik diizeyde ¢okdisiplinli bir tartisma alani olusturmustur (Crawford & Calo, 2016;
Joyce vd., 2021; Bostrom, 2014).

Ozetle sdylenebilir ki, 21. yiizyilda donanim ve yazilim alaninda elde edilen teknolojik
ilerlemeler ve internetin hakim bir iletim mekanizmasi ve iletisim bi¢imi olarak tiim diinyay1
etkisi altina almasi, cagdas anlamiyla yapay zekanin gelisimini ve toplumsal etkilerini derinden
etkilemistir. Bu ilerleme ve doniisiimlerin temel etkisi, yapay zeka sistemlerinin ‘diislinme’ ve
‘eyleme’ kapasitelerinin miitemadiyen gli¢lenip genislemesi ve bu baglamda insanvari kimi
gorevleri, daha Once esi benzeri goriilmemis bir teknik dogruluk ve verimlilikle gerceklestirebilen
bir hal almas1 olmustur. Ayn1 zamanda, yapay zeka bir teknoloji olarak gelismeye devam ederken
toplumun ele almasi gereken yeni zorluklar ve etik ikilemler ortaya ¢ikarmistir ve ¢ikarmaya
devam etmektedir; bu baglamda, sosyal bilimlerin, ekseriyetle sosyolojinin yapay zekaya 6zel bir

ilgi gdstermesi gerekliliginin bir ifadesi ve kaniti olarak ele alinabilir (Floridi, 2018; 2023).
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1.4. ABD ve Tiirkiye’de Giincel Yapay Zeké ve Ekosistemler

21. yiizyilda yapay zeka alaninda yasanan hizli gelismeler, kiiresel yatirimlarin da énemli
ol¢lide artmasina yol agmistir. Grand View Research'iin 2024 tarihli raporuna gore, kiiresel yapay
zeka pazar1 2024 yilinda 279,22 milyar ABD dolar1 olarak degerlenmis olup, 2025°ten 2030’a
kadar yillik bilesik biiytime oraninin (CAGR) %35,9 olmasi ve 2030 yilina kadar 1,811,75 milyar
ABD dolarma ulagsmasi beklenmektedir (Grand View Research, 2024). Bu biiyiime, yapay
zekdnin otomotiv, saglik, perakende, finans ve {iiretim gibi sektorlerde artan sekilde

benimsenmesiyle desteklenmektedir.

Stanford Universitesi tarafindan 2016 yilinda yayimlanan “Artificial Intelligence and Life
in 2030 bashikli rapor, yapay zekanin ulasim, saglik, egitim, kamu giivenligi ve giivenlik,
istihdam ve isyeri, ev/hizmet robotlar1 ve eglence gibi sekiz alanda 6nemli etkilerinin olacagini
ongormektedir (Stanford University, 2016). Bu sektorler, operasyonlarini optimize etmek, karar
alma siireclerini gelistirmek ve miisteri hizmetlerini iyilestirmek amaciyla yapay zeka

teknolojilerini giderek daha fazla entegre etmektedir.

Yapay zekanin isgiicii piyasalari lizerindeki etkisi de dikkate degerdir. McKinsey Global
Institute’un 2018 tarihli raporuna gore, yapay zekanm 2030 yilina kadar kiiresel ekonomiye 13
trilyon ABD dolar1 ek katki saglayabilecegi ve bu durumun mevcut seviyelere kiyasla kiimiilatif
GSYIH’de %1611k bir artis1 temsil ettigi tahmin edilmektedir (McKinsey Global Institute, 2018).
Ayni rapor, yapay zeka kaynakli otomasyonun, kiiresel ekonominin yaklasik %50’sini
etkileyebilecegini ve potansiyel olarak 1,2 milyar calisanin degisen is tanimlarmma uyum
saglamas1 veya issiz kalmasma yol agabilecegini belirtmektedir.Yapay zekanin artan etkisi,
isletmelerin dijital biitcelerinin 6nemli bir kismint bu teknolojiye ayirmasina neden olmustur.
Stanford Universitesi’nin 2021 tarihli Al Index Raporu’na gére, diinya capindaki kuruluslar
dijital biitgelerinin %20’sinden fazlasini yapay zekaya ayirmakta ve insan kaynaklari, tedarik
zinciri yOnetimi ve pazarlama gibi alanlarda yapay zeka entegrasyonu sonucunda emek

maliyetlerinde diisiis ve gelir artig1 gézlemlemektedir (Stanford University, 2021).

Uluslararas1 Para Fonu (IMF) tarafindan 2024 yilinda yayimlanan raporda, kiiresel
istihdamin yaklagik %40’ 1min yapay zekd kaynakli doniistimlere karsi savunmasiz oldugu

belirtilmektedir (International Monetary Fund [IMF], 2024). Bu kirilganlik, 6zellikle rutin ve el
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emegine dayali sektorlerde belirgindir ve yapay zeka sistemlerinin tekrarlayan gorevleri verimli
bir sekilde yerine getirebilmesi nedeniyle imalat, lojistik ve miisteri hizmetleri gibi sektorlerde

onemli is kayiplarina yol agabilir.

Bununla birlikte, yapay zekd ve isgiicli arasindaki iligki, yalnizca mesleki baglamda
yerinden edilme hususu iizerinden tanimlanmanin Gtesinde bir iliski teskil etmektedir. Yapay
zekanin, Ozellikle teknoloji yogunluklu alanlarda yeni istihdam firsatlar1 yaratmasi da
beklenmektedir. Yapay zeka gelistiricileri, veri bilimcileri ve siber giivenlik uzmanlarina yonelik
artan talep ile is ve meslek kavramlarindaki doniisliim ile ortaya ¢ikan yeni isler ile mesleklerin,
degisen is ortaminda yeni beceri ve yetkinliklerin giderek daha fazla gerekli oldugunu ve bu
gereklilige uyum saglamanin yapay zeka glidiimli yeni diinyada var olabilmenin basat kosulu
haline geldigini gostermektedir (Brynjolfsson & McAfee, 2014). Yapay zeka, insan emegini
tamamlama, tiretkenligi artirma ve ¢alisanlarin daha karmasik, yaratici ve biligsel ve entelektiiel
acidan zorlu gorevlere odaklanmasini saglama potansiyeline sahiptir. Bu ikili etki -bir yandan is
yerinden edilme, diger yandan is yaratma- isgiicii gecislerini destekleyecek kapsamli politikalara
olan ihtiyac1 agikca ortaya koymaktadir. Bu politikalar arasinda, yeniden egitim programlari,
yasam boyu 6grenme girisimleri ve degisen isgiicli piyasasinda ¢alisanlar1 destekleyecek sosyal
giivenlik aglar1 bulunmakta (Autor, 2015; McKinsey & Company, 2017), ayn1 zamanda yapay
zekanin etik kullanimina dair bir ¢ergeve cizilmesi ihtiyacina yonelik akademik (Floridi, 2023;
Floridi vd., 2018) ve politik (Arntz vd., 2019; European Commission, 2019) calismalarin artisgi
da yapay zekanin toplumsal ve iktisadi siireclere entegrasyonunun onemli bir husus olarak

tanimlandigini gostermektedir.

Son yillarda Tiirkiye’de yapay zeka alanindaki gelismelere paralel olarak, bu alandaki
yatirimlarda O6nemli bir artis yasandigr gozlemlenmektedir (Microsoft, 2018; McKinsey &
Company, 2020). Bu durum, yapay zeka teknolojilerinin ekonomik ve toplumsal etkilerini
belirgin hale getirmistir. Ozellikle iiretim sektdriinde yapay zeka giidiimlii otomasyon ve robotik
teknolojiler, verimliligi artirma, maliyetleri diisiirme ve iiriin kalitesini iyilestirme potansiyeline
sahiptir. Tiirk sirketleri, kiiresel rekabet giiclerini artirmak amactyla bu teknolojilere yatirim
yapmaktadir (Microsoft, 2018). Arcelik ve ASELSAN gibi iilkenin 6nde gelen kuruluslari, tiretim
stireclerini optimize etmek i¢in yapay zeka tabanli ¢oziimler gelistirmektedir (Kaya & Erdal,

2020). Bununla birlikte, Tiirkiye'deki ekosistem yalnizca biiyiik 6lcekli sirketlerle sinirli olmayip,
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startup'lar, tiniversiteler, arastirma merkezleri ve devlet kurumlarini igeren genis ve dinamik bir
agdan olugmaktadir. McKinsey & Company’nin (2021) raporuna gore, yapay zekanin iiretkenlik
ve operasyonel verimlilik yoluyla 2030 yilna kadar Tiirkiye’nin GSYIH’sine biiyiik bir

ekonomik katki saglamasi beklenmektedir.

Tarim sektoriinde ise yapay zekanin, 6zellikle hassas tarim ve tahmine dayali analitik
alanlarinda mahsul verimini artirma ve kaynak kullanimini optimize etme potansiyeline sahip
oldugu belirtilmektedir. Tarimin ekonomide 6nemli bir yere sahip oldugu Tiirkiye i¢in yapay
zekd uygulamalari, tarimsal verimliligin artirllmasinda ve karar verme siireglerinin
iyilestirilmesinde biiyiik 6nem tasimaktadir (Tosun & Demirtas, 2020). Yapay zeka yalnizca
iretim ve tarim sektorlerini degil, genel ekonomik yapiy1 da dnemli dl¢lide degistirmektedir.
Teknoloji sektoriinde yapay zekd odakli arastirma, gelistirme ve uygulama faaliyetlerinin
genislemesi, ekonomik bilylimeyi hizlandirarak yeni is firsatlar1 yaratmaktadir. Trendyol, Getir,
Hepsiburada ve BiTaksi gibi yapay zekd odakli girisimler, e-ticaret ve ulasim sektorlerinde

doniisiim yaratmaktadir (Akbulut, 2019).

Tiirkiye Cumbhuriyeti devleti de yapay zekanin ekonomik ve toplumsal 6nemini kabul
ederek inovasyonu tesvik eden politikalar gelistirmektedir. 2021 yilinda ilan edilen Ulusal Yapay
Zeka Stratejisi, Tiirkiye’yi kiiresel 6lgekte rekabetci bir konuma yerlestirmeyi ve yapay zeka
tabanli ekonomik biiylimeyi destekleyen ekosistemi giliglendirmeyi hedeflemektedir (Tirkiye
Cumhuriyeti Cumhurbaskanlig1 Strateji ve Biitce Baskanligi, 2021). Bu strateji kapsaminda
yatirimlarin artirilmasi, yetenekli bireylerin yetistirilmesi ve yeni ekonomik firsatlarin
yaratilmas1 amaglanmaktadir. Tiirkiye’deki yapay zeka ekosistemi, akademik kurumlar, endiistri
kuruluslari ve devlet destekli girisimler araciligiyla hizla gelismektedir. Bogazici Universitesi,
Orta Dogu Teknik Universitesi (ODTU) ve Istanbul Teknik Universitesi (ITU) gibi onde gelen
iiniversiteler, makine 6grenmesi, dogal dil isleme ve robotik gibi alanlarda faaliyet gosteren
arastirma merkezleri kurmustur. Ayrica Tiirkiye Bilimsel ve Teknolojik Arastirma Kurumu
(TUBITAK), Cumhurbaskanlig1 tarafindan belirlenen strateji dogrultusunda, 6zel sektér, kamu
sektorii ve Universiteleri bir araya getiren kapsamli bir yapay zeka enstitiisii olusturmustur

(TUBITAK, 2024).

Tiirkiye’deki iiniversiteler ile uluslararasi aragtirma kurumlari arasinda artan is birlikleri de
dikkat c¢ekmektedir. Bu ortakliklar, bilgi ve kaynak paylasimini artirarak yapay zeka
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aragtirmalarinin kalitesini yiikseltmektedir. Akademik kurumlar, yapay zeka ve veri bilimi
alanlarinda uzmanlagmis programlar sunarak yeni nesil uzmanlarin yetismesine katki
saglamaktadir (Alpaydin, 2020). Ayrica son yillarda Tiirkiye’deki yapay zeka odakli startup
ekosistemi de gelismekte ve cesitlenmektedir. Saglik, finans, tarim ve iiretim gibi farkli
sektdrlerde faaliyet gosteren girisimler, ekosistemin potansiyelini yansitmaktadir. TUBITAK
1512 Teknogirisim Sermaye Destegi Programi gibi girisimciligi tesvik eden devlet destekleri, bu

ekosistemin biiylimesinde dnemli rol oynamaktadir.

Cumhurbagkanlig1 Bilim, Teknoloji ve Yenilik Politikalar1 Kurulu tarafindan, 5.524
ekosistem paydasinin katilimiyla gerceklestirilen Tiirkiye’nin yapay zeka ekosistemine yonelik
caligmanin sonug raporunda, yapay zekanin sektorlere entegrasyon diizeyi analiz edilmistir. Bu
analizde saglik, savunma (askeri ve sivil glivenlik), akilli tiretim sistemleri, egitim ve ulasim 6ne

cikan sektorler olarak belirtilmektedir (bkz. Sekil 1.4.1).

Sekil 1.4.1. Yapay Zeka Ekosisteminde Sektorel Dagilim (CBTYPK,2021)

SAGLIK 1223
SAVUNMA (ASKERI VE SIVIL GUVENLIK) 756
AKiLLI URETIM SISTEMLERI 567
EGITIM 533
ULASTIRMA (OTOMOTIV-RAYLI DENIZ ARACLARI) 421
GIDA, TARIM VE HAYVANCILIK 388
FINANS VE TICARET 352
ENERJI 325
HAVACILIK VE UZAY 259
KENTLESME (INSAAT VE SEHIR PLANLAMA) 216
HABERLESME (BIT ALTYAPIS1 VE MOBIL UYG. DAHIL) 209
LOJISTIK 118
MEDYA VE EGLENCE 84
TUKETICI ELEKTRONIGI VE BEYAZ ESYA 73

Ayni yil iginde cesitli sektdrlerin GSYIH’ye katkilar1 incelendiginde (bkz. Sekil 1.4.2),
yapay zekanin Tiirkiye nin iktisadi yapisin1t meydana getiren en 6nemli alanlarina entegre oldugu
goriilmektedir. Bu entegrasyon, yapay zekayi yalnizca bir teknolojik yenilik olarak degil, ayni
zamanda iktisadi bir gii¢ olarak konumlandirmaktadir. Yapay zekanm en yiiksek GSYIH etkisine

sahip olan 20 sektordeki yaygin etkisi, bu teknolojinin Tiirkiye’nin hem toplumsal hem iktisadi
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yapisini yeniden sekillendirme potansiyelini ortaya koymakta ve bu teknolojiyi hem ekonomik
hem de toplumsal doniisiim i¢in bir odak noktasi haline getirmektedir denilebilir. Yapay zeka
teknolojilerinin iiretim, finans, saglik ve lojistik gibi sektorlerde giderek daha yerlesik hale
gelmesi, yalnizca mevcut siireglerin desteklenmesiyle siirli kalmamakta, ayn1 zamanda bu
stireclerin aktif olarak doniistiiriilmesini saglamaktadir. Bu doniisiim, kiiresel piyasalarda
Tiirkiye’nin iktisadi bilyiimesini siirdiirmesi ve genisletmesi i¢in gereken verimlilik, yenilik¢ilik

ve rekabet giiclinilin artirilmasina katkida bulunmaktadir.
Sekil 1.4.2. Ilgili Sektorlerin Tiirkiye GSYH’sindeki pay dagilim (TUIK,2021)

Uretim yontemine gére GSYH hesabinda sektérlerin paylari, cari fiyatlarla, 2020, 2021
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Yapay zeka sistemlerinin en biiylik etkisi ve en yaygin kullanimi, goriintiileme, igerik
tanima, dogal dil isleme, smiflandirma ve Oneri sistemleri gibi alanlarda goriilmektedir
(CBTYPK, 2021). Tirkiye’deki yapay zekad ekosisteminde ozellikle saglik ve gilivenlik
sektorlerinin 6n plana ¢ikmasi, bu sektorlerin operasyonlarinda hassasiyet, hiz ve dogrulugun
artirllmasinda yapay zeka uygulamalarmin sagladigi avantajlarin ilgili sektorlerdeki yogun
benimsenmesini yansitmakta oldugu sdylenebilir. Bu durum, s6z konusu sektorlerin veriye dayali
karar verme siireclerine olan bagimliligini ve artan talepleri karsilamak icin gelismis teknolojilere

duydugu ihtiyaci da ortaya koymaktadir.

Saglik sektdriinde, yapay zeka teknolojilerinin tibbi goriintiileme alanindaki doniistiirticti
potansiyeli dikkat ¢ekmektedir. Yapay zeka destekli sistemler, teshis siire¢lerinde dogrulugu
artirmakta ve insan yeteneklerinin 6tesine gegen bir kesinlikle kosullarin tespit edilmesine
yardimci olmaktadir. Bunun yani sira, kisisellestirilmis tipta yapay zeka kullanimi, hastalarin
genetik profillerine ve saglik gecmislerine gore 6zellestirilmis tedavi planlarinin gelistirilmesini
miimkiin kilmaktadir. Ayrica, yapay zeka araglar1 hastane kaynak tahsisini optimize etmekte,
hasta kabullerini tahmin etmekte ve saglik hizmetleri lojistigini yonetmekte giderek daha fazla
kullanilmaktadir. Bu gelismeler, saglik hizmetlerinin genel verimliligini artirmanin yani sira
maliyetlerin azaltilmasina ve 6zellikle Tiirkiye’nin saglik hizmetlerine erisimde yetersiz kaldig1

bolgelerde saglik hizmetlerinin daha demokratik hale getirilmesine katki saglamaktadir.

Benzer sekilde, giivenlik sektoriinde yapay zeka teknolojilerinin tanima ve siniflandirma
alanindaki rolli, kamu giivenliginin artirllmasina ve sugun Onlenmesine yonelik 6nemli
ilerlemelere yol agmistir. Yapay zeka destekli sistemler, gercek zamanl izleme ve tehdit tespiti
icin gozetim sistemlerinde kullanilmakta, bu da kolluk kuvvetlerinin olaylara daha hizli ve etkili
bir sekilde yanit vermesine olanak tanimaktadir. Yiiz tanima sistemleri, siipheli veya kayip
kisilerin tespit edilmesinde onemli bir ara¢ haline gelmis; dogal dil isleme araglari ise sug
faaliyetlerini tespit etmek ve dnlemek amaciyla sosyal medya ve diger iletisim kanallarindan elde

edilen biiyiik miktarda veriyi analiz etmede etkin bir sekilde kullanilmaktadir.

Bu teknolojinin giindelik hayata daha fazla entegre olmasi, yalnizca bu sektorlerin yapisini
degil, ayn1 zamanda isgiicli piyasasini, diizenleyici ¢erceveleri ve kamuoyunun yapay zeka

algilarin1 da etkileme potansiyeline sahiptir. Bu degisim, isgiiclinliin yapay zeka odakli bir
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gelecegin gereksinimlerini karsilayabilmesini saglamak amaciyla, egitim Onceliklerinin ve

isgiicli gelistirme stratejilerinin yeniden degerlendirilmesini gerektirmektedir.

Tiirkiye’de yapay zeka kullanan ve gelistiren sirket ve startuplarin, Sanayi ve Teknoloji
Bakanlig1 ile tiniversiteler ortakliginda stratejik olarak kurulan ve desteklenen Teknoparklarda
belirgin bir sekilde yogunlagtigi goriilmektedir. Teknokentler olarak da bilinen bu inovasyon
merkezleri, teknolojik ilerlemeleri tesvik etmekte ve yapay zekanin cesitli is siireglerine entegre
edilmesini saglamada kritik bir rol oynamaktadir. Tiirkiye genelinde toplamda 92 Teknopark
bulunmaktadir ve bu say1, Ankara, Istanbul ve Izmir gibi biiyiik sehirlerde dnemli bir yogunluk

gostermektedir. Bu ii¢ sehir, toplam 92 Teknoparkin %34’iine ev sahipligi yapmaktadir:

eistanbul: 12 Teknopark
e Ankara: 10 Teknopark
eizmir: 4 Teknopark

Tiirkiye genis bir Teknopark agina sahip olmasina ragmen, 6zellikle yazilim ve yapay zeka
odakli sirketlerin sayis1 ve dagilimi konusunda kapsamli veri toplamak zorlayici olmustur.
Teknoparklara yoneltilen dogrudan sorular sinirli yanitlar sunmus, bu nedenle Teknoparklarin
resmi web sitelerinde yer alan sirket listeleri ve faaliyet sektorlerinin incelenmesi gibi alternatif
yontemlere bagvurulmustur. Ancak, bu yontemler yalnizca kismi bir bilgi saglamis, yapay zeka
gelistirme isi ile ugrasan sirketlerin ger¢ek sayisinin bildirilen rakamlardan farkli olabilecegi

degerlendirilmistir.

Teknoparklarin Istanbul, Ankara ve Izmir’de cografi olarak yogunlasmasi, bu sehirlerin
yalnizca iktisadi merkezler degil, ayn1 zamanda egitim ve teknolojik yenilik merkezleri oldugunu
ortaya koyan Tiirkiye’deki sosyo-ekonomik kaliplar1 yansitmaktadir. Yapay zekd ve yazilim
sirketlerinin bu sehirlerde kiimelenmesi, bu merkezlerin bilgi tabanli bir ekonomiye gegiste
yiiksek teknoloji endiistrilerinin kulugka merkezleri olarak oynadigi kritik rolii gozler oniine
sermektedir. Bu sehirlerdeki Teknoparklarin varligi, vasifli isgiicliniin gelisimini de
desteklemektedir; zira bolgedeki iiniversiteler, Teknoparklarla is birligi i¢inde arastirma ve
gelistirme faaliyetlerinde aktif rol almaktadir. Akademi ve sanayi arasindaki bu simbiyotik iliski,
teknolojik yeniligi tesvik etmek ve Tiirkiye’nin kiiresel yapay zeka ekosisteminde rekabetci

konumunu stirdiirmesini saglamak i¢in hayati dneme sahiptir.
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Teknoparklardaki yazilim gelistirmeye odaklanan sirketlerin dagilimi, bu sektoriin
Tiirkiye’nin teknolojik ve ekonomik yapisindaki énemini bir kez daha ortaya koymaktadir.
Teknopark sirketlerinin %46,43’linlin yazilim gelistirme alaninda faaliyet gostermesi (TBD,
2021), yazilim sektdriiniin yalnizca teknoloji sektoriiniin bir bileseni degil, ayn1 zamanda sektorel
bliylime ve yenilik¢iligin itici giicli oldugunu gdstermektedir. Bu giicli varlik, yazilim
sektoriiniin Tiirkiye’deki teknolojik ilerlemeye ve ekonomik ¢esitlilige katkisini, 6zellikle yapay
zeka alani ile giderek artan bir kesisme noktasinda, somut bir sekilde ortaya koymaktadir.
Yazilim gelistirme ve yapay zeka arasindaki kesisim, Tiirkiye’nin ekonomik ve teknolojik
stratejileri baglaminda kritik bir 6neme sahiptir. Tiirkiye’deki yapay zekd ekosistemi, kamu
desteginin gii¢lii oldugu alanlarda hem niteliksel hem de niceliksel olarak hizli bir biiyiime
gostermektedir. Devlet girisimleri, 6zel sektor ve liniversiteler arasindaki igbirlikleri, yapay zeka

teknolojilerinin gelistirilmesi ve uygulanmasi i¢in verimli bir ortam yaratmistir.

Ote yandan egitim, Tiirkiye’nin yapay zeka ekosisteminin temel tasidir ve hizla biiyiiyen
bu alan1 desteklemek ve genisletmek i¢in gerekli insan kaynagini ve know-how’1 saglamaktadir.
Yiiksekogretim Kurulu’'nun (YOK) verilerine gore, Tiirkiye ve Kibris genelinde 61 aktif
Bilgisayar Yazilim Miihendisligi boliimii bulunmaktadir (YOKATLAS, 2023). Bu béliimlerde
okutulan algoritma gelistirme ve yapay zeka dersleri, bu programlarin vazgegilmez bir parcasi
olup mezunlarin yapay zeka sektoriine katkida bulunmalar1 i¢in gereken bilgi ve becerileri
kazanmalarin1 saglamaktadir. Bu egitim temeli, yalnizca yapay zeka teknolojilerinin
gelistirilmesi i¢in degil, ayn1 zamanda inovasyon ve verimliligin temel itici giicli haline geldigi
cesitli endiistrilerde yapay zeka uygulamalarinin yayginlastirilmas: i¢in de biiyiikk 6nem
tasimaktadir. Yine YOK verilerine gore, dort {iniversite yazilim miihendisligine ek olarak yapay

zeka miihendisligi boliimlerine sahiptir (YOKATLAS, 2023).

Bu egitim programlarinin genisletilmesi, yapay zeka sektoriindeki vasifli profesyonellere
yonelik artan talebe bir yanit niteligi tasimaktadir. Yapay zeka teknolojileri, ekonomik ve
toplumsal yasamin farkli yonlerine derinlemesine niifuz ettik¢e, bu alandaki uzmanlik ihtiyacinin
artacagl Ongoriilmektedir. Universitelerdeki bu programlar, yapay zekd ekosisteminin
genislemesi i¢in temel bir yap1 tas1 sunmaktadir. Teknoparklarda faaliyet gdsteren sirketlerin
sektorel dagilimu ile tiniversitelerdeki yapay zeka ve yazilim mithendisligi egitim programlarinin

genislemesi bir arada degerlendirildiginde, Tiirkiye’nin yapay zeka ekosistemindeki dinamik
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biliylimenin acgik bir gostergesi oldugu soylenebilir. Bu siiregte, endiistri ve akademi arasindaki

etkilesim, ekosistemin gelisimi i¢in kritik bir 6neme sahip olmaktadir.

Son olarak, yazilim miihendisleri i¢in medyan kazancglarin deneyim, cografi konum ve
faaliyet gosterilen sektore bagl olarak degiskenlik gosterdigi belirtilmektedir. 2023 yil1 itibariyle
Tiirkiye’de yazilim miihendisleri i¢in y1llik medyan maasin yaklagik 350.000 TL oldugu tahmin
edilmektedir. Ancak teknoloji endiistrisinin yogun oldugu Istanbul, Ankara ve Izmir gibi biiyiik
sehirlerde bu rakamin daha yiiksek oldugu oOngoriilmektedir. Yapay zeka miihendisleri,
uzmanlagmis becerileri nedeniyle, yillik 450.000 TL civarinda medyan kazangla yazilim
mithendislerine kiyasla daha yiliksek maaslar elde etme egilimindedir. Nispeten yiiksek
kazanclara ragmen, yazilim ve yapay zeka miihendislerinin genel isgiicii icindeki oraninin ¢ok
yiiksek bir seviyede olmadigmin da alt1 ¢izilmelidir. Tiirkiye Istatistik Kurumu (TUIK), bilgi ve
iletisim teknolojisi (BIT) sektoriinde, yazilim ve yapay zekd miihendislerini de igeren
profesyonellerin toplam isgiiciiniin yalmzca %2,5’ini olusturdugunu bildirmektedir (TUIK,
2023). Bununla birlikte, ¢esitli sektorlerde dijital ¢oziimlere ve yapay zeka teknolojilerine olan

talebin artmasiyla bu oranin gelecekte biiylimesi beklenmektedir.

McKinsey & Company (2020) tarafindan yayimlanan raporda, yapay zekanin 2030 yilina
kadar kiiresel GSYIH’ye 13 trilyon dolara varan bir katki saglamasimin beklendigi, bu biiyiimenin
onemli bir kisminin ise ABD ekonomisine etki edeceg, ongoriilmiistiir. Yapay zeka destekli
otomasyonun imalat ve hizmet sektorlerinde tiretkenligi artirdigi belirtilmektedir. Fabrikalarda
kullanilan robotlar ve otomasyon sistemleri, iiretim siireglerinde verimliligi yiikseltmekte, hata
oranlarin1 azaltmakta ve operasyonel maliyetleri diisiirmektedir. Ayrica lojistik alaninda
kestirimci bakim ve rota optimizasyonu gibi uygulamalar, tedarik zinciri verimliligini artirarak
ekonomik ciktiy1 yiikseltmektedir (Bessen, 2019). Bu gelismeler, ABD ekonomisinde biiylimeyi

destekleyici rol listlenmektedir.

Yapay zekanin etkileri liretkenlik artisiyla siirli kalmayip, endiistri yapilarinda énemli
doniistimlere de yol agmaktadir. Bu teknolojilerin gelisimi yeni endiistrilerin dogusunu
hizlandirmakta, mevcut sektorlerin ise doniismesini saglamaktadir. Ozellikle teknoloji sektorii,
yapay zeka arastirma ve gelistirmeye yonelik yatirimlarin artisiyla hizli bir biiylime gostermistir.

Alphabet Inc., Microsoft ve Amazon gibi biiylik teknoloji sirketleri, yapay zeka alanindaki
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uzmanliklariyla gelirlerini ve pazar paylarini artirarak ABD ekonomisine 6nemli 6l¢iide katkida

bulunmustur (Brynjolfsson & McElheran, 2016).

ABD, yapay zeka alaninda gerceklestirilen aragtirma, gelistirme ve yatirimlarda diinya
lideri konumundadir. Bu siire¢lerin merkezinde ise Kaliforniya’daki Silikon Vadisi yer
almaktadir (Sadowski, 2020). Silikon Vadisi, yapay zekanin evriminde ve bu teknolojilerin
kiiresel ekonomiye entegrasyonunda belirleyici bir rol oynamistir. Silikon Vadisi’nin yapay
zekaya katkilari, bilgisayar biliminin ilk donemlerine kadar uzanmaktadir. Bolgedeki Stanford
Universitesi ve Berkeley’deki Kaliforniya Universitesi gibi akademik kurumlar, yapay zeka
alanindaki arastirmalarin ilerlemesinde kritik rol iistlenmistir. Stanford Universitesi’nin
1960’larda kurulan yapay zeka laboratuvari, kavramin isim babasi olan John McCarthy’nin de

aralarinda bulundugu 6ncii aragtirmacilara ve projelere ev sahipligi yapmistir (Nilsson, 2009).

Akademik katkilarin yani sira Silikon Vadisi, yapay zeka odakli erken dénem girisimlerin
de merkezi olmustur. SRI International ve Xerox PARC (Palo Alto Arastirma Merkezi) gibi
kuruluslar, dogal dil isleme ve makine &grenmesi gibi temel teknolojilerin gelistirilmesinde
onemli roller listlenmistir (Mowery & Rosenberg, 1998). Bu kuruluslar, Silikon Vadisi’'nin
giintimiizde diinya genelinde etkin olan yapay zeka sirketlerine ev sahipligi yapan bir ekosisteme

doniismesine zemin hazirlamistir.

Silikon Vadisi’ni yapay zeka inovasyonunda onemli kilan faktorlerin basinda, inovasyon
ve kapitalist bir ag icerisinde isbirligini tek potada eriterek bilim ve teknolojiyi metalastiran
ekosistemi gelmektedir (Sadowski, 2020). Teknoloji sirketleri, arastirma kurumlari, risk
sermayesi firmalar1 ve girisimcilik kiiltlirliyle olusturulan yogun ag, bolgeyi yapay zeka
gelistirme siiregleri i¢in ideal bir ortam haline getirmistir (Saxenian, 1994). Yapay zeka 6zelinde
risk sermayesi yatirimlari, Silikon Vadisi’nin yapay zeka teknolojilerinde liderligini
stirdiirmesinde temel unsurlardan biridir. PwC ve CB Insights’in (2020) raporuna gore, Silikon
Vadisi, yapay zeka ile ilgili projelerde kiiresel risk sermayesi yatirimlarinin yaklagik %40’ n1
cekmektedir. Google, Facebook ve Tesla gibi Silikon Vadisi merkezli sirketler, yapay zeka
alanindaki hizli ilerlemelerle kiiresel Olcekte etki yaratmaktadir. Bu sirketler, kendi
operasyonlarinda kullandiklar1 teknolojileri gelistirmenin yani sira acik kaynakli yapay zeka
araclar1 ve gergevelerini kiiresel toplulukla paylasarak sektoriin gelisimine Onemli katkilar
saglamustir (Schmidt & Rosenberg, 2014). Ornegin Google’in agik kaynakli makine dgrenmesi
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platformu TensorFlow, diinya genelinde arastirmaci ve gelistiricilerin yaygin kullandig1 standart
bir ara¢ haline gelmistir. Bu bdlgedeki sirketler tarafindan gelistirilen teknolojiler saglik, finans
ve ulasim gibi pek ¢ok sektore entegre edilerek yapay zekanin ticarilesmesinde oncii bir rol

oynamistir (Brynjolfsson & McAfee, 2017).

ABD’deki yazilim ve yapay zeka miithendisligi alani, hizla biiyliyen bir sektor olarak dikkat
cekmektedir. ABD Isgiicii Istatistikleri Biirosu (BLS, 2022) verilerine gore, ABD’de yaklasik 1,5
milyon yazilim gelistirici bulunmaktadir ve bu sayr toplam is giicliniin yaklasik %1 ini
olusturmaktadir. Yapay zekd miihendisligi ise daha kiigiik bir uzmanlik alan1 olmakla birlikte,
yapay zeka teknolojilerinin cesitli sektorlerde yayginlasmasiyla paralel olarak hizli bir biiyiime
gostermektedir. Yazilim ve yapay zeka miihendisleri agirlikli olarak geng ve erkek is giiclinden
olusmaktadir. 2022 verilerine gore, kadinlar bilgi islem is giicliniin yalnizca %25’ini
olusturmakta, yapay zeka miihendisliginde ise bu oran daha da diismektedir (NCWIT, 2022). Bu
durum, sektorde cesitlilik eksikligine dair elestirileri beraberinde getirmis; kadinlar ve azinlik

gruplarinin temsiliyetini artirmak amaciyla egitim ve istthdam odakli programlar gelistirilmistir.

ABD’de yazilim ve yapay zeka miihendislerine yonelik talep, dijital teknolojilerin giinliik
yasama giderek daha fazla entegre edilmesiyle artmaktadir. BLS (2022) tahminlerine gore,
bilgisayar ve bilgi teknolojileri alaninda istthdamin 2021-2031 yillar1 arasinda %15 oraninda
artmasi1 beklenmektedir. Bu biiylimenin temel nedenleri arasinda yapay zekd uygulamalarina
yonelik artan ihtiyag, bulut bilisim ve biiyiik veri kullaniminin yayginlagsmasi gosterilmektedir.
Bu alanda c¢alisanlarin gelirleri, s6z konusu mesleklere olan talebi ve gereken 6zel becerileri
yansitmaktadir. BLS nin 2022 verilerine gore yazilim gelistiricilerinin yillik medyan maasi
yaklagsik 110.140 dolar olup, genel medyan maas olan 45.760 dolarin oldukga iizerindedir. Yapay
zeka miihendisleri ise ileri derece uzmanlik ve yliksek egitim diizeyleri gerektirdiginden daha
yiikksek maaglar almaktadir. O’Reilly Media’nin (2021) raporuna gére ABD’de yapay zeka
miihendislerinin yillik medyan maast 146.000 dolar civarinda olup, deneyimli miihendislerin
kazanglart ise 200.000 dolar1 asabilmektedir. ABD genelinde 163 {iniversite ve topluluk koleji,
yazilim miihendisligi programlariyla sektdre nitelikli is giicli saglamakta ve bdylece iilkenin bu

alandaki lider konumunu giiclendirmektedir (DATA USA, 2022).

Bu baglamda, yapay zekanin getirdigi degisiklikler yalnizca teknik bir doniisiimii degil,
ayni zamanda toplumsal yapiy1 ve toplumsalligin bizatihi kendisini de derinden etkileyen bir
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stireci temsil etmektedir. Yapay zekanin insan emeginin yerini almasi potansiyeli, iktisadi
esitsizlik ve toplumsal tabakalagsmadaki asimetrinin derinlesmesi potansiyelini beraberinde
getirmektedir. Bu durum, teknolojik ilerlemelerin sermaye ve iktidari, {iretim araglarini kontrol
edenlerin elinde yogunlastirarak mevcut esitsizlikleri derinlestirdigini savunan Marxist teknoloji
analizleriyle uyumlu goériinmektedir (Marx, 1995). Bu baglamda, yapay zekanin gelisimi, sosyal
ve ekonomik politikalarla kasitli bir sekilde yonlendirilmedigi takdirde, mevcut iktisadi ve
toplumsal esitsizlikleri daha da derinlestirme potansiyeline sahiptir. Bu baglamda, yapay zeka
gibi doniisiimsel teknolojilerin topluma adil bir sekilde entegre edilmesi, yalnizca teknolojik

degil, ayn1 zamanda toplumsal, iktisadi ve etik bir sorumluluk halini almaktadir.

Kisaca soylenebilir ki, hem Diinya hem de Tiirkiye dl¢ceginde yapay zekanin yiikselisi,
iktisadi Ongoriilerin Gtesine gegen, toplumsal, iktisadi ve etik alanlarda son derece koklii
doniistimler yaratan ve yaratmakta olan bir siireci ortaya ¢ikarmaktadir. Bu baglamda, diger
sosyal bilimler alanlar1 gibi sosyoloji de, bu teknolojinin toplumsal etkilerini, toplumsal ve politik
karakteri ile iktisadi siireglerde yarattig1 degisimlerin toplumsal boyutlarini kavrayabilmek ve
cozlimleyebilmek adina yapay zekay1 kendi 6zgiil cer¢cevesinden kavramsallastirmay1, toplumsal

baglamini ortaya ¢ikarmay1 ve buna istinaden toplumsal etkilerini analiz etmeyi amaglamaktadir.

1.5. MIR (Music Information Retrieval) Sistemleri ve Miizikte Yapay Zeka

Yapay zekanin saglik, finans, giivenlik gibi birgok toplumsal alana entegrasyonuyla
yarattig1 degisim ve doniigiimler yalnizca bu alanlarla sinirli kalmamakta, tarihsel olarak insana
ozgii oldugu varsayilarak bir anlamda kutsallagtirilan yaraticilik ve sanat da yapay zekanin
yarattig1 doniistimden pay almaktadir. Her yeni giin yasanan gelismeler, piyasaya siiriilen yeni
modeller ve var olan modellerin giin gegtikce daha ‘akilli” bir hal almasi, yapay zekanin sanatsal
iiretim kapasitesini yeniden diisiinmeyi gerekli kilmaktadir. Kisa bir siire dncesine kadar miimkiin
oldugu diisiiniilmeyen bir¢ok sanatsal eylem bi¢imi, yapay zeka sistemlerinin gelisimiyle birlikte
giindelik hayatin bir pargasi olmaya baslamistir. Ornegin bugiin bir kullanici, istem girdileri
kullanarak yapay zekaya belirli bir teknikle nasil resim yapabilecegini, nelere dikkat etmesi
gerektigini, s6z konusu teknigin ayirt edici 6zelliklerini nasil vurgulayabilecegini sorabilir veya
belirli bir edebiyat akimi icerisinde bir hikdye yazmak ic¢in nelere dikkat etmesi gerektigi

konusunda fikir aligveriginde bulunabilir. Ayrica, yapay zekdnin sanat alanina etkisi bu fikir
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aligverisi diizeyindeki etkilesimle sinirli kalmamaktadir. Kullanicilar, istem girdileriyle yapay
zeka sistemlerini yOnlendirerek istedikleri resmi ¢izebilir veya istedikleri gibi bir hikayeyi

yalnizca ‘tarif ederek’ yapay zekaya yazdirabilir.

Yapay zekanin bu ¢alismanin konusunu olusturan miizik iizerindeki etkisi de yukarida s6zii
edilen sanat alanlar1 gibi ¢cok boyutlu ve doniistiiriiciidiir. Bugilin bir kullanict yapay zekaya
danigarak belirli bir sanatc¢1 veya grubun tarzinda nasil beste yapacagina dair fikir edinebilir,
sarkilarin miizikal ¢6ziimlemelerini yaptirabilir, yazdigi sozlere uygun bir akor dizilimi
isteyebilir. Ayn1 zamanda, yapay zeka sistemleriyle melodi ¢oziimlemeleri, melodi tamamlama,
akor ve gam tanima gibi bir¢ok miizik eylemi yapilabilmekte, daha nceki teknik ve teknolojilerle
olanakli olmayan yeni sanatsal bi¢imler insan-makine etkilesimiyle ortaya c¢ikmakta (Davis,
2013; Fujita, 2017) ve yaraticili§in insana 6zgii dogasi tartismaya agilmaktadir (Wingstrém vd.,
2022). Miizik alaninda yapay zekanin “miizik bilgi erisimi” olarak Tiirkgelestirilebilecek olan

music information retrieval sistemleri ve algoritmalarinin kullanima girmesi olarak goriilebilir.

MIR sistemleri, dijital miizik verilerinden anlaml1 ve islevsel bilgiler elde etmeye yonelik
teknolojik ¢oziimler sunan, disiplinlerarasi bir aragtirma alanidir. Bu sistemler, miiziksel verinin
yapisal, istatistiksel ve algisal boyutlarini analiz ederek kullanicilarin biiytik 6lgekli dijital miizik
arsivlerinde etkili bir bicimde arama yapmalarina, igerikleri siniflandirmalarina, benzerlik
iligkilerini kurmalarina ve anlamli Oneri sistemleri gelistirmelerine olanak tanir. MIR
sistemlerinin temelinde ses sinyali isleme, yapay zeka, makine 6grenmesi, bilgi kurami ve insan-
makine etkilesimi gibi alanlar yer almakta; bu teknolojiler araciligiyla miizigin sadece ylizeysel

ozellikleri degil, ayn1 zamanda derin yapisal ve kiiltiirel boyutlar1 da ¢dzlimlenebilmektedir.

MIR teknolojileri, miizik alaninda hem akademik hem de endiistriyel diizeyde ¢ok cesitli
uygulama alanlarina sahiptir. Ornegin, bir miizik eserinin ritmik yapismnin, temposunun, gaminin
veya akor dizilerinin otomatik bicimde ¢ikarimi, MIR sistemleri tarafindan
gerceklestirilebilmektedir. Bu tiir analizler, yalnizca miiziksel igerik tiretimi agisindan degil, ayni
zamanda miizik pedagojisi, miizikoloji ve etnomiizikoloji gibi alanlarda da 6nemli katkilar
sunmaktadir. Ote yandan, dijital miizik dinleme platformlarinda kullanicilarm dinleme
aliskanliklarina gore kisisellestirilmis Oneriler sunulmasi, MIR uygulamalarinin en yaygin ve

goriiniir Orneklerinden biridir. Bunun yani sira, biiyiilk miizik arsivlerinin otomatik olarak
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etiketlenmesi, pargalarin stil ya da donemlerine gore siiflandirilmasi, ortilk benzerliklerin
saptanmas1 ve Ornek (sample) tanima gibi gorevlerde de MIR teknolojileri etkin bigimde
kullanilmaktadir. Boylece MIR sistemleri, sadece teknik bir ara¢ olmanin 6tesinde, dijital miizik
kiiltiiriiniin bicimlenmesinde ve kullanici-miizik etkilesiminin yeniden tanimlanmasinda merkezi

bir rol Ustlenmektedir.

MIR sistemlerin miizik endiistrisine entegrasyonu, miizigin yaratilma, analiz edilme ve
tiiketilme bigcimlerinde bir paradigma degisimini gostermektedir. Bu teknolojik gelisme, yalnizca
geleneksel miizik iiretim bigimlerini degistirmekle kalmamisg, ayn1 zamanda yaraticiligin dogasi,
sanatsal liretim ve teknolojinin bu baglamdaki rolii hakkinda karmasik sosyolojik sorunlar1 da
beraberinde getirmistir. MIR sistemleri, miizikal performans, besteleme, tavsiye ve miizik
iceriginin analizi dahil olmak {lizere genis bir uygulama yelpazesini kapsamaktadir. Bu
sistemlerin miizik endiistrisindeki pozisyonu, tipki diger tiim alanlardaki yapay zeka tasviri gibi,
miizik verilerinin islenmesinde dogruluk ve verimliligi 6nemli 6l¢iide artirma iddiasini tastyan
derin 6grenme tekniklerindeki teknolojik mitkemmeliyet ve yansizlikla karakterize edilmektedir

(Humphrey, Bello & LeCun, 2013).

MIR sistemlerinin en 6nemli kilometre taslarindan biri, ses sinyallerinden ses analizi i¢in
yapay sinir aglarinin (CNN) gelistirilmesidir (Dieleman & Schrauwen, 2014). Bu gelismeler,
kullanict tercihlerini daha iyi anlayabilen ve tahmin edebilen gelismis miizik 6neri sistemlerinin
giindelik ve toplumsal hayata hizli bir bicimde girmesine yol acmistir (Wang, Wang &
McDonald, 2014). Ayrica, varyasyonel oto kodlayicilar (VAE) ve iiretken karsit aglar (GAN)
gibi iiretken yapay zekd modelleri, mevcut miizigin tarzini ve yapisini taklit eden, yeni miizik
besteleri olusturmak i¢in kullanilmaktadir (Roberts, Engel & Raffel, 2018). Bu teknolojik
gelismelerin sonuglari, yalnizca teknik ilerleme ve basariin dtesine gegerek yaraticilik ve sanat
baglaminda sosyolojik sorularin 6niinii acar niteliktedir. Bir bagka deyisle, MIR sistemleri,
yaraticiligin insana mahsus bir gii¢ ve dolayisiyla sanatin insanin tikelligindeki bu yaratici itkinin
ifade edilmesinin temel formu oldugu yoniindeki geleneksel anlayisi tersine gevirerek, yaratici
bir varlik olarak yapay zeka ve insan-makine etkilesimiyle meydana gelen yeni bir sanat
bi¢iminin varhigini tartismaya agcmistir (Colton & Wiggins, 2012; Davis, 2013; Fujita, 2018). Bu

baglamda, sosyolojinin sanat ve yaraticilik hakkindaki 6n kabullerinin yapay zekanin iiretici bir
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giic oldugu giinlimiiz diinyasinda yeniden sormaya ve yeni yanitlar aramaya olan ihtiyaci son

derece agiktir (Wingstrom vd., 2022).

Ornegin, OpenAl’nin MuseNet veya Google’in Magenta projesi gibi MIR sistemleri, insan
ve makine yaraticili1 arasindaki ¢izgiyi bulaniklastirarak bilinen sinirlarin Gtesine gegen bir
faillik veya [insan-makine etkilesimlerinde ortaya c¢ikan] bir ortak yaratim siirecinin (Davis,
2013; Garrido, 2021) sosyolojik bir ilgiyle incelenmesi gerektirdigini diisiindiirmektedir. Buna
ek olarak, yalnizca bir prompt girilmesiyle birlikte birka¢ dakika icerisinde bastan agagiya tutarl
ve miizikal baglamda kompleks besteler iiretebilen bir yapay zekad sistemi olan SunoAl’nin
yiikselisi, miizik alaninda, beste ve s6z yaziminda insan failligini de asan bir makine failliginin
isareti midir? Yapay zeka ve miizisyen birbirlerine rakip mi, yoksa is arkadasi midir? Yapay
zekanin miizigi, insan miiziginin Stesine gecebilir mi? Her seyden 6te, yapay zeka yaratici olabilir
mi? Yukarida ad1 gecen MIR sistemlerinin sanat ve miizik alanlarina dahli, bu sorular1 her gegcen
giin tekrar sordurmakta ve bizi sosyolojinin kavramsal setlerini yeniden diisiinmeye ve

yorumlamaya itmektedir.

ABD ve Tiirkiye’de MIR sistemlerinin kullanimu, iilkelerin teknolojik altyapilari, dijital
miizik ekosistemlerinin olgunluk diizeyi, akademik aragtirma kapasitesi ve miizik endiistrilerinin
isleyis dinamikleri dogrultusunda 6nemli farkliliklar sergilemektedir. ABD, hem yapay zeka
tabanli teknolojilerin gelistirilmesinde hem de bu teknolojilerin ticarilestirilmesinde kiiresel
Olgekte Oncii bir rol tistlenmektedir. Bu baglamda, MIR sistemlerinin arastirma ve uygulama
stirecleri ABD’de oldukg¢a genis bir yelpazeye yayilmis durumdadir. Stanford, MIT, Columbia
gibi 6nde gelen tniversitelerde yiiriitiilen disiplinlerarasi ¢alismalar, MIR teknolojilerinin ses
sinyali isleme, Oriintii tanima, duygu analizi ve kullanici etkilesimi gibi alanlardaki gelisimine
onemli katkilar saglamaktadir. Bu akademik bilgi birikimi, dogrudan endiistriyel uygulamalara
da yansimaktadir. Ozellikle Youtube, Spotify, Apple Music ve Pandora gibi dijital miizik
platformlari, MIR sistemlerini kullanicilarin dinleme aligkanliklarini analiz etmek, yeni igerik
onermek, miizik pargalarini otomatik etiketlemek ve telif takibini saglamak gibi ¢ok cesitli
islevler i¢in kullanmaktadir. Ayrica MIR sistemleri, ABD'deki miizik egitimi platformlarinda
ogrencilere analiz tabanli geribildirim sunmakta, sesli komutla miizik arama sistemlerinde dogal

dil isleme teknolojileriyle biitiinlesmekte ve dijital miizik arsivlerinde hizli erisim saglamak
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amaciyla kullanilmaktadir. Bu genis kapsamli kullanim, ABD'de MIR sistemlerini hem teknik

bir ¢6zlim hem de yaratici endiistrilerin doniisiim aract haline getirmistir.

Tiirkiye’de ise MIR sistemlerinin kullanimi gérece daha erken bir agsamadadir, ancak bu
alana yonelik akademik ve uygulamali ilgide son yillarda belirgin bir artis gézlemlenmektedir.
Tiirkiye’de Bogazi¢i Universitesi’nde yiiriitiilen mikrotonal miizik analizi calismalari, ITU
MIAM'daki ses teknolojileri arastirmalar1 ve ODTU’deki dijital sinyal isleme projeleri, MIR
sistemlerinin gelisimine 6nemli katkilar sunan &rnekler arasindadir. Ozellikle Tiirk sanat miizigi
ve halk miizigi gibi makam temelli ve mikrotonal 6zellikler tasiyan repertuvarlarin analizi, Bati
merkezli MIR modellerinin sinirlarint zorladigr ig¢in yerel baglama 06zgii algoritmalarin
gelistirilmesini zorunlu kilmaktadir. Tiirkiye’de MIR sistemleri bu nedenle sadece dijital miizik
dinleme deneyimini zenginlestirmekle kalmayip, ayn1 zamanda kiiltiire] mirasin korunmasi,
miizik arsivlerinin dijitallestirilmesi ve akademik miizik ¢oziimlemelerinin gelistirilmesi gibi
alanlarda da 6nemli islevler istlenmektedir. Bu gelismeler, Tiirkiye’nin MIR alaninda hem teknik
hem de kiiltiirel igerikli katkilar sunabilecek Ozgiin bir arastirma ve uygulama zemini

olusturdugunu gdstermektedir.
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BOLUM 2. TEKNOLOJi VE YAPAY ZEKA KARSISINDA SOSYOLOJi:
ELESTIREL BiR LITERATUR TARAMASI

Yapay zeka teknolojisinin hizla ilerlemesi ve toplumsal hayatin bir¢ok alanina niifuz
etmesi, ¢esitli akademik disiplinlerde 6nemli bir ilgi uyandirmig, bu baglamda, sosyoloji de
yapay zekay1 -belki de biraz ge¢ kalan bir bicimde- mercegi altina almistir. Bu teknolojinin
sosyolojik bir kavrayisla ele alinmasi, onun yalnizca teknolojik boyutunu degil, ayn1 zamanda bu
yoniine eslik eden derin toplumsal, kiiltiirel ve etik boyutlar1 da anlamak acisindan son derece
onemlidir. Caligmanin literatiir taramasint i¢eren bu bdliim, yapay zeka sosyolojisinin ana
hatlarim1 ¢alismanin sorunsali baglaminda ele almay1 ve incelemeyi amaglamaktadir. Literatiir
taramasi, Oncelikle, teknoloji sosyolojisindeki temel c¢aligmalar1 ugrak noktalar1 olarak
belirleyerek, toplum ve teknoloji arasindaki iligkiye yonelik sosyolojik aragtirmalara geleneksel
olarak rehberlik eden teknolojik determinizm, teknolojinin toplumsal insas1 ve aktor-ag teorisi
(AAT) gibi temel kavramlar1 ana hatlariyla ortaya koyacaktir. Bu teorik temeller ve temel
sosyolojik yaklagimlar iizerine insa edilen literatiir taramasi, bir sonraki adimda, her giin daha da
gelismekte olan yapay zeka sosyolojisi alanina odaklanacaktir. Gelismekte olan bu sosyolojik alt
alan, makine 6grenmesinin ve yapay zekanin toplumsal etkileri, algoritmik yOnetisim ve karar
verme siireglerinin otomasyonu gibi yapay zekadan once tecriibe edilmemis, bu teknoloji
baglaminda ortaya ¢ikan toplumsal sorunlari ve yapay zekanin kendisinin toplumsalliginin
sorgulanmasi iizerinde temellenmektedir. Nihayetinde, bu inceleme, teknoloji sosyolojisi ile
yapay zeka sosyolojisi arasindaki boslugu doldurmayi ve sosyolojik bilginin yapay zekanin
toplumdaki roliinii anlamamizi nasil saglayabilecegine dair tutarli bir kavramayi saglamayi

amaglamaktadir.

Yapay zeka sosyolojisine odaklanmadan Once, teknolojiye olan sosyolojik ilginin yeni
olmadigini, klasik metinlerden ¢agdas metinlere kadar teknolojinin ¢esitli sosyologlar tarafindan
toplumsalligin kurucu giiclerinden biri olarak ele alindigini belirtmek gerekmektedir. Teknoloji,
iiretim, iletisim ve ulagim gibi makro diizeydeki alanlarin yani sira gilinliik faaliyetlerin mikro
diizeydeki yonlerini de etkileyerek toplumsal yasamin her alaninda bir kurucu bir giig, bir
moment olmustur. Ilkel aletlerden gelismis iiretim sistemlerine, radyo ve televizyon gibi ilk
medya bicimlerinden akilli telefonlar ve internet gibi dijital teknolojilere kadar, teknolojik

gelismeler cagdas yasamin her yoniinii sekillendirmekte, etkilemis, toplumsal eylemi ve bilinen
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tanimlarini degistirmis ve degistirmektedir. Teknoloji ve insan varligi arasindaki kapsamli
etkilesim goz Oniine alindiginda, sosyolojinin teknolojinin toplumsal etkileri ve bizatihi
kendisiyle ilgilenmesinin son derece dogal oldugu ¢ikarimi yapilabilir. Ger¢ekten de teknolojiye
duyulan ilgi, Saint-Simon’un “sanayi toplumu”, Comte’un “pozitivist toplumu” ve Durkheim’in
“mekanik” ve “organik” dayanisma kavramlari da dahil olmak iizere sosyolojinin temel
metinlerine ve teorilerine kadar uzanmaktadir. Ayni zamanda -ve diger kurucu figiirlerden daha
giiclii bir vurguyla- Max Weber de bilimsel ve teknolojik ilerlemelerin biirokratik ve teknokratik
toplumlar1 rasyonel eylem yoluyla sekillendirmedeki roliinii vurgularken, sosyolojinin klasik

figtirleri arasinda Karl Marx, teknolojiyi analizinin merkezine yerlestirmesiyle 6ne ¢gikmaktadir.

Son donem sosyolojik ¢ercevelerde teknoloji, toplumsal degisimlere iliskin tartismalarin
merkezinde yer almaya devam etmektedir. Modernite, postmodernite, risk toplumu ve
kiiresellesme gibi kavramlarin tiimii, toplumsal degisimlerin tanimlanmasinda teknolojinin
onemini Ortiikk ya da acik bir sekilde vurgulamaktadir. Ornegin Michael Adas, bilim ve
teknolojinin Bati’nin Batili olmayan toplumlar iizerinde egemenlik kurmasinda nasil kilit
faktorler oldugunu analiz eden ¢aligmasinda Bati’nin, 18. ylizyildan itibaren kimligini din
merkezli bir kimlikten teknoloji odakli bir kimlige nasil doniistiirdiigiinii ve bu doniisiimiin
kiiresel baglamda Bat1 hegemonyanin ingasinda dnemli bir roliinii teknolojiyi temele alarak yapar
(Adas, 1980). Genel olarak teknoloji, toplumlar aras1 karsilagtirmalar, siif iligkileri, siyasi gii¢
ve insanlar ile dogal cevre arasindaki iligki de dahil olmak {iizere hayatin her alanini

etkilemektedir.

Tarihsel bir izlek takip edildiginde ise, sosyolojinin kurucusu iinvanli Auguste Comte’un
hocasi ve ilk proto-sosyolog olarak anilabilecek olan Saint-Simon’in dahi, teknolojinin modern
toplumu sekillendirmedeki roliinii fark ettigi goriilmektedir. Saint-Simon’un {itopik vizyonunda
sanayilesme, bilim insanlar1 ve miihendislerin Onciiliigiinde ilerlemenin anahtar1 olarak
konumlandirilmistir (Saint-Simon, 1975). Bununla birlikte Saint-Simon, endiistriyel sinifin din
adamlarimin ve feodal elitlerin yerini alacagi ve teknolojiye hakimiyetleri sayesinde toplumsal
iktidar1 elinde tutacagi projeksiyonuyla, teknokratik bir toplum fikrini 6ne siirmiistiir (Saint-
Simon, 1964). Saint-Simon’un takipg¢isi Auguste Comte da teknolojiyi toplumsal ilerlemeye
iligkin teorik diisiincelerine entegre etmistir. Onun “ii¢ hal yasas1” ve “insanlik dini”, bir baglada

bilimsel ve teknolojik ilerlemelerin toplumsal evrimi tanimlamadaki merkezi roliini
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vurgulamaktadir (Comte, 2009a). Comte, agikca teknolojiye odaklanmamis olsa da, bilimsel
ilerlemenin ve buna bagl olarak teknolojik gelismenin, ampirik gozleme dayali bilginin
metafizik inang¢larin yerini alacagi pozitivizmin hakim oldugu bir topluma yol acacagi inancinda

ortiik bir teknoloji ve bilim ilgisi oldugunu séylemek miimkiindiir (Comte, 2009a;b).

Modern sosyolojinin kurucusu olarak kabul edilen Emile Durkheim’in ¢alismalar1 da
teknoloji ve toplum arasindaki iligkiye dair [¢ogunlukla o6rtiik] bir 6n kabuliin iizerine kuruludur.
Her ne kadar Comte’a benzer bir bicimde, teknolojiye agiktan bir vurgu yapmasa da, Durkheim
teknolojinin modern toplumlarda igboliimii ve organik dayanismanin gelismesinde oynadigi
roliin dnemini kavrayan ilk figiirlerden olmustur (Pope & Jonhson, 1983). Bu baglamda,
Durkheim’in anlayisinda (Durkheim, 1994) teknolojik gelisme mekanik dayanigsmadan organik
dayanismaya geciste, karmagik toplumsal sistemlerin ortaya ¢ikmasi ve siirdiiriilmesinde son
derece dnemli bir faktdr olarak analiz edilmektedir. Bu degisme ayn1 zamanda ortak normlarin
ve kolektif bilincin hakim oldugu daha basit toplumlardan, bireysel farklilasma ve karsilikli
bagimlilik ile karakterize edilen daha karmasik toplumlara gegcisi de isaret etmekte ve mekanik
isboliimii iizerinde temellenen toplumsal formlardan organik isbdliimiine giden bir dogrultuda
toplumsalligin teknoloji ile yakin iligkisine dair bir perspektifi barindirmaktadir (Miiller, 1994;
Pope & Johnson, 1983).

Her ne kadar sayilan isimler teknolojiyi toplumsal bir fenomen olarak teorik ¢ergevelerine
ve sosyolojik tahayyiillerine dahil etmis olsalar da, teknolojiyi toplumsal analizlerinin merkezine
yerlestiren ilk biiylik diisiiniirler Karl Marx ve Max Weber olmustur demek yanlis olmayacaktir.
Ornegin Max Weber, toplumun rasyonellesme siirecini ve teknolojinin biirokratiklesme
iizerindeki etkisini modernite analizinin merkezine yerlestirmistir (Weber, 1975; 1978). Weber’e
gore teknoloji, bilimsel bilginin pratik amaclar dogrultusunda uygulanisini temsil etmektedir ve
bu uygulama, hem iktisadi hem de toplumsal yasamin temellerini derinden etkilemek ve
doniistiirmek suretiyle rasyonel-biirokratik modern toplumlarin ortaya ¢ikmasinda belirleyici bir
rol oynamaktadir (Weber, 1978). Weber, rasyonelligin somut bir tezahiirii olarak makinelerin
insan emegini nasil doniistliirdiigli ve bu donilisiimiin emegin hiyerarsik orgiitlenmesi iizerindeki
etkileri ile ozellikle ilgilenmistir; ona gdre teknoloji, yalnizca iiretim iliskilerini degil, ayni
zamanda toplumsal 6rgiitlenme bigimlerini ve bireyler arasindaki iligki aglarini da sekillendirerek

modern toplumsal diizenin temelini olusturan biirokratik-teknokratik sistemlerin yiikselisine
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olanak tanimistir (Weber, 1958). Bu baglamda, Weber’in teknolojiyi analizinde, modern
toplumlarin rasyonellesme siireglerinin, hem bireysel hem de kurumsal diizeyde toplumsal

diizenin isleyisine nasil entegre edildigi vurgulanmaktadir.

Karl Marx ise, teknolojiyi kapitalizm elestirisinin merkezine yerlestirerek, onun yalnizca
iiretim araclarini ortaya ¢ikaran bir glic olmadigini, ayn1 zamanda emek iligkilerini ve simf
miicadelelerini sekillendiren bir giic oldugunu ileri siirmiistiir (Mishra, 1979). Marx’in iiretim
bicimleri iizerine yaptig1 analiz, teknolojinin emek siireclerini doniigtiirmedeki ve sermaye ile
emek arasindaki esitsizlikleri derinlestiren roliinii acik¢a ortaya koyar (Marx, 1970; 1995).
Kapitalist tiretim bi¢ciminde teknolojik yeniliklerin, emegi niteliksel bir degerden ¢ikararak nicel
bir emek giicli baglamina indirgedigi, bu siirecte emegin toplumsal kontroliin bir araci haline
geldigi goriilmektedir. Teknolojik gelisme ve ilerlemeler, yalnizca {iretim siireglerini optimize
etmekle kalmamis, ayn1 zamanda yeni toplumsal tahakkiim bi¢imlerinin ortaya ¢ikmasina olanak
tanimistir. Marx’in alet ve makine arasinda yaptigi ayrim, teknolojik doniisiimiin emek
stirecindeki etkisini ag¢iklamada onemli bir yere sahiptir. Ona gore, makinelerin {iretim
siireglerine dahil edilmesi, emegin niteliksel bir doniisiimiine yol agmis ve insani, iretimin 6znesi
olmaktan ¢ikararak, tiretim siirecinin basit bir unsuru haline getirmistir. Bu doniisiim, yalnizca
emegin degerini azaltmamis, ayn1 zamanda is¢ilerin emek siireclerine yabancilagsmasini ve
sermayenin makineler araciligryla emegi boyunduruk altina almasini saglamistir (Marx, 1995).
Teknolojinin bu sekilde kullanimi, emegin insan merkezli bir iiretici gii¢ olmaktan ¢ikarak

sermayenin kontrol araci haline gelmesine yol agmustir.

Frankfurt Okulu, Marx’in teknoloji elestirisini daha da ileriye tasiyarak, teknolojinin
kapitalist toplumun yeniden iiretimindeki roliine odaklanmistir (Collin & Pedersen, 2015).
Frankfurt Okulu diisliniirleri, teknolojik rasyonalitenin bir tahakkiim araci olarak islev
gordliglint, insan failliginin insani Ozline penetre etme giiciiyle onu doniistiirdiigiinii ve
dolayistyla sermaye sinifinin hem iktisadi hem toplumsal iktidarini pekistirdigini savunmuslardir
(Adorno, 1991; Marcuse, 2007). Ozellikle Adorno ve Marcuse, teknolojinin yalnizca iiretim
siireglerinde degil, ayn1 zamanda toplumsal ve bireysel biling {izerinde bir kontrol mekanizmasi
olarak islev gordiigiinii vurgulamistir. Onlara gore, teknoloji, kiiltiirel bir form haline gelerek
bireylerin davranislarini ve diisiincelerini sekillendirmis, bu durum da uysal ve kolayca kontrol

edilebilen bir toplum yapisinin ortaya ¢ikmasina neden olmustur (Adorno, 1991; Marcuse, 1998).
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Frankfurt Okulu’nun kitle iletisim araglar1 ve tiiketim kiiltiirii baglamindaki teknoloji elestirisi,
teknolojinin ileri sanayi toplumlarinda nasil bir kontrol araci olarak islev gordiiglinii acikc¢a
gostermektedir. Ozellikle medya ve teknolojik araglarin, toplumsal tahakkiimiin daha incelikli
bigimlerini yaratmada oynadigi rol, bu elestirinin temel unsurlarindan biri olmustur. Bir baska
deyisle teknoloji, yalnizca iiretimi degil, ayn1 zamanda bireylerin tiiketim aliskanliklarint ve
diistinme bi¢imlerini kontrol ederek, sermaye diizeninin siirdiiriilebilirligini saglamada merkezi

bir aktor haline gelmistir.

20. yilizyiln ortalarinda ise, Martin Heidegger’in (1971) c¢aligmalarina dayanan
fenomenolojik yaklagim ve takipgisi post fenomenoloji, teknolojiyi yalnizca bir arag olarak ele
almak yerine, insan algisini ve eylemini sekillendiren bir gii¢ olarak kavramlagtirmak gerektigini
ileri siirer (Ihde, 1979). Heidegger, teknolojinin gerceklik anlayisimizi cergeveledigini ve
diinyayla etkilesim bi¢imimizi doniistiirdiiglini ileri siirmiistiir. Bu baglamda ortaya koydugu
“teknolojik cerceveleme” kavrami, modern teknolojinin diinyay1 yalnizca somiiriilebilecek bir
kaynak olarak yeniden yapilandirdigina isaret etmektedir (Heidegger, 1971). Don Thde ve Peter-
Paul Verbeek gibi post fenomenoloji ekoliinii temsil eden diisiiniirler, Heidegger’in fikirlerini
genisleterek giindelik insan-teknoloji etkilesimlerinin 6nemini vurgulamig ve teknolojinin,
insanin dogal diinya ile iliskisine nasil aracilik ettigini irdelemislerdir (Scharff, 2012; Thde, 1979;
1990; Verbeek, 2005; 2010).

Post fenomenoloji akimini takiben, sosyal teoride bugiinkii teknoloji kavrayisina derinden
etki eden ve teknoloji-toplum arasindaki karmagsik iliskileri sosyoteknik bir baglamda
anlamlandirmaya yonelik yeni teorik ¢erceveler gelistirilmistir. Bu c¢erceveler arasinda,
toplumsal cinsiyetin sosyoteknik ingasi (Haraway, 1985; Harding, 1986; Wajcman, 1991),
giindelik hayatin teknolojik organizasyonu (Sismondo, 2010) ve teknolojinin toplumsal olarak
insast (Bijker & Pinch, 1987; Bijker, 1995) o6ne c¢ikmaktadir. Ancak, Bilim ve Teknoloji
Calismalar1 (STS) diislincesinin temel teorik yaklasimlarindan Aktor-Ag Teorisi’nin (AAT),
teknoloji ve toplum arasindaki iliskiyi klasik dualizmlerden uzak bir bicimde analiz etmek icin
en kapsamli ve agiklayici teorik ve metodolojik ara¢ kutularini sagladig sdylenebilir. Ozellikle
de Bruno Latour ve Michel Callon’in katkilariyla, AAT, toplumsal ve teknik arasindaki
geleneksel ikilige meydan okuyarak, hem insan hem de insan olmayan aktorlerin toplumsal

hayat1 sekillendiren aglarin insasinda etkin bir rol oynadigin1 savunmakta (Latour, 1993; 2005;
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Callon vd., 1986) ve boylece toplumsalligin yeni bir agiklamasini ortaya atmiglardir. Diger
yandan, STS yaklasimi, teknolojinin toplumsal insasina odaklanmakta ve hem teknolojik hem de
toplumsal determinizmin reddiyle, teknolojik gelisimin sekillenmesinde insan failliginin
oynadig1r merkezi rolii vurgulamaktadir. STS, teknolojinin yalnizca toplumsal yapilarin bir
yansimasl olmadigini, ayni zamanda bu yapilar1 yeniden sekillendiren dinamik bir unsur
oldugunu o6ne siirerek, toplumsal ve teknolojik olanin karsilikli bir iliski i¢inde oldugunu

gostermektedir.

Literatiir taramasimin odak noktasi teknoloji sosyolojisinden ¢ikip daha 6zel ve 6zgiil
baglamiyla yapay zekd sosyolojisine dogru donerken, bu teknolojinin ‘diislinebilme’
kapasitesinin sosyolojinin temel sorunsali olan toplumsal yap1 kadar faillik sorunsalina da temas
ettigini, makinenin failligi var midir ve varsa bu failligin bi¢imi ile etkileri nedir gibi sorulari
akillara getirdigini vurgulamakta fayda vardir. Bu baglamda, yapay zeka sosyolojisi, yapay zeka
sistemlerinin nasil gelistirildigini, toplumsal uygulanis bicimlerini ve farkli toplumsal baglamlara
nasil entegre edildigini; dolayisiyla bu sistemlerin toplumsal iliskileri, isgiicii piyasalarini ve etik
cerceveleri nasil yeniden sekillendirdigini kendi toplumsal karakterini de dikkate alark
irdelemektedir. Takip eden boliim, yapay zeka sosyolojisindeki literatiirii elestirel bir sekilde
gozden gecirerek, bu gelismekte olan alanin yapay zekanin toplumdaki roliinii nasil
kavramsallastirdigina dair genel bir bakis sunarken, daha fazla arastirma gerektiren alanlari

saptamay1 da amaglamaktadir.

2.1. Yapay Zeka Sosyolojisi: Hiimanist ve Posthiimanist Yaklasimlar

Yukarida siklikla vurgulandigi lizere, yapay zeka, donanim ve yazilim teknolojilerindeki
hizl1 ilerlemeler ile kiiresel toplumlarda artan dijitallesmenin kesisiminde dnemli bir gelisim
kaydetmistir. Bu ilerlemeler, finans, saglik, giivenlik, hukuk, sanat, eglence ve giinliik yagsam gibi
cok cesitli alanlarda ekonomik, kiiltiirel ve toplumsal doniisiimlere yol acarak yapay zekanin
toplumsal yapilar {izerinde derin etkiler yaratmasina neden olmustur. Alan Turing’in
“bilgisayarlar diistinebilir mi?” sorusu (Turing, 1950), kisa bir siire sonra yapay zeka teriminin
John McCarthy tarafindan ilk kez kullanilmasiyla birlikte, matematik, bilgisayar bilimi ve
miihendislik gibi disiplinler arasinda sekillenen 6zel bir bilimsel alanin temelini olusturmustur

(Buchanan, 2005; Russell & Norvig, 2010).
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Bu bilimsel ve teknolojik bir fenomen olma hali, yapay zekay: -baz1 erken dénem teorik
caligmalar1 hari¢ tutarak- toplumsal karakterinden yalitmis ve teknik/teknolojik nesneler ve
seylerin diinyasina konumlandirarak, sosyolojik ilgiden uzak kalmasina neden olmustur. Yapay
zeka etrafinda sekillenen sdylem, siklikla bilim kurgu anlatilariyla benzestirilmekte, yapay zekay1
bir miittefik veya tehdit veya [toplumu meydana getirenlerin ¢cogu gibi] siradan insanlarin
kavrayisinin 6tesinde bir “kara kutu” bi¢ciminde kavrayan yaklasimlar tizerinden ele alinmaktadir.
“Kara kutu” terimi, bir teknolojinin ya karmasiklig1 ya da gilindeliklesmis ve sorgulanmaz hale
gelmesi nedeniyle isleyisinin seffafligini yitirdigi durumlari ifade etmektedir (Latour, 2000); bu
baglamda, yapay zeka sistemleri de, karmagik algoritmalar1 ve genis Olgekli veri isleme
kapasiteleri nedeniyle siklikla bu kategoriye dahil edilmekte ve anlasilmaz bir teknoloji olarak
algilanmaktadir (Pasquale, 2015; Burrell, 2016). Bu algilanan opaklik, yapay zekanin bir
anlamda mitlestirilmesine, hem kendisi hem de toplumsal etkileri hakkinda ger¢ek¢i olmayan
beklentilerin olugsmasina katkida bulunur (Natale & Ballatore, 2020; 2023). Bu durum,
algoritmalarin toplumsal siiregleri insanlarin erisimine kapali bi¢cimlerde yonettigi “kara kutu
toplumunu” (Pasquale, 2015) meydana getirir ve yapay zekay1 toplumsal vechelerinden yalitarak,
karmasik bir teknik/teknolojik fenomen olarak yeniden iiretir. Yapay zeka sosyolojisinin temel
amaclarindan birinin de yapay zekanin toplumsal etkilerini elestirel bir bakis agisiyla analiz eden
genis bir literatiirle bu “kara kutu”yu ¢6zmek oldugunu sdylemek miimkiindiir (Liu, 2021; Zajko,

2022).

Bu baglamda, yapay zekaya iliskin mevcut tartigmalar, iki ana paradigmatik yaklagim
cergevesinde ele almabilir. Ik perspektif, 6zne merkezli bir ontolojiyi temel alan, metinde
bundan sonra hiimanist yapay zeka olarak adlandirilacak olan perspektiftir. Bu yaklasim, yapay
zekady1 mevcut iktidar hiyerarsilerini ve toplumsal esitsizlikleri pekistiren sosyokiiltiirel bir yap1
olarak kavramsallastirarak, onun toplumsal uygulanis bigimlerini ve etkilerini analiz etmeyi
amaclamaktadir. Ikinci yaklasim ise, post-fenomenolojiden yogun bicimde etkilenen post
hiimanist bir ¢ercevede okunabilir. Bu yaklasim, geleneksel 6zne merkezli ontolojik kabullerden
uzaklasarak yapay zekayi toplumsal bir fail olarak ele almaktadir. insan ve insan olmayan
aktorlerden olusan aglarin icinde yapay zekdnin bir aktdr olarak toplumsalligi nasil
sekillendirdigini inceleyen bu yaklagim, toplumsal iliskilerdeki gii¢ dinamiklerini yeniden

diisiinmeyi 6nerir. Bu baglamda, literatiir taramasi su sekilde yapilandirilmistir: ilk olarak, yapay
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zeka sosyolojisindeki hiimanist yaklagim incelenecek, ardindan bu yaklasimin elestirileri

cergevesinde post hiimanist yaklagim tartigilacaktir.

2.1.1. Hiimanist Yaklasim ve Yapay Zeka

Yapay zekd, donanim ve yazilim teknolojilerindeki hizli ilerlemeler ve dijitallesmenin
kiiresel diizeyde yayilmasiyla birlikte, ekonomik, kiiltiirel ve toplumsal doniigiimleri tetikleyen
bir gii¢ olarak karsimiza ¢ikmaktadir. Hiimanist ontoloji iizerine kurulu yapay zeka sosyolojisi,
yapay zekay1 toplumsal gii¢c dinamikleri ve esitsizliklerin yeniden iiretilmesindeki rolii izerinden
ele alarak, bu teknolojinin mevcut toplumsal yapilarin devamliligini nasil sagladigini
incelemektedir. Belirli bir tarihsellik icerisinde, yapay zekayi onceleyen siirecte ekseriyetle
internet ve toplumsal esitsizlikler arasindaki iliskiye odaklanan ¢aligmalar (DiMaggio vd., 2004;
Selwyn, 2004; Van Dijk, 2005; 2006), bu yaklasimin yapay zeka baglaminda da genisletilmesine
olanak tanimistir (Noble, 2018; Benjamin, 2019). Yapay zeka sistemlerinin siif (O’Neil, 2016;
Dyer-Witheford vd., 2019; Eubanks, 2018; Katz, 2020), toplumsal cinsiyet (Benjamin, 2019;
Hashemi & Hall, 2020), irk ve etnik koken (Benjamin, 2019; Hanna vd., 2019; Obermeyer vd.,
2019) temelli toplumsal esitsizlikleri yeniden iiretme ve derinlestirme olasiligi, bu teknolojinin
tarihsel somiirii ve tahakkiim pratiklerinin devami olarak degerlendirilerek analiz edilmesinin
yolunu a¢gmistir. Algoritmik siirecler araciligiyla gerceklestirilen veri madenciligi ve verinin
metalastirilmasi siirecleri, zihin agic1 bir bigimde, yeni bir kapitalizm bicimi olarak tanimlanan
dijital kapitalizm baglaminda gozetim, emek somiiriisii ve gozetleme mekanizmalar1 olarak
tanimlanmakta (Zuboff, 2019; Sadowski, 2020, Brayne, 2020), kapitalist iktisadi model ile

kapitalist toplumsal orgiitlenme arasindaki baglantilarin altin1 ¢izmektedir.

Bir baska deyisle hiimanist yaklagim, var olan toplumsal esitsizlikleri yapay zeka
baglaminda tekrar ele almanin yan1 sira, yapay zekanin isgiicii ve emek piyasalari lizerindeki
etkilerini de elestirel bir gdzle mercek altina almaktadir. Bu alandaki ¢aligmalar, siklikla yapay
zekanin otomasyon yoluyla is siireglerini doniistiirme kapasitesine, iggiicii piyasasi lizerindeki
etkisine ve emek siireclerindeki asimetrik degisimin analizine odaklanmaktadir (Acemoglu &
Restrepo, 2018; Rhee, 2018; Vicsek, 2020; James & Whelan, 2021). Ayn1 zamanda algoritmalar
ve yapay zeka sistemlerinin kapitalist verimlilik ve kar maksimizasyonu degerleri dogrultusunda

emek siireclerini nasil yeniden yapilandirdigina dair analizler, ¢aligma kosullarinin algoritmik bir
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baglamda iiretkenlik dncelikli bir yapiya doniistiigiinii ortaya koymaktadir (Shestakofsky, 2017;
Kellog vd., 2020; Crawford, 2021; Newlands, 2021). Cesitli etnografik c¢aligmalar ise,
calisanlarin zeka sistemleriyle etkilesimlerini detaylandirarak, bu teknolojilerin tamamen emek
yerini almaktan ziyade, onu yeniden yapilandirdigini ve ¢alisanlarin algoritmik ¢iktilar iizerinde
bilingli degerlendirmeler yaptigini gostermektedir (Brayne & Engele, 2021; Christin, 2020;
Ticona & Mateescu, 2018; Sachs, 2019; Shestakofsky & Kelkar, 2020).

Yapay zekanin iktisadi sistemler ve emek siireglerindeki yarattigi degisimleri bu sekilde
ele alan hiimanist perspektif, yapay zekanin toplumsal etkilerini ¢éziimleme siirecinde ii¢ ana
boyutta ele almabilir: bilimsel, kiiltiirel ve teknik bir fenomen olarak yapay zeka (Liu, 2021).
Bilimsel perspektif igerisinde yapay zeka, bilim alanindaki toplumsal gii¢ dinamiklerinin
merkezinde yer alan bir fenomen olarak degerlendirilmektedir. Bu baglamda, yapay zeka
tizerinden, bilimsel nesnellik iddialarinin toplumsal ve kiiltiirel onyargilar tarafindan nasil
sekillendirildigi bu baglamda siklikla tartisilmakta; bu teknolojinin bir arag olarak ortaya
cikisinin bilimsel alan igerisindeki kavranisi ve etkileri irdelenmektedir (Woolgar, 1985;
Bloomfield, 1987; Fleck, 1987). Arastirmacilarin ve gelistiricilerin toplumsal karakterlerine,
ideolojilerine ve kiiltiirel yanliliklarina gomiilii olan bu hususlar, yapay zeka sistemlerinin
yanliliklarimi artirarak toplumsal esitsizliklerin yeniden iiretilmesine katkida bulunmaktadir
(Forsythe, 1993; Obermeyer vd., 2019). Teknik perspektifte ise, yapay zekanin karar alma
mekanizmalarin1 ve algoritmalarin toplumsal etkilerini ele alan ¢aligmalarin yogunlukta
oldugunu sdylemek miimkiindiir. Bu c¢alismalar, siklikla, algoritmalarin tarafsizliktan ziyade
politik bir dogaya sahip oldugunu ve toplumsal esitsizlikleri hangi bigimlerde yeniden
iiretebilecegini ve derinlestirebilecegini sorgulayan algoritmik yanlilik konulu g¢aligmalardir
(Benjamin, 2019; Noble, 2018; Beer, 2017; Barocas vd., 2013; Broussard, 2018; Katz, 2020;
Joyce vd., 2021).

Hiimanist yapay zeka calismalarina en genis katkiyr sagladigi one siiriilebilecek olan
kiiltiirel perspektifte ise yapay zeka, toplumsal siireclerin ve iliskilerin bir yansimasi olarak ele
alinmaktadir. Kiiltiirel yapilarin teknoloji iizerindeki etkisi, farkli gruplarin yapay zekay1 nasil
yorumladigin1 ve kullandigin1 anlamaya yonelik toplumsal ingaci perspektifte analizlerle ele
almmustir (Eynon & Young, 2021; Sabanovié¢, 2014). Bu yaklasim, yapay zeka ve onunla ilintili

tiim teknolojilerin sosyokiiltiirel baglamlarda sekillendigini ve yeniden iiretilerek toplumsallik
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kazandigi fikri izerinde temellenmekte, dolayisiyla yapay zekanin bilimsel, teknolojik ve iktisadi

bir fenomen olmay1 kapsayacak sekilde, kiiltiirel bir fenomen oldugu iddiasini tasimaktadir.

Kiiltiirel yapay zeka ¢aligmalarinin ana omurgasini olusturan Marksist perspektiften yapay
zeka, kapitalist iiretim siireclerini pekistiren ve emegi metalastiran bir teknoloji olarak ele
alinmaktadir. Bu perspektifteki ¢alismalar, Marx’in makinelesme iizerine analizlerine (Marx,
1995; 2016) dayanarak, yapay zekanin emek siireglerini hem niceliksel hem de niteliksel olarak
nasil doniistiirdiiglinii ve bu doniisiimiin toplumsal etkilerini analiz etme amac1 tagimaktadirlar.
Marx, makinelesmenin, insanin iiretim siirecindeki aktif roliinii pasif bir denetleme islevine
indirgedigini ve emek ile sermaye arasindaki dengeyi bozarak sermayenin giiciinii konsolide
edici bir etki yarattigini 6ne siirmiistiir (Marx, 1995). Bu siireg, ¢alisan sinifin yalnizca sermaye
ile degil, ayn1 zamanda makineyle de rekabet etmek zorunda kaldigi bir ¢aligma diizenini
yaratmaktadir (Marx, 1995). Bu cerceve takip edildiginde sdylenebilir ki, yapay zeka, toplumsal
iliskilerin bicimlenmesinde merkezi bir rol oynamakta; 6zellikle de emek ve sermaye arasindaki
tahakkiim ve direnis dinamiklerini daha karmasik hale getirmektedir. Klasik Marksiszmin
kullanim degeri teorisince teknolojik higbir ara¢ -tipki diger tiim metalar ve iiretici giicler gibi-
kendi basina deger tasimaz; anlam ve etkileri, kapitalist iiretim bigimiyle iliskilerinde ve
toplumsal yapilar iizerindeki etkilerinde yatar (Marx, 1995). Bu baglamda yapay zeka da,
kapitalizmin dinamiklerini doniigtirme ve mevcut toplumsal esitsizlikleri yeniden iiretme

potansiyeline sahip bir gii¢ olarak analiz edilmelidir.

Son derece beklenebilir bir bigimde, Marksist yaklasim1 benimseyen ¢alismalar ¢ogunlukla
Endiistri 4.0 baglaminda is ve emegin doniisiimii ile yapay zekanin bu siireclerdeki etkilerini
aragtirmay1 kendilerine gorev edinmislerdir. Endiistri 4.0 sOylemi, yapay zekanin iiretim
siireglerine entegrasyonu ile karakterize edilen ekonomik bir devrim olarak tanimlanir (Ford,
2015) ve bu doniisiimiin sonuglari, 6zellikle iktisat ve sosyoloji gibi disiplinlerde yogun
tartigmalarin merkezindedir. Bu baglamdaki ana tartigmalar, yapay zekanin ¢esitli endiistrilerde
yayginlasan kullanimiyla birlikte mesleklerin yeniden yapilandirilmasi (Acemoglu & Johnson,
2022), yapay zeka baglaml kitlesel issizlik tehdidi (McClure, 2018; Ford, 2015) ve sermayenin
is¢ci sinifi lizerindeki hakimiyetini pekistiren yeni bir emperyalizm ve bilissel kapitalizm
biciminin ortaya ¢ikis1 iizerinde yogunlasir (Katz, 2020; Dyer-Witheford vd., 2019). Ayni

zamanda yapay zekanin dogal kaynaklarin ve emegin somiiriisiine katkida bulunmasi, bu alanda
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yapilan akademik ¢aligmalarin artan ilgisini ¢geken bir konudur (Crawford, 2021; Gray & Suri,
2019).

Bu analizler, genellikle klasik Marksizmin kavramsal ger¢evesine dayanarak teknolojinin
toplumsal iligkiler ve kapitalizmle baglantisini etkili bir sekilde ele almaktadir. Ancak dijital ¢ag,
fiziksel metalarin iiretimi, degisimi ve tiikketimi baglaminda toplumsal ve ekonomik simirlari
asarak Marxist analizin geleneksel temellerini zorlayan yeni emek bicimleri, tahakkiim ve
sOmiirii bigimleri ile ortaya ¢ikan yeni toplumsal iligkiler ortaya ¢ikarmaktadir (Walton & Nayak,
2021). Bu durum, kapitalist iligkilerin yeniden degerlendirilmesini ve Marxist teorinin dijital
kapitalizmin karmasikliklarini analiz etmek i¢in yeni araglarla gelistirilmesini gerektirir. Bir
baska deyisle, eski esitsizlikleri dijital cagda yeniden diisiinmek gerekmektedir. Ornegin, dijital
emek bu baglamda 6ne ¢ikan bir kavramdir. Dijital ekonomideki emek ve somiirii pratiklerini ele
alan bu kavram, ozellikle internet platformlar1 araciligiyla kullanici emeginin {icretsiz olarak
sermaye birikimi icin kullamldig1 siirecleri inceler (Fuchs, 2010; Miihlhoff, 2020). Ornegin,
Google kullanicilarinin CAPTCHA gorevlerini tamamlayarak, farkinda olmadan yapay zeka
sistemlerini egitmesi, dijital emegin [ve tabii ki ayn1 zamanda somiiriisiiniin] tipik bir 6rnegidir.
Ancak bu kolektif katkilar, iktisadi ¢ikarin yalnizca sirketler tarafindan toplandigi bir baglamda
karsiliksiz kaliryapay zekanin bu tiir uygulamalari, emegin metalastirilmasinin dijital ¢agda nasil

yeni bicimler aldigina isaret eder.

Bu tiir iicretsiz dijital emek pratikleri, isin dogasinda derin bir doniisiim olduguna isaret
eder. Geleneksel kapitalist somiirii bicimlerinden farkl olarak, dijital cagda kullanicilar, makine
ogrenimini ve sermaye birikimini kolaylastirmada merkezi bir rol oynar, ancak bu katkilarin
karsiligt 6denmez. Dijital emegin yani sira, “verilestirme” (datafication) kavrami, bu yeni
kapitalist iligkileri anlamak i¢in Marksist teoriye dayanan Oonemli bir aractir (Lycett, 2013).

Verilestirme siireci, ii¢ temel alt agamadan olusur:

1. Demateryalizasyon: Fiziksel bir iirtiniin dijital bir formata doniistliriilmesi.

2. Likidasyon: Dijital iiriinlerin zaman ve mekan sinirlamalarindan bagimsiz
hale gelmesi.

3. Yogunlagtirma: Dijital iirlinlerin kullanict geri bildirimleriyle degerinin

artirtlmasi (Norman, 2001).
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Veri ve algoritmalar {izerinde temellenen dijital bir ¢okuluslu sirket olan Netflix 6rnegi bu
siireci net bir sekilde somutlastirir. DVD kiralama sirketi olarak baglayan Netflix, icerigini dijital
bir formata tasiyarak fiziksel sinirlamalar1 ortadan kaldirmis (demateryalizasyon), kullanicilarin
iceriklere ¢evrimici erigimini saglamis (likidasyon) ve algoritmalarla kisisellestirilmis Oneriler
sunarak kullanici etkilesimlerini artirmistir (yogunlastirma) (Lycett, 2013). Karsimizda ise hem
metadan, hem de bu metay1 satin alan tiiketicinin gériinmez emeginden ayr1 ayr1 kazang saglayan

bir sirket buluruz.

Kisacasi, hiimanist yapay zekd yaklasiminin kavrayis cergevesi igerisinde, yapay zeka
giiniimiizde yalnizca kapitalist {iretim bi¢iminin silirdiiriilmesini ve farkli baglamlarda yeniden
iiretiminin en Onemli araglarindan biri bi¢imini alirken, ayn1 zamanda kapitalist iliskileri
bicimlendirmede de en onemli araglardan biri olma islevine sahiptir. Hiimanist yapay zeka
caligmalar1 yapisal olanin doniisiimii ve yapay zekanin bu doniisiim siirecindeki etkisini
aciklamakta son derece mabhir iken, bu teknolojinin 6zgiil toplumsalli§ini ve onu ge¢mis tiim
teknolojilerden ayiran toplumsal karakterini ile faillik kapasitesini analiz etmekten uzak
kalmaktadir (Liu, 2021; Kajava & Shawney, 2023). Bu baglamda, hiimanist yapay zeka yaklagimi1
yapay zekayi [belirli toplumsal uygulanig bigimleri ve toplumsal etkileri olan] teknolojik bir ara¢
olarak kavramsallastirirken, teknolojik/toplumsal ikiligini yeniden iiretmek riskini de
beraberinde getirmektedir. Bir bagka deyisle, yapay zekanin “kara kutusunu” (Latour, 2000;
Pasquale, 2015) a¢ma iddiasindaki sosyoloji, hiimanist yapay zekd yaklagimiin temel
yaklasimiyla bu kara kutuyu yeniden {iiretme riskini de almaktadir. Yapay zekanin 6zgiil
toplumsal karakteri ve failligini de analize katabilmeyi, bu sekilde daha kapsayict ve bu
teknolojinin kendi toplumsalligini ihmal etmeksizin daha genis toplumsal etkilerini
anlamlandirabilmek, posthiimanist yaklasim ve faillik tartismalari incelenmeden yiirlitmek

miimkiin olmayacaktir.
2.1.2. Posthiimanist Yaklasim ve Yapay Zeka

Hiimanist yaklagimin, yapay zekay1 aragsal bir baglamda kavramsallagtirdig1 ve onun 6zgiil
toplumsallik bi¢imini analiz etmekten uzak kaldig: elestirisi iizerinde temellenen posthiimanist
perspektif altinda, yapay zekd yalnizca teknolojik bir ara¢ olarak degil, toplumsal siirecleri

etkileyen ve onlardan etkilenen bir toplumsal aktor -veya fail- olarak kavramsallastiriimaktadir
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(Liu, 2021). Bu yaklasimin temel aldig1 ¢alismalarda Latour (1993; 2005), Verbeek (2005),
Callon (1987) gibi diisiiniirlerin 6zne-yonelimli ontolojiye bir karsi ¢ikis niteligi de tastyan nesne-
yonelimli veya simetrik bir ontolojiyi temel alan (Harman, 2009) goriisleri bulunmaktadir. Bir
bagska deyisle, posthiimanist bir yapay zeka kavramsallastirmasi, hiimanist yapay zeka
kavramsallastirmasima ontolojik bir temelden elestirel bir pozisyon alarak, tiim ‘seyler’ ve
nesneler gibi, bu teknolojinin de toplumsallikta kurucu bir 6zne olma kapasitesi oldugunu ve

kendi 6zgiil faillik bigimlerinin kavranmasi gerektigini savunmaktadir.

Bu ontolojik kabuller 1s51g1nda posthiimanist yaklasim, insan olmayan varliklarin toplumsal
dinamikleri sekillendiren, belirli bir failligin tasiyicisi olan toplumsal aktorler olarak kabul
edilmesi gerektigi fikri lizerine temellenmektedir (Latour, 2010, 2020; Verbeek, 2005). Bu bakis
acis1, toplumsal eylemin yalnizca insan niyet ve davranislarinin sonucu olmadigini, aksine insan
ve insan olmayan varliklar arasindaki karmasik etkilesimlerden dogdugunu o6ne stirmektedir
(Latour, 1993). Bir baska deyisle, posthiimanist yaklasima gére maddi nesneler ve seyler, ister
insan bedeninin bir uzantisi olarak islev gorsiin ister bagimsiz etkiler yaratan giigler olsun, insan
algisini, davramisin1 ve gerceklikle etkilesimini doniistirme kapasitesine sahiptir (Verbeek,
2011). Ornegin, mikroskop bir bilim insaninin duyusal sinirlarini asarak dogal diinyay1 yeni bir
bicimde anlamasina imkan tanir ve bu baglamda toplumsallikta bir pay alarak toplumsalligin
kurucu gii¢lerinden biri olur (Ihde, 1979). Benzer sekilde, yapay zeka destekli optik sistemler,
insan algisinin 6tesine gecerek hem veri analizinde hem de stratejik karar alma siire¢lerinde etkili

olabilir.

Bu baglamda, yapay zeka teknolojilerinin siirekli gelisimi ve artan ‘diisiinme’ kapasiteleri
ile bu baglamda gelisen failligi, toplumsal baglamda 6nemli etik tartismalar1 da beraberinde
getirmektedir. Bu tartigmalar, askeri robotlarin neden oldugu etik ikilemler (Lokhorst & Van den
Hoven, 2012; Sharkey, 2012), robotlarin yol actig1i zararlarda hesap verebilirligin nasil
saglanacagina iliskin yasal zorluklar (Asaro, 2012) ve [heniiz teorik bir baglamda da olsa] seks
robotlarinin etik ve toplumsal etkileri (Levy, 2012) gibi ¢esitli konular1 kapsamaktadir. Yapay
zekanin failligi ve bu baglamda etik hususundaki tartigmalarin ortak zemininde ise “fail kim?”
sorusunun bulundugunu séylemek miimkiindiir (Swanepoel, 2019; Jaton, 2021; Airoldi, 2022).
Yapay zekanin neden oldugu etik sorunlarda fail yalnizca insan midir? Onu kullanan kisiyi mi

sorgulamak gerekir? Yoksa yalnizca yazilimi gelistiren miihendis mi bu etik sorunun
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miisebbibidir? Daha genis bir kavrayisla, posthiimanist bir yapay zeka kavrayis1 bu noktada
failligi insan ve insan-olmayan aktorlere simetrik bicimde dagitarak, toplumsallig1 sosyoteknik

bir gerceklik olarak ele almanin Oniinii agmaktadir.

Giliniimiizde yapay zekanin birgok farkli kullanimi, toplumsal ve bireysel yasami
sekillendiren ¢ok cesitli 6rnekler lizerinden kendisinin faillik kapasitesini diistinmenin ne denli
onemli oldugunu gosterir niteliktedir. Ornegin, yiiz tamima sistemleri, giivenlik ve gozetim
uygulamalarinda aktif rol oynayarak bireylerin hareketlerini izler ve toplumsal diizenin yeniden
yapilandirilmasinda etkili olurken otonom araglar, trafik akisini optimize etmekle kalmayip siiriis
aliskanliklarin1 da dontistiirerek kent i¢i mobiliteyi yeniden tanimlamakta, pratik ve teorik
bilginin mahiyetini doniistirmektedir. Ayrica, saglk alaninda kullanilan yapay zeka
algoritmalar1, tibbi teshis siireclerinde doktorlarla ig birligi yaparak hem hata oranlarini
azaltmakta hem de daha hizli karar alma siireclerine olanak tanimaktadir; fakat yanlig teshis
edilen bir hastalikta kim sorumlu olacaktir? Chatbotlar ve dil isleme sistemleri, miisteri
hizmetlerinden egitime kadar farkli sektorlerde insanlarla etkilesim kurarak toplumsal iligkilerin
bicimlenigini degistiren baska bir 6rnektir. Bu tiir 6rnekler, teknolojinin insan ve insan olmayan
aktorler arasindaki siirekli bir etkilesim ag1 i¢inde toplumsallik kazandigini gostermekte ve
sosyolojinin yapay zekayr bu baglamda diisiinmesi gerekliligini ortaya koymaktadir. Kisaca,
toplumsal eylem, ne yalnizca teknolojik determinizmle agiklanmali ne de salt insan merkezli
voluntarist bir eyleme indirgenmelidir; toplum, insan ve insan olmayan varliklarin isbirligi ve
catigmalariyla sekillenen, melez bir yapi1 -veya bir ag- olarak degerlendirilmelidir (Latour, 1993;

Verbeek, 2005).

Steve Woolgar’in Why Not a Sociology of Machines? (1985) adl1 ¢alismasi, yapay zekanin
toplumsal bir aktdr olarak ele alinmasi gerektigi fikrini ortaya koyarak, bu alandaki sosyolojik
caligmalarin ilki olmustur. Woolgar’in calismasi, yalnizca teknolojik varliklarin toplumsal
stireclerdeki yerini sorgulamakla kalmamis, ayni zamanda yapay zeka gibi teknolojilerin
toplumsal dinamikleri sekillendiren aktorler olarak yeniden diisiiniilmesi i¢in bir ¢agri halini
almigtir. Bu kurucu yaklasim, yapay zekanin toplumla olan iliskisinin sosyolojik baglamda daha
derinlemesine incelenmesinin Oniinii agmistir. Woolgar’in bu 6ncii c¢alismasinin ardindan,
Ronald David Schwartz ve Alan Wolfe gibi arastirmacilar, teknolojik varliklarin toplumsal

stireclerdeki roliine dair tartigmalar1 daha da gelistirmistir. Schwartz, yapay zekanin insanlarla
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etkilesimlerinin, toplumsal ve kiiltiirel baglamlara bagli olarak degiskenlik gosterdigini
vurgulamis ve bu iligkilerin yerel dinamikler ¢ercevesinde ele alinmasinin 6nemine dikkat
cekmistir (Schwartz, 1989). Alan Wolfe ise, yapay zekayr kavrayabilmek i¢in yorumlayici
sosyolojik bir ¢ercevenin gerekliligini savunarak, bu teknolojinin yalnizca teknolojik degil, ayni
zamanda toplumsal bir fenomen olarak incelenmesi gerektigini 6ne siirmiistiir (Wolfe, 1991). Bu
caligmalar, yapay zeka teknolojilerinin yalnizca toplumsal yapilarin birer aract olmadigini, ayni
zamanda bu yapilarin doniisiimiinde etkin bir rol oynayan aktorler oldugunu gostermistir.
Woolgar, Schwartz ve Wolfe’un katkilari, teknolojik varliklarin sosyolojisi iizerine yapilan
caligmalarin temelini olusturmus ve bu alanin hem teorik hem de analitik agidan genislemesine
olanak saglamistir. Bu baglamda, bu arastirmalar yapay zeka ile toplumsal yap1 arasindaki

iligkilerin anlasilmasinda kurucu birer mihenk tasi olarak degerlendirilebilir.

Yapay zekad sosyolojisinde faillik hususunda goriilen bu erken donem ilgiye ragmen
belirtmek gerekmektedir ki, posthiimanist bir perspektiften yapay zekay: ve failligini tartigmaya
acan calismalar literatiirde son derece sinirlidir (Kajava & Shawney, 2023). Ayn1 zamanda bu
caligmalar ¢ogunlukla ampirik baglamda degil, teorik baglamda ytiriitiilmektedir. Bu alanda
yapilan ve ampirik temellere dayanan c¢aligmalardan en onemllilerinden biri, Florian Jaton’un
(2021) yapay zekanin ve algoritmalarin gelistirilme siirecine ve bu siirecin nihayetinde kazandigi
faillik kapasitesine odaklandig1 ¢calismasi olarak anilabilir. Bu ¢alisma, yapay zeka sistemlerinin
faillik sorununu posthiimanist bir perspektiften ele almaktadir. Jaton, algoritmalarin salt
teknolojik ‘seyler’ olmadigini, toplumsal ve kiiltiirel hayata gdmiilii olduklarini, onun tarafindan
yapilandirildiklarini ve ayni zamanda onu yapilandirdiklarini savunmaktadir (2021:5).
Algoritmik gelisim siireclerini “ground-truthing”, “programlama” ve “formiile etme” gibi
kavramlar iizerinden inceleyerek, bu siireglerde insan-makine etkilesimini her iki tarafin da faillik
kapasitesini yeniden diisiinerek ele alan Jaton’un c¢aligmasi (2021) algoritmalari, miithendisler,
kullanicilar ve kurumsal yapilarin dahil oldugu genis bir sosyo-teknik ag i¢inde siirekli sekillenen

bir fenomen olarak konumlandirarak bu alanda 6nemli bir ¢alisma olmustur.

Airoldi (2022), bu perspektifi daha da genisletmekte, yapay zekay1r Bourdieu’niin habitus
kavramimi temel alarak bir fail olarak yeniden kavramsallagtirmakta ve “yeni bir algoritmalar
sosyolojisi” ¢agrisinda bulunmaktadir. Airoldi, bu ¢alismada yapay zeka sosyolojisinin en genis

ilgi alanini olusturan algoritmik yanlilik ve toplumsal esitsizlikleri yeniden iiretmekteki rollerinin

63



buzdaginin goriinen kismi oldugundan bahseder (Airoldi, 2022:47) ve sosyolojinin egilmesi
gereken esas alanin yapay zekanin insan ile olan iligki bigimlerini, dolayistyla toplumsalligin
ortaya c¢ikarilmasi gerektigini savunur. Bu iliski bi¢imlerini ise makinenin toplumsalligi olarak
betimleyerek, Bourdieu’den 6diing aldig1 habitus kavrami ile ¢oziimleme girisiminde bulunur.
Yapay zeka da tipki insan gibi sahip oldugu -veya ona disaridan verilen- veri ile 6grenir, onun
[belirli bir bicimde] eyleyebilmesinin temelinde insan tarafindan saglanan veriler ile olusturdugu
yatkinliklar vardir (Airoldi, 2022:59-60). Nihayetinde Airoldi’nin vardig1 nokta, yapay zekay1 bir
toplumsal aktdr yapan seyin onun tasidigi ‘zekad’ degil, toplumsal kaliplardan 6grenme ve bu
ogrendiklerini uygulama kapasitesi oldugudur (Airoldi, 2022:112). Dolayisiyla Airoldi makine
ogrenmesi siirecini tipki bir insan bebeginin aile ve sinif kiiltlirline maruz kalarak biiylimesi ve
bu kiiltiiriin bir tasiyicis1 halini aldig1, habitusu dolayiminda belirlenen yatkinliklar olusturdugu,
bu yatkinliklar baglaminda se¢imler yaparak belirli bir hayat yolunu yasadigi bir toplumsallagsma
stirecine benzetir. Yukarida 6zetlenen bu ¢alismalar, yapay zekay: aragsal bir bicimde ele alan
caligmalarin disina ¢ikarak onu bir aktor olarak ¢éziimlemeyi denemesi agisindan son derece

Onemli bir noktada durmaktadirlar.

Soylenmelidir ki, yapay zeka sosyolojisini meydana getiren g¢aligmalarin ¢ogunlugu,
literatiire 6nemli katkilarda bulunmalarina ragmen, yapay zekanin ‘gelistirilme stireglerinin’
sosyolojik boyutlarini biiytik 6l¢iide goz ardi etmektedir. Bu baglamda son derece 6nemli sorular
hala cevapsiz kalmaktadir: yapay zekdyr meydana getiren toplumsal siirecler ve etkilesimler
nelerdir? Bu siiregte kimler rol oynamaktadir? Bu teknolojilerin gelisimini hangi toplumsal
etkilesimler sekillendirmektedir (Joyce vd., 2021)? Toplumsal iktidar ve tahakkiim bi¢imleri ile
yapay zeka platformlar arasindaki etkilesimlerin ele alinmasi, yapay zekanin toplumsal yapidaki

roliinii tam anlamiyla kavramak icin kritik 6neme sahiptir (Burrell & Fourcade, 2020).

Ancak, mevcut sosyolojik ¢alismalarin ¢ogu, yapay zekanin ingasina katkida bulunan insan
ve insan olmayan unsurlarin karmasik ekosistemini analiz etmek yerine, bu teknolojilerin etkileri
ve kullanimlarina odaklanirken faillik tartismasini gézden kagirma egilimindedir (Jaton, 2020;
Kajava & Shawney, 2023). Bu egilim, Pasquale’nin (2015) yapay zeka sistemlerinde girdi (input)
ve ¢ikt1 (output) arasindaki siirecin belirsizligi ve teknik uzmanlik olmaksizin anlagilamazligina
vurgu yapan “kara kutu” kavramiyla iligkili bir toplumsal durumu yansitmaktadir. Bu yaklasima

gore, yapay zeka ve algoritmalar, toplumsal sistemlerden kopuk, opak ve uzman olmayanlar i¢in
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anlasilmaz teknolojik varliklar olarak algilanmakta ve bir anlamda toplumsalliktan tamamen
yalitilarak teknolojinin teknik uzmanlik gerektiren diinyasina ait, toplum dis1 birer varlik halini
almaktadirlar. Bu bakis acisi, yapay zekanin gelisimini sekillendiren toplumsal ve kiiltiirel
dinamikleri arka planda birakarak, onun tasarim ve insa siireclerine dair elestirel bir anlayis

gelistirilmesini engellemektedir (Pasquale, 2015; Broussard, 2018).

BOLUM 3. AGLAR, AKTORLER VE ETKILESIMLER: YAPAY
ZEKANIN BiR AG OLARAK TEORIK INSASI

Bu calisma, yukarida agiklandigi sekliyle mevcut literatiirde hem hiimanist hem
posthiimanist yaklagimlarin arasinda kalan boslugu doldurmay1 amacglamakta ve yapay zekanin
inga siireglerine sosyolojik bir perspektiften yaklagmaktadir. Calismada yapay zeka, miizik ve
yaraticilik arasindaki iligkiler {izerinden, bu sistemlerin tasariminda etkili olan degerler,
politikalar ve toplumsal gii¢ dinamiklerinin irdelenmesi amaclanmaktadir. Bu baglamda ¢aligma,
analitik bir ¢erceve olarak Bilim ve Teknoloji Calismalar: (STS) diisiince ekoliiniin teorik ve
metodolojik araglar1 {izerinde temellendirilecektir. 1970’lerde ortaya c¢ikan STS, teknolojiyi
dogas1 geregi sosyoteknik bir olgu olarak ele alir. Bu baglamda, STS diisiincesi teknolojik ile
toplumsal arasindaki geleneksel ayrimi ve yarattig1 ikilikleri sorgulamaya acarak, teknoloji ve
toplumsalligin birbirlerinden ayrilamayacagi, “sosyoteknik bir biitiin olarak toplum” fikrini
savunur (Sismondo, 2010). Haraway (1991), Akrich (1992), Latour (1993, 2000), Callon (1984,
1997) ve Woolgar (1985) gibi 6nemli isimlerden etkilenen STS, yalnizca teknolojinin etkilerini
incelemekle yetinmeyip, toplumsal degerlerin, politikalarin ve giic dinamiklerinin teknolojik
tasarimi nasil sekillendirdigini arastirmay1 onermektedir. Calismanin temel teorik arka planini,
STS diisiincesinin tastyict kolonu olarak da tanimlanabilecek olan Aktor-Ag Teorisi (AAT)

olusturmaktadir.

Yapay zeka baglaminda STS diisiincesi ve AAT, bu fenomeni insan ve insan olmayan
aktorler, yani miihendisler, veri setleri, algoritmalar, bilgisayarlar ve yazilimlar1 igeren
sosyoteknik bir sistem olarak yeniden kavramsallagtirmayr Onerir (Jaton, 2020; Roberge &
Castelle, 2021; Joyce vd., 2021; Kajava & Shawney, 2023). Bu yaklasim, yapay zekay1 yalnizca

insan etkilesimleri i¢inde bir ara¢ olarak gormekle kalmayip, toplumsal unsurlarin yapay zeka
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sistemlerine nasil gdmiilii oldugunu anlamay1 hedeflemektedir. Boylece, yapay zeka toplumsal
stireclerde pasif bir aragtan ziyade aktif bir katilimer olarak analizin merkezine
konumlandirilabilir. Yapay zekay: sekillendiren degerler ve politikalar iizerine odaklanan bu
yaklagim, teknolojinin insa siirecine iligskin yeni bir anlayisin temelini olusturmakta, bu alandaki
aragtirmalara ve arastirmacilara yeni bir perspektif sunarak yapay zekanimn etkilerini degil,
kendisinin toplumsalligint sorgulamaya ¢agirmaktadir. Bu baglamda ¢aligmanin teorik arka plani
icin mikrodan makroya bir baglamda anlati benimesenecek, dncelikle faillik anlayis1 ve daha

sonrasinda toplumsallik anlayis1 tartismaya agilacaktir.

3.1. Ozneye Karsi Nesne? Nesne Yonelimli Ontolojinin Temel Kabulleri

Fail nedir? Neye fail denir ve bir seyin fail olarak nitelenebilmesi i¢in neye ihtiyaci vardir?
Bu sorular sosyolojinin en temel sorunsallarindan biri olmakla, yanitlarini aramanin tarihi
sosyolojiden ¢ok dnceye, “ben neyim?” sorusuna kadar uzanmakta olan son derece dnemli felsefi
ve sosyolojik bir sorunsala isaret etmektedir. Bu baglamda, ilk sorumuz sudur: Faillik nedir?
Failligi en temel haliyle, cok kisa birka¢ kelimeyle, en sarih tanimlardan birini yapan Giddens’in
sOzlerini 6diing alarak tanimlayacak olursak, “bir degisim yaratma kapasitesi” (Giddens, 1984)
oldugunu séylememiz miimkiindiir. Farkli diisiince okullarinda tanimlarin degistigini gérsek de
failligin temelinde i¢inde bulundugu anda ve zamanda belirli bir eylemde bulunan sey/kisi
oldugunu sdylememiz yanlis olmayacaktir. Elbette, bu eylem ve degisim yaratma kapasitesinin
temelinde failin bunu amagclayarak ve kasti bir bigimde yapiyor olmasi vardir (Swanepoel,
2021:83). Dolayisiyla, sosyal teori failligi yalnizca bir degisim yaratma kapasitesiyle degil, bu
degisimi belirli bir amaca yonelik olarak yaratma kapasitesiyle tanimlamaktadir. Civiyi ¢akan
cekictir ancak Isa’y1 carmiha geren Romalilardir, Kennedy’i vuran mermiyi atesleyen bir silahtir
ancak suikastci Harley Lee Oswald adinda bir insandir, Hiroshima ve Nagasaki’de yiizbinlerce
insan1 6ldiiren, hem toplumsal hem ¢evresel birgok degisimi yaratan Little Boy ve Fat Man adli
atom bombalar1 olsa da, bu degisimin falinin kim oldugu sorusunu yanitlarken ABD Bagskani
Harry S. Truman veya Silahli Kuvvetler Komutan1 General Thomas Handy arasinda gidip
gelebiliriz. Chernobyl felaketinde kimse 4. Reaktorii veya eriyen c¢ekirdegini sorumlu
tutmamistir, sorumlular en alt kademeden en {iste bilim insanlari, yoOneticiler ve Sovyet

siyasetciler olmustur. Kimse ‘seyleri’ suglu bulmaz. Bdylece ‘seyler’ kendilerini toplumsal
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eylemin karmasik diinyasindan ve failligin olasi sonuglarindan, cezalardan veya odiillerden

mahrum edilmis bulurlar (tabii bir Luddite ile karsilasmadilarsa).

Oyleyse 6zne ydnelimli ontolojinin temel denklemini su sekilde formiilize edebiliriz: insan,
(seyleri ve nesneleri kullanarak) dogayr doniistiiriir. Bir baska deyisle, bu denklemde
toplumsalligin kurucu 6znesi insandir; doga doniistiiriildiigii icin edilgendir, seyler ve nesneler
de insanin amaglarin1 uygulamak ugruna kullandig1 araglar olmalar1 bakimindan ereksel bir
varolus icerisindedirler. Bu ontolojik yaklasima —ve dolayisiyla onun iizerine kurulu olan tim
toplumsallik tasvirlerine- yakin donemde baslayan itirazlarin temel fikri ise failligin yalnizca
insana mahsus olmadigi, nesnelerin ve seylerin de faillik kapasitesine sahip oldugudur (Latour,
2005; Verbeek, 2005; Bryant, 2011; Harman; 2020). Yeni materyalizm (Bryant, 2011), aktor ag
teorisi (Latour, 2005), nesne yonelimli ontoloji (Harman, 2020) gibi bir¢ok teorik calisma, faillik
hususunda sosyal teorinin insan merkezci anlayisini asarak toplumsallig1 insan-insan olmayan
seyler (teknolojik olsun veya olmasin) arasindaki iliskilerden miitesekkil bir iligkiler ag1 olarak

betimlemeye yonelik ¢alismalar olarak ele alinabilir.

3.2. Aktor-Ag Teorisi ve Temel Prensipleri

Buradan yola ¢ikarak, toplumsalligin betimlenmesi ve bir toplumsallik panoramasi
cizilmesi agamasinda aktor-ag teorisinin teorik ve metodolojik bir baglamda kullanilmasi ¢alisma
icin 6nem teskil etmektedir. Aktor-Ag Teorisi (AAT) adinda ‘teori’ sdzciigiinii tasisa da aslinda
daha ziyade bir toplumsallik betimleme metodu ve sistematik bir teoriden ziyade entelektiiel bir
ara¢ kutusudur (Nimmo, 2011:109). Latour’un kendi s6zlerinde de AAT nin temel meselesinin
aktorler arasindaki iliskileri takip etmek oldugunu goriiriiz (Latour, 2005:30). AAT ekoliiniin bir
baska onde gelen ismi Callon i¢in de mesele benzerdir, AAT nin temel metodolojik yaklagimi
“aktorlerin izini siirmektir” (Callon vd., 1986:228). Bu noktada izi siiriilecek olan aktorler, AAT
baglaminda insan ve insan olmayanlar olarak ikiye ayrilir ve her birinin digerinin eylemini
manipiile etmesi, diizenlemesi ve dolayisiyla bu iligkiler agimin igerisinde her birinin
toplumsallikta belli bir pay aldiklar1 6ne siiriiliir (Latour, 2004; 2005; 2010; 2020, Latour &
Woolgar, 1986; Woolgar, 1985). AAT nin bu yaklasimini agimlamak ve genel ilkelerini tanitmak

bu noktada soyut goriinebilecek fikirleri somutlastirmak icin gereklidir.
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AAT’ye bircok diisiiniir katk1 saglamis olsa da, teorinin ana hatlarini belirlemek ve ¢esitli
toplumsal alanlardaki kullanimini1 géstermek adina yaptig1 ¢aligmalarin yogunlugu neticesinde
bugiin sosyoloji i¢erisinde en ¢ok Fransiz sosyolog Bruno Latour ile birlikte anilir. Bu nedenle
calismamiz 6zelinde AAT den bahsederken ¢ogunlukla Latour’un kullandigi bigimiyle bir AAT
anlayisindan bahsediyor olacagimizi belirtmekte fayda goriiyoruz. Latour’un diisiincesinde
toplumsalligin betimlenmesinde ¢ok temel bir ilke vardir. O tozlere karsidir ve tdzcii diisiince
bizi modernitenin tizerine kuruldugu ikilikler iizerinde hareket etmeye mecbur birakarak doga ile
toplum, 6zne ile nesne arasindaki ayrimlarin gergekmiscesine alginlanmasina hizmet eder; oysa
diinyay1 meydana getiren her sey, her insan ve insan-olmayan aktor, yalnizca digerleriyle olan
iligkilerinden ibarettir (Harman, 2009:17-18). Latour, We Have Never Been Modern baglikli
caligmasinda klasik ve cagdas sosyolojinin “toplum nedir?” sorusuna yanit ararken temel aldig1
ontolojik yaklasimin (6zne yonelimli ontoloji) modernitenin yarattigi bir yanilsama oldugunu
savunur; Ona gore modernite asimetrik bir sey olarak kendini sunar (Latour, 2020:18). Doga ile
toplum, nesne ile 0zne arasindaki ayrimlara dayanan bu asimetri, modern insani, toplumun
yalnizca insanin insan ile olan iligkisi baglaminda ortaya ¢ikan bir seymiscesine algilanarak, doga
ve toplumun birbirlerinden ayr iki alan bigiminde diisiiniilmesine gotiiriir. Bu ontolojik temelde
doga, laboratuvarda insan tarafindan yeniden firetilerek topluma igkin bir hal alir. Oysa doga ile
toplum birbirlerinden ayr1 degildirler. Dogal diinyay1r meydana getiren her sey, toplumu da
meydana getirmektedir. Cok basitce ifade etmek gerekirse, tim diinya insan olan ve insan-
olmayan aktdrlerden meydana gelir ve diinyayr meydana getiren her sey ontolojik olarak ayni
zemindedir, dlinyada olan her sey yalnizca bir kez olur ve biter, insan olsun ya da olmasin, higbir
insan ve insan-olmayan aktor, bir digerine veya herhangi bir seye indirgenemez (Latour,

2010:158). Bu AAT’nin temel ilkelerinden biri olan indirgenemezlik ilkesidir.

AAT’nin ve Latour’un ontolojik pozisyonu yukarida genel hatlariyla belirtildigi bicimde
aciklanabilir. Toplumsalligin temel bileseni olan faillik konusunda yukaridaki gibi bir pozisyonu
belirleyen Latour, bir sonraki asamada tiim toplumsalligin insan ve insan-olmayan aktorlerden
olusan aglarin igerisinde gerceklestigini savunur. Doga ile toplum birbirlerinden ayr1 degillerdir
ve farkli dilleri konusmazlar, farkli dilleri konusan, onlarin bilgilerini birbirlerine aktaran,
toplumsalligin ortak kurucu unsurlari olan insan ve insan-olmayan aktorlerdir. Bir anlamda s6z
konusu olan bir iletim siirecidir. Latour bu siirece “terclime” adim verir, dogal olan her sey,

toplumsal olana terclime edilir (Latour, 2020:19). Bu terclime siireci, seyleri birbirine baglamanin
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anahtaridir, dogal olanin toplumsal olana terciimesi, doganin saf bilgisini ortaya ¢ikarmak degil,
onun yorumlanmasi siirecidir. Bu siirece dahil olan ve bu baglantiy1 saglayan her sey, insan olsun
ya da olmasin, bu siirecin bir aktorii halini alir ve gercekligi kendince manipiile ederek terclime
siirecine katilir (Harman, 2009:14-15). Siiphesiz ki bu terciime siirecinin en énemli iki aktorti,
doganin bilgisini yorumlayarak toplumsal olana tercime eden bilim ve onun ayrilmaz bir parcasi
olan teknolojidir. Bir anlamda Latourcu bir diisiinme bigimi, goriilen her seyde bu iki fenomenin
izlerini aramaktir da diyebiliriz. Bu nokta AAT nin dualizmleri agmakta kullandig1 temel kavram
olan terciime kavramina/siirecine isaret etmektedir. Doganin dilinin topluma terciime edilmesi,
seylerin diinyast (doga) ile insanlarin diinyasi (toplumu) birbirlerine baglayarak AAT nin en
onemli kavramlarindan biri olan melez bir aktorii (yani kendi i¢inde bir ag1) ve melez bir
toplumsallig1 meydana getirir. Bu melez toplumsallig1 anlagilir kilabilmek i¢in ise insan ve insan-

olmayan toplumsal aktorler meselesine egilmek gerekmektedir.

The Pasteurization of France adli ¢alismasinda Latour, sarbon mikrobunun Pasteur
tarafindan goriiniir kilinis1 ve bu mikropla basa ¢ikma yontemlerinin topluma kabul ettirilmesi
siirecini, bilim ve toplum iliskisi icerisinde inceler (Latour, 2010). Latour’un sordugu
“Pasteur’den 6nce mikroplar neredeydi?”’ sorusu (Latour, 2000:145) AAT baglaminda teknoloji
ve bilimin toplumdaki mahiyetine dair cok dnemli bazi noktalara deginmektedir. Soru her ne
kadar klasik goriinse de, Latour’un verdigi bu soruya yanit1 son derece yenilik¢i ve kimi zaman
radikaldir. Pasteur onlarin varligin1 kanitlayana kadar sarbon bakterisinin varligini iddia edebilir
miyiz? Latour’un bu soruya yanit1 hayirdir, Pasteur’den 6nce sarbon bakterisi yoktur (Latour,
2010:89). Elbette bu yanit, retorik bir yanittir ve Latour’un aktdr ag teorisini dayandirdigi
ontolojik probleme, yani diinyay1 yapan 6zne olarak insan yaklagiminin agmazina isaret etmektir.
S6z konusu problemi ve yarattigi agmazi Latour su sekilde formiile eder: Pasteur’den 6nce sarbon
bakterisi yoktur, c¢iinkii varligi bilinmemekte ve dolayisiyla diinyaya olan dokunuslari
anlamlandirilamamaktadir. Pasteur, yaptig1 ¢caligsmalarla bu bakteriyi, bilimsel olarak tanimlarken
bir bakima toplumsal olarak da tanimlamis, ona bir failik vermis olur; dolayistya bakteri bir nesne
olarak, 6zne olan Pasteur’iin bilimsel teoriler, mikroskop, not defterleri, kitaplar, kalemler ve
kendinden dnceki ve ¢agdast olan bilim insanlar1 gibi insan ve insan-olmayan aktorlerle siirekli
olarak icerisinde bulundugu iliskisel etkilesimlerin neticesinde ortaya ¢ikan, siirekli miizakere
edilerek degisen ve doniisen eyleminin bir sonucudur. Latour’a gore, 6zne ile nesne arasinda

caglardan beri siliregelen bu dualite, Pasteur ve mikroplarin birbirlerinden dnceki tarihi ortak
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paylasimlarinin 6niinde bir engeldir (Latour, 2000:149). Bu durumun yarattig1 paradoks bir

anlamda modernligin paradoksudur, Latour bu paradokstan ¢ikis1t AAT de bulur.

Bu baglamda Latour, insan-olmayan aktorlerin (actantlar) failligini insanvari bir faillik
olarak degil, insan ile iliskiselliginde, insanin eylemini diizenleme, degistirme ve yer yer
manipiile etme kapasitelerinde tanimlayarak toplumsalligl insan ve insan-olmayan aktorlerin
ortak bir yaratimi olan, melez bir ag olarak kavramsallastirir (Latour, 1993; 2005). Yukarida da
bahsettigimiz iizere, insan-olmayan bir aktor, aktoriin eylemini manipiile ederken bunu belirli bir
niyetle yapmaz, zira o canli olmayabilir, canli olsa dahi ‘akil’ sahibi bir varlik olmayabilir.
Ancak, yukarida bahsettigimiz lizere doganin topluma ve toplumun dogaya terciimesinde,
birbirleriyle ayr1 gibi goriinen, ancak aslinda bir biitiin olan bu iki alanin bilgisi bu insan-olmayan
aktorlerin yorumundan gecerek aktore, yani insana ulasir. Bu, AAT nin nesnelere faillik atfeden
ontolojisinin temel argiimanidir (Latour, 2005: 109). insan ve insan-olmayan toplumsal aktdrlerin
insan ve insan-olmayan aktorlerin iligkiselliginde ortaya ¢ikan dogal ve toplumsal olanin bir

arada oldugu toplumsallik melez bir toplumsalliktir.

Latour, sik sik yaptig1 gibi metaforlara bagvurarak melez bir aktoriin [dolayisiyla melez bir
toplumsalligin] nasil meydana geldigini bir silahgér metaforu iizerinden agiklar. Bu metafora
gore, bir silahsor, biri insan, digeri insan-olmayan iki aktoriin birlesiminden meydana gelen bir
melezdir (Latour,1994). Bir silahgoriin bir baskasint vurmasi eylemi, silah olmadan
gerceklesemez. Burada silahgor insan (insan) + silah (insan-olmayan) olarak formiilize edilebilir.
Silahin insanin eylemini manipiile edip degistirdigi bu durumda insan ve insan-olmayan
aktorlerin birlesimi yeni, melez bir toplumsallik ve bir ag olan yeni bir aktdr ortaya ¢ikarir.
Aslinda ayn1 zamanda bu melez aktor kendi igerisinde bir agdir, zira karsisindakini vurarak
Oldliren bir silahgoriin durumunda o6limden kimin sorumlu oldugu tartismaya aciktir. Bu
denklemde karsisindakini vurma kararin1 veren insan olsa da, onun bu kisiyi ‘vurdugunu’
s0ylemeyemeyiz, zira mermiyi atesleyen insan degil, silahtir (Latour, 1994). Bu noktada silah ile
insanin etkilesimi birkag farkli noktada eylemi yapilandirir. Ornegin karsisindaki insan1 vurma
fikri, silaha sahip olmayan bir insanda olusamaz, bu durumda silah insanin diisiinsel eylemini
manipiile etme giiciine sahiptir. Ates edilmesi eyleminin neticesinde bir insan fiziksel bir etkiye
maruz kalmistir. Bu insan yaralanabilir veya Olebilir. Fakat bu etki (fiziksel olarak) bir baska

insandan m1 gelmistir? Sayet silahgor mermiyi karsisindaki insanin bedenine kendi fiziksel

70



giicliyle yerlestirmemisse —ki fiziksel olarak pek miimkiin olmayan bir seydir bu- burada silahin
silahsoriin eylemini fiziksel olarak da manipiile ettigi agiktir. Boylece, fiziksel ve diisiinsel olarak
birbirleriyle stirekli etkilesim ve dolayim igerisinde olan iki aktorden (insan ve silah) bir melez

aktor ortaya cikar, bu melez aktdre de silahsor diyoruz.

Latour’un metaforu tizerine biraz daha diislinerek silahgor olarak adlandirdigimiz melez
aktore —veya aga- dahil olan diger aktorleri de saptayabiliriz. Burada silahsorii, onu meyadana
getiren iki aktdre, yani insana ve silaha ayirabiliriz. Insan (insan) tarafinda, silahi atesleyebilmek
ve hedefi vurabilmek icin gerekli bazi seyler oldugu asikardir. Ornegin, bu kisi silah kullanmay1
biliyor olmalidir, dolayisiyla ona silahin nasil kullanilacagimi o6greten birileri, belki silah
kullanimu iizerine yazilmis yazilar ve kitaplar olmalidir. Silah (insan-olmayan) tarafinda ise bu
silahin tretilebilmesi i¢in gerekli hammadeler, silahin gerektigi sekilde ¢aligmasi i¢in yapilmasi
gereken kalibrasyon ayarlari, hedefi vuracak olan bir mermi gibi bir¢ok seyin olmasi gerektigi
barizdir. Oyleyse silahsériimiiz, aslinda yalmzca bir insan ve bir silahtan meydana gelmez.
Silahsor olarak adlandirdigimiz ag1 meydana getiren insan ve insan-olmayan aktorleri ayr1 ayri
meydana getiren bir¢ok sey vardir. Silahgdr, silahi atesleyen kisi, ona silah kullanmay1 6greten
kisiler, silahlar hakkinda bilgi sahibi olmasini1 saglayacak kaynaklar1 yazanlar, bu kaynaklari
meydana getiren hammadeler (6rnegin, silah kullanimi {izerine yazilmis bir kitabi olusturan
kagitlar, yaziy1 olanakli kilan miirekkep, bunlar1 hammadelerden isleyerek kagit ve miirekkep
héline getiren kisiler) ve silah, yani onun iiretildigi hammadeler, bu hammadeleri isleyerek bir
silaha doniistiiren insanlar, bu doniisiim siirecini olanakli kilan teknolojiler, silahin i¢indeki
mermi, mermiyi olusturan hammade ve onu mermi haline getiren kisiler, silahin dogru sekilde
caligmasini saglayan ayarlar1 yapan uzmanlar, onlara bu uzmanligi saglayan kisiler gibi uzayarak
giden devasa bir agdir. Ancak aktor ag teorisi bir ag1 meydana getiren seyleri siralamakla
yetinmez. Bir ag1 ag haline getiren en temel sey, yukarida da ifade edildigi iizere terciime
siirecidir. Insani eylemi silaha ve silahin eylemi insana terciime edilir ve bir silahin ateslenmesi
miimkiin kilinir, aradaki baglar terciime kurar. Latour’un kendi s6zleriyle ifade edecek olursak:
“Solda bizzat seyler, sagda konusan ve diislinen 6zneler toplumu. Her sey ortada olup biter, her

sey ikisi arasindan geger, her sey aracilikla, terciimeyle ve aglarla yapilir” (Latour, 2020:53).

Tiim bu terclime ve yeniden terciime siirecinde bilim bagat bir konumdadir ve dolayisiyla

toplumsalligin en temel alani ve ileticilerinden biri olarak ele alinmas1 gerekmektedir. Latour,
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Woolgar ile birlikte yapmis oldugu Laboratory Life: The Construction of Scientific Facts adli
calismasinda laboratuvar1 bir kabileye benzetir; bilim, kendi ritiielleri, kendi dili ve kendi
pratikleri etrafinda yapilanan bir kiiltiirii meydana getirir ve bilim, tipki antropologlarin yaptigi
gibi, kendi 6zgiin dili ve pratikleri ¢6ziimlenerek kavranabilir (Latour & Woolgar, 1986:25). Bir
anlamda, toplumsallagmay1 ve toplumsal olan1 kavramak i¢in modern bilim en 6nemli aragtir,
zira doga ve kiiltiir arasindaki ikiligi iireten modernite ise, bu iiretimi dile doken de bilimdir.
Diisliniirler ayn1 ¢calismada bilimsel ger¢ekler olarak sunulan her seyin aslinda belirli bir ziimreye
ait insanlarmn tizerinde anlastig1 fikirler biitiinii oldugunu da gosterirler (Latour & Woolgar,

1986:106).

Dolayisiyla toplumsalligi olusturan sey, dogal olanin [bilgisini bilim ve teknolojinin diline
tercime eden teknolojik seylerin dolayimiyla] toplumsal olana terciime edilmesinden baska bir
sey degildir. AAT igin toplumsallig1 bu sekilde betimlemek miimkiindiir. AAT perspektifinden
bakildiginda, toplumsallik duragan olmayip, bilim ve teknolojik varliklarin aracilik ettigi dogal
olgularin toplumsal yapilara doniistiiriilmesi yoluyla ortaya ¢ikar. Aracilar olarak hareket eden
bu varliklar, dogal olanin toplumsal olana cevrilmesi gibi dinamik bir siireci kolaylastirarak
bilimi sadece bir bilgi alani olarak degil, toplumsal ger¢ekligin insasinda aktif bir katilimci olarak

konumlandirir. AAT nin ana ilkeleri agagidaki gibi dort kategoride 6zetlenebilir:

3.2.1. Aglarin Heterojenligi

AAT’nin temel ilkelerinden biri, “aktorler” olarak tasvir ettigi, hem insan hem de insan-
olmayan aktdrlerden olusan heterojen aglar kavramidir. Ozne yonelimli ontoloji iizerinde
yapilanan ve insan failligini toplumsalligin biricik kurucu unsuru olarak tanimlayan geleneksel
sosyolojik teorilerin aksine AAT, teknolojiler, nesneler ve hatta dogal fenomenler gibi insan dis1
varliklarin toplumsal ger¢ekligi sekillendirmede aktif bir rol oynadigini 6ne siirer. Latour (2005),
insan olmayan bu aktdrlerin, insan aktdrlerin eylemlerini etkiledikleri ve doniistiirdiikleri i¢in
faillige sahip olduklarim savunur. Ornegin, Science in Action (1987) adli ¢alismasinda Latour,
bilimsel gerceklerin basitce kesfedilmedigini, bunun yerine aletler, laboratuvarlar ve bilimsel
topluluklar da dahil olmak iizere bir aktorler ag1 aracilifiyla, dinamik ve siirekli etkilesimlere

dayal1 bir ag olarak nasil insa edildiginin bir panoramasini ¢izmektedir.
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3.2.2. Simetrik Faillik

AAT’nin temel ontolojik 6n kabulii olarak tanimlanabilecek olan simetrik faillik ilkesi,
insan olsun ya da olmasin bir agdaki tiim aktorlerin ayn1 kavramsal ¢erceve kullanilarak analiz
edilmesi gerektigini ileri siirer (Latour, 1994; 2000; Callon, 1986). Bu ilke, geleneksel
sosyolojideki 6zne yonelimli ontolojiye bir kars1 ¢ikis olarak, teorinin temeline konulmandirilir.
Ozne yonelimli ontoloji [ve ona dayanan ana akim sosyolojik yaklasimlar] insan dis1 varliklari
genellikle insan eylemi i¢in yalnizca bir ara¢ olarak ele almaktadir (Harman, 2009). Bu durum,
‘seylerin’ failligini g6z ardi ederek toplumun ve toplumsalligin sosyoteknik bir ag olarak
anlasilabilmesinin Oniinde bir engel yaratmaktadir. Bu baglamda, AAT failligi simetrik bir
bicimde insan ve insan-olmayan aktorlere dagitarak, toplumsalligin sosyoteknik betimlemesi i¢in

bir ara¢ kutusu sunar.

3.2.3. Bilginin Terciimesi

Bilginin terciimesi, ANT’de merkezi bir kavram olarak doganin dilinin kiiltliriin diline
terciimesi minvalinde ele alinmaktadir. Bu kavram, insan ve insan-olmayan tiim aktorleri ayni
ontolojik diizlemde yorumlayarak, birbirleri arasindaki dinamik ve siirekli degisen iliskisellige
atifla, her birinin kurucu bir 6znesi oldugu istikrarli bir ag1 olusturma siirecine ve tiim [insan ve
insan olmayan] aktorlerin bu siirecteki indirgenemez paylarma bir atifta bulunur. Terclime
yoluyla aktorler, genellikle baglantilarin dogasini doniistiiren actantlar vasitasiyla iliskilerini
miizakere eder, degistirir ve istikrarli hale getirir. Latour ve Woolgar (1986), bilimsel gerceklerin
basitce kesfedilmedigini, araglar, metinler ve aragtirmacilar da dahil olmak {izere bir aktorler ag1
icindeki karmasik miizakerelerin ve cevirilerin sonucu oldugunu savunduklar1 Laboratory Life
adl1 eserlerinde bu siireci detaylandirarak eylemselligin sosyoteknik dogasini kavramak icin bir
perspektif sunmuglardir. Bu terciime siireci, ayn1 zamanda AAT diisiiniirlerinin “kara kutu”
olarak adlandirdiklari, kaniksanmis ve artik sorgulanmayan istikrarli aktor ve bilgi aglarini ve
anlagilamaz siirecleri de igerir (Latour, 1992). Bu kara kutular aglarin sorunsuz bir sekilde
islemesini saglar, ancak ayn1 zamanda olusumlarina yol agan karmasikliklar1 ve olumsalliklar1 da
gizler. Law (1992) bu durumu, gemilerin, haritalarin ve seyir tekniklerinin geniglemeyi miimkiin

kilan kara kutular haline geldigi, ancak ayni zamanda bunlarin gelistirilmesinde yer alan
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zorluklar1 ve miizakereleri gizledigi Portekiz’in denizcilik alanindaki genislemesine iliskin

analizinde tartigmaktadir.

3.2.4. Maddeselligin Rolii

AAT, seylerin, nesnelerin ve teknolojinin bizatihi kendisinin toplumsallikta tek boyutlu ve
pasif unsurlar olmadigini, toplumsal iligkileri aktif olarak sekillendirdigini savunarak toplumsal
diinyanin maddeselligini vurgular. Latour (1992), maddi nesnelerin insan davranisini nasil
etkileyebilecegini gostermek icin otel anahtar1 ve ona bagl agirlik 6rnegini kullanir. Anahtarin
agirhigl, misafirleri anahtar1 resepsiyona iade etmeye tesvik eden insan olmayan bir aktor olarak
kendinde bir faillik tasir ve bdylece anahtar iadesinin toplumsal pratigini sekillendirmektedir. Bu
ornek, maddi nesnelerin toplumsal aglarin isleyisinin ayrilmaz bir pargasi oldugu ve sosyolojik

analizde goz ard1 edilemeyecegi seklindeki AAT perspektifine bir 6rnek teskil etmektedir.

AAT, ozellikle failligi ve toplumsalligi geleneksel sosyolojinin disinda bir cercevede
tanimlamasi bakimindan bir sosyolog i¢in énemli diislinsel araglara sahiptir. Bu teori, insan
olmayan aktorlerin roliinli vurgulayarak, geleneksel ve yerlesik faillik kavramlarina alternatif bir
yaklagim tiireterek, failligin insan 6znelligi ile sinirlt olmadigini, hem insan hem de insan olmayan
unsurlardan olusan aglara dagildigin1 6ne siirmektedir. Bu bakis acisi, toplumsal olgular analiz
ederken daha kapsayici bir ¢erceveyi savunarak, birgok sosyolojik teoride yaygin olan insan
merkezli odagin yeniden gozden gecirilmesine davet eder. AAT, dikkati statik yapilardan
uzaklastirir, bunun yerine toplumsal diizeni saglayan dinamik etkilesimleri ve geviri siireglerini
vurgular. Bu ¢erceve sosyologlari, yalnizca sabit kurumlara veya hiyerarsilere odaklanmak
yerine, toplumsal diizenin aglar i¢indeki c¢esitli aktorlerin etkilesimleri yoluyla nasil siirekli

olarak miizakere edildigini ve yeniden olusturuldugunu kesfetmeye tesvik eder.

AAT’nin uygulamalari, bilim ve teknoloji ¢aligmalari, orgiitsel analiz ve ¢evre sosyolojisi
gibi cesitli alanlar1 kapsamaktadir. Yaklagimi, toplumsal olgularin nasil sekillendigi ve
stirdiiriildiigiine dair yeni bir bakis agis1 saglamis ve toplumsal yasamin karmagikligini maddi
diinyay1 da kapsayacak sekilde anlamak igin yenilik¢i bir ¢er¢ceve sunmustur. En temelde AAT,
insan-olmayan aktorlerin failligi ve aglarin akiskan dogasini anlamada ceviri siireglerinin
onemini 6n plana cikararak sosyolojik sorgulama icin bir mercek sunar. Ihtiva ettigi bu yenilikci

diisiince ve sosyolojikj kavramsallagtirma agisindan 6nemli acarlar saglayan bir alet kutusuna
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sahip olmasina ragmen, AAT de her sosyolojik teori gibi elestirel bir gozle irdelenmis ve bazi

siirliliklar: ortaya konulmustur.

3.3. Aktor-Ag Teorisinin Sinirhiliklar

Yukarida belirtildigi tizere, AAT, toplumsal olan1 betimlemeye odaklanan bir yaklagim
olarak, sosyolojide 6zellikle Marksist elestirel gelenek tarafindan yogun bir sekilde elestirilmistir.
Elestirilerin temelinde, AAT nin toplumsal yapilar, siniflar ve gii¢ iliskileri gibi sosyolojinin
temel analiz birimlerini ihmal ettigi iddias1 yer almaktadir (Fine, 2005; Gille, 2010; White, 2013).
Bu yaklagim, modernitenin tirettigi doga/kiiltlir ayrimini yapay bir gerceklik olarak tanimlayarak,
toplumsal olgularin analizinde bu ikiligi asmay1 amaglar (Latour, 2020). Ancak, bu metodolojik
tercih, toplumsal yapilar1 ve sinifsal iligkileri analiz dis1 biraktig1 i¢in toplumsal esitsizlik ve gii¢
dinamiklerine dair kritik sorular1 yanitsiz birakmaktadir. AAT nin temel argiimanlarindan biri,
toplumsal gergekliklerin “teknososyal bir melez” olarak goriilmesi gerektigidir. Bu bakis agist,
insan ve insan olmayan aktorlerin toplumsal iliskilerde ortak bir sekilde faillik sergiledigini 6ne
stirer (Fine, 2005: 94). AAT, insan olmayan aktorlerin toplumsallig1 diizenleme, etkileme ve
sekillendirme kapasitelerini ele alarak 6nemli bir analitik ¢erceve sunar. Ancak, bu kapasitelerin
toplumsal baglamda nasil isledigi, hangi amagclara hizmet ettigi ve toplumsal yapilarla nasil bir

iligki icinde oldugu gibi sorulara yeterince yanit veremez.

Ikinci olarak, AAT nin “simetrik ontoloji” yaklagimi, teorinin hem en giiclii yoniinii hem
de en temel smirliligini olusturur. Bu yaklasim, insan ve insan-dis1 varliklar arasindaki ayrimi
reddederek, faillik kapasitesini her iki aktor igin esit diizeyde tanimlar. 11k bakista, bu ontolojik
durus, toplumsal siireglerin analizinde daha kapsayici bir ¢ergeve sunar. Ancak, bu esitleme,
toplumsal iligkilerdeki iktidar ve esitsizlik dinamiklerini derinlemesine analiz etmeyi giiclestiren
onemli metodolojik sorunlar barindirir (Bloor, 1999). Simetrik ontoloji, insan failligini, insan-
olmayan seylerin failligiyle ayn1 diizlemde ele alirken, toplumsal alanda esitsiz gii¢ iliskileri ve
bu iligkilerin politik neden ve sonuglarini bulaniklagtirma riskini tasimaktadir. Bu durum,
teknolojinin politik karakterini gormezden gelmeye ve mevcut gii¢ asimetrilerinin dogal ya da
kaginilmaz bir sonug gibi algilanmasina yol agabilir. Ornegin, bir yapay zeka sisteminin karar
alma siireglerindeki etkisi ele alinirken, bu sistemin arkasindaki toplumsal giicler ve insan

eylemleri goriinmez hale gelebilir. Boyle bir analiz ¢ergevesi, teknolojiyi tarafsiz bir arag olarak
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sunarak, bu teknolojilerin tahakkiim altindaki gruplar lizerindeki etkilerini agiklamakta yeterince
giiclii bir analiz ¢ercevesi sunmaktan geri kalir. Daha da 6nemlisi, simetrik ontoloji, toplumsal
iliskilerdeki iktidar dagiliminin asimetrik yapisim goz ardi etme egilimindedir. iktidarm esit
olmayan dagilimi, hem bireyler hem de toplumsal gruplar agisindan belirleyici bir faktér oldugu
icin, bu gérmezden gelme hali, simetrik ontoloji baglaminda bu teoriye 6nemli bir sinirlilik
getirir. Bu durum, yalnizca teknolojik sistemlerin dogrudan etkilerini degil, ayn1 zamanda bu
sistemlerin toplumsal baglamda nasil {iretildigini ve yeniden iiretildigini analiz etmeyi de

zorlagtirabilir.

AAT’nin modern toplumsal drgiitlenme ve iiretim iliskileri ile teknoloji arasindaki bag:
yeterince vurgulamamasi [ve hatta timden ihmal etmesi], bu teorik g¢er¢evenin en Onemli
sinirliligina isaret etmektedir. Sosyolojik calismalarin gdsterdigi gibi, yapay zeka[ve modern
teknoloji] kapitalist toplumsal orgiitlenme ile i¢ ice gecmis karmasik iktisadi ve toplumsal
etkilesimler ve siliregclerden bagimsiz diisiiniilemez (Dyer-Witheford vd., 2019; Katz, 2020;
Crawford, 2021). Ornegin, yapay zekd teknolojilerinin iiretim siireci, dogadan ¢ikarilan
hammaddeler, yazilim miihendislerinin iicretli emek kosullar1 ve bu teknolojilerin kiiresel pazar
dinamiklerindeki rolii gibi unsurlari igerir. Bu siiregler, yalnizca teknolojik inovasyonla degil,
ayni zamanda kapitalist sistemin tarihsel ve yapisal dinamikleriyle sekillenmektedir. Yiiz tanima
teknolojileri ve algoritmalar, giivenlik ve tiikketim siireclerini doniistiirmekle kalmayip, ayni
zamanda toplumsal esitsizliklerin yeniden iiretiminde de etkili olabilmektedir. Yapay zeka
sistemlerinin ihtiva ettigi algoritmik yanlilik, belirli gruplarin daha fazla goézetim altinda
tutulmasina, tiiketim aligkanliklarinin daha yogun bir sekilde somiiriilmesine, bir bagka deyisle,
zaten asimetrik olan toplumsal esitsizlikler ve iktidar iliskilerinde daha da derinlesmis sorunlarin

meydana gelmesine yol agabilir.

Bu baglamda, AAT’nin teknolojileri toplumsal birer aktor olarak anlamaya yonelik
katkilari, elestirel bir degerlendirmeyi gerektirir. Teorinin sundugu melezlik kavramsallastirmast,
insan ve insan-dis1 aktorlerin iligkilerini anlamada 6nemli bir arag olsa da, bu iligkilerin toplumsal
baglamdaki sinif dinamikleri ve esitsizlik yapilariyla nasil kesistigini yeterince agiklamak gibi
bir misyon edinmediginden, analiz yalnizca bir toplumsallik panoramasi ¢izmekle siirli kalma
riski tagir. Bu nedenle, AAT nin analitik ¢ergevesi, toplumsal esitsizlikleri ve teknolojinin politik

yonlerini goriiniir kilacak sekilde genisletilmelidiryapay zeka gibi teknolojiler, sadece melez
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yapilar olarak degil, ayn1 zamanda modern toplumsal diizenin ekonomik, politik ve ideolojik
dinamikleriyle nasil iliskilendirildigi iizerinden ele alinmalidir. Boyle bir genisletme,
teknolojinin toplumsal baglamdaki roliinii daha biitiinciil bir sekilde anlamay1 ve bu baglamda

ortaya ¢ikan iktidar iligkilerini daha derinlemesine analiz etmeyi miimkiin kilacaktir.

AAT, toplumsal olan1 yalnizca insan faillikleriyle sinirlamayip, insan-dis1 varliklarin da
toplumsallik i¢cindeki etkisini goriiniir kilma ¢abasiyla 6nemli bir teorik ¢er¢eve sunmaktadir. Bu
yaklasim, teknolojik sistemlerin, 6zellikle yapay zekanin, toplumsal siireglerdeki roliinii anlamak
icin yenilik¢i bir ara¢ olarak one ¢ikmaktadir. Ancak AAT, toplumsal yapilarin ve iktisadi
stireclerin tarihsel ve baglamsal etkilerini yeterince dikkate almama egilimiyle elestirilmektedir.
Teorinin “nesnelerin de failliginde bir toplumsallik” Onerisi, toplumsal gerceklikleri daha
kapsayici bir sekilde analiz etmeye olanak saglamakla birlikte, bu toplumsalligin iiretim ve
yeniden iiretim siireclerini yapisal baglamda ele almay1 basaramadigi i¢in 6nemli bir eksiklik

barindirmaktadir.

Yapay zeka teknolojisinin gelistirilme, liretim, uygulanis ve tiiketim bi¢imlerinin timiini
iceren bir bicimde kapitalist toplumsal orgiitlenmeyle derin bir baglanti i¢cinde oldugu agiktir. Bu
teknolojilerin iiretimi, hammaddelerin dogadan ¢ikarilmasindan, yazilim miihendislerinin ticretli
emek iligkilerine kadar ¢cok katmanli bir ekonomik siirecte gergeklesmektedir (Crawford, 2021;
Katz, 2020). Yazilim gelistirme siiregleri, biiylik sirketlerin ekonomik tahakkiimii altinda
sekillenirken, bu siirecte yer alan bireyler de rekabet ve somiirii iligkilerinden azade degildir.
Dolayisiyla, yapay zeka teknolojilerinin {retim aglarimi1 kapitalist modernitenin tarihsel
baglamindan kopuk bir sekilde degerlendirmek miimkiin degildir. Benzer sekilde, yapay zekanin
tiiketim ve uygulama alanlarindaki etkileri de toplumsal esitsizliklerin yeniden iiretilmesi ve yeni
esitsizliklerin ortaya ¢ikmasi baglaminda dikkat ¢ekicidir. Otomasyon siiregleriyle mesleklerin
doniismesi, bazi islerin yok olmasi ve yeni is tanimlarinin ortaya ¢ikmasi gibi etkiler, yapay
zekdy1 yalmzca teknolojik bir ara¢ degil, ayn1 zamanda iktisadi bir aktoér olarak
konumlandirmaktadir. Bunun yam sira, yapay zekanin ve algoritmalarin hem iiretimi hem de
uygulanis bicimleri, bu teknolojilerin daha genis bir toplumsal iligkiler ag1 olan kapitalizmden
azade olmadigini ortaya koymaktadir. Bu nedenle, AAT nin yapay zekanin insan ve insan

olmayan aktorlerden miitesekkil bir ag olarak betimlenmesinde son derece etkili olsa da, daha
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genis bir toplumsallik icindeki bu c¢ok katmanli etkilerini aciklamakta bir yetersizlik

yasayabilecegini sdylemek miimkiindiir.

Bu baglamda, AAT’nin hem o6zgiil degerini koruma, hem de sinirliklarini asarak
sosyolojinin genel sorunsallarini analiz etmede kullanilabilecek bir yaklagim iiretebilmek adina,
Ekonomi Politik ve yeni Marksist yaklasimlarin, AAT ile birlestirilmesi islevsel bir ¢6ziim
sunabilir. Kapitalist {iretim bi¢imlerinin ve iktidar iliskilerinin yapisal dinamiklerini AAT nin
insan-dis1 aktorlere dair kavrayisiyla birlestirmek, yapay zeka gibi teknolojilerin toplumsal
etkilerini daha biitiinciil bir sekilde analiz etmeye olanak taniyacaktir. Boyle bir yaklagim, insan
failliklerini ve teknolojik seylerin toplumsal yapilar i¢indeki yerini daha dengeli bir sekilde ele
alan bir analitik ¢erceve sunabilir. Sonug olarak, AAT, yapay zekanin failligini ¢aligmak i¢in
elverisli bir teorik zemin sunmakla birlikte, toplumsal esitsizlikler, iktisadi iliskiler ve yapisal
baglamlar gibi sosyolojinin temel sorularina yanit vermekte yetersiz kalmaktadir. Teorinin bu
sinirhiliklarint agmak i¢cin AAT nin Marxist Ekonomi Politik baglaminda elestirel bir yaklagima
tabi tutularak, yine bu teorinin kavramsal araclari kullanilarak giiclendirilmesi, yapay zeka
teknolojilerinin toplumsal baglamdaki roliinii daha kapsamli ve elestirel bir sekilde incelemeyi
miimkiin kilacaktir. Bu tiir bir genisletilmis ¢erceve, hem teorik hem de metodolojik baglamda
sosyolojiye dnemli katkilar sunabilir. Bir sonraki boliimde yapay zeka bir sorunsal olarak bu
baglamda kavramsallistirilacak, ¢aligmanin eklektik teorik arkaplani igerisinde tartigilarak

caligmanin nesnesine dair bir insa sunulacaktir.

3.4. Sosyoteknik Bir Ag Olarak Yapay Zeka

Yukarida genel hatlariyla agikladigimiz AAT, bu ¢alisma 6zelinde yapay zekay1 toplumsal
bir aktor olarak konumlandirmak i¢in gerek duydugumuz araglari bizlere saglamaktadir. Yapay
zeka ve daha genelde yazilim alanini konu edinen ¢alismalarin, sosyolojinin klasik ontolojik
kabullerini sorgulamadan kabul etmeleri dahilinde [teknolojik veya toplumsal] bir determinizm
acmazina diisme riski tasidigini, dolayisiyla ontolojik kabulleri tekrar diislinerek yola ¢ikmak
gerektigini yapay zeka ve yazilim iizerine yapilan ilk ¢aligmalar bize s6ylemektedir (Woolgar,
1985; McKenzie, 2006). Bu nedenle teorik pozisyonumuzu belirlerken ontolojik kabullerimizi
yukarida detayli bicimde acikladigimiz nesne yonmelimli ontoloji lizerinde temellendirmek

istiyoruz. Nesnelerin ve seylerin toplumsallikta kurucu bir rol iistlenen aktorler oldugu fikri,
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insanin 6grenme ve diislinme bigiminden modellenen ve insanla temasiyla 6grenen yapay
zekanin (Airoldi, 2022:33) toplumsallikta etken rol oynayan bir aktdr oldugunu ortaya koymak

icin elverisli gériinmektedir.

Yapay zekanin faillik kapasitesini insani baglamda bir faillik olarak ele alan ¢aligmalar,
yapay zekanin failligi yoktur sonucuna varmak (Swanepoel, 2021) veya insan eyleminin
toplumsalliktaki roliinii ‘seylerin’ roliine indirgemekle (Winner, 1993) kars1 karsiya kalma riski
tasimaktadir. Ayn1 zamanda, yapay zekanin insani bir anlamda zeka tasimadig1 da malumdur. Bu
nedenle, ¢alismamizda yapay zekanin faillik kapasitesini onun insani bir zekdya sahip, insanin
yaptig1 sekliyle eyleyen bir aktor olmasinda aramak yerine, toplumsal kaliplardan [dolayisiyla
yaraticist olan insandan, onun deger yargilarindan, yatkinliklarindan ve toplumsal diinyanin
dijital izduisiimii olarak nitelenebilecek olan veriden] 6grenme ve bu 6grenmenin sonucunda bir
eylemsellik kapasitesi kazanmasi olarak ele alinabilecegini, bdylece hem toplumsal hem
teknolojik determinizm agmazindan uzaklasilabilecegini ve yapay zekanin sosyoteknik bir biitiin,
bir ag olarak kavranabilecegini diistinmekteyiz. Dolayisiyla ¢aligmamizda yapay zeka, insan
tarafindan meydana getirilen, onun benzeri bir bicimde 6grenen ve insanin eylemini, dolayisiyla
toplumsallig1 degistirip doniistiirebilen, kendine has bir failligi olan bir aktdr olarak ele

alinilacaktir.

Bu baglamda, bu boliim boyunca, ¢alismada konu edilen yapay zekanin insan ve insan-
olmayan aktorlerin ortak yaratimi olan, bununla birlikte belirli ideolojilerden, inanglardan ve
kendisinden bagimsiz diisliniilemeyecegini daha oOnce ifade ettigimiz kapitalizmin temel
degerlerini failligine gomiilii big¢imde tasiyan, dinamik bir ag olarak kagit {izerinde insa etmek
denenecektir. Bunu yapabilmek i¢in ise, ilk olarak yapay zek&nin bu minvalde bir taniminin
yapilmasi yerinde olacaktiri Yapay zeka, teknik tanimi itibariyle insan beynini simiile eden,
insanin diisiinme bi¢giminden modellenen makine 6grenmesi yontemleri ile egitilen, ¢cok yiiksek
boyutta veriyi [girdi] ileri matematiksel ve istatistiki yontemler ile igleyerek olasiliklara ulasan
ve bu olasiliklar igerisinde siralama ve se¢imler yapma yoluyla sonuglara (veya ¢iktilara)
ulagsan bir teknolojidir (Sheikh vd., 2023). Siiphesiz ki bu tanim teknik bir tanimdir ve bir
sosyologun bu tanimdan ¢ikarabilecegi pek az sey vardir, bu tanimda bir sosyologu ilgilendiren

seylerin ise ¢ikarim yapabilecegi seylerden daha da az oldugunu séylemek miimkiindiir.
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Oyleyse, yapay zekanin sosyolojik tanimini, literatiir taramasinda anilan calismalar ve
AAT baglaminda tekrar yaparak, bu c¢alismanin nesnesinin teorik bir insasin1 gergeklestirmek
birincil gereksinim olarak diisliniilebilir. Bu teorik insanin ilk adimi, yapay zeka olarak
adlandirilan bu teknolojik fenomenin bir anlamda yapisokiime ugratip, [insan ve insan-olmayan]
tiim bilesenlerinin sosyolojik tanimini yapmak olacaktir. AAT nin maruz kaldig1 indirgemecilik
elestiriler de goz Oniinde bulundurularak (Bloor, 1999), yapay zekdyir meydana getiren,
algoritmalar1 yazan, kodlayan ve gelistiren yazilim miihendisinin bu dinamik agin ana unsuru
oldugu 6n kabulii burada amaglanan teorik inganin temelini olusturmaktadir. Bu 6n kabulden
hareketle, algoritmalarin ve yapay zekd sistemlerinin temel yaraticilari olan yazilim
miihendislerinin, miithendisligin teknik-rasyonel diinya goriisii ile kurduklar1 bag ve bu goriisiin
anlam diinyalari nasil yapilandirdiginin anlasilmasi, bu teknolojilerin toplumsal karakterini
somutlagtiran “insan” faktorii olarak yazilim miihendislerinin diisiince ve pratiklerinin bir ag
olarak yapay zekanin kurucu unsuru oldugu not edilmelidir (Joyce vd., 2021). Miihendislik
iizerine yapilan sosyolojik ve felsefi ¢aligmalar, bu alanin kendine 6zgii bir sosyoteknik karakter
tasidigini ortaya koymaktadir (Ellul, 1964; Hughes, 1986; Bucciarrelli, 1994; Newberry, 2015b).
Bu sosyoteknik karakter, diizen ve verimliligi temel degerleri olarak benimseyen teknik-rasyonel
miithendislik diinya goriisii ile toplumsal diinyanin karmasik ve 6ngoriilemez dogas1 arasindaki

gerilim lizerinde yapilanmaktadir (Bucciarrelli, 1994; Faulkner, 2015; Newberry, 2015a).

Teknik-rasyonel diinya goriisii, miihendisligi, sorunlari miimkiin olan en analitik,
sistematik ve mantiksal sekilde ¢dzme arayisiyla tanimlar (Bucciarrelli, 1994). Bu anlayis,
miihendislik siireglerini diizenlilik, kontrol edilebilirlik ve kesinlik arayisiyla sekillendirirken,
toplumsal diinyanin ¢ok katmanli, belirsiz ve degisken yapisini ise diizenin karsisinda
konumlandirarak miihendislik diinyasinin diginda birakir (Devon, 2004; Bucciarrelli, 1994).
Verimlilik, miihendislik pratiklerini yonlendiren temel deger olarak oOne ¢ikmakta ve
miihendislerin tasarim ile {iretim siireglerinin yaninda, tiim hayatlarin1 kapsayan bir verimlilik
fetisinin baskin ideoloji olarak giic kazanmasma ve miihendisligin toplumsal kosulu halini
almasina neden olmaktadir (Erbay & Adas, 2024). Bir bagka deyisle, bu teknik-rasyonel diinya
goriisliniin giidiimiindeki miihendis, toplumsal olandan yalitilmis bir baglamda var olmakta,
kendi tiretimi olan teknolojinin toplumsal boyutlarindan yalitilarak teknik miikemmeliyetin ve
maksimum verimliligin hiikiim siirdiigii bir diizlemde toplumsal bir aktor olmaktan uzak, teknigin

bir temsilcisi halini almasina neden olur (Noble, 1977; Devon, 2004).
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Verimliligin temel bir deger olarak benimsenmesi yalnizca teknik bir husus degil, Marx’in
yazilarindan bu yana bilindigi lizere, toplumsal diinyay1 bir verimlilik fetisizminin kiskacinda
yeniden {lireten modern kapitalizmin kurucu momenti olmasi baglaminda (Marx, 1995)
miihendisligi yalnizca teknik miilkemmeliyetin ve rasyonalitenin temsili olmaktan 6te, bizatihi
kapitalizmin cisimlesmis hali olarak yeniden tiretir (Noble, 1977). Verimliligin fetisize edilmesi,
en yiiksek oranda ¢iktinin en diisiik emekle saglanmasi gerekliligiyle teknolojinin iireticisi olan
miihendisi, teknolojinin kendisine bagimli kilarak bir dongiisellik yaratir ve bu dongiisellik,
teknolojiye olan korlemesine bir inanci temel alan, teknolojinin yalnizca dogru teknik dokunuslar
ve yaklasimlarla islerlik kazandirilabilecek, toplumsalliktan uzak bir fenomen oldugu fikrini
miihendise empoze eden bir tekno-sovenist diinya goriisii ile (Broussard, 2018) miihendisin
toplumsaldan soyutlanmas: siirecini tamamlar. Bir baska deyisle, bir ag olarak yapay zekanin
kurucu unsurlarindan biri olan yazilim miihendisi de bu teknik-yogun toplumsalliktan azade
degildir. Bu baglamda, yazilim miihendisi, yapay zeka agina teknik becerileri ve yetkinliklerinin
yaninda teknik-rasyonel diinya goriisii ve miihendislik ideolojisi olan verimlilik fetisizmi ile

bezenmis bir tekno-sovenist bir pratigi de getirmektedir.

Bir ag olarak yapay zekay1 olusturan temel insan-olmayan aktorler ise, son zamanlarda
varligi yadsinamaz bir boyut alan ve tiim emek siiregleri ile yaratici siiregleri kokiinden
degistirmekte olan yaratic1 yapay zeka (generative Al), yapay zeka sistemlerinin temel 6grenme
kaynag1 olan veri setleri ve tiim yazilim alaninda oldugu gibi yapay zeka alaninda da insan ile
teknoloji arasindaki iliskide bir terciiman veya koprii gorevi goren kodlama arayiizleri olarak
nitelendirilebilir. Tiim bu insan-olmayan aktdrler, insan yaratimi olmalar1 neticesinde, teknolojik
tiim araglar ve teknolojinin kendisi gibi belirli bir politik karakter (Winner, 1986) tasimak
durumundadir. AAT, insan ve insan-olmayan aktorler arasindaki etkilesimlerin izini stirmek
(Callon, 1987) ve sosyoteknik bir ag olarak yapay zekanin haritalandirilmasinda son derece etkili
teorik ve metodolojik araglara sahip iken, yukarida belirtildigi sekliyle bu sosyoteknik agin
toplumsal karakterini sosyolojinin temel sorulariyla bagdastirmaktan uzaktir. Bu nedenle,
caligmanin temel sorunsali olan yapay zekanin bir ag olarak yorumlanmasi hususunda yalnizca
AAT degil, bu teknolojinin varliginin basat kosulu olan kapitalist iiretim bi¢gimi (Crawford, 2021;
Gray & Suri, 2019, Katz, 2020) ve toplumsal drgiitlenme modelinin de yapay zekanin kodlama,
gelistirme ve kullanim stire¢lerindeki etkisini, bir bagka deyisle bu teknolojinin failligine gomiilii

degerlerini ortaya ¢ikarabilmek agisindan Marxist Ekonomi Politik’in temel analitik araglarinin
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AAT ile baglantisinin kurulmasinin gerekliligi diistiniilmektedir. Bir bagka deyisle, kapitalizm ve
ona ickin temel degerler, hem insan hem de insan-olmayan aktorlerin politik ve toplumsal
karakterlerine etkisi neticesinde bir ag olarak yapay zekaya faillik kazandiran en Onemli
toplumsal gii¢ olarak analize katilacaktir. Asagidaki tablolarda ifade edildigi tizere, Ekonomi
Politik baglaminda gii¢lendirilen bir AAT, bir ag olarak yapay zekdya dair sosyolojik bilgi
iiretiminde ¢ok dnemli bir kap1 agmaya vakif gibi goriinmektedir. Bahsedilen husus, daha rahat

anlagilabilmesi adina asagida tablolandirilmistir:

Tablo 3.4.1. Aktor-Ag Teorisine Gore Bir Ag Olarak Yapay Zeka

Kavram Aktor Teori
Aktor (Insan) Miihendis Aktor-Ag Motivasyonlar ve
Teorisi hedefler belirsizdir.
Uretken Yapay Zeka Kim tarafindan, ne
‘ amagla tiretildigi ve
Aktor (Insan Kodlama Arayiizii Aktor-Ag )
hangi toplumsal
Olmayan) Teorisi e
Veri Seti iligkilerin {irtinii
oldugu belirsizdir.
Insanin teknolojik bir
Ag (Melez) Yapay Zeka Sistemi | Aktor-Ag sy’ ile yaratign
Teorisi melez bir varliktir.
eorisi
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Tablo 3.4.2. Ekonomi Politik ile Gii¢lendirilmis Aktor-Ag Teorisine Gore Bir Ag Olarak

Yapay Zeka

Kavram

Aktor

Teori

Aktor (Insan)

Miihendis

Aktor Ag Teorisi

+ Ekonomi Politik

Motivasyonlari, eylem
bigimleri ve se¢imleri
kapitalist iligkilerin
toplumsal boyutlar1

icinde aciklanabilir.

Aktor (Insan

Olmayan)

Uretken Yapay Zeka
Kodlama Arayiizii

Veri Seti

Aktor Ag Teorisi

+ Ekonomi Politik

Kapitalist iligkiler ag1
icindeki yeri ve
konumu, kimler
tarafindan tiretildigi ve
iiretim siiregleri
icindeki iliskiler

aciklanabilir.

Ag (Melez)

Yapay Zeka Sistemi

Aktor Ag Teorisi

+ Ekonomi Politik

Genis toplumsallik
bicimleri igerisinde
insan ve makine
etkilesiminde ortaya

¢ikan bir melezdir.
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BOLUM 4. METODOLOJI

Bu ¢alisma, yapay zekanin toplumsal ve politik karakterini ve bu karakterin miizik alan1
iizerindeki kimi etkilerini kesfetmeyi amaglayan, kesfedici bir ¢alisma olarak tasarlanmistir. Bu
ama¢ dogrultusunda, ¢aligmanin yontemi, nitel yontem olarak belirlenmistir. Bu boliimde,
aragtirma tasarimini, 6rnekleme stratejilerini, veri toplama araglarini ve prosediirlerini ayrintili
bir sekilde agiklamakta; ayrica, katilimci se¢ciminde izlenen siireg ile arastirmanin gegerlilik ve

giivenilirligini artirmak amaciyla yiiriitiilen pilot ¢calismaya deginilecektir.

Arastirma Tasarimi bollimiinde, arastirmanin ana sorusu ve alt arastirma sorulari
sunulacaktir. Arastirmanin Orneklemi bdliimiinde, arastirmanin dogasina uygun bir érnekleme
ulagabilmek amaciyla belirlenen 6rnekleme stratejisi tartisilacaktir. Veri Toplama Araglar: ve
Prosediirleri bolimiinde, veri toplamada giivenilirlik ve derinligi saglamak i¢in uygulanan
stratejilere odaklanarak veri toplamak icin kullanilan araglart ve protokolleri agiklanmaktadir.
Katilmcilar boliimiinde, calismanin Orneklemini olusturan katilimcilarin  nitelikleri ve
aragtirmanin amaciyla uygunlugunu tartisan, demografik bir genel bakis sunulacaktir.
Arastirmada kullanilacak veri toplama araclarin1 ve izlenecek prosediirleri test etmek ve
iyilestirmek ic¢in bir 6n adim olarak bir pilot calisma gerceklestirilmistir. Bu boliimde pilot
calisma sirasinda elde edilen iggoriiler ve caligmanin tasarimini gelistirmek icin yapilan
iyilestirmeler tartigilacaktir. Son olarak, Arastirmanin Sinirliliklar: bolimiinde, ¢calisma sirasinda
karsilasilan metodolojik zorluklar1 elestirel bir sekilde inceleyerek bulgularin yorumlanmasi igin

bir baglam sunacak, arastirmanin epistemolojik, teorik ve metodolojik sinirlar tartigilacaktir.

4.1. Arastirma Tasarimi

Gilinliimiiz diinyasinda yapay zeka ve algoritmalar, glinliik hayatimizin ayrilmaz bir parcasi
olmasina ve [hem agik hem ortiikk bi¢imde] siirekli etkilesimde oldugumuz birer teknoloji
olmalarina karsin, varliklar1 ¢ogu zaman fark edilmeyecek kadar arka plana gomiiliidiirler. Bu
aragtirma, bu etkilesimlere, literatlirdeki arastirmalarin biiyiik ¢cogunlugunun egilmedigi yapay
zeka gelistirme siireci igerisinde, insan ve insan-olmayan aktorler baglaminda odaklanmaktadir.
Arastirmanin konusu olarak miizik yapay zeka sistemleri secilmis, bu sistemlerin gelistirilme

stirecindeki etkilesimler ve nihai sonuclar1 olan algoritmalarin toplumsal karakterleri yapay
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zekay1 bir ag olarak tanimlayarak analiz edilmesi amaglanmistir. Saha arastirmasi i¢in segilen
alan olan miizik yapay zeka (MIR) sistemleri, insan-makine etkilesimi ve yapay zekanin failligi
sorularmin yani sira, yaraticilik, sanat ve miizik gibi, insanin kaotik ve duygusal dogasiyla
Ozdeslestirilerek makinenin soguk kesinliginden ve duygusuz ‘zihninden’ azade tutulan

toplumsal alanlarda yeni bir sorgulamay1 gerekli kilmaktadir.

Yukaridaki sorulara bir yanit aramak amaciyla baslayan bu calisma, Tiirkiye ve ABD
olmak iizere iki farkli toplumsal ve kiiltiirel baglamda gerceklestirilen saha ¢alismalarindan elde
edilen bulgulara dayanmaktadir. Ayni zamanda, MIR sistemleri 6zelinde, yapay zeka gelistirme
stireclerinde ve bu ortaya ¢ikan teknolojinin nihai failliginde kiiltlirel baglamlar arasindaki
benzerlik ve farkliliklarin da tartigmaya katilmasi amaglanmistir. Bu baglamda, arastirmanin

temel arastirma sorusu su sekilde formiile edilmistir:

MIR sistemleri, insan ve insan-olmayan aktdrlerden menkul, dinamik ve siirekli
etkilesimlere dayanan sosyoteknik bir ag olarak nasil yorumlanabilir? Bu sosyoteknik ag ile

iretilen miizigin toplumsal, kiiltiirel ve politik muhteviyati nedir?

Bu sorulardan tiiretilen alt-arastirma sorular1 girig boliimiinde verilmis olup, arastirmanin
ilerleyisi boyunca dinamik bir bigimde sinanmis ve gelistirilmistir. Calismanin nitel dogasina
uygun olarak, amacli 6rnekleme stratejisi kullanilarak 6rneklem belirlenmis, yari-yapilandirilmis
goriismeler ve gozlemler ile toplanan veri bulgulandirilmis, tematik analiz yontemiyle analiz

edilmisgtir.
4.1.1. Caismanin Orneklemi

Calismanin dogasina uygun olarak amacgli ornekleme stratejisi kullanilmistir. Amaclt
ornekleme, karmagsik toplumsal olgularin derinlemesine arastirilmasini kolaylastirmadaki
etkinligi nedeniyle nitel arastirmalarda yaygin olarak kabul gormektedir. Bu ornekleme
yaklasimu, arastirilan alanda bilgili ve deneyimli, ortak bir paydasi olan bir gruptan derinlemesine
bilgi edinmek icin yapilan kesfedici calismalar i¢in elveriglidir (Palinkas vd., 2015). Patton
(2002) tarafindan vurgulandig: iizere, bu strateji arastirmacilarin bilgi agisindan zengin ve
aragtirma sorulartyla dogrudan ilgili vakalara odaklanmasini ve bdylece konunun daha

derinlemesine anlasilmasini saglamak konusunda elveriglidir. Calismanin yalnizca MIR
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sistemlerine odaklandig: diislintildiigiinde, bu stratejinin, iiretilmesi amaglanan bilginin derinligi

ve O0zgiilliigiine 6ncelik veren hedefleriyle uyumlu oldugu diistintilmektedir.

Katilimeilara ulagsmak icin kartopu teknigi kullamlmstir. Ozellikle de ¢alisma evrenini
belirlemenin veya evrenin tlimiine ulasmanin zor olabilecegi ¢alismalarda etkili olan bu yontem,
baslangicta ¢alismanin kriterlerine uyan kiiciik bir yazilim miihendisi grubunun belirlenmesini
icermektedir. i1k katilimcilara ulasildiktan sonra, onlarm mesleki ve sosyal aglarina dahil olan ve
calismanin gerektirdigi nitelikleri tasiyan kisilere, kisisel referanslar iizerinden ulasilmig ve
boylece orneklem boyutunu genisleten bir referans zinciri olusturulmustur. Buna ek olarak,
kartopu teknigi, arastirilan toplumsal olgulart anlamak i¢in gerekli olan MIR alanindaki farkli
deneyimlere ve bakis acilarina sahip katilimcilara ulasimi kolaylastirmistir. Noy un (2008)
vurguladigi gibi, kartopu orneklemesi, aksi takdirde gizli kalabilecek toplumsal aglar1 ve
baglantilar1 ortaya ¢ikarmada etkili olabilir ve bdylece toplanan verileri zenginlestirebilir. Bu
teknik, profesyonel topluluk i¢indeki giiven ve baglantilardan yararlanarak, arastirmaya katilma
konusundaki isteksizlik veya daha geleneksel oOrnekleme yontemleriyle uygun adaylari
belirlemenin zorlugu gibi katilimin Oniindeki potansiyel engellerin asilmasina da yardimci

olmustur.

Calismanin orneklemi, 20°’si ABD’de ve 15’1 Tirkiye’de ikamet eden 35 yazilim
miihendisinden olugmaktadir. Bu dagilim, veri toplama ve analiz i¢in yOnetilebilir bir kapsam
saglarken, farkli kiiltiirel ve kurumsal baglamlarda MIR uygulamalarinin karsilastirmali bir
analizini saglamasi agisindan 6nem arz etmektedir. Amag, ek goriismelerin asgari diizeyde yeni
bilgi sagladig1 veri doygunluguna ulagsmak ve boylece arastirma konusunun temel boyutlarini
yakalamaktir (Guest, Bunce ve Johnson, 2006). Orneklem ayrica en sik kullanilan 2 biiyiik dil
modelini (LLM) icermektedir: OpenAl tarafindan gelistirilen ChatGPT ve Google tarafindan

gelistirilen Gemini.

Bilgilendirilmis onam ve gizliligin saglanmasi gibi etik hususlar standart arastirma
prosediirii takip edilerek operasyonel bicimde kullanilmis, yine de bazi durumlarda ¢alismaya
katilimc1 bulma asamasinda pratik zorluklar ortaya c¢ikmistir. Ornegin, bazi potansiyel
katilmcilar aragtirmaya katilmayi reddetmis ya da katilimci olmayi kabul edip bir daha
ulagilabilir olmamislardir, ki bu durum nitel arastirmalarda nadir goriilen bir durum degildir
(Hammersley & Atkinson, 2007). Bu zorluklar, hedeflenen 6rneklem biiytikliigiine ulasmak icin
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ilave katilimcilar aranarak giderilmistir. ABD’de yapilan gorligmeler, arastirmacinin
danigmanligimi yliriiten 6gretim iiyesinin de Onerisi iizerine, belirli bir doygunluk noktasina
ulastiktan sonra sonlandirilmistir. Bu sayt 20 olmustur. Buna bagl olarak Tiirkiye’de de 20
goriisme hedeflenmis fakat yukarida anilan zorluklarin ve Tiirkiye yapay zeka ekosisteminin

ABD’deki kadar genis olmamasi nedeniyle 15 katilimciyla siirli kalmistir.

4.1.2. Veri Toplama Araclari ve Analiz Prosediirleri

Bu aragtirma icin kullanilan birincil veri toplama araci, aragtirmanin hedeflerine ulagmasi
icin gerekli oldugu diisliniilen yar1 yapilandirilmis goriisme teknigidir. Katilimcilarin belirli bir
toplumsal olgu veya ¢alismanin konu edindigi gibi bir teknolojik fenomen hakkindaki fikirlerini
derinlemesine bicimde elde etmeye yonelik bir amag tasiyan bu ¢alismada yar1 yapilandirilmis
goriigmeler arastirmaci ve katilimcilar arasinda etkilesimli bir alan yaratarak katilimecilarin 6znel
deneyimlerinin ve yorumlarinin daha derinlemesine elde edilmesini saglamaktadir (Knott vd.,
2022). Goriismelerin, arastirmacinin yanlig anlamalari netlestirmesine ve sohbeti akici bir sekilde
yonlendirmesine olanak taniyan etkilesimli dogasi, bu yontemi aragtirmanin amacina uygun hale

getirmektedir (Bailey, 2010:174).

Calismada kullanilan veri toplama araglarinin ¢alisip ¢alismadigini test etmek, iyilestirmek
ve aragtirma tasariminin etkinligini gérebilmek amaciyla bir 6n asama olarak bir pilot ¢aligma
gerceklestirilmistir. Pilot calisma, ikisi Tiirkiye’de ve ikisi ABD’de olmak {izere, MIR alaninda
calisan yazilim miihendisleri ile yapilan dort goriismeyi igermektedir. Bu pilot asamaya katilimci
bulmak i¢in amag¢li 6rnekleme teknigi kullanilmis, MIR alaninda aktif olarak calisan ve bu

nedenle ¢alismanin hedefleriyle ilgili i¢goriiler saglamak i¢in uygun olan bireyler seg¢ilmistir.

Pilot ¢aligmanin temel amaci, yazilim miihendislerinin diinya goriislerini ve bu diinya
goriigiiniin MIR sistemlerinin sosyoteknik bir ag olarak nasil insa edildigini kesfetmek icin
tasarlanan goriisme formunu test etmektir. Pilot goriismeler aracilifiyla, goriigme formunda bazi
ayarlamalar ve diizenlemeler yapilmasi gerektigini vurgulayan kritik i¢cgoriiler elde edilmistir.
Ornegin, baslangicta cok genis cerceveli olan bazi sorularin daha spesifik yanitlar ortaya
cikarmak i¢in daraltilmasi gerektigi pilot calismada ortaya ¢ikmistir. Ayrica, gériismelerin akigini

daha saglikli hale getirmek ve arastirmanin merkezinde yer alan temalarin daha derinlemesine

87



kesfedilmesini kolaylastirmak i¢in sorularin siralamasinda degisiklik yapilmasi gerektigi

gorilmiistiir.

Pilot ¢alisma ayrica, gorlisme kilavuzunda kullanilan dilin, sosyolojik kavramlara farkli
diizeylerde asina olan katilimcilar i¢in daha erisilebilir olmasi gerektigini ortaya koymustur. Bu
bulgular, pilot calismalarin arastirma araglarinin iyilestirilmesinde ve arastirmanin genel
giivenirlik ve gegerliliginin artirllmasinda 6nemli bir adim oldugunu vurgulayan nitel
arastirmalarda pilot uygulamanin 6nemine iliskin mevcut literatiirle tutarlidir (Van Teijlingen &
Hundley, 2001; Kim, 2011). Pilot ¢alisma, kiiltiirleraras1 bir aragtirma yiiriitiirken, baglama 6zgi
niianslarin 0nemini de gostermistir. Goriismelerin iki farkli iilkede yapildigi gbz Oniine
alindiginda, Tiirkiye ve ABD’deki MIR gelistiricilerinin mesleki uygulamalarindaki
kiiltiirelntianslar1 ve farkliliklar1 dikkate almak gerektigi pilot ¢alismayla anlagilmistir. Bu,
sosyolojik arastirmalardan elde edilen ve Ozellikle farkli baglamlarla ilgilenirken arastirma
tasariminda kiiltiirel hassasiyet ve uyarlanabilirlik ihtiyacin1 vurgulayan metodolojik ¢aligmalarin

ciktilartyla uyumludur (Gobo, 2008).

Gortigme formu, 3 ana baslik etrafinda yapilandirilmigtir. Bunlar, katilimeilarin egitim
hayatlar1 ve miihendislik egitiminin teknik-rasyonel diinya goriisiine olan etkisi iizerine egilen
“egitim ve 13" bolimii, yine katilimcilarin yapay zeka ve ilintili teknolojileri nasil
kavramsallastirdiklarina dair bilgi edinme amaci tasiyan “yapay zekd kavramsallagtirmast”
boliimii ve nihayetinde yaraticilik, sanat ve miizik konular1 lizerinde duran “sanat ve yaraticilik”

bolumiudiir.

Ayn1 zamanda, yapay zekanin kendisi hakkinda ne diislindiigiinii ve faillik kapasitesini
kendi beyani iizerinden anlamlandirabilmek adina, giincel olarak en ¢ok kullanilan yaratici yapay
zeka sistemleri ChatGPT (OpenAl tarafindan) ve Gemini (Google tarafindan) ile miihendislerle
gerceklestirilen miilakatlarin aynisi gergeklestirilmistir. Bu miilakatlarda ise yapay zeka alanina
has bir veri toplama araci olan prompt miihendisligi kullanilmistir. Prompt miihendisligi,
aragtirma hedefleriyle uyum saglamak i¢in yapay zeka sistemlerinin kullaniciya verdigi yanitlar
yonlendiren belirli, hedeflenmis girdileri kullanarak yapay zeka ile iletisime gegmeyi iceren bir
tekniktir. Bu teknik, 6zellikle yaratic1 yapay zeka sistemlerinden yanitlar gerektiren arastirma ve
gelistirme calismalarinda yapay zekanin ciktilarint kontrol etme ve iyilestirme amacini
saglamaya elverisliligi ile literatiire bir veri toplama araci olarak girmistir (Reynolds &
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McDonell, 2021; Brown vd., 2020; Kojohourov & Katakuri, 2022). Bu teknigin, ilgili yapay zeka
sistemlerinin ~ sinirhiliklarini, kavramsal c¢ergevelerini  ve yanhiliklarini  dikkate alip
yorumlamalarin1 saglayacak sekilde yapilandirilmigs promptlar vasitasiyla, yapay zeka
sistemlerinin 6zdiistiniimsellik ve MIR sistemleri gelistirme siireglerinde insan ile etkilesimlerini

anlamak i¢in etkili olabilecegi diisiiniilmiistiir.

Gorligmelerden once tiim katilimcilara onay ve riza formlari verilerek arastirmanin amacini
anladiklarindan ve katilimlarinin goniillii oldugundan emin olmalar1 saglanmistir. Arastirmaci,
katilimcilarin anonimligini garanti altina almig ve tiim katilimcilar toplanan verilerin yalnizca
bilimsel amaglarla kullanilacagi konusunda bilgilendirilmistir. Ayrica, arastirmaya baslamadan
once Aydin Adnan Menderes Universitesi (ADU) Etik Kurul Onay1 gibi gerekli tiim etik onaylar
alimmigtir. Katilimcilarin anonimligini korumak adina, tiim katilimcilara arastirmaci tarafindan
imzalanmig bilgilendirilmis onam formlart teslim edilmis ve anonimlikleri garanti altina
alinmistir. Gorligmeler, katilimeilarin izin verdigi durumlarda ses kayit cihazlari kullanilarak
kaydedilmis, ses kaydina izin verilmeyen durumlarda ise kapsamli notlar alinmigtir. Saha
arastirmasi sirasinda toplanan veriler, analizin anlamli i¢gdriiler elde etmek icin nitel verilerin
sistematik olarak yorumlanmasini igerdigi nitel aragtirma metodolojilerine gore analiz edilmistir
(Wolcott, 1994). Bu ¢alismada, nitel arastirmalar i¢in yaygin olarak onerilen iic asamali veri

analizi siireci kullanilmistir: betimleme, analiz ve yorumlama (Wolcott, 1994; Reeves vd., 2013).

Analiz siirecinde elde edilen verilerin sistematik bir sekilde incelenmesi ve anlamli temalar
etrafinda organize edilmesi i¢in tematik analiz yontemi kullanilmistir. Bu yontem, katilimcilarin
ifadelerinde ortaya ¢ikan temel oriintiileri belirlemeye ve bu Oriintiilerin altinda yatan sosyolojik
dinamikleri agiga ¢ikarmaya olanak tanimaktadir. Tematik analiz, hem verilerin zenginligini
koruyarak detayli bir igerik analizi yapmay1 hem de verilerdeki baglamsal niianslar1 ortaya
koymay1 hedefler. Bu sayede, ¢calismada yapay zeka ve toplumsal iliskiler arasindaki baglantilar
cok boyutlu bir sekilde incelenmistir. Gorlismelerin desifreleri, nitel arastirma uygulamalariyla
tutarli bir sekilde metin analizi kullanilarak analiz edilmis ve kodlara ulagilmistir. Bu siireg
ozellikle, verilerin diizenlenmesi ve altta yatan Oriintiilerin ortaya ¢ikarilmasi icin gerekli olan
kodlama ve temalastirmay1 igermektedir (Creswell, 2014). Verilerden elde edilen kodlar

sistematik olarak kategorize edilerek katilimcilar arasinda hem ortak hem de farkli deneyimleri
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vurgulayan temalarm gelistirilmesine olanak saglanmustir. lgili temalar, arastirma bulgularini

ifade eden yorumlayici anlatinin temelini olusturmaktadir.

Calismada, iki farkli saha aragtirmasinin verileri ayr1 ayr1 degil, bir arada sunularak tek bir
anlat1 yaratilmasi tercih edilmistir. Bunun en 6nemli nedeni, ¢aligmanin verilerinin farkl kiiltiirel
baglamlarda 6nemli bir farklilig1 gdstermemesi, bilakis, her iki kiiltiirel baglamda da ¢ok benzer
sonuglarin elde edilmesidir. Bu durum, kapitalizmin temel degerleriyle son derece uyumlu bir
bicimde ¢alisan ve giinlimiiz kapitalizminin en 6nemli 6rneklerinden birini teskil eden “Silikon
Vadisi ideolojisinin” (Sadowski, 2020) yarattig1 kiiltiirel ve mesleki homojenligi ve kiiltiirel
benzerligi net bir bigimde vurguluyor gibi goériinmektedir. Bu baglamda, K1-K20 arasindaki
katilimcilar ABD’deki saha arastirmasini temsil etmektedir. K21-K35 arasindaki katilimcilar

Tiirkiye’deki saha arastirmasini temsil etmektedir.

4.1.3. Arastirmanin Stmirhhiklar:

Bu ¢alismanin Tiirkiye ve ABD’deki MIR gelistiricilerine odaklanmasi, kabul edilmesi
gereken bazi kisitlamalari da beraberinde getirmektedir. Ilk olarak, cografi kapsam iki iilke ve
kiiltiir ile sinirlidir ve bu da bulgularin genellenebilirligini sinirlayabilir. Calisma, bu belirli
bolgelerdeki yazilim miihendislerinin diinya goriisleri ve yapay zeka gelistirme siireclerinde
teknolojik seylerle etkilesimleri hakkinda derinlemesine bilgi saglarken, diinyanin diger
bolgelerindeki MIR gelistiricilerinin deneyimlerine genellenemeyebilir. Tiirkiye ve ABD’nin
kendine 6zgii sosyo-Kkiiltiirel ve ekonomik baglamlari, yazilim miihendislerinin mesleki ve
kiiltiirel algilari1 yapilandirmakta dnemli bir rol oynayabilecegi gibi, tam tersinden bulgular1

diger kiiltiirel baglamlar i¢in daha az uygulanabilir hale getirebilme potansiyeli tasimaktadir.

Calismanin ikinci sinirliligl, sahadan elde edilen verilerin MIR alaniyla siirli olmasidir.
Bu durum da elde edilen sonuglarin finans, saglik veya giivenlik gibi diger alanlardaki yapay
zeka uygulamalarina uygulanabilirligini sinirlayabilir. MIR, daha genis yapay zeka alani iginde
0zel bir alandir ve bu alandaki zorluklar, firsatlar ve etik hususlar, diger alanlardan 6nemli 6lgiide
farkli olabilir. Ayrica, arastirmanin amagli 6rnekleme stratejisine dayanmasi, tanimlanmis bir
grup icindeki belirli fenomenleri arastirmak i¢in uygun olsa da, potansiyel Onyargilari da
beraberinde getirmektedir. Katilimcilarin rastgele 6rnekleme yerine arastirma hedefleriyle

ilgilerine gore secilmesi, MIR gelistiricileri popiilasyonunu tam olarak temsil etmeyen bir
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orneklemle de sonuclanabilir. Bu durumun g¢alismanin amaglariyla uyumlu olsa da, daha

genellestirilebilir sonuglar elde etme konusunda bir sinirlilik yaratabilecegi diistiniilmektedir.

Bu ¢alisma icin belirtilmesi gereken son bir sinirlilik da, ¢aligmanin akademik niteliklere
sahip MIR gelistiricilerine odaklanmasi, DIY -do it yourself veya kendi kendine 6grenip alana
dahil olan yazilimcilar- MIR gelistiricilere dair bir bilgi tiretimi gerceklestirmemesidir. Bu
durum, c¢alismanin miizik endiistrisindeki yapay zekd gelistirme hususunun tiim yelpazesini
anlamakla ilgili olabilecek alternatif uygulamalar ve perspektiflere dair bilgi iiretiminde
bulunmadig1 anlamina gelmekle birlikte, bu baglamda bir sinirlilik yaratabilir. Bir sonraki

boliimde, ¢aligmanin temel veri kaynagini olusturan saha verileri, bulgular seklinde sunulacaktir.
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BOLUM 5. (SOSYOTEKNIK) BiR AG OLARAK YAPAY ZEKA VE
INSAN-MAKINE ETKILESIMINDE MUZIiK

Bu boliimde, Aktor-Ag Teorisi (AAT) perspektifinden hareketle, yapay zekanin bir ag
olarak nasil anlasilabilecegi iizerinde durulmakta ve arastirmadan elde edilen bulgular
sunulmaktadir. Caligmada, Tiirkiye ve ABD’deki MIR gelistiricilerinin, gelistirme siiregleri
sirasinda teknolojik nesnelerle kurduklari etkilesimler sonucunda sekillenen dinamik aglara
odaklanilmaktadir. Bu saha g¢aligmalar1 araciligiyla, yapay zekanin yazilim miihendisleri ve
teknolojiler arasindaki etkilesimler ve baglantilar biitiinii igerisinde bir aktor-ag olarak nasil

isledigine iliskin analitik bulgular paylagilmaktadir.

Calismada ayrica, yapay zekanin farkl kiiltiirel ve profesyonel baglamlarda bir ag olarak
nasil olusturuldugu ve siirdiiriildiigli incelenmektedir. Tiirkiye ve ABD oOrnekleri lizerinden
gerceklestirilen karsilagtirmali analizler ile bu baglamlardaki ortaklik ve farkliliklar
degerlendirilmekte, yapay zeka sistemlerinin islevselligini saglayan sosyo-teknik dinamikler
ortaya konulmaktadir. Boylelikle, yapay zekanin miizik alaninda bir aktor-ag olarak nasil
isledigine dair analitik i¢goriiler saglanmakta, bu sistemlerin olusturulmasini sekillendiren

mekanizmalar ve iligkiler agiklanmaktadir.

Insan ve insan olmayan aktérler arasindaki karmasik etkilesimlere odaklanan bu ¢alismada,
yapay zeka teknolojilerinin gelistirilmesi ve uygulanmasi siirecleri incelenmektedir. Yapay zeka
sistemlerinin yalnizca teknolojik {iriinler olmadigi; miihendisler, algoritmalar, veri kiimeleri,
kodlama arayiizleri, kiiltiirel uygulamalar ve ideolojiler gibi farkl1 varliklarin bir araya gelmesiyle
olusturulan sosyo-teknik aglarla insa edildigi ve stabilize edildigi gosterilmektedir. Yapay zeka,
teknik ve toplumsal unsurlarin karsilikli etkilesimiyle olusan karmasik sosyo-teknik siireglerin

¢cozlimlenmesi amaciyla bir ag olarak kavramsallagtirilmaktadir.

Bu baglamda ¢alisma, MIR aginin ayrintili bir haritasini ¢ikararak bu ag icerisinde yer alan
cesitli insan ve insan olmayan aktorlerin tanimlanmasini, rollerinin ve etkilesimlerinin analiz
edilmesini hedeflemektedir. Teknik diinya goriisii ile hareket eden miithendislerin, otonom miizik
iiretebilen sistemlerin gelistirilmesi siireclerinde iiretken yapay zeka platformlari, egitim veri
kiimeleri ve kodlama araglar1 gibi insan olmayan varliklarla nasil is birligi yaptiklar

incelenmektedir. Algoritmalarin kavramsallagtirilmasindan kodlanmasina, egitim siireclerinden
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nihai lirlinliin dagitimina uzanan yapay zeka gelistirme siireci kronolojik olarak ele alinmakta ve
insan faillikleri ile insan olmayan siireclerin teknolojik sonucu birlikte nasil olusturdugu ortaya

konmaktadir.

Son olarak ¢aligma, miihendislerin yapay zeka gelistirme siireclerindeki yolculuklarini
izlemeyi miimkiin kilmakta, insan faillikleri ile makine davraniglarinin kesistigi ve birbirini
etkiledigi kritik noktalar1 analiz etmektedir. Boylelikle miihendislerin ag i¢indeki karar alici
rolleri ile insan olmayan aktorlerin teknolojik gelisime katkilari birlikte incelenmektedir. Boylece
yapay zekanin yalnizca teknik bir iiriin olmadigi, aksine insan ve insan olmayan failliklerin
dinamik birlikteligiyle olusturuldugu vurgulanmakta ve boylelikle yapay zeka teknolojilerinin

daha kapsamli ve biitlinciil bir analizi sunulmas1 amaglanmaktadir.

Bulgularin sunumunda, MIR algoritmalarmin yazilmasi, kodlanmasi, egitilmesi ve
nihayetinde bir son iiriin olarak calisir hale gelisini kapsayan kronolojik bir anlatim izlenecektir.
Bu kronolojik yaklasim, yapay zeka ag: icindeki insan ve insan olmayan aktorler arasindaki
etkilesimlerin haritalandirilmasint ve makine failligi kavraminin kapsamli bir sekilde
incelenmesini miimkiin kilmaktadir. MIR sistemlerinin kavramsal birer diisiinceden caligsan bir
algoritmik sistem halini alana kadar olan yolculugunu izlemek, insan kararlarinin, niyetlerinin ve
degerlerinin her asamada teknolojik ¢erceveye nasil yerlestirildigini anlamak i¢in derinlemesine
bir analiz sunmaktadir. Bu sunum ydnteminin, algoritma tasarimi, veri se¢imi ve parametrelerin
belirlenmesi gibi insan failli§inin en yogun oldugu kritik siirecleri ve bu kararlarin yapay zeka
sisteminin failligi ile bu failligin sinirlarin1 ve bigimlerini nasil sekillendirdigini goriiniir kilmakta

verimli bir anlati olusturmas1 umulmaktadir.

Ayrica, soz konusu kronolojik yaklasim, veri setleri ve kodlama arayiizleri gibi insan
olmayan aktdrlerin insan kararlariyla nasil etkilesime girdigini analiz etmek i¢in yapilandirilmis
bir yontem sunmaktadir. Ornegin, kodlama asamasinda, miihendislerin her biri algoritmanin
tasarimini farkli sekillerde etkileyebilecek belirli kisitlamalar ve olanaklara sahip ¢esitli kodlama
platformlarinda ve araglar ile etkilesime girmeleri gerekmektedir. Bu insan olmayan aktorler,
geleneksel anlamda faillik kapasitesine sahip olmasalar da, miihendislerin erigebilecegi belirli
eylemleri kolaylastirarak ya da kisitlayarak miihendislerin eylemlerinin sekillenmesinde aktif bir
rol almaktadir. Bu perspektif, hem insan hem de insan olmayan aktorlerin etkilesimleri yoluyla
teknolojik aglarin istikrarina katkida bulundugunu 6ne siiren AAT ile de uyumlu goriinmektedir.
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Diger taraftan sozii edilen kronolojik anlati, sosyoteknik bir biitiin olan MIR aginda insan eylemi
ile makine eylemi arasindaki dinamik etkilesimlerin elestirel bir sekilde degerlendirilmesine

imkan tanimaktadir.

Bu yaklagimin benimsenmesinin, failligin degisen dogasini vurgulamakta ve failligin
yalnizca makineler lizerindeki insan kontrolii meselesi olmadigini, aksine yapay zeka gelistirme
siirecinde gerceklesen ¢ok boyutlu ve iliskisel bir etkilesimler, miizakereler ve eylemler biitlinii
olan bir siire¢ olarak ele alinabilmesini saglayacag: diisiiniilmektedir. Bu cergevede, insan ve
makine failliklerine dair basit ikiliklerin Gtesine gecilmekte ve yapay zeka sistemlerinin sosyo-
teknik dogasini yansitan daha karmasik ve i¢ ice ge¢mis bir iliski ortaya konulmaktadir. Bu
perspektif, yapay zeka teknolojilerinin yalnizca araglar olmadigini, ayn1 zamanda aktif olarak
sekillendirildiklerini ve bu siiregte gdmiilii olduklar1 toplumsal ve kiiltiirel baglamlar1 da nasil
etkilediklerini anlamay1 miimkiin kilmaktadir. Boylece, yapay zeka gelistirme siiregleri ile bu
stireglerin toplumsal ve kiiltiirel baglamlar iizerindeki etkileri arasindaki karsilikli iligkileri daha

derinlemesine kavrayacak bir ¢erceve yaratilmasi amaglanmaktadir.

Toplanan verilerin nitel analizi yoluyla elde edilen bulgular, yapay zeka teknolojilerinin
toplumsal dinamikler ve kiiltiirel ¢erceveler tarafindan nasil sekillendirildigine dair ayrintili bir
anlayis saglayan dort temayi ortaya koymaktadir. Ortaya ¢ikan ilk tema, kapitalizm, verimlilik
fetisizmi ve tekno-sovenizmin MIR gelistirme siire¢lerine olan etkileri olarak tanimlanabilecek
temadir. Miihendisler arasinda verimlilik, tiretkenlik ve karlilikla yakindan iliskilendirilmekte,
bu durum ise toplumsal ve etik hususlarin géz ard1 edilerek ¢iktilar1 optimize etmeye yonelik bir
odaklanmay1 tesvik etmektedir. MIR gelistirme siireclerinde gozlemlenen bu “verimlilik
fetisizmi”, teknolojilerin tarafsiz ve nesnel oldugu varsayimini destekleyen ve bu teknolojilerin
gelistirildigi sosyo-politik baglamlarin goériinmez hale gelmesine yol agan bir teknolojik

determinizm ideolojisini yansitmaktadir.

Ikinci olarak, insan-makine melezligi ve makine failligi kavramlari bir tema
olusturmaktadir. Bu tema, yapay zeka sistemlerinin yalnizca pasif araglar olmadigini, aksine
teknolojik aglarda aktif katilimcilar olarak islev gordiigiinii vurgulamaktadir. Bu sistemlerin,
insan uygulayicilarla is birligi yaparak kararlari etkiledigi ve teknolojik bilginin birlikte insasina

katkida bulundugu goriilmektedir. Insan ve makine failliklerinin sosyo-teknik aglar igerisinde
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karsilikli olarak paylasildigint ortaya koyan bu melezlik, geleneksel insan-makine sinirlarini

yeniden degerlendirmeyi gerekli kilmaktadir.

Uciincii tema, yapay zekay1 sosyoteknik baglamda bir ag olarak kavramsallastirmakta ve
teknolojinin pasif bir ara¢ oldugu seklindeki geleneksel yaklagimlarin 6tesinde bir teknoloji
kavrayis1 sunmay1 amaglamaktadir. Calismanin bulgulari, yapay zeka sistemlerinin, heniiz yapay
zeka gelistirme asamasinda dahi aktif bir bicimde insan ile karsilikli etkilesim ve igbirligi
icerisinde oldugunu, dolayisiyla da bu teknolojilerin sonuglart sekillendirebilen, insan
davraniglarini etkileyebilen ve teknolojik eserlerin olusturulmasina katkida bulunabilen aktif
katilimcilar olarak tanimlanabilecegine isaret etmektedir. Bu durum, sorumluluk, hesap
verebilirlik ve yapay zeka etigi konularinda yeni ¢ercevelere olan ihtiyaci ortaya koymaktadir.
Insan ve insan olmayan aktdrler arasinda dagitilmis bir yapiya sahip olan bu siireclerin
anlasilmasi, daha kapsayici, etik ve toplumsal acidan bilingli bir teknolojik yenilik yaklagiminin
gelistirilmesini gerektirmektedir. Yukarida anilan bu dort temanin kesisiminde ise, yapay zeka
gelisiminin sosyo-teknik yapisini detayli bir sekilde analiz etmekte ve teknolojilerin gelisimi ile
toplumsal baglamlar1 arasindaki karsilikli iligkinin derinlemesine kavranmasi i¢in bir zemin

sunmak amaclanmaktadir.

Dérdiincii tema, MIR sistemleri 6zelinde standardizasyon ve Bat1 miizigi hegemonyasinin,
yapay zeka gelisiminde yerlesik kiiltiirel onyargilar1 ve iktidar asimetrilerini nasil yeniden
iirettigini irdelemektedir. Ozellikle, MIR alaninda kullanin egitim verilerinin ekseriyetinin Bati
miizigi odakli olmasi ve Bati miiziginden olusan veri kiimelerine olan teknik giivenin, Bati
kiiltiirel normlarmi1 pekistirerek Batili  olmayan miizik formlarimi marjinallestirdigi
goriilmektedir. Bu standartlastirma, yalnizca Bati miiziginin egemenligini yeniden iliretmekle
kalmamakta, ayn1 zamanda kiiresel gili¢ dinamiklerini siirdiiren dijital bir kiiltiirel emperyalizmin
de resmini ¢iziyor gibi goriinmektedir. Ayni zamanda bu tema, MIR sistemlerine gomiilii
emperyalizm ve Kkiiltiirel yeniden firetim siireglerine de isaret etmektedir. Yapay zeka
teknolojilerinin, Batili miizik normlar1 iizerinde yapilanan 6grenme bicimi, Batili olmayan miizik
formlarinin ‘egzotik’ olarak nitelenerek MIR sistemlerine dahil edilmedigini goriilmektedir. Bu
durum, yerel ve yerli kiiltiirlerin marjinallestirilmesine neden olurken, Batil1 kiiltiirel {irlinlerin

kiiresel diizeyde hakimiyetini siirdiiren gii¢ dinamiklerini yansitmaktadir.
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5.1. Agin Haritalandirilmasi I: Kurucu Aktor Olarak Yazihim Miihendisi

Katilimeilarin sosyodemografik ve cografi dagilimi, teknoloji alaninda gozlemlenen ana
egilimlerle uyumlu bir sekilde, yiiksek oranda kentlesmis bolgelerde kayda deger bir
yogunlagmay1 yansitmaktadir. Tiirkiye’de yapilan saha arastirmasinin  katilimcilarinin tiimii
biiyiik sehirlerde ikamet etmektedir; 15 kisiden 7’si Istanbul’da, 2’si Izmir’de, 2’si Ankara’da ve
1’1 Kayseri’de bulunmaktadir. Ayrica, 3 katilimc1 Giiney Kore, Almanya ve Birlesik Arap
Emirlikleri’nde ikamet etmekte ve calismaktadir. ABD’de de benzer bir dagilim goriilmektedir.
Katilimeilar Kuzeydogu ABD’nin kentsel bolgelerinde yogunlagsmistir; 20 katilimcinin 10°u New
York City’de, 7’si Philadelphia’da ve 3’ti New Jersey’de ikamet etmektedir.

MIR miihendislerinin kentsel alanlardaki bu yogunlasmasi, teknoloji ve inovasyon
endiistrilerinin tipik olarak metropol bolgelerde kiimelendigini gosteren arastirmalarla tutarl
goriinmektedir. Saxenian’a (1994) gore, yiiksek teknoloji endiistrilerinin kent merkezlerinde
kiimelenmesi, yogun kaynak, yetenek ve altyapr ag1 nedeniyle yenilik¢iligi ve isbirligini tesvik
etmektedir. Benzer sekilde, Moretti (2012) kentsel ortamlarin, tiretkenligi artirabilecek ve bilgi
aligverisini kolaylastirabilecek onemli bir nitelikli ¢alisan ve sirketler kitlesi sagladigini
savunmaktadir. Yiiksek vasifli teknoloji profesyonellerinin biiyilik sehirlere yonelme egilimi,
kiiresel teknoloji merkezleri iizerine yapilan son calismalarla da desteklenmektedir. Ornegin
Florida (2017), New York, San Francisco ve Londra gibi sehirlerin gelismis altyapilari, canli
teknoloji ekosistemleri ve kiiltiirel olanaklar1 nedeniyle teknoloji isgiicliniin nemli bir bolimiinii
nasil ¢ektigini vurgulayan ¢alismasinda bu dagilimin kentlerde nasil ve neden yogunlastigini
gostermektedir. Katilimcilar arasinda uluslararasi sirketlere bagli olarak Tiirkiye disinda
calisanlarin varligi, uzmanlasmis teknoloji profesyonelleri arasinda kiiresel bir hareketlilik

egilimine isaret eden rapor ve ¢alismalarla ortiismektedir (McKinsey, 2020).

Katilimeilar arasindaki cinsiyet dagilimi, [tiim miihendislik alanlariyla benzerlik gosteren
bir bicimde] MIR alaninin asimetrik cinsiyet dagilimi {izerinde yapilanan dogasini temsil
etmektedir. Oyle ki, Tiirkiye’de 15 katilimcidan yalmzca 1°i kadinken, ABD’de 20 katilimcidan
14’1 erkektir ve yalnizca 6 katilimci kadindir. Toplamda 28 erkek ve 7 kadindan olusan
orneklem, son derece erkek egemen bir alani yansitmaktadir. Bu asimetrik cinsiyete dayali

dagilim, teknoloji ve miihendislik alanlarinda gbézlemlenen egilimlerle tutarli goriinmektedir.
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Arastirmalar, erkeklerin kadinlardan 6nemli 6l¢iide fazla oldugu yazilim miihendisliginin erkek
merkezli yapisini siklikla vurgulamaktadir. Ornegin  Chang (2019), kadinlarm yazilim
miihendisligi rollerinde yeterince temsil edilmedigini ve bunun da bu alanda siiregelen cinsiyet
asimetrisine katkida bulundugunu gostermektedir. Benzer sekilde, Campero (2021), cinsiyet
cesitliligini artirma g¢abalarina ragmen, yazilim miihendisliginin de tipki klasik miihendislik
alanlar1 gibi erkek egemenliginde kalmaya devam ettigini ve kadinlarin azinlik statiisiinde

oldugunu vurgulamaktadir.

Yukarida da belirtildigi gibi, bu ¢aligma i¢in katilimc1 se¢ciminde belirli cinsiyet veya yas
kotalar1 uygulanmamis, bunun yerine katilimcilarin arastirmanin konusuyla ilgili niteliklerine
odaklanilmistir. Katilimcilarin bilgisayar, yazilim veya yapay zeka miihendisligi alaninda en az
lisans derecesine sahip olmasi drnekleme dahil edilebilmeleri agisindan tek demografik kosul
olarak belirlenmistir. Bu baglamda, yazilim alanina kendi 6grenme yontemleriyle dahil olan

yazilimcilar 6rneklemin disinda tutulmustur.

Tiirkiye’de gergeklestirilen saha arastirmasinin tiim katilimeilari yiiksek lisans derecesine
ve yarisindan fazlasi (15 katilimcidan 8’1) doktora derecesine sahiptir. Benzer sekilde, ABD’de
20 katilmcmin tamami en az yiiksek lisans derecesine sahipken, 12’si doktora derecesine
sahiptir. Lisans 6grencileriyle yapilan iki miilakat, 6rneklemde tutarsizlik yasanmamasi adina
caligma diginda birakilmistir. Bu 6riintii, MIR gelistirme pratiginin ileri akademik bilgiyle giiclii
bir sekilde iligkili oldugunu gostermekte ve bu alandaki uzmanligin genellikle kapsamli 6rgiin
egitim ve arastirma deneyimine dayandigini diisiindiirmektedir. Tirkiye’de katilimcilarin
yalnizca kiiciik bir kismi (15 kisiden 4°) 6zel sektorde istihdam edilirken, ABD’de bu rakam 20
kisiden 6’s1 olarak, benzer bir oranda gdstermektedir. Her iki {ilkedeki katilimcilarin ¢cogunlugu
akademik pozisyonlarda istihdam edilmektedir; Tiirkiye’de 11, ABD’de ise 14 kisi akademik

kurumlarda ¢esitli pozisyonlarda istihdam edilmektedir.

Bu egilimin MIR alaninin yapisal bir 6zelligini yansittig1 olarak yorumlanabilecegi
diistinilmektedir. S6z gelimi finans, saglik ve giivenlik gibi iktisadi getirisi daha yliksek yapay
zeka alanlarindaki yazilim miihendislerinin aksine, MIR alaninda calisan yazilim miihendisleri,
genellikle ileri bilgi ve arastirma arayisinin finansal kazangtan daha oncelikli oldugu akademide
kalmaktadir. Diger bir taraftan, MIR gelistiricilerinin 6zel sektdrdeki nispeten diigiik temsili,
diger yapay zeka alanlarina kiyasla daha diisiik iktisadi kazang saglamasina baglanabilir. Bir¢ok
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aragtirmanin da gosterdigi gibi, ekseriyetle finans ve saglik sektoriindeki yapay zeka gelistiricileri
ve miihendisler, bu sektdrlerde zeka teknolojilerinin uygulanabilirlik alanlarinin genigligi ve
dolayistyla karlilig1 nedeniyle 6nemli 6l¢iide daha yiiksek bir gelire sahip olma sansina sahiptir.
Buna karsilik, bu alanlardan daha dar ve akademik arastirmalara bagli olan MIR alani, bu alanda
calisan yazilim miihendislerine iktisadi baglamda yukarida anilan alanlardaki kadar biiyiik bir
kazan¢ sunmuyor olabilir. Bu durum, 6rneklemi olusturan katilimeilarin biiyiik ¢ogunlugunun
diizenli bir gelir elde edebilecekleri bir alan olarak akademide, akademik pozisyonlarda

bulunmalarini agiklayici perspektif sagliyor gibi goriinmektedir.

Katilimcilar MIR gelistirme alaninda farkli alt-alanlarda ¢aligsmaktadirlar. Bu alt alanlar
akor! tanima, gam? tamamlama, otomatik tablatiir> olusturma ve yapay zeka ile sarki besteleme
alanlaridir. Bir bagka deyisle miihendisler, MIR sistemleri vasitasiyla yapay zeka dncesi insanin
uzun 6grenme, ¢aligma ve harmanlama siiregleriyle gerceklestirdikleri bircok miizik eylemini cok
daha kisa stirede, verimli ve isabetli bir bicimde gerceklestirme idealini tagiyan teknokratik bir
miihendislik ideolojisi baglaminda, miizigi yalnizca insana ait olmaktan ¢ikarip sosyoteknik bir
biitiin olarak yeniden tanimlamaktadirlar denilebilir. Takip eden boliimde, sosyoteknik bir ag
olarak MIR sistemlerinin insan ve insan-olmayan aktorler arasindaki siirekli ve dinamik
etkilesimler icerisinde nasil meydana geldigi ve bu agin onu meydana getiren aktorler tarafindan

nasil algilanip yorumlandig1 saha ¢alismasindan elde edilen bulgular baglaminda tartisilacaktir.

Saha c¢aligmasinda gergeklestirilen goriismelerde, mihendislerin yapay zekayi
kavramsallastirma bi¢iminde tekrar eden bir tema One ¢ikmustir: yapay zeka, miihendislik
disiplininde derinlemesine koklesmis olan teknolojik yansizlik ve verimlilik ilkelerine baglilik
temelinde tanimlanan teknik bir sistem olarak ele alinmaktadir. Bu iki deger, miihendislerin
yapay zeka gelistirme siireclerini sekillendirmekte ve algoritmalarin yazilmasi ile egitim

verilerinin se¢imi sirasinda alinan kararlar1 belirgin bir sekilde etkilemektedir. Katilimcilarin

! Akor, miizikte ayn1 anda ¢alinan en az ii¢ farkli sesin (nota) birlesiminden olusan ses kiimesidir. Genellikle bir
temel nota ve ona eslik eden diger notalarla birlikte armoni yaratir. Akorlar, sarkilarin duygusal yapisini ve armonik
zenginligini belirlemede 6nemli rol oynar.

2 Gam, miizikte belirli bir dizi araliklarla siralanmus seslerden olusan ve bir ton merkezine (ana sese) bagli olan nota
dizisidir. En yaygin gam tiirleri major ve mindr gamlardir; her biri farkli bir duygu ve karakter tasir. Gamlar,
melodilerin ve armonilerin temel yap1 taslarini olusturur.

3 Tablatiir, 6zellikle gitar gibi telli galgilar igin kullanilan, notalarin yerini dogrudan parmak pozisyonlariyla gosteren
bir miizik yazimi sistemidir. Geleneksel nota sisteminden farkli olarak, hangi telin hangi perdeye basilacagini
sayilarla belirtir, boylece nota bilgisi olmayan kisiler de enstriiman ¢alabilir.
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sOylemlerinde ortaya ¢ikan teknik kesinlik ve optimizasyon vurgusu, ¢ogu zaman bu
teknolojilerin toplumsal sonuglari iizerine diistinmeyi golgede birakmakta ve yapay zekanin
islevsellik ve performans acisindan degerlendirilmesine yol agmaktadir. Sonu¢ olarak,
miihendislerin yapay zekaya iliskin perspektifleri, etik veya toplumsal boyuttan ziyade teknik
faydaya odaklanmaktadir.

ABD’de goriisiilen katilimcilardan, yapay zeka, algoritmalar ve veri kavramlarini ders
kitabr tanimlarina atifta bulunmaksizin kendi kelimeleriyle agiklamalar1 istendiginde, yiiksek
oranda teknik bir bakis agis1 ortaya ¢ikmistir. Bu soruya yanit vermek, katilimeilar icin siklikla
kisa bir diistinme siirecini gerektirmistir. Bir¢ok katilimei, cevaplarindan 6nce “Bu aslinda harika
bir soru, bunu kendi kelimelerimle hi¢ tanimlamamistim™ gibi ifadeler kullanmistir. Bu tiir
ifadeler, miihendislerin bu kavramlarla calisma konusunda uzman olmalarina ragmen, onlari
teknik baglamin diginda ifade etme konusunda daha az deneyimli olduklarini veya bunun zorluk
teskil ettigini gostermektedir. Buna karsin, verilen tanimlar, yapay zekanin teknik dogruluk ve

verimlilik i¢in optimize edilmis bir sistem olarak anlasildig: fikrini siirekli olarak giiclendirmistir.

Akademisyen bir katilimei, yapay zekdyi teknik bir sistem olarak kavramsallastiran
perspektifi su sekilde ifade etmistir: “Yapay zekd, insanin diigiinsel davranisini dogru sekilde
taklit etmeyi amacglayan bir sistem olarak tamimlanabilir. Bu siireg, belirli matematiksel
modellere dayali algoritmalara ve bu algoritmalarin igledigi verilerden elde edilen olasilik
hesaplamalarina dayanir” (K3, Akademisyen). Bu sdylem, yapay zekanin insan eylemlerini
miimkiin oldugunca dogru bir sekilde taklit etmeye odaklanan bir teknoloji olarak
degerlendirildigini ortaya koymaktadir. Katilimemin vurgusu, yapay zeka gelistirme siirecinde
matematiksel modellere ve veri odakli yaklasimlara duyulan giivenin, miihendislerin teknik

titizligini ve deterministik yaklagimini yansitmaktadir.

Bir baska katilimci, bir MIR gelistirme sirketi sahibi, yapay zekayi bir otomobile
benzeterek, bu teknik perspektifi su ifadelerle agiklamistir: “Yapay zekd, insanlar: taklit etmeyi
amaglayan bir hesaplama sistemleri kategorisidir. Yapay zeka da algoritmalar motor gorevi
gortirken, veriler ise motorun yakiti gibidir. Yapay zekdyr bir araba gibi diisiiniin, motor yakiti
verimli ~ bir sekilde islemezse, istediginiz sonuc¢lara ulasamazsiniz.  Yolculugunuzu

tamamlayamayabilir ya da yiiksek maliyetlerle karsi karstya kalabilirsiniz. Zaman ve para kaybi
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vasayabilirsiniz 6rnegin. (...) Makine ogrenmesi projelerinde de durum aymidir;, en dogru

sonuglari elde etmek igin verilerin verimli bir sekilde islenmesi gerekir” (K6, Sirket sahibi).

Bu analoji, yapay zekdnin mekanik bir hassasiyetle ele alinmas1 gerektigini vurgulamakta
ve verimsizlik durumunda ortaya ¢ikabilecek olumsuz sonuglara dikkat cekmektedir. Tanidik bir
nesne olan otomobil iizerinden yapilan bu karsilastirma, miihendisler igin yapay zeka sisteminin
her bir bileseninin optimize edilmesinin 6énemini somut bir sekilde ifade etmektedir. Bu tiir bir
benzetme, teknik dogruluk ve verimlilik ilkelerinin yalnizca teorik degil, ayn1 zamanda pratik bir

gereklilik oldugunu ortaya koymaktadir.

Bu yanitlar, miihendislerin teknik ¢6ziimlere ve optimizasyona oncelik veren teknik-
rasyonel bir miithendislik ideolojisini gii¢lii bi¢imde benimsedigini agik¢a gostermektedir. Etkili
ve giivenilir yapay zeka sistemlerinin gelistirilmesinde bu zihniyetin rolii biiylik olmakla birlikte,
bu durum 6nemli bir eksiklige de isaret etmektedir: yapay zekanin toplumsal ve etik sonuglarini
yeterince dikkate almama ya da bu sonuglar1 tamamen gozardi etme egilimi (Noble, 2018;
Benjamin, 2019). Dogruluk ve verimlilige yapilan bu gii¢lii vurgu, bu sistemlerin toplumsal
etkilerinin goz ardi edilmesine veya bu etkilerin sinirl bir ¢ger¢evede degerlendirilmesine yol
acmaktadir. Bu baglamda yapay zeka, katilimcilar tarafindan ¢ogunlukla kiiltiirel degerler ve
toplumsal yapr ile iligkili bir sosyoteknik sistemden ziyade, gorevleri maksimum hassasiyet ve
minimum hata ile gerceklestirmek {izere tasarlanmis, tamamen teknik bir yap1 olarak

kavramsallastirilmaktadir.

Bu egilim, “algoritma” kavramina odaklanildiginda daha belirgin hale gelmekte ve
miihendisligin teknik-rasyonel diinya goriistiniin mithendislerin giinliik yasamlarinda ve diisiince
stireclerinde ne kadar koklii bir sekilde yerlesmis oldugunu ortaya koymaktadir. Katilimcilarin
cogu, algoritmalar1 yalnizca dijital yapilar veya hesaplama aracglar1 olarak degil, ayn1 zamanda
giinliik hayat1 diizenleyen ve yapilandiran temel ilkeler olarak algilamaktadir. Bu goriis, bir
katilimcinin giinliik rutinlerin dogasini agiklarken kullandigi su ifadelerde agikca goriilmektedir:
“Hayatimizda yaptiklarimiz da algoritmik. (...) Uyan, mutfaga git ve biraz kahve yap, sabah 8 de
evden ¢ik, ise var, yapman gerekeni yap, isten c¢ik, eve gel, yemek zamani, yat. Yarin, bunu

tekrarla. Her giin yaptigimiz sey algoritmik” (K19, Akademisyen).
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Bu sdylem, algoritmalarin yalnizca teknik bir ara¢ olarak degil, ayn1 zamanda hayatin
ritmini diizenleyen bir yap1 olarak algilandigin1 gostermektedir. Bu algi, miihendislik
disiplinindeki teknik-rasyonel yaklagimin, giinliik yasamin daha genis sosyolojik boyutlarini
kavrama veya bu boyutlari miithendislik pratikleriyle iliskilendirme konusundaki sinirliliklarina

da 151k tutmaktadir.

Bir bagka katilimci, giindelik hayatin algoritmik dogasini normal/anormal ikiligi tizerinden
aciklayarak normallige odaklanan bir perspektif sunmustur: “Normal ortamda, evet,
hayatlarimizi belli bir noktaya kadar algoritmik kurallara gére yasiyoruz. (...) Normalden
sapmalar da olabilir, degil mi? Belki yaralandiniz ya da hastalandiniz ya da kendinizi kotii
hissediyorsunuz. Bu normalden sapan bir seydir. (...) Coziim nedir? Doktora ya da eczaneye
gidersiniz ya da eglenceli bir seyler yaparsiniz. Normale donmeye ¢alisiyorsunuz, sapmadan

kurtulmaya ¢alisiyorsunuz, degil mi?” (K15, Akademisyen).

Bu ifade, katilimcinin algisinda algoritmalarin, normalligin korunmasi ve anormalligin
giderilmesi baglaminda islevsel bir mekanizma olarak goriildigiinii ortaya koymaktadir. Benzer
sekilde, diger katilimcilarin da tanimlari, yapay zekay1 toplumsal veya etik sonuglarindan ziyade
teknik bir sistem olarak cer¢evelemeye odaklanmigtir. Algoritmalarin ve sinir aglarinin
mekanigine yapilan vurgu, islevselligi, hassasiyeti ve verimliligi her seyin iistiinde tutan
miihendislik zihniyetinin bir yansimasidir. Bu zihniyet, miihendislik disiplinlerinde koklii bir
gelenek olarak varligimi siirdiirmekte ve gorevleri miimkiin olan en yiliksek dogruluk ve

giivenilirlikle yerine getiren sistemler gelistirme hedefiyle sekillenmektedir.

Miihendislerin yapay zekay1 yogun bi¢cimde teknik terimlerle kavramsallagtirma egilimi,
hem ABD hem de Tiirkiye baglamlarinda evrensel bir 6zellik olarak ortaya ¢ikmaktadir. Bu
durum, cografi smirlar1 asan profesyonel bir kiiltiiriin gostergesi olarak degerlendirilebilir ve bu
iilkelerdeki miithendislik egitiminin yapay zeka kavramsallagtirmasinda benzer yaklasimlar tesvik
ettigini gostermektedir. Her iki baglamda da miihendislik miifredati, yapay zekanin nicel ve
teknik yonlerine agirlik vermekte ve bu teknolojilerin artan verimlilik veya dogruluk gibi somut

sonuclara ulagsmak i¢in dncelikli araclar oldugu anlayisini pekistirmektedir.

Bu yaklasim, standartlastirilmis ders kitaplari, uluslararasi konferanslar ve arastirma aglari

gibi araglarla sekillenen kiiresel bir miihendislik kiiltiirliniin etkisiyle daha da giliclenmektedir.
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Teknik odaklanma yalnizca 6rgiin egitimin bir sonucu degil, ayn1 zamanda miihendislerin faaliyet
gosterdigi profesyonel ortamlarin bir yansimasidir. Hem ABD’de hem de Tiirkiye’de, teknolojik
yenilik ve ilerlemeye giiglii bir vurgu yapilmakta ve miihendisler, kiiresel pazarlarda rekabet
edebilecek son teknoloji ¢oziimler gelistirmekle gorevlendirilmekte, kapitalist bir ag igerisinde
piyasa dinamiklerine uyum saglamay1 basat varolus kosullarindan biri haline getiren bir kiiltiiriin
icerisinde bulunmaktadirlar. Bu ideolojiklesmis goriis, miihendisleri islem giicii, algoritmik
karmasiklik ve veri isleme verimliligi gibi teknik 6zelliklere 6ncelik vermeye yonlendirmektedir.
Bunun bir sonucu olarak, her iki iilkedeki miihendislerin yapay zeka hakkindaki tartismalari,

toplumsal, etik veya kiiltiirel sonuglardan ziyade teknik islevsellik etrafinda yogunlasmaktadir.

ABD ve Tirkiye’deki miihendislik zihniyetindeki benzerlikler dikkat c¢ekicidir. Her iki
iilkedeki miihendisler, yapay zekdya oOncelikli olarak teknik bir mercekten bakmakta ve
performansin optimize edilmesi ile hatalarin en aza indirilmesinin énemini vurgulamaktadir. Bu
ortak bakis acisi, yapay zekdnin belirli islevsel hedeflere ulagmak igin bir ara¢ olarak
kavramsallastirildigin1 ve hassasiyet, verimlilik ve teknik miikemmellige deger veren kiiresel bir
miihendislik kiiltiirli tarafindan sekillendirildigini ortaya koymaktadir. Yapay zekaya yonelik bu
teknik yaklasimin her iki iilkede de benzer sekilde benimsenmesi, miihendislik egitimi ve
uygulamasindaki kiiresel egilimlerin etkisini yansitabilir. Uluslararasi isbirliginin artmasi ve
miihendislik miifredatinda kiiresel standartlarin yaygin olarak benimsenmesi, yapay zekanin
Ogretimi ve anlasilmasi ilizerinde homojenlesen bir etki yaratmaktadir. Hem ABD hem de
Tiirkiye’deki miihendislerin benzer teorilere, metodolojilere ve teknolojik araglara maruz

kalmasi, bu ortak teknik odagi daha da gii¢lendirmektedir.

Her iki baglamda miihendisler, farkli sosyo-kiiltiirel ortamlar i¢inde faaliyet gostermelerine
ragmen, teknik optimizasyona oncelik veren ortak bir miithendislik zihniyetini paylasmaktadir.
Bu zihniyet, kiiresel egitim standartlar1 ve mesleki uygulamalarla sekillenmis olup, yapay zekay1
oncelikli olarak teknik bir girisim olarak gérme egilimini yansitmaktadir. Burada birincil odak,
teknolojinin toplumsal sonuglarindan ¢ok, islevselligi ve verimliligi tizerinde yogunlagmaktadir.
Bu benzerliklerin anlasilmasi, yapay zekd gelisiminin kiiresel boyutlarini ve miihendislik
kiiltiiriiniin bu teknolojilerin tasarim, gelistirme ve uygulama siiregleri ilizerindeki etkisini

degerlendirmek i¢in biiyiik 6nem tagimaktadir.
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Bu ortak anlayis, algoritmik diisiincenin dijital ortamlarin 6tesine gegerek insan yasaminin
dokusuna kadar uzanan bir evrensellik ve uygulanabilirlik kazandigma olan inanci da
yansitmaktadir. Miihendisler i¢in yasam, tipki algoritmalarin bilgisayar siireclerini belirledigi
gibi, bir dizi 6ngoriilebilir ve tekrarlanabilir adima ayrilabilir bir sistem olarak goriilmektedir. Bu
benzetme, yalnizca mesleki uygulamalarini degil, ayn1 zamanda kisisel yagamlarini da algoritmik
terimlerle kavramsallastiran teknik-rasyonel zihniyetin diinya goriislerine ne Olgiide hakim

oldugunu agikca ortaya koymaktadir.

Miihendislerin giindelik yasaminda teknik-rasyonel bir diinya goriisliniin hakim olmasi,
yalnizca mesleki bir yonelim degil, ayn1 zamanda faaliyetlerin tamamini sekillendiren yaygin bir
kiiltiirel mercek olarak degerlendirilebilir. Bu diinya goriisii, diizen, 6ngoriilebilirlik ve kontrol
gibi miihendislik ve algoritmik diisiincenin temel degerlerine yonelik bir dncelik olarak kendini
gostermektedir. Miihendisler, ister teknik ister toplumsal olsun, karsilastiklari sorunlara
genellikle bu sorunlar1 yonetilebilir pargalara ayirma, net kurallar koyma ve optimize edilmis
cozlimler arama yaklasimiyla yanit verirler. Bu egilim, kapitalist baglamda 6ne ¢ikan verimlilik,
iretkenlik ve Olgiilebilir sonuglara verilen degerle de uyumludur; zira bu baglamda insan

faaliyetleri bile optimizasyon kapasitelerine gore degerlendirilir.

Katilimeilarin - glindelik rutinleri algoritmik bir c¢ergeveye oturtarak tanimlamalari,
miihendislik iginin yapilandirilmis dogasinin giindelik yasama nasil yansidigini agik¢a ortaya
koymaktadir. Ornegin, tarif edilen giinliik diizen —uyanma, kahve yapma, ise gidip gelme,
gorevleri tamamlama ve bu dongiliyli tekrarlama—, verimlilik ve Ongoriilebilirlik tarafindan
yonlendirilen bir yasam tarzinin gostergesidir. Bu gorlise gore, rutinden sapmalar bir nevi
“algoritmik Onyarg1” ya da hata olarak goriilebilir ve optimum performansin siirdiiriilmesi i¢in
diizeltilmesi gereken bir durum olarak degerlendirilebilir. Bu yaklagim, yalnizca teknolojide
degil, yasamin genelinde hatalar1 en aza indirip verimliligi en st diizeye ¢ikarmaya yonelik

miithendislik odakli bir anlayisla ortiismektedir.

Bu teknik-rasyonel diinya goriisii, miihendislerin profesyonel ortamlari tarafindan da
giiclendirilmektedir. Bu ortamlarda teknik beceriler ve algoritmik diisiince, ¢esitli problemlere
¢oziim bulma yetenegi ile iliskilendirilir ve basar1 genellikle karmasik sistemler iizerindeki

kontroliin siirdiiriilebilmesi ve bu sistemlerin verimli ¢aligmasinin saglanmasiyla oSlgiiliir.
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Dolayistyla bu profesyonel degerler, miithendislerin diinyayi algilama bi¢imlerini sekillendirerek

kisisel yasamlarina da niifuz ediyor gibi gériinmektedir.

Miihendislerin bu diinya goriisii, kisisel karar alma siireclerine kadar uzanmaktadir.
Sistemleri optimize etmeye aligkin olan miihendisler, ayni ilkeleri giinliikk yasamlaria
uygulayarak rutinlerini diizenleme ve bosa harcanan zamani en aza indirme egilimindedir. Bu
yaklasim, bos zaman etkinliklerinin bile verimlilik gbz oniinde bulundurularak planlandig bir
“yasam optimizasyonu” anlayisina yol agabilir. Bu yapilandirilmis diisiince bi¢imi, spontanliga
ve belirsizlige daha az deger verildigi ve netlik, kesinlik ile diizenin dnceliklendirildigi bir diinya
goriisiinii temsil etmektedir. Bdyle bir yaklasim, miihendislerin yalnizca zamanlarimi ve

iliskilerini degil, ayn1 zamanda kisisel gelisim siire¢lerini de nasil yonettiklerini sekillendirebilir.

Bu teknik-rasyonel diinya goriisiiniin miithendislerin toplumsal meselelere yaklagimlarina
da etkisi vardir. Hayata algoritmik bir mercekten bakildiginda, karmasik toplumsal sorunlar
genellikle dogru kurallar veya algoritmalarla ¢doziilebilecek teknik zorluklar olarak
kavramsallastirilmaktadir. Bu durum, miihendislerin teknik verimlilik ve etkinlige dncelik veren
cozlimleri tercih etmesine ve bu sorunlarin toplumsal, kiiltiirel ve etik boyutlarini géz ardi
etmesine yol agabilir. Ornegin, yapay zekanm etik sonuglari iizerine yapilan tartismalarda, bir
miihendis, bu tiir 6nyargilar iireten ve siirdiiren toplumsal yapilar1 sorgulamak yerine, 6nyargiy1

azaltmak icin algoritmayi iyilestirmeye odaklanmaya daha meyilli olabilir.

Gorligmelerde ortaya ¢ikan bulgular, yapay zekanin teknik c¢ercevesinin miihendisler
tarafindan ¢aligmalarini toplumsal kaygilardan ayri bir alan olarak goérme egilimini yansittigini
gostermektedir. Algoritma tasarimi, veri se¢imi veya sistem optimizasyonu gibi siireclerde alinan
kararlarin ¢gogunlukla teknik kriterler tarafindan yonlendirildigi ifade edilmistir. Bu baglamda,
bu kararlarin adalet, 6nyargi veya yapay zeka sistemlerinin toplumsal etkileri gibi sonug¢lariin
mevcut teknik cercevede tam anlamiyla ele alinmadigi veya goz oniinde bulundurulmadigi
goriilmektedir. Bu durum, yapay zeka sistemlerinin hem teknik hem de toplumsal boyutlarini

dikkate alan daha biitlinsel bir anlayisa olan ihtiyaci ortaya koymaktadir.

Teknik dogruluk kavrami genellikle verimlilikle iliskilendirilmekte ve c¢ogunlukla
matematiksel ve istatistiksel modellerle desteklenen bir yeterlilik diizeyini ifade etmektedir. Bu

baglanti, mithendislik baglamlarinda hassasiyet ve verimliligin nasil algilandigin1 derinden
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sekillendirmektedir (Noble, 1979; Bucciarelli, 1994; Newberry, 2015). Verimlilik, yapay zeka
sistemlerinde dogruluga ulagmanin temel tas1 olarak goriilmektedir. Katilimcilar, yapay zekanin
yalnizca verimli ¢alistiginda ve hedeflenen islevlerini hassasiyetle yerine getirdiginde diizgiin
calisan bir sistem olarak kabul edildigini sik¢a vurgulamislardir. Geleneksel miihendisligin temel
ilkesi olan verimlilik (Faulkner, 2015; Newberry, 2015), yazilim miihendisligi uygulamalarina

da yansimaktadir.

Verimlilik ve dogrulugun bu sekilde i¢ i¢e gegmesi, yalnizca teknik bir gereklilik olarak
kalmay1p, miihendislik uygulamalarinin i¢ine gdmiilii daha derin kiiltiirel ve ideolojik ¢erceveleri
de agiga cikarmaktadir. Bu cer¢evede, miihendislik alanlarinin erkek egemen kiiltiirle nasil
iliskilendigi dikkate alinmalidir. Miihendislik disiplinlerindeki verimlilik, hassasiyet ve teknik
ustalik gibi nitelikler siklikla eril 6zellikler olarak kodlanmaktadir (Cockburn, 1985; Wajcman,
1991). Bu tiir bir kiiltiirel kodlama yalnizca sembolik diizeyde kalmayip, ayni zamanda
miihendislik alanlarinda kimin “yetkin” veya “uygun” olarak kabul edilecegine dair normlar1 ve

beklentileri sekillendirmektedir.

Bu kiiltiirel kodlama, yapay zeka ve miihendislik alanlarindaki kadinlarin ve kendilerini bir
cinsiyet altinda tanimlamayan bireylerin marjinalize edilmesi sonucunu dogurabilir. Teknik
becerilere yonelik vurgu, bu alanlardaki kadinlarin teknik yeterliliklerinden ziyade, tipik
“miihendis” imgesine uymadiklar1 gerekcesiyle arka planda kalmalarina neden olabilir. Ayrica,
miihendislik ortamlarinda genellikle erkeklikle iliskilendirilen rasyonellik ve kontrol degerleri
one cikarken, kadinlikla iliskilendirilen empati, iletisim ve ekip ¢alismasi gibi “yumusak”
beceriler goz ardi edilebilmektedir (Faulkner, 2007). Bu durum, kadinlarin miihendislik
kiiltiiriine uyum saglama baskis1 altinda, toplumsal ve etik boyutlar1 kiictimseyerek teknik titizligi

asir1 vurgulama egilimini giiclendirebilir (Henwood, 1998; Faulkner, 2009).

Verimlilik ve teknik dogruluga yapilan vurgu, bu degerlerin nasil sadece teknik
gereklilikler olmadigini, ayni zamanda sosyo-ekonomik zorunluluklari da yansittigini
gostermektedir. Kapitalist bir sistemde verimlilik ayrilmaz bir sekilde iiretkenlik, maliyet azaltma
ve kar maksimizasyonu ile baglantilidir. Bu “verimlilik fetisizmi” teknolojik gelisime niifuz
ederek ¢iktilar1 optimize etmeye ve girdileri en aza indirmeye odaklanir ve genellikle toplumsal,

etik ve kiiltiirel hususlar1 bir kenara birakir. Yapay zeka gelisiminde bu durum, kapitalist
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verimlilik ve karlilik degerleriyle uyumlu performans olgiitlerine (veri islemede dogruluk veya

bilgi islem gorevlerinde hiz gibi) dncelik verilmesiyle sonug¢lanmaktadir.

Bu kapitalist yonelimin yapay zeka teknolojilerinin gelistirilmesi ve uygulanmasi
iizerindeki etkileri derin ve ¢ok katmanlidir. Verimlilik merkezli bir yaklasim, teknolojik
ilerlemeyi genellikle optimizasyon ve maliyet etkinligi ile tanimlayarak, toplumsal etki ve etik
sorumlulugun daha genis bir ¢ercevede ele alinmasini golgede birakabilir. Bu dar teknik
odaklanma, yapay zeka sistemlerinin mevcut esitsizlikleri siirdiirme veya yeni 6nyargi ve dislama
bicimleri yaratma potansiyelini yeterince dikkate almamaktadir (Winner, 1986; Noble, 2018).
Ornegin, verileri hizli ve dogru bir sekilde kategorize eden bir yapay zeka sistemi, egitim veri
kiimelerinde mevcut olan irksal veya toplumsal cinsiyet dnyargilarin1 pekistirebilir. Boylelikle,

teknik nesnellik kisvesi altinda toplumsal dnyargilar “dogru” bir sekilde yeniden iiretilmis olur.

Yapay zeka gelistirme siire¢lerindeki verimlilik fetisizmi, teknolojik ¢oziimlerin dogasi
geregi rasyonel ve nesnel oldugu, bu nedenle toplumsal baglamlardan bagimsiz bir sekilde
isledigi varsayimini destekleyen teknolojik determinizmle paralellik gostermektedir (Feenberg,
1999; MacKenzie ve Wajcman, 1999). Ancak bu inang, yapay zeka sistemlerinin belirli
toplumsal, politik ve ekonomik baglamlara gomiilii oldugu gercegini goz ardi etmektedir.
Gelistirenlerin degerlerini ve c¢ikarlarini yansitan bu teknolojiler, toplumsal esitsizlik ve
ayrimcilik gibi sorunlara dogrudan katkida bulunabilir. Ornegin, verimliligin nceliklendirilmesi,
esitsizlik, cevresel siirdiiriilebilirlik veya etik kaygilar gibi daha derin toplumsal sorunlarin ele

alinmasi pahasina iiretkenlik ve ekonomik biiylimeye odaklanmay1 yansitabilir.

Yapay zekd miihendisliginde bu verimlilik merkezli yaklagim, genellikle belirli,
standardize edilmis programlama dilleri veya 6nceden egitilmis makine 6grenmesi modelleri gibi
standartlagtirilmig araglarin kullaniminda somutlasmaktadir. Bu araglar gelistirme siireclerini
hizlandirirken, mithendislerin kullanilan algoritmalar ve veri yapilarina dair daha derin bir anlayis
gelistirme ihtiyacin1 azaltabilir. Boyle bir yaklagim, insan emegini en aza indirerek,
standartlagtirilmig ve verimli iiretim siireclerini tercih eden kapitalist liretim modellerine benzer
bir egilim gostermektedir (Braverman, 1974; Noble, 1979). Verimliligin ve teknik dogrulugun
bu sekilde fetisize edilmesi, yapay zeka sistemlerinin algilanma ve kullanilma bi¢imlerini de
sekillendirmektedir. Dogrulukla birlesen verimlilik, teknik olarak ““ kusursuz ¢alisan” ancak etik
ve toplumsal sonuclar1 g6z ard1 eden yapay zeka sistemlerinin olumsuz etkilerini maskeleyebilir.
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Ornegin, ise alim siireglerini optimize etmek icin kullanilan bir yapay zeka sistemi 6zgecmisleri
hizl1 bir sekilde tarayip siralayabilir; ancak egitim verilerindeki 6nyargilar nedeniyle toplumsal
cinsiyet veya 1rksal esitsizlikleri pekistirebilir. Bu durumda, verimlilik diirtiisii, toplumsal adalet
ve hakkaniyetin niteliksel boyutlarini hesaba katamayan niceliksel dlgiitlere asir1 gliveni tesvik

etmektedir (Eubanks, 2018; O’Neil, 2016).

Katilimeilarin algoritmik yanlilik terimini kavramsallastirma bi¢imleri, miihendislikte
hakim olan teknik-rasyonel diinya goriigiiniin giiclii etkisini ortaya koymaktadir. Bulgular,
miihendislik ve sosyolojinin algoritmik yanlilik kavramini ele alig bicimindeki temel bir farklilig1
vurgulamaktadir. Sosyolojik bir perspektiften bakildiginda, algoritmik yanlilik oncelikle
toplumsal sonuclar1 ve etkileri baglaminda anlasilmaktadir. Sosyologlar, algoritmik yanliligin
mevcut toplumsal esitsizlikleri nasil gii¢lendirdigi, belirli gruplar1 nasil marjinalize ettigi veya
ayrimct uygulamalart nasil siirdiirdiigii ile ilgilenmektedir. Algoritmik yanlilik, yapay zeka
sistemlerinin temelini olusturan veri ve karar verme siireglerine gomiilii irke¢ilik, cinsiyetcilik
veya sinifsal ayrimeiligin gibi toplumsal sorunlarin bir tezahiirii olarak ele alinmaktadir (Noble,

2018; Benjamin, 2019; Katz, 2020).

Buna karsilik, miihendislik perspektifi genellikle algoritmik yanliligin teknik yonlerine
odaklanmaktadir. Miihendisler, algoritmik yanlilig1, sistemin standart veya normdan teknik bir
sapma olarak ¢erceveleme egilimindedir ve bunu mimaride veya veri girdilerinde diizeltilmesi
gereken bir problem olarak gormektedir. Bu bakis agisina gore, algoritmik yanlilik kusurlu
algoritmalarin veya yetersiz veri setlerinin istenmeyen bir sonucu olarak goriiliir ve teknik
ayarlamalar veya iyilestirilmis egitim veri setleriyle giderilebilecek bir sorun olarak ¢ercevelenir.
Bu yaklasim, yapay zeka sistemlerinde islevsellik, dogruluk ve verimliligi 6nceliklendiren
teknik-rasyonel bir diinya goriisiine dayanmaktadir ve algoritmik yanliligin toplumsal ve etik

sonuglarini genellikle gz ardi etmektedir.

Kavramsallagtirmadaki bu farklilik, miihendislik ve sosyoloji arasindaki daha derin bir
epistemolojik ayrimi ortaya koymaktadir. Sosyoloji, teknolojik sistemlerin gili¢ dinamikleri,
kiiltiirel baglamlar ve toplumsal adalet kaygilar1 gibi boyutlarini anlamay1 ve ele almay1
hedeflerken, miihendislik genellikle sistemleri teknik performans i¢in optimize etmeye
odaklanmaktadir. Miithendislik yaklasimi, algoritmik yanlili§in daha iyi kodlama uygulamalari
ve daha giiclii veri isleme yontemleriyle giderilebilecegi varsayimini yansitarak, teknolojinin
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dogasi1 geregi tarafsiz ve nesnel oldugu inancini pekistirmektedir. Ancak bu bakis agisi, teknolojik
gelisimin dogas1 geregi toplumsal olan yanlarini goz ardi etme egilimindedir. Algoritmik yanlilik,
sadece teknik bir kusur degil, ayn1 zamanda bu teknolojilerin yaratildigi ve uygulandigi

toplumlarin degerlerini, varsayimlarini ve gii¢ yapilarini yansitan bir fenomendir.

Sosyoloji ve miihendisligin algoritmik yanlilifa yaklasimlarindaki farklar, yapay zeka
sistemlerinin gelistirilmesi ve uygulanmasinda disiplinler aras1 bir diyalogun gerekliligini ortaya
koymaktadir. Sosyolojik bakis acilariin teknik uzmanlikla birlestirilmesi, 6nyargilarin olustugu
karmagik ve incelikli yollar: ele alarak teknik agidan saglam ve toplumsal olarak sorumlu yapay
zeka sistemleri olusturulmasina olanak saglayabilir. Bu tiir bir biitiinsel yaklagim, algoritmik
yanliligi hem teknik hem de toplumsal bir fenomen olarak ele alarak daha derin bir anlayis

gelistirilmesini miimkiin kilacaktir.

Algoritmik yanlilik kavrami {izerine yapilan tartismalarda, ABD baglamindaki
katilimcilarin biiylik bir kismi yanliligin teknik boyutlarina, 6zellikle dogruluk ve verimlilik
iizerindeki etkilerine odaklanmustir. Ornegin, bir katilimci algoritmik yanlihigi su sekilde
tanmmlamistic:  “Yani, [algoritmik yanhlik] basitce bir sapmadr, algoritma isleri sizin
beklemediginiz bir sekilde yapar. Sizin yolunuzdan sapiyor, anliyor musunuz? Istenmeyen bir
sonugla sonuglanir, bu da daha uzun siirebilir veya daha diisiik dogrulukla sonu¢lanabilir, bunun
gibi bir sey” (K10, Ozel Sektér). Bu tanim, algoritmik yanliligi teknik bir aksaklik olarak
cercevelemekte, sistemin performansini ve verimliligini bozan bir sapma veya hata olarak

gormektedir.

Katilimeilardan yanliligi teknik mi yoksa toplumsal mi1 ¢ercevede ele aldiklarini ve neden
bu tercihi yaptiklarini agiklamalari istendiginde, ayni katilimct su yaniti vermistir: “7eknik. (...)
Sosyolojide [algoritmik] yanlilik nedir? Siz kod yazmay: biliyor musunuz?!” (K10, Ozel Sektor).
Bu ifade, teknik ¢erceveye yonelik agik bir tercihi ortaya koyarken, toplumsal perspektiflere
yonelik bir slipheciligi de yansitmaktadir. Algoritmalarla ¢alisan bu miihendisler i¢in algoritmik
yanlilik, veri islemenin verimliligini ve dogrulugunu etkileyen teknik bir sorun olarak

algilanmaktadir.

Bununla birlikte, algoritmik yanlilig1 toplumsal sonuglar baglaminda ele alan bazi

katilimcilar, bu tiir yanliliklarin marjinal gruplari nasil etkileyebilecegini kabul etmektedir. Bir
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katilime, “Sistemler belirli gruplarin lehine ya da tam tersi sekilde yanli olabilir. Bazi gruplara
zarar verebilirler. (...) OrneSin siyahlar. Algoritmalar siyahlar: suca daha yatkin olarak
degerlendirmeye meyilli olabilir. Ya da kadinlar, yiiz tanmima sistemleri erkeklerin yiizlerini
tamimada kadinlardan daha iyi bir i ¢ikariyor” (K1, Akademisyen) diyerek bu tiir yanliliklarin
toplumsal sonuglarina dikkat ¢ekmistir. Bu yanit, algoritmik yanliligin marjinal gruplari orantisiz
bir sekilde etkileyerek mevcut esitsizlikleri giiclendirebilecegini vurgulamaktadir. Ancak, bu tiir
yorumlar bile genellikle teknik ¢erceveye geri donmekte, yanlilig1 diizeltmek icin algoritmik

diizenlemeler onerilmektedir.

Algoritmik sistemlerdeki yanliliklarin nasil ele alinacagi veya ortadan kaldirilacagi sorusu
incelendiginde, katilimeilarin biiyiik cogunlugunun teknik ¢oziimler veya diizeltmeler 6nermeye
yoneldigi goriilmiistiir. Bu durum, miihendislerin teknolojinin toplumsal boyutlarini kabul etse
bile teknik-rasyonel bir diinya goriisiine bagh kalmaya devam ettiklerini gostermektedir. Bir
katilimcinin belirttigi gibi, “Ne yapilabilir? Gergek diinyayr yansitan verilere ihtiyacimiz var.
Algoritmalarin iizerinde ¢alistigt veriler yanli olabilir, degil mi? Bu yiizden gergekle ortiisen
daha fazla veriye ihtiyacimiz var. Algoritmalarimizi yeniden egitebilir, bazi ince ayarlar

vapabiliriz. Belki bu sekilde daha adil algoritmalara sahip olabiliriz” (K3, Akademisyen).

Bu yanit, daha temsili veriler elde etmek, algoritmalar1 yeniden egitmek veya algoritmik
parametreleri ayarlamak gibi teknik ¢ézlimlere odaklanmanin miihendisler arasinda yaygin bir
yaklagim oldugunu goéstermektedir. Bu yaklasim, toplumsal yanhliklarin teknik miidahalelerle
diizeltilebilecegine yonelik giiclii bir inanc1 yansitmaktadir. Yanliliklarin diizeltilmesi i¢in daha
gelismis veri isleme veya algoritmik iyilestirme Onerileri, teknolojinin nesnelligine ve
tarafsizligina duyulan giiveni pekistirmektedir. Bu ¢erceve, teknolojinin dogru yonetildiginde
toplumsal degisimi yonlendirebilecek otonom bir gii¢ oldugu inanciyla sekillenmektedir (Smith

& Marx, 1994).

Katilimeilar algoritmik yanliligin toplumsal etkilerini kabul etmekle birlikte, Onerilen
cozlimlerin genellikle yanliligin temel nedenlerini ele almak yerine teknik diizeltmelere
odaklanmas1 dikkat c¢ekicidir. Teknik c¢oziimlere yonelik bu vurgu, miihendislerin algoritmik
yanliga yol acan toplumsal, kiiltiirel ve siyasi baglamlar1 gbz ardi etmelerine neden olabilecek bir
cergeve sunmaktadir. Teknolojik siireglerin toplumsal g¢evresinden izole edilebilecegine ve
bagimsiz olarak optimize edilebilecegine yonelik bu yaklagim, teknolojik determinizmin bir
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yansimasi olarak degerlendirilebilir (Benjamin, 2019). Ayrica, verilerin toplumsal baglamlardan
ve gii¢ iliskilerinden bagimsiz bir sekilde “gercekligi yansitabilecegi” fikri, verilerin dogasi
geregi toplumsal yapilarim bir {iriinii oldugunu goz ard1 etmektedir. Ornegin, “gerceklige uygun”
veriler saglama cagrilari, adil veya temsili bir veri setinin neyi olusturdugunu tanimlamanin
icerdigi karmasikliklar1 ve bu tanimlarin kendilerinin mevcut toplumsal esitsizliklerden nasil
etkilendigini gbéz ardi edebilir (D’Ignazio & Klein, 2020; Gitelman, 2013). Katilimcilarin
sOylemleri, miihendislik diinya goriisiindeki ince ama 6nemli bir gerilimi ortaya koymaktadir.
Algoritmik sistemlerin toplumsal sorunlar yaratabilecegi kabul edilmekle birlikte, Onerilen
cozlimler, yanliligin temel nedenlerini ele almak yerine teknik ayarlamalara odaklanmaktadir. Bu
durum, teknik uzmanlik ile teknolojinin toplumsal boyutlarina iliskin daha derin bir anlayisi
birlestiren daha biitiinsel bir yaklagimin gerekliligine isaret etmektedir. Bdyle bir yaklagim, adil
ve esitlik¢i yapay zekad sistemleri gelistirmek icin daha kapsayici bir strateji saglayabilir

(Jasanoft, 2004; 2017).

Tiirkiye baglaminda, 15 katilimecidan 12’sinin “algoritmik yanlilik” terimini agirlikli olarak
teknik bir cergevede tanimladigi ve toplumsal boyutlarimi biiyiik Olciide gbéz ardi ettigi
gozlemlenmistir. Bu egilim, yapay zeka sistemlerinde islevsellige ve verimlilige oncelik veren
miihendisler arasinda gbézlemlenen teknik-rasyonel diinya goriisiiyle uyumludur. Yurtdisinda
yapay zeka gelistiricisi olarak c¢alisan bir katilimcmin agiklamasi bu bakis acgisini
desteklemektedir: “/yapay zekad] girdiyi ¢iktiya doniistiirmek i¢in onceden belirlenmis kurallar
takip eden algoritmalardan olusan bir sistem aslinda. (...) Kendinizi diistiniin. Yapay zeka da
beyniniz gibi ¢alisiyor iste; her saniye bir¢ok bilgi geliyor beyninize. Beyniniz hayatinizi
stirdiirebilmeniz i¢in bunlart igliyor. Sistemde bir hata varsa, verimsiz ¢alisacaktir; belki
sonuglara ulasmak daha fazla zaman alir veya sonuglar o kadar dogru ¢ikmaz. Sistem sizin

yolunuzdan sapmistir yani; bu algoritmik yanlilik” (K30, Ozel Sektér).

Bu analoji, insan biligsel siireclerini yakindan yansitan, verimlilik ve dogrulugun temel
oldugu mekanik bir anlayis1 vurgulamaktadir. Bu cercevede, algoritmik yanlilik toplumsal
Onyargilarin bir yansimasi olarak degil, teknik bir kusur, diizeltilmesi gereken bir verimsizlik
olarak goriilmektedir. Bu bakis agisi, yapay zekd sistemlerinin toplumsal esitsizlikleri nasil
stirdiirebilecegi veya derinlestirebilecegi konusundaki diislinceleri bir kenara birakarak, dogruluk

ve kontrol arzusuna dayanan bir yapay zeka anlayisini gliglendirmektedir.
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Katilimeilar tarafindan ifade edilen algoritmik yanliligin diizeltilmesine yonelik
yaklagimlar, bu teknik yonelimi daha da pekistirmektedir. Cogu katilimci i¢in ¢6ziim, potansiyel
olarak yanli bir bilgi kaynag1 olarak algilanan veriyle baslamaktadir. Alternatif olarak, sorun
veriye uygulanan modelde olabilir; bu model, veriyi islemek i¢in uygun sekilde tasarlanmamis
olabilir ve dolayisiyla verimsiz veya hatali igslemeye yol agabilir. Bu durum, yapay zekanin ve
bu teknoloji ile ilintili kavramlarin anlagilmasi ve yonetilmesinde teknik kavrayisin toplumsal
hususlar tizerindeki devam eden baskinligini yansitmaktadir. Bir katilimeinin ifadesi bunu agikca
gostermektedir:  “Ilk  basta verilerimi kontrol ederdim. Belki veriler yanlhdir, dogru
toplanmamistir. Eger durum buysa, algoritmayi egitmek icin daha fazla veriye ihtiyacimiz var.
Bazi durumlarda, yanliliga neden olan veri olmayabiliyor. Belki de model veriye uymuyor, onu
verimsiz ve yanlis bir sekilde isliyordur. Dolayisiyla, yanhiliktan kurtulmak igcin modelimizi

diizeltmemiz gerekebilir” (K27, Akademisyen).

Bu yanit, algoritmik yanlili§in temelini olusturan daha karmasik toplumsal dinamiklerle
ilgilenmek yerine veri kalitesinin iyilestirilmesi veya algoritmik modelin ayarlanmasi gibi teknik
diizeltmelerin agikga tercih edildigini gostermektedir. Onyargiy1 “diizeltmenin” birincil yollar:
olarak veri ve model dogruluguna yapilan vurgu, teknolojik ¢oziimlerin derinlemesine gomiilil
toplumsal sorunlar1 ele almak igin yeterli olduguna dair altta yatan bir varsayimi ortaya
koymaktadir. Bu inang, teknolojiyi toplumsal sorunlarin hem kaynagi hem de ¢dziimii olarak
goren teknoloji merkezli bir diinya goriisiiyle uyumludur ve yapay zeka gelistirme siirecinde etik,

esitlik ve kapsayicilikla ilgili tartigmalara duyulan ihtiyaci potansiyel olarak gizlemektedir.

Bunun yani sira, bu teknik odaklanma, hem Tiirkiye hem de ABD’de yaygin olan
miihendislik egitimi ve profesyonel uygulamalarin bir yansimasi olarak da goriilebilir. Bu
ortamlarda, performans i¢in sistemleri optimize etmeye, hatalari1 en aza indirmeye ve ¢iktilar1 en
iist diizeye ¢ikarmaya yonelik giiclii bir vurgu bulunmaktadir. Bu yaklasim, istemeden de olsa,
yapay zeka gelistirme siirecinde toplumsal meselelerin goz ardi edilmesine yol acabilecek bir
teknik yonelimi giliglendirmektedir. Teknik parametreler optimize edildiginde, yapay zeka
sisteminin adil ve objektif bir sekilde calisacagina dair bir varsayim, hem verilerde hem de
algoritmalarda mevcut toplumsal esitsizlikleri yansitan i¢sel dnyargilart goz ardi etme riskini
tasimaktadir (Katz, 2020). Bu bulgular, Tiirkiye’deki miithendisler arasinda algoritmik yanlilik

kavramina iliskin bir farkindalik olsa da, ¢6ziim 6nerilerinin teknik bir ¢ercevede derinlemesine
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kok saldigini gostermektedir. Bu durum, hem teknik hem de toplumsal perspektifleri igeren daha
entegre bir yaklasima ihtiya¢ duyuldugunu ve yapay zeka sistemlerinin toplumsal baglamlar
icinde nasil ¢alistigina ve bu baglamlar1 nasil etkiledigine dair daha biitiinciil bir anlayis1 tegvik

ettigini gostermektedir.

Katilimeilarin yanitlari, her iki kiiltiirel baglamda da algoritmik yanliliga tamamen teknik
bir mesele olarak yapilan vurgunun, miihendislik alaninda derinlemesine kok salmis olan
verimlilige yonelik kiiltiirel bir yonelimi yansittigini gostermektedir. Verimlilige odaklanma
sadece teknik bir gereklilik degil, ayn1 zamanda miihendislerin profesyonel kimliginin temelini
olusturan bir deger olarak ortaya ¢ikmaktadir. Verimliligin tiretkenlik ve karlilikla esanlamli
oldugu kapitalist bir toplumda, bu teknik-rasyonel yaklasim siirecleri ve ¢iktilar1 optimize etmeyi
her seyin istlinde tutan bir ekonomik mantikla uyumludur. Katilimcilarin yanitlari, birincil
amacin verimliligi en iist dlizeye ¢ikarmak oldugu, genellikle toplumsal veya etik hususlarin
dislandig1 teknokratik bir yaklagimla uyumlu bir diinya goriisiinii yansitmaktadir. Bu bakis ag1si,
miihendislik kimliklerinin biiyiik 6l¢iide hem mesleki bir goérev hem de bir zorunluluk olarak
cercevelenen verimlilige baghilikla sekillendigini gosteren Onceki arastirmalarla tutarli bir

goriintli ¢cizmektedir (Hughes, 1986; Bucciarelli, 1994; Newberry, 2015).

Uygulamada, algoritmik yanlilik ve yapay zeka gelisimini anlamaya yonelik bu teknik-
rasyonel yaklagim, “verimlilik fetisizmi” olarak adlandirilabilecek bir olguyu yansitmaktadir. Bu
kavram, kapitalist tiretim bigimlerinin ayirt edici 6zelligi olan maksimum tiretkenlik ve minimum
emek igeren siirecin her yonilinii optimize etme siarini yansitmaktadir (Noble, 1979). Bu
cergevede mithendisler, yapay zekay1 oncelikle veri islemede teknik dogruluk ve verimlilik elde
etmek icin bir arag olarak gérmeye tesvik edilmektedir. Teknik optimizasyona bu dar odaklanma,
yapay zeka sistemlerinin dogasinda bulunan toplumsal boyutlar1 en aza indirme veya gérmezden

gelme egilimindedir.

Bu tiir bir teknoloji merkezli bakis acisi, teknik hususlari toplumsal hususlardan ayiran
ikilemli bir diinya goriisii tarafindan daha da giiclendirilmektedir. Bu diinya goriisii, mithendislik
egitimine ve mesleki uygulamalara derinlemesine gomiilii bir ikilemle sekillenmektedir;
toplumsal meselelerin, teknik zorluklara gore ikincil ya da miihendisligin temel yetkinlikleriyle
ilgisiz olarak gorildiigii bir kiiltiirii siirdiirmektedir. Teknik olani toplumsal olanin karsisinda
konumlandiran bu ikilik, yapay zeka teknolojilerinin otonom, nesnel ve i¢ine gomiilii olduklar1
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toplumsal baglamlardan kopuk olarak algilandigi bir tiir teknolojik fetisizme katkida

bulunmaktadir.

Bu paradigma icinde faaliyet gosteren miihendisler, genellikle kendilerini “zor” teknik
becerilerde uzman olarak gormekte ve toplumsal hususlari uzmanlik alanlarinin digsinda
degerlendirmektedir. Bu goriis, bir katilimecinin algoritmik yanliliga sosyolojik bir bakis agisinin
uygunlugunu reddeden yanmitinda agik¢a yansitilmaktadir: “Sosyolojide [algoritmik yanlhilik]
nedir? Siz kod yazmayr biliyor musunuz?!” (K10, Ozel Sektor). Boyle bir bakis agisi,
miihendislikte teknik ustaligi toplumsal farkindaligin iizerinde konumlandiran ve algoritmik
yanlilik gibi herhangi bir sapmanin baglamsal anlayis ve disiplinler arasi yaklagimlar
gerektirebilecek toplumsal bir sorundan ziyade yalnizca diizeltilmesi gereken teknik bir hata

oldugu algisin1 gii¢lendiren kiiltiirel bir 6nyargiy1 gdstermektedir.

Bu bakis acisinin sonuglart oldukca kapsamlidir. Algoritmik yanlilig1 kesinlikle teknik
terimlerle ¢ergeveleyerek, mithendisler veri kiimelerine veya algoritmalarina gémiilii yanliliklar
istemeden giiclendirebilir ve teknik verimlilik ve tarafsizlik kisvesi altinda esitsizlikleri
stirdiirebilirler. Teknik verimlilige bu dar odaklanma, yapay zeka sistemlerinin sorumlu bir
sekilde gelistirilmesi ve uygulanmasi i¢in gerekli olan karmagsik toplumsal gergeklikleri ve etik
hususlar1 gizleyebilir. Ornegin, ise almada karar vermeyi optimize etmek igin tasarlanmis bir
yapay zeka sistemi, adaylar1 belirli kriterlere gére verimli bir sekilde isleyebilir ve siralayabilir.
Ancak altta yatan veriler cinsiyet veya irk ayrimciligi gibi tarihsel yanliliklari yansitiyorsa, sistem
teknik verimliligine ragmen bu yanliliklar siirdiirebilir ve hatta giiclendirerek toplumsal olarak

adaletsiz sonuglara yol acabilir.

Ayrica, bu teknoloji merkezli diigiince ve tekno-sovenist pratikler, teknolojik ¢oziimlerin
dogas1 geregi rasyonel ve nesnel oldugunu, gelistirildikleri toplumsal baglamlardan bagimsiz
oldugunu varsayan bir tiir teknolojik determinizmle de uyumludur. Teknolojinin tarafsizligina
olan bu inang, cogu zaman teknolojinin toplumsal ve etik boyutlarmin hafife alinmasma yol
acmaktadir (Pitt, 2014; Miller, 2021). Miihendisler, verimlilige ve dogruluga oncelik vererek,
yapay zeka sistemlerinin belirli toplumsal, politik ve ekonomik baglamlara gomiilii oldugu ve
genellikle onlar1 gelistirenlerin ¢ikarlarini ve degerlerini yansittig1 yollar1 gézden kacirabilirler.
Bir baska deyisle, verimlilik fetisi, teknolojik yeniligin merkezinde yer alsa da, iki ucu keskin bir
kili¢c haline gelmektedir: teknolojik ilerlemeyi ve optimizasyonu tesvik ederken, yapay zeka
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gelistirmeyle iligkili toplumsal etkileri ve etik sorumluluklar1 ihmal etme riski tasimaktadir. Bu
durum, yalnizca teknolojik basarilara degil, ayn1 zamanda yapay zeka sistemlerinin uzun vadeli
toplumsal sonuglara iliskin daha derin bir farkindalik gelistirme ihtiyacin1 da ortaya

koymaktadir.

Miihendisler arasindaki algoritmik yanlilik algis1, verimliligi hem yol gosterici bir ilke hem
de nihai bir hedef olarak Onceliklendiren teknik-rasyonel bir diinya goriisii tarafindan biiyiik
olgiide sekillendirilmektedir. Bu bakis acisi, genellikle toplumsal kaygilar pahasina, iiretkenligi
en ist diizeye ¢ikarmaya ve maliyetleri en aza indirmeye yonelik kapitalist bir yonelimle
yakindan uyumludur. Sonug olarak, miihendisler yapay zekay1 tamamen teknik bir ¢dziim olarak
kavramsallastirmaya daha meyillidir ve bu teknolojileri etkileyen ve onlardan etkilenen
toplumsal baglamlar1 ve potansiyel yanliliklar1 goz ardi etmektedir. Bu yaklasim, yalnizca yapay
zeka gelistirmede ilgili uzmanlik olarak kabul edilen alanin kapsamini sinirlamakla kalmayip,
ayni zamanda teknik nesnellik goriiniimii altinda toplumsal esitsizlikleri ve yanlliklari stirdiirme

potansiyeline de sahiptir.

Bu calismadan elde edilen bulgular, miihendisler arasinda hem mesleki uygulamalarint hem
de giinlik yasamlarimi sekillendiren koklii bir teknik-rasyonel diinya goriislinii ortaya
koymaktadir. Bu diinya goriisii, miihendislik disiplininin merkezinde yer alan temel degerler olan
dogruluk ve verimlilik ilkeleri tarafindan yonetilen teknik bir sistem olarak yapay zekanin baskin
bir goriisii ile karakterize edilmektedir. Bu bakis acisi, birincil odak noktasinin maksimum
performans i¢in algoritmalar1 optimize etmek oldugu, genellikle toplumsal ve etik etkileri goz
ontinde bulundurma pahasina yapay zeka gelistirme yaklagimlarini etkilemektedir. Yapay zeka
ve algoritmalari, giinliik rutinlerde bulunan 6ngoriilebilirlik ve kontrolii yansitan araglar olarak
cergeveleme egilimi, bu diinya goriisiinii daha da vurgulamaktadir. Bu tiir bir ¢erceveleme,
miihendislerin islerini, ister teknolojik ister insani olsun, her siirecin ayr1 adimlara boliinebilecegi
ve daha iyi sonuglar i¢in optimize edilebilecegi mekanistik bir diinya goriislinlin uzantisi olarak

algiladiklarin1 gostermektedir.

Bu teknik-rasyonel diinya goriisii, teknik uzmanligin en mesru bilgi bigimi olarak
goriildiigli teknokratik bir ideolojiyi yansitmaktadir (Fischer, 1990; Ellul, 1964). Bu ideoloji
miihendisleri, sistemleri tasarlamak ve iyilestirmek i¢in bilimsel ilkeleri uygulayan ve genellikle
bu sistemlerin i¢inde isledigi toplumsal baglamlarla ilgilenmeyen kilit sorun ¢dziiciiler olarak
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konumlandirir. Teknik hassasiyet ve optimizasyona yapilan vurgu, verimlilige yonelik kiiltiirel
bir yoOnelimi yansitmakta, iiretkenlik ve maliyet etkinligine Oncelik veren Kkapitalist
zorunluluklarla yakindan uyum saglamaktadir. Verimlilige bu sekilde odaklanmak sadece
mesleki bir gereklilik degil, basarinin genellikle daha az kaynakla daha fazla ¢ikti, daha fazla
dogruluk, daha fazla hiz gibi daha aziyla daha fazlasi elde etme becerisiyle olgiildiigii
miihendisligin kiiltiirel dokusuna derinlemesine islemistir. Bu amansiz verimlilik arayisi,
teknolojik yeniligi tesvik ederken, karmasik toplumsal olgulari yalnizca teknik sorunlara
indirgeme ve boylece baglamsal ve politik unsurlarindan arindirma riski tagir (Winner, 1986;

MacKenzie & Wajcman, 1999; Faulkner, 2015).

Bu baglamda, teknik-rasyonel diinya goriisiiyle donanmis miihendislerin, yapay zeka
sistemlerini tamamen teknik birer arag¢ olarak ele alarak, teknolojik yansizlik ve nesnellik
goriintiisii altinda mevcut toplumsal esitsizlikleri pekistiren veya yeni yanlilik bi¢cimleri ortaya
koyan toplumsal asimetrilerin yeniden tiretilmesine zimni olarak katkida bulunmaktadir yorumu
yapilabilir. Bu olgu, teknolojinin toplumsal etkilerden bagimsiz olarak kendi mantigina gore
gelistigini One siiren teknolojik determinizm merceginden anlagilabilir (Smith & Marx, 1994).
Bu bakis acis1 genellikle, yapay zekanin toplumsal etkilerinin teknik gelisimine gore ikincil
olarak goriildigii determinist bir teknoloji goriisiine yol agmaktadir. Sonug olarak, miithendisler
tasarimlarinin toplumsal yanliliklar1 yeniden {iretebilecegi veya toplumsal bdliinmeleri
siddetlendirebilecegi yollar1 gozden kagirabilirler. Ornegin, yanli veriler iizerinde egitilen
algoritmalar, yiiksek teknik dogrulukla caligsalar bile kliseleri siirdiirebilir veya ayrimei

uygulamalar gii¢lendirebilir (Noble, 2018; Eubanks, 2018).

Verimlilik ve teknik dogruluga odaklanmak, teknik baglamda miikemmeliyete ulasan
yapay zeka sistemleri gelistirmek icin son derece 6nemli goriinse de, sosyolojik anlamda bir kor
noktay1 da vurgulamaktadir: yapay zeka gelistirme siireglerinin dogasinda var olan toplumsal
boyutlar1 ve etik sorumluluklari gézden kagirma veya en aza indirme potansiyeli. Islevsellige ve
optimizasyona Oncelik vermek iizere egitilen miihendisler, ¢aligmalarinin toplumsal etkilerini
elestirel bir sekilde incelemek i¢in gerekli ¢ergeveden veya egilimden yoksundur; bu da hem
islerinde hem de daha genel olarak giinliik yasamlarinda teknolojiye ve teknige inang iizerine insa

edilmis tekno-sovenist bir yaklasim yaratmaktadir (Broussard, 2018).
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Yazilim miihendislerinin bu teknolojiyi kavrayisindaki s6z konusu egilim, bu ‘teknolojik
aracin’ teknik acidan miikemmeliyete ulasmis, fakat diger bir taraftan toplumsal esitsizlikleri
siddetlendirebilecek, kisisel mahremiyeti tehlikeye atabilecek veya demokratik siiregleri
baltalayabilecek ve gii¢ asimetrilerini yeniden iiretebilecek bir teknolojiye, veyahut bir ideolojik
aygita doniismesine sebebiyet verebilir (Benjamin, 2019; Zuboff, 2019). Katilimcilarin yanitlari,
yapay zeka teknolojilerini sekillendiren ve bu teknolojiler tarafindan sekillendirilen toplumsal
baglamlarla ilgilenme konusunda yasanan kayitsizligi, bunun yerine mesleki uzmanliklar
dahilinde daha tanidik ve yonetilebilir olan teknik yonlere odaklandiklarini gostermektedir. Bu
kayitsizlik, miithendislik miifredatinin genellikle sosyal bilim perspektifleriyle entegrasyondan
yoksun oldugu kiiltiirel bir boslugu yansitmakta ve miihendisleri toplumsalligin karmasik etik

diinyasinda gezinmek i¢in hazirliksiz birakmaktadir (Faulkner, 2000; Wajcman, 1991).

Bu teknik odaklanma, caligmalarini tamamen teknik olarak goéren miihendislerin zapay
zekanin toplumsal sonuglarini dikkate almaya daha az egilimli olabilecegi ve bdylece dar odakli
ve toplumsal olarak kopuk bir teknolojik gelisme dongiislinii siirdiirdiigii bir geri bildirim
dongiisii yaratmaktadir. Bu dar odaklanma, miihendislerin faaliyet gosterdigi ve basariin tipik
olarak teknik basarilar ve kilometre taslari agisindan tanimlandigi profesyonel ortamlar
tarafindan daha da gii¢lendirilmektedir. Bu ortamlar, yapay zeka sistemlerinin ortaya ¢ikardigi
cok yonlii zorluklarin Gistesinden gelmek i¢in gerekli olan disiplinler arasi igbirligi ve diyalogun
onemini genellikle kiigiimsemekte veya ihmal etmektedir (Bucciarelli, 1994; Jasanoff, 2004;

Airoldi, 2022).

Bu ortak teknik yonelim, yenilik, yikim ve teknolojik determinizm merkezIli bir diinya
goriisiinii destekleyen “Silikon Vadisi ideolojisinin” (Sadowski, 2020) homojenligi merceginden
daha iyi anlasilabilir. Kiiresel miihendislik kiiltlirlerine niifuz etmis olan bu ideoloji, genellikle
bu teknolojilerin toplumsal etkileriyle ilgilenmek pahasina, teknolojik ilerleme ve optimizasyona
dar bir odaklanmay:1 tesvik etmektedir. Sonug¢ olarak, hem ABD hem de Tiirkiye’deki
miihendisler -farkli cografi ve kiiltiirel baglamlarina ragmen- yapay zekaya benzer bir zihniyetle

yaklagsmakta ve teknik hususlara toplumsal olanlardan daha fazla 6ncelik vermektedir.

Her iki baglamda da bu teknik-rasyonel kavramsallastirma bi¢iminin yayginlhigi ve
baskinligi, ulusal sinirlari asan kiiresellesmis bir miihendislik  kiiltiiriiniin ~ etkisini
vurgulamaktadir. Bu kiiltiir, ortak egitim cergeveleri, standartlastirilmis miifredat ve ortak bir dizi
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deger ve onceligi gliclendiren uluslararasi isbirlikleri ile karakterize edilir (Bucciarrelli, 1994;
Ellull, 1963). Diinya capindaki miihendislik programlarinda, nicel becerilere, matematiksel
modellemeye ve yapay zeka ve algoritma gelistirmenin teknik mekanigine gii¢lii bir vurgu vardar.
Egitimle giiclii bir bicimde pekistirilen bu vurgu, teknolojinin birincil amacin verimliligi artirmak
ve hatalar1 en aza indirmek oldugu nesnel, tarafsiz bir alan olarak goriilmesini tesvik etmektedir.
Sonug olarak, toplumsal ve etik hususlar genellikle ikincil kaygilar olarak veya yalnizca teknik

cozlimlerle ele alinabilecek konular olarak algilanmaktadir.

Her iki kiiltiirel baglamda ortaya ¢ikan bu benzerlik, miihendislerin faaliyet gosterdikleri
profesyonel ortamlarla da iligkilendirilebilir. Hem ABD’de hem de Tiirkiye’de, ekonomik
bliylimenin ve rekabet avantajinin itici giicii olarak teknolojik yenilige 6nemli bir vurgu
yapilmaktadir. Mithendisler genellikle hizli teknolojik gelisim ve yayilima dncelik vermeleri i¢in
tesvik edildikleri, hatta bask1 gordiikleri baglamlarda yer almaktadir. Bu odaklanma, yapay zeka
ve ilgili teknolojilerin degerinin, gorevleri daha verimli, hizli ve uygun maliyetli bir sekilde
yerine getirme yetenekleri acisindan oOlgiildiigli teknoloji merkezli bir diinya goriisiinii
giiclendirmektedir. Bu zihniyetin hakimiyeti, Silikon Vadisi’nin etkisinin kiiresel erigimiyle
birlestiginde, yapay zekanin farkli ortamlarda nasil anlagildig1 ve uygulandigi konusunda bir
yakinlagmaya katkida bulunmaktadir. Caligmanin bulgulari, bu ortak teknik-rasyonel yaklagimin
hem ABD hem de Tiirkiye’deki miithendislerin yapay zekéanin toplumsal sonuglariyla tam olarak
ilgilenme kapasitesini sinirlayabilecegini gostermektedir. Teknik olana bu odaklanma, teknolojik
coziimlerin dogas1 geregi iistiin oldugunun varsayildigi ve karmasik toplumsal sorunlari ele
almak icin birincil ara¢ olarak goriildiigii bir tiir tekno-sovenizmin, kiiltiirel homojenitesini de

yansitmaktadir.
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5.2. Agin Haritalandirilmasi II: insan-Olmayan Aktor Olarak Uretken Yapay Zeka

Platformlart®

Yapay zeka gelistirme siireci genellikle iki temel asamadan olugmaktadir: algoritma
kodlama ve algoritma egitimi. Bu asamalar1 daha ayrintili anlamak amaciyla, katilimcilardan
caligmalarinda algoritmalari nasil kodladiklarin1 ve egittiklerini kronolojik olarak agiklamalari
istenmistir. Bu yaklasim, yapay zekanin gelisim siireci boyunca insan ve insan olmayan aktorler
arasindaki dinamik etkilesimleri goriiniir kilarak, gelisim asamalarin1 baglangictan uygulamaya

kadar izleme olanag1 saglamaktadir.

Kodlama agamasinda, ABD baglaminda goriisiilen 20 katilimcidan 15’1, {iretken yapay
zeka aracglarii, o6zellikle ChatGPT’yi, belirli projeler i¢in kod iiretmek amaciyla aktif olarak
kullandiklarini belirtmistir. Bu durum, miihendislerin kodlama siirecine yaklagimlarindaki
degisimi yansitmaktadir. ChatGPT, yalnizca bir arag olarak degil, gelistirme ekibinin dnemli bir
iiyesi olarak konumlandirilmakta, siirecin en basindan itibaren kritik bir rol oynamaktadir.
Miihendisler, genellikle temel bir kod yapist olusturmak icin ChatGPT’ye danisarak
baslamaktadir ve yapay zekadan aldiklar1 ¢iktilar1 bir baslangic noktasi olarak kullanarak
projelerini olusturup gelistirmektedir. ChatGPT ve miihendis arasindaki bu karsilikli siireg,
kodlama asamas1 boyunca devam etmekte, yapay zekanin onerilerine dayali olarak ayarlamalar
yapilmakta ve proje gereksinimlerine uygun bir sekilde kodun daha da gelistirilmesi
saglanmaktadir. Bir katilimci bu siireci su sekilde ifade etmistir: “Yaptigim ilk sey. Hmm... Once
gidip ChatGPT’ye kullandigim [kodlama] dilinde kodu nasil yazacagimi soruyorum, boylece
kendime iizerinde ¢alisabilecegim saglam bir zemin hazirliyorum” (K1, Akademisyen). Bu ifade,
iiretken yapay zekanin yalnizca kodlama i¢in bir ara¢ degil degil, ayn1 zamanda siirekli geri

bildirim ve rehberlik saglayan igbirlik¢i bir ortak olarak islev gordiiglinii vurgulamaktadir.

Tiirkiye baglaminda, goriisiilen 15 katilimcidan 9’u, ChatGPT’yi kodlama asamasinin
baslangicinda kullandiklarini belirterek, ABD baglamiyla 6nemli benzerlikler ortaya koymustur.
Bir tiniversitenin miizik teknolojileri bdliimiinde profesoér olan bir katilimcinin ifadesi, bu

isbirlik¢i siirecin etik boyutuna da deginmektedir: “ChatGPT’yi ¢alismalarima bir temel

# Uretken yapay zeka, yeni ve 6zgiin igerikler (metin, gorsel, miizik, kod vb.) olusturabilen yapay zeka sistemlerini
ifade eder. Bu teknolojiler, mevcut verilerden 6grenerek benzer bigcimde yaratici giktilar iiretir ve 6zellikle sanat,
yazilim, tasarim gibi alanlarda yaygin olarak kullanilir.
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olusturmak igin kullaniyorum. Kod yazmak ¢ok zaman alict ve tamamen hamallik aslinda (...)
burada yapay zekdyr yardimct bir arag olarak kullanmak etik dist degil, etik agisindan 6nemli

olan kod degil fikir sonugta” (K14, Akademisyen).

Sekil 5.2.1. ChatGPT’yi bilgi kaynag1 olarak kullanan miihendis (K13, Akademisyen)

. You

Please write the Python code for a transformer using the PyTorch library. You can use dummy
input and output sequences for now, | will update them later. Before writing the code, tell me if
there are any parameter info you need. | will provide them if so.

ChatGPT
Certainly! To create a simple Transformer model using the PyTorch library, we'll need information

about the following parameters:

. Input and output dimensions: The dimensions of your input and output sequences.

2. Number of layers: The number of encoder and decoder layers in the Transformer.

3. Hidden dimension: The dimension of the hidden layer in the feedforward network inside the
Transformer.

. Number of attention heads: The number of attention heads in the multi-head attention
mechanism.

Dropout probability: The dropout probability for regularization.

Once you provide these parameters, | can help you write the PyTorch code for a basic Transformer

model.

2

Katilimeilarin yanitlari, yapay zeka araglarinin yazilim miihendisligi stireclerine giderek
artan entegrasyonunu ve bu araglarin zaman ve isgiicii verimliligini artirma konusundaki merkezi
roliinii ortaya koymaktadir. Miihendisler, hizli inovasyon dongiileri ve rekabet¢i piyasa
talepleriyle sekillenen bir sektorde calistiklarini ifade etmekte ve bu baglamda yapay zeka
araglarin birer stratejik zorunluluk olarak gérmektedir. Ozellikle ChatGPT ve Microsoft Copilot
gibi liretken yapay zekd araglari, kodlama siireclerini hizlandirmak ve manuel is yiikiini
hafifletmek i¢in temel araglar olarak one ¢ikmaktadir. Bir katilimcinin ifadeleri, bu dinamigi su
sekilde ozetlemektedir: “Kodun temel yapisint anlamak i¢in ChatGPT ile baslyyorum. Daha
sonra, sorunlarla karsilastigimda veya iyilestirme icin yer gordiigiimde, yardim icin ona geri
doniiyorum. Giintin sonunda, sanki yapay zekd benimle birlikte ¢alisiyor gibi diyebiliriz, evet”
(K7, Akademisyen). Bu tiir agiklamalar, AAT ’nin vurguladig1 sosyoteknik melezligi (Latour,
2005; Jaton, 2020) agik¢a yansitmaktadir; insan ve makinenin faillikleri arasindaki sinirlar o

kadar derin bir bigimde birbiri i¢ine geg¢mistir ki, birini digerinden ayirt etmek giderek
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zorlagmaktadir. Boylece MIR gelistirme siireci, insan ve insan- olmayan aktorlerin siirece

karsilikl etkilesimlerle katkida bulundugu kolektif bir ¢aba haline gelmektedir.

Miihendisler, yapay zekanin sagladigi hiz ve kolaylig1 islerinin ayrilmaz bir pargasi olarak
degerlendirmekte, yapay zekanin rutin kodlama goérevlerini listlenmesiyle birlikte daha karmasik
problem ¢ézme gorevlerine odaklanma firsat bulduklarini belirtmektedir. Ornegin, ABD’den bir
katilimc1 bu durumu su sekilde ifade etmistir: “Artik sifirdan kodlama yapmiyoruz. Yapay zeka
araclart fikir olusturma siirecimizi hizlandiriyor ve hatalar: tespit etmede zaman kazandirryor.
Sirketimizde ChatGPT yi taslak olusturmak, Copilot’u ise kodu hizl1 bir sekilde tamamlamak igin
kullantyoruz. Bir hata bulmak igin binlerce satir kodu gozden gegirmek yerine yapay zekdya

basvurmak isi ¢ok daha hizli ve verimli kiliyor” (K6, Sirket Sahibi).

Benzer sekilde, Tiirkiye’deki miihendisler de yapay zeka araglarini zaman tasarrufu
saglayan ve is slireclerini optimize eden birer ara¢ olarak gormektedir. Bir akademisyenin su
sozleri, bu ara¢larin kullaniminit mesrulastirma ¢abasini yansitmaktadir: “ChatGPT den énce ne
vapiyorduk bilmiyorum. Sifirdan kodlama yapmak ¢ok zaman aliyor ve bu bizim yapay zeka
gelistirme ¢alismalarimizin sonu degil, sadece baglangi¢ noktasi. Bu bizim bilimdeki amacimiza
hizmet ediyor, degil mi? Ilerlememiz gerekiyor. Neden bu araci ilerleme icin bir arac olarak
kullanmayalim?” (K35, Akademisyen). Bir bagka katilimci da benzer bir perspektif sunmustur:
Bir katilimc1 bu durumu su sozlerle ifade etmistir: “ChatGPT olmasayd:, sorunu bulmak igin
saatlerce kod satirlarini inceliyor olurduk. Simdi, sadece sorunu saptamasini ve bir ¢oziim
sunmaswmi isteyebiliyorum. Bu her seyi hizlandiriyor, [iiretken yapay zekd platformlarmmdan

onceki] eski halini diigiinemiyorum bile!” (K12, Ozel Sektor).

Bu ifadeler, yapay zekad araglarimin yalnizca miihendislerin islerini kolaylastirmakla
kalmay1p, ayn1 zamanda piyasa beklentileriyle uyumlu bir sekilde yazilim gelistirme siireglerini
yeniden sekillendirdigini gostermektedir. yapay zeka, kodlama siireclerinde hatalari daha hizli
tespit ederek ve sablonlar sunarak manuel kodlama siirelerini kisaltmakta ve bdylece
miihendislerin projelerini daha kisa siirede tamamlamalarina olanak tanimaktadir. Bu sekilde,
yapay zeka araglar1 yalnizca yazilim gelistirme siireglerinin hizin1 artirmakla kalmamakta, ayn1
zamanda mihendislerin islerinde yaratict problem ¢6zmeye daha fazla odaklanmalarini

saglamaktadir.
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Sekil 5.2.2. Kodu yazmasi i¢in ChatGPT’ye ayrintilar1 saglayan miihendis (K13,
Akademik)

. You

Input and output dimensions: Input sequence length is 64, output sequence length is 1. Number
of layers: 12 layers for the encoder, 12 layers in the decoder. Hidden size: 1024. Hidden FFN size:
4096. Number of attention heads: 2 attention heads. Dropout probability: 01.

® cnataPT
Great! Based on the provided information, let's create a basic Transformer model using the PyTorch

library. The code will include both the encoder and decoder parts. Please note that this is a simplified

version, and you may need to customize it further based on your specific requirements.

python

(nn.Module):
(self, hidden_size, num_heads, dropout=
super(MultiHeadAttention, :  ).__init__()
elis n iheadA

ABD’deki tiim katilimcilar (20 katilimcidan 20°si), kodlarindaki hatalari tespit etmek ve
diizeltmek i¢in ChatGPT kullandiklarini belirtmis ve bu aracin zaman verimliligini artirma
yetenegini kullanimin birincil nedeni olarak vurgulamistir. Verimlilige yapilan vurgu, yanitlarin
tamaminda ortak bir tema olarak ortaya ¢ikmig ve miihendislik camiasinda siiregleri diizenleme
ve emek yogun gorevler i¢in harcanan zamani azaltma ydniindeki paylasilan bir Onceligi
yansitmaktadir. Bir katilimer durumu su sekilde ifade etmistir: “Cogu zaman kodda bazi hatalar
ve kusurlar olur (...) Biiyiik ol¢cekli bir projede, algoritmanizi olusturmak igin on binlerce satir
kod yazmus olabilirsiniz. Geri doniip hatayr bulmak, diizeltmek ve tekrar tekrar calistirmayt
denemek neredeyse imkansizdw, c¢iinkii her zaman hatalar olacaktir. Bunu kendi basiniza
yvapmaya ¢alisirsaniz, diinyadaki tiim zamana ihtiyaciniz olur!” (K13, Akademisyen). Bu ifade,
hizl1 tempolu gelistirme ortamlarinda siki teslim tarihlerine uymak ve islevsel, yiiksek kaliteli

kod sunmak i¢in miithendislerin karsilastigi baskilar1 agikca ortaya koymaktadir.

Benzer sekilde, Tiirkiye baglamindaki tim katilimcilar (15 katilimcidan 15°1) da
kodlamada yasanan hatalar1 tespit etmek ve diizeltmek i¢cin ChatGPT kullandiklarin1 beyan
etmistir. Tiirkiye’deki miihendislerin ChatGPT’yi aktif bi¢imde kullanmalarindaki vurgu da
zaman ve emegi verimli kilmak iizerinedir. Bir katilimci bu durumu su sekilde agiklamaktadir:
“Agikgast, yazilimda hatasiz kod diye bir sey yoktur. Bir MIR algoritmasinda belki yiiz binlerce

satir kod var yani. Bunlar tek tek elle secip diizeltmeye ¢alisirsan, bunu yapmak igin saatler ya
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da giinler gerekir. Yani, zaten miimkiin degil anlatabiliyor muyum? (...) Elbette ChatGPT bu
hatalarin diizeltilmesinde kullanilabilir, bunda herhangi bir sorun gormiiyorum” (K21, Ozel

Sektor).

ChatGPT’ye duyulan bu giiven, miihendisler arasinda hata ayiklama siirecini kolaylastiran
ve biiylik 6l¢ekli kodlama projelerinin karmasikligini daha etkili bir sekilde yonetmelerine olanak
taniyan araglara oncelik verme egilimini vurgulamaktadir. Tekrarlayan ve zaman alan gdrevlerin
iistesinden gelmek i¢in liretken yapay zeka kullanimi, tiretkenligi en iist diizeye ¢ikarmanin ve
aksama siiresini en aza indirmenin, hem proje teslim tarihlerini hem de pazar taleplerini
karsilamak i¢in gerekli goriildiigli miihendislik alaninda yaygin olan teknik-rasyonel zihniyeti
yansitmaktadir. ChatGPT gibi araglar bu baglamda sadece teknik yetenekleri i¢in degil, ayn1
zamanda giiniimiiz yazilim enddistrisini karakterize eden hizli yenilik temposuna uyum saglama

becerileri i¢in degerlidir.

Bununla birlikte, bulgular, bu verimlilik ve optimizasyon tercihlerinin kullanilan araglarin
daha derinlemesine anlasilmasi pahasina olabilecegini ortaya koymaktadir. Katilimeilar,
ChatGPT kullanmanin pratik avantajlarimin farkinda olmalarina ragmen, bu araglarin nasil
calistigina dair net bir anlayislarinin olmadigini ifade etmislerdir. ChatGPT nin isleyisini ve
projelerine olan potansiyel etkilerini anlama diizeyleri soruldugunda, tiim katilimcilar bu konuda
acikga bilgi eksikliklerini kabul etmislerdir. Bir katilimci bu durumu sdyle ifade etmistir:
“ChatGPT ’nin nasil calistigini kimse bilmiyor. OpenAl modellerinin [teknik ayrintilarini]
acgtklamiyor ve gercek su ki, tamamen acik kaynakli olsalar bile, bu kadar biiyiik bir sistemin
nasil ¢aligtigint kavramak ¢ok karmasik. (...) Ama en onemlisi, modelleri yayinlanmadan once

belirli veriler tizerinde egitiliyor ve hangi veriler oldugu ve bunlar: nasil topladiklar: konusunda

seffaf degiller” (K4, Akademik).

Bu seffaflik eksikligi, bu tiir liretici yapay zeka platformlarina gomiilii olan degerler ve
onyargilar hakkinda 6nemli sorular1 giindeme getirmektedir. Miithendisler, bu araclarin sagladigi
verimlilik avantajlarint memnuniyetle karsilarken, bu tiir “kara kutu” sistemlere giivenmenin
potansiyel toplumsal ve etik sonuglar1 hakkinda ¢ok az farkindalik ya da endise tasimaktadirlar.
ChatGPT gibi yapay zeka modellerinin veri kaynaklar1 ve egitim yontemlerinin incelenmemesi,
miihendislik camiasinda teknik islevsellige, ilgili etik hususlarin daha derinlemesine
degerlendirilmesinden daha fazla oncelik verme egilimini yansitmaktadir. Bir katilimci bu tiir
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sistemlerin risklerini su sekilde ifade etmistir: “Verilerinizi nereden topladiklarini bilmiyorsaniz
veya bu sistemin nasil egitildigine dair seffaflik yoksa, sonuglarinizin onyargili veya hatali olmasi

riski her zaman var” (K17, Akademisyen).

Isleyisi tam olarak anlasilmaksizin iiretken yapay zeka araglarina duyulan giiven, cagdas
yapay zeka uygulamalarindaki kritik bir gerilimi ortaya ¢ikarmaktadir: verimlilik ile seffaflik
arasindaki degis tokus. Miihendisler bu araglarin zaman kazandiran 6zelliklerinden yararlanirken,
bu sistemlerin altinda yatan ilkeler ve potansiyel dnyargilar ile etkilesim eksikligi, gelistirdikleri
algoritmalarin biitiinliigii ve adaleti icin &ngdriilemeyen sonuglara yol acabilir. Ornegin,
miihendisler bu modellerde gémiilii olan yanliliklar1 ve dnyargilart ¢dziimlemeden yapay zeka
tarafindan tretilen ¢iktilara giivenirlerse, gelistirdikleri algoritmalar stereotipleri giiglendirme,
dolayisiyla toplumsal esitsizlikleri bir¢gok baglamda derinlestirme ve yeniden iiretme

potansiyeline sahip olabilir.

Goriismeler boyunca, maksimum verimlilik elde etme diirtiisiiniin, mithendislerin hem
yarattiklart hem de kullandiklar teknolojilere iliskin algilarini sekillendiren baskin bir degerler
seti olarak ortaya ¢iktigt ve toplumsal algilarini yonlendirdigi goriilmiistiir. Miihendislik
kimliklerinin verimlilik odakli karakteri, miihendislerin yapay zekayr nasil algiladiklarini
temelden etkilemektedir. Verimlilige yapilan bu vurgu, yalnizca profesyonel bir tercih olmayip,
miihendislerin teknolojiye yaklagimlarina derinlemesine islemis gibi goériinmektedir ve

“verimlilik fetisizmi” olarak tanimlanabilecek bir durumu yansitmaktadir.

Katilimeilar, hiz, teknik dogruluk ve verimlilik ihtiyaciyla yonlendirilen piyasa taleplerini
karsilamak i¢in ChatGPT’yi islerinde kullanmaktadir. ChatGPT, miihendislerin gorevlerini
zaman ve emek acisindan verimli bir sekilde tamamlamalarin1 saglayan ve piyasa talepleriyle
uyumlu bir arag olarak hizmet vermektedir. Uretken yapay zekdya duyulan bu giiven, teknolojik
araglarin inovasyon ya da yaraticilif1 tesvik etme potansiyellerinden ¢ok, iiretkenligi artirma ve
is akiglarini kolaylastirma yeteneklerine dayali olarak benimsendigini gostermektedir. Bu durum,
miihendislik alaninda yaygin olan teknik-rasyonel miihendislik ideolojisiyle uyumlu

goriinmektedir.

Katilimeilarin ChatGPT hakkindaki goriisleri, platformun toplumsal boyutlarindan biiyiik
ol¢iide kopuk oldugunu ortaya koymaktadir. ChatGPT, kullaniminin toplumsal, etik veya kiiltiirel
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sonuglarina ¢ok az vurgu yapilarak, yalnizca i gorevlerini yerine getirmek i¢in bir ara¢ olarak
goriilmektedir. Bir katilimcinin belirttigi gibi: “ChatGPT sadece islerimi hizlica halletmemi
saglayan bir ara¢ ashinda. A¢ik soylemek gerekirse siirecin toplumsal ya da etik sonuglarimin
abartildigini da diisiintiyorum; bu benim isimle dogrudan ilgili degil ve bana biraz da komplo

teorileri gibi, abarti geliyor. Diinyay yok edecek bir yazilim iiretmiyoruz ki!” (K12, Ozel Sektor).

Bu goriis, teknolojinin toplumsal yonlerinin optimum verimlilik elde etmek adina siklikla
g6z ard1 edildigini ortaya koymaktadir. Verimlilik konusundaki bu saplant1 sadece miihendislerin
mesleki Onceliklerini yansitmakla kalmamakta, ayn1 zamanda teknolojik eserlerin oncelikle
islevsel yetenekleri i¢in degerlendirildigi bir miihendislik kiiltiiriinii de gdstermektedir. Bu
yaklagim, bir tiir teknolojik determinizmi yansitmakta ve teknolojik ilerleme arayisinda
toplumsal hususlarin ikincil oldugu veya tamamen ilgisiz oldugu inancini pekistirmektedir.
Miihendislerin bu yaklasimi, bir katilimcinin ifadesinde agik¢a goriilmektedir: “Yapay zekadan
bekledigimiz sey net: hizli ve dogru sonuclar. Tabii ki kimse baskalarina zarar vermek istemez
ancak bunu biz mi diisiinecegiz? Toplumsal etkilerle ugrasmak miihendisligin isi degil ki?

Korkutucu sonuglar doguracak zararl bir sey de itiretmiyoruz hem” (K4, Akademik).

Verimlilik odakli bu teknilk-rasyonel yaklasim, miihendislerin mesleki rollerinde
yasadiklart belirli bir yabancilagmay1 da yansitmaktadir. Hizli geri doniis siirelerine ve maliyet
diisiislerine oncelik veren piyasa odakli bir ortamda, miihendisler, kullandiklar1 teknolojilerle
daha derin bir bag kurma pahasina tiretkenlikte ani kazanglar vaat eden araglari benimsemek
zorunda hissedebilirler. Bir baska katilimci bu durumu su sekilde ifade etmektedir: “Verimlilikle
ilgili beklentiler o kadar yiiksek ki, bazen kullandigim araglarin nasil ¢alistigini 6grenmek igin

zamanim olmuyor. Isi bitirmek en onemli sey” (K7, Ozel Sektor).

Bu baglamda, ChatGPT ve benzeri iiretken yapay zekd teknolojileri, miihendislerin
yeteneklerinin bir uzantis1 olarak goriilmekte ve alanlarmin taleplerini karsilama becerilerini
artirmaktadir. Bu anlamda, iiretken yapay zeka, yapay zeka aginda insan failligini doniistiirme
kapasitesine sahip insan-olmayan bir aktor olarak degerlendirilebilir (Latour, 1992; 2005). AAT
acisindan, yapay zekanin temel diizeydeki faillikleri, yalnizca bir ara¢ olarak degil, miihendisler
tarafindan daha ¢ok bir is arkadasi veya bir yardimec1 olarak kullanildig1 i¢in burada ortaya
cikmaktadir. Mithendisin -insanin- sahip oldugu hareket tarzini 6nermekte, diizeltmekte ve
bdylece degistirmektedir. Sosyoloji literatiiriinde, yapay zekanin toplumsal politik karakterini bu
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yetenekler iizerinden degerlendiren bir¢ok ¢aligma bulunmaktadir (Beer, 2013; 2017; Pariser,
2011; Airold vd., 2016). insan ve makine arasindaki miizakerelerden olusan siirekli bir dizi
etkilesim yoluyla, iiretken yapay zeka insan failligini doniistiiren, eylem kapasitesini arttiran,
ancak ayni1 zamanda onu kendi tarzinda diizenleyen ve degistiren bir insan-olmayan aktor haline
gelmektedir. Ayn1 zamanda odaklarini tamamen teknik hedeflere daraltan miihendisler, yapay
zekay gelistirirken kendi failliklerini yapay zekaya devrederek, insan ve makine failliklerinin
kendi i¢inde yeni, melez bir agda harmanlanmasi tizerine inga edilen yapay zeka aginin ¢ekirdegi

olan yeni bir varlik yaratmaktadirlar (Latour, 2000; 2005).

5.3. Agin Haritalandirilmas1 III: Insan-Olmayan Bir Aktor Olarak Kodlama

Arayiizii

Kodlama agamasinin ikinci kismi, yazilan kodun bilgisayara aktarilmasini kapsamaktadir
ve bu husus, siirece insan olmayan yeni bir aktor olan kodlama arayiiziinii dahil eder. Kodlama
arayiizli, insan bilgisi ve yaraticiliginin bir iiriinii olan miihendisin yazili kodunun makine
tarafindan okunabilir talimatlara doniistiiriildiigli ortam olarak kritik bir rol oynamaktadir. Bu
baglamda, kodlama arayiizii yalnizca bir ara¢ degil, insan niyetlerinin makine islemlerine
dontistliriilmesini kolaylastiran bir araci olarak hizmet etmektedir. Komutlarin yazilmasi ve
komut dosyalarinin ¢aligtirilmast gibi sembolik etkilesimler yoluyla arayiiz, insan ve makine
arasinda kesintisiz bir iletisim saglamaktadir ve bu nedenle yapay zeka aginda hayati bir aktor

olarak kabul edilmektedir.

Kodlama arayiizii, arac1 bir aktor olarak degerlendirilebilir ¢ilinkii miihendisin kodunu
orijjinal icerigini veya anlamini degistirmeden aktarmaktadir. Kodun yazilabilecegi, test
edilebilecegi, hatalarin yakalanabilecegi, ayiklanabilecegi ve calistirilabilecegi bir ortam
saglayarak, amaglanan iglemlerin makine tarafindan gerceklestirilmesini miimkiin kilmaktadir.
Insan miihendis ile dijital ortam arasindaki bu etkilesimde arayiiz, bu siireci tutarli ve
ongoriilebilir bir sekilde gergeklestirmektedir. Onemli bir doniisiim veya Ongériilemezlik
getirmeden hareket ettigi icin, AAT perspektifinden bir araci yerine bir arabulucu olarak

siniflandirilabilecek niteliklere sahiptir (Latour, 1992; 2005; Callon vd., 1997).
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Miilakatlar sirasinda, insan-olmayan bir aktor olarak kodlama arayiiziiniin -6zellikle de
Python’un- yapay zeka gelistirme siire¢lerinde standardizasyon saglama ag¢isindan birincil islevi
oldugu ortaya cikmistir. Hem ABD hem de Tiirkiye’deki tiim katilimcilar (35 katilimecinin
tamami), ¢aligmalarinda en yaygin kullanilan kodlama araytiziiniin Python oldugunu belirtmistir.
Bu durum, bir kodlama arayiizii olarak Python’un, kiiltiirel ve toplumsal baglamlarin Stesine
gecerek, miizik yapay zeka gelistiricileri arasinda standardizasyon i¢in evrensel bir ara¢ olarak
hizmet ettigini gostermektedir. Python’un yaygin kullanimi, farkli bolgelerden ve ge¢cmislerden
gelen miihendislerin isbirligi yapmasina olanak taniyan ve yapay zeka gelistirmede tutarl
sonuglar iretilmesini saglayan, standardize edici bir platform olarak failliginin kapitalist

degerlerle ilintisini ortaya koymaktadir.

Kodlama arayiizii olarak Python’un rolii, yalnizca teknik bir ara¢ olmaktan 6teye gecerek,
kiiresel bir bilgi paylasim dili ve kiiltiirler arasi isbirligini kolaylastiran bir platform olarak
degerlendirilmektedir. ABD’den bir katilimei, Python’un bilginin standardizasyonu tizerindeki
etkisini su sozlerle vurgulamistir: “Sanwrim en yaygin kullanilan kodlama arayiizii Python. Ben
de isimde Python kullaniyorum. (...) Neden? Ciinkii kodlama igin standart bir dil sagliyor. Python
kullanarak herhangi bir yerde herhangi biriyle ¢alisabilirim” (K1, Akademisyen). Bu ifade,
Python’un standartlagtirilmis s6zdizimi ve yapisi sayesinde miihendislerin fikirlerini ve
cozlimlerini cografi konumdan bagimsiz olarak etkili bir sekilde iletebilmesine olanak taniyan

kiiresel bir kodlama dili olarak 6nemini ortaya koymaktadir.

Tiirkiye baglaminda da benzer bir goriis dile getirilmistir. Bir katilime1, Python’un uzaktan
calisma kosullarinda sagladigi standardizasyonun, ekiplerin teslim tarihlerini karsilamasina
olanak tanityan bir zemin olusturdugunu su sekilde ifade etmistir: “Python bize kodlama
konusunda bir standart saglyyor. [Standart derken neyi kastediyorsunuz?] Yani mesela biz
cogunlukla uzaktan ¢alistyoruz. Her zaman bir arada olmadigimiz i¢in ayni zeminde ¢calismamizi

saglayacak bir arayiize ihtiyacimiz var. Yoksa teslim tarihlerine uymak neredeyse imkansiz (...)”

(K24, Ozel Sektér).

Bu standardizasyon, miihendislerin diinyanin farkli yerlerinden biiyiik dl¢ekli projelerde
isbirligi yapmasimi kolaylagtirmaktadir. Bir baska katilimci bu islevi su sekilde aciklamistir:
“Python isbirligi yapmayr ve birlikte ¢alismayr kolaylastirtyor. Sadece bilgisayar icin kod
yazmiyorsunuz, diger miihendislerin okuyup anlamasi i¢in de yaziyorsunuz. Bu, diinyanin farkl
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verlerinden insanlarin birlikte ¢alistigi biiyiik olcekli projelerde inanilmaz derecede onemli”
(K8, Akademisyen). Python’un hem insan-makine hem de insan-insan iletisimini kolaylastiran
ozellikleri, yapay zeka gelistirme toplulugu i¢inde sadece teknik sinirlart degil, ayn1 zamanda
toplumsal ve kiiltiirel sinirlar1 da asarak miihendislik ideolojisinin homojenize edici etkisini MIR

agia dahil eden bir insan-olmayan aktor olarak etkisini gostermektedir.

Python’un standardize edici etkisinin yani sira, miihendisler arasinda tercih edilmesinin
temel nedenlerinden biri, etkilesim bigiminin insan etkilesimine benzer olmasidir. Bu etkilesim
bicimi, tipk1 insanlar gibi harfler ve kelimeler lizerinden ger¢eklestirilmektedir. Rekabetin yiliksek
oldugu yazilim miihendisligi alaninda verimlilik ve hiz 6ncelikli unsurlar arasinda yer almaktadir.
Kimi katilimeilar, Python’un insandan insana iletisimi andiran sezgisel etkilesim 6zelliklerinin,
diger kodlama arayiizlerine (C++, JavaScript vb.) kiyasla kullanim kolayligi sagladigini
vurgulamistir. Bu durum, giinlimiiziin hizli tempolu ve verimlilik odakli miithendislik diinyasinda

Python’un neden 6ne ¢iktigina dair bir neden sunmaktadir.

Python’un en 6nemli avantajlarindan biri, basit ve okunabilir s6z dizimidir. C++ veya Java
gibi daha karmasik dillerin aksine, Python’un tasarimi, miihendislerin daha az satir ve daha fazla
netlikle kod yazmasini ve anlamasini saglamaktadir. Bu kolaylagtirilmis siire¢ yalnizca zaman
kazandirmakla kalmamakta, ayn1 zamanda miihendislerin kodlarinda daha kolay hata ayiklama
ve bakim yapabilmelerine olanak taniyarak hata olasiligini da azaltmaktadir. Sonug olarak,
Python, daha iiretken ve verimli bir is akisini tesvik etmekte; mithendislerin dilin inceliklerine
takilmak yerine sorun ¢dzmeye ve yenilige odaklanmalarim1 saglamaktadir. Bir katilimcinin
belirttigi gibi, “Python kullandigimda, makineyle dogrudan iletisim kuruyormus gibi
hissediyorum. Neredeyse sohbet havasinda ve onu bu kadar verimli kilan da bu. C++ veya

Java’da oldugu gibi karmasik sozdizimi ile ugrasmak zorunda kalmiyorum” (K12, Ozel Sektér).

Bu kullanim kolayligi, Python’u 6zellikle hizli deneme ve yinelemenin 6nemli oldugu
yapay zeka ve makine 6grenmesi gibi alanlarda cazip hale getirmektedir. Yapay zeka gelistirme
siirecinde, miihendisler genellikle biiyiik veri kiimeleri ve karmasik algoritmalarla ¢caligmaktadir.
Python’un bu goérevleri minimum kodla halledebilme yetenegi, daha hizli gelistirme dongiileri
saglamaktadir. TensorFlow ve Keras gibi ¢ok c¢esitli kiitiiphanelerin ve c¢ercevelerin
erigilebilirligi, miihendislerin veri manipiilasyonu, model olusturma ve algoritma egitimi gibi
gorevleri basitlestiren Onceden olusturulmus araglara kolayca erisebilecegi anlamina
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gelmektedir. Bir katilime1 bu durumu su sekilde agiklamistir: “Python’da kodlama kolay ¢iinkii
[insan] dilinde kullanilan sembolleri kullaniyorsun. Kelimeler, ciimleler ve yonlendirmeler
kullantyorsun. Bu da Python ile kodlamayt diger dillere gore daha hizli hale getiriyor” (K8,
Akademisyen).

Kapitalist iiretim modelinin temel ilkelerinden biri olan standardizasyon, iiretimi
olgeklendirmek ve tutarli ¢iktilar saglamak agisindan hayati nem tastyan, hem uygulanmasi hem
de ulasilmasi gereken temel degerlerden biridir. Yapay zekd alaninda Python, yapay zeka
sistemlerini genis Olgekte gelistirmek ve dagitmak icin tek tip bir kodlama dili saglayarak bu
siireci kolaylastirmaktadir. Python’un standartlastirilmis kullanimi, daha hizli gelistirme
dongiilerine olanak taniyarak yapay zeka modellerini egitmek i¢in gereken zamani ve emegi
azaltmakta ve sistemlerin minimum siirtiinmeyle farkli ortamlarda kullanilmasini saglamaktadir.
Bu durum, yapay zeka endiistrisinin ekonomik hedeflerini desteklemekte ve gelistirme siirecini
hizlandirmaktadir. Python, bir kodlama arayiizii olarak programlama dilinde yazilan kodun
makine tarafindan ytiriitiilebilir talimatlara doniistliriilmesini saglayarak insan-makine arasinda
sembolik bir etkilesimde bir koprii gorevi gormektedir. Bu siireg, soyut sembollerin (kodun)
somut eylemler (makine islemleri) iiretmek iizere manipiile edilmesini igerdigi i¢in oldukca
semboliktir. Kodlama arayiizli, miihendis tarafindan saglanan sembolik komutlarin, istenilen

teknik ¢iktiyla sonuglanmasini saglayan bir aracilik gorevi listlenmektedir.

Sosyolojik bir perspektiften bakildiginda, kodlama arayiizii yalnizca teknik bir ara¢ degil,
ayni zamanda miihendislerin ¢calisma bi¢imini sekillendiren bir etkendir. Arayiiz, miithendislerin
makinelerle etkilesim kurmasini saglayan ortak bir platform sunarak kod yazim ve dolayisiyla
yapay zekd gelistirme siirecini standartlagtirir. Bu standardizasyon, arayiiziin kodun nasil
yazilacagini, yapilandirilacagini ve yiiriitiilecegini belirlemesi nedeniyle, miihendislik alanini
yapilandiran kapitalist degerleri, normlar1 ve uygulamalar1 pekistirerek teknik-rasyonel diinya
goriigiiniin en 6nemli degeri olan maksimum verimlilige ulagsmanin igerisinde kilit bir islev
kazanir. Bir bagka deyisle, Python arayiizli, kapitalist {liretkenlik ve verimlilik degerleriyle
uyumlu bir sekilde caligmakta, tutarlilifi ve verimliligi saglayan bir endiistriyel makine gibi
(Marx, 1995) insan emegini minimize ederken, niteligini de doniistiirerek yasanan bir

vasifsizlagsmanin (Braverman, 1974) kapisini aralamaktadir. Otomatik tamamlama, s6zdizimi
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vurgulama ve hata ayiklama gibi 6zellikler, kodlama siirecini kolaylagtirmay1 ve miihendisin

caligma stireglerine verimlilik ve hiz degerlerini yerlestirmeyi hedeflemektedir.

Kodlama arayiizii, yalnizca teknik siirecleri kolaylastirmakla kalmamakta, ayn1 zamanda
miihendislerin deneyimini de sekillendirmektedir. Gorsel geri bildirim, hata mesajlar1 ve
yapilandirilmis test ortamlar1 saglayarak miihendisin makineyle etkilesimini yonlendiren bir
platform olarak, yalnizca bir ara¢ degil, standardize edilmis algoritmalarin gelistirilmesi i¢in aktif
rol oynayan bir insan-olmayan aktdr olarak kavranabilir. Bu &zellikler, insan yaraticilig: ile
teknik hassasiyetin bir araya geldigi bir ¢aligma alan1 olusturarak kodlama araytiziinii, yapay zeka
gelistirme silirecinin merkezi bir aktorii haline getirmektedir. Python’un rolii MIR aginda yalnizca
bir teknik ara¢ olmakla smirli kalmamakta, miihendislerin ¢alisma ve etkilesim bi¢imlerini
sekillendiren bir sosyo-teknik aktor olarak da islev gormektedir. Kullanict dostu 6zellikleri, daha
dinamik ve duyarli bir gelistirme ortami yaratarak miihendislerin modellerini kolaylikla
denemelerine, prototip olusturmalarina ve iyilestirmelerine olanak saglamaktadir. Bu siirecte,
Python’un sagladig1 ger¢ek zamanli geri bildirim, miihendislerin yazdiklari kodu hemen test edip
ayarlamalarin1 miimkiin kilmakta ve insan-makine etkilesimlerini gelistirmektedir. Bu durum,

AAT’deki geviri siirecini agik¢a yansitmaktadir (Latour, 2000; 2005).

5.4. Agin Haritalandirilmasi IV: insan-Olmayan Bir Aktér Olarak Veri

Yapay zeka gelistirmenin ikinci agamasi, algoritmalar1 egitmek ve tahminlerde bulunmak
iizere veri setlerini kullanmay1 icerir. Bu agamada miihendislerin verileri nasil kavramsallagtirdigi
ve veriyle nasil bir etkilesim kurduklarini anlamak amaciyla, katilimeilardan verinin kendileri
icin ne anlama geldigini ve iglerinde nasil kullandiklarini agiklamalari istenmistir. Goriismelerde
ortak bir tema olarak, miithendislerin veriyle ¢alisirken tutarliliga verdikleri 6nem 6ne ¢ikmustir.
Katilimeilarin verdikleri yanitlar, veriyi en iyi sonuglar1 elde etmek i¢in dikkatle secilmis makine
ogrenmesi yontemleriyle islenmesi gereken soyut bir bilgi bicimi olarak goren teknik bir
yaklasimi ortaya koymaktadir. ABD’den bir katilimci bu teknik yaklasimi soyle ifade etmistir:
“Veri, temelde bilmedigimiz seyleri ifade ediyor. Bunu anlamlandirmak igin, veriyi iglemek iizere
belirli makine ogrenmesi yontemlerini kullaniyoruz, algoritmalar 6grenmeye basliyor ve verinin
icerdikleri arasinda tasnifler yaparak sonu¢lara ulastyor. Modeliniz [isledigi] veriyi karsilamali;

vapay zeka gelistirmenin ana noktasi bu: dogru veriyi dogru yontemle islemek” (K1, Akademik).
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Bu ifade, miihendislerin veriyi sadece ham bilgi olarak degil, uygun teknik yontemlerle rafine
edilmesi ve yorumlanmas1 gereken karmasik bir bilgi kiimesi olarak algiladigin1 gostermektedir.
Katilimemin vurguladigir gibi, modelin veriyle uyumlu olmasi gerektigi fikri, miihendislik
stirecindeki temel bir teknik imperatif olmasinin yanisira, diisiince sisteminde de bir imperatif

olarak betimlenebilir.

Benzer sekilde, Tiirkiye’den bir katilimei, miizik yapay zeka algoritmasi gelistirme
baglaminda verinin 6nemine dikkat ¢cekmistir: “/Veri] her sey aslinda. Elindeki sey veri ve
amacin ondan bilmek istediklerini elde etmek diyebilirim. Her sey veri ile basliyor ve bitiyor bu
alanda, eger dogru veriye sahip degilsen modelin hi¢bir sey ifade etmez. Veriden maksimum
faydayr saglamak icin (katilimci burada verileri verimli bir sekilde islemeyi kastediyor) ogrenme

modelinizi veriyle uyumlu bicimde gelistirmen gerekir” (K25, Akademisyen).

Boylece, veri MIR sistemleri i¢in bir kaynak veya girdiden daha fazlasi haline gelmekte,
gelistirme siirecini ve buna bagli olarak insan eylemini sekillendiren, insan-olmayan bir aktor
olarak yapay zeka agina dahil olmaktadir. Miithendisler modelleri tek baslarina tasarlamamakta,
verinin dzelliklerine yanit vererek yaklasimlarini, verinin ortaya ¢ikardigi kaliplara, bosluklara
veya tutarsizliklara gore diizenlemekte, bir baglamda veri ile miitemadiyen bir miizakere iligkisi
kurmaktadirlar. Veri, MIR algoritmalar1 gelistirme siirecinde, neyin miimkiin oldugunu ve neyin
olmadigin1 belirlemekte, miihendislerin siirekli olarak etkilesim ve miizakere igerisinde

bulunmalar1 gereken bir gii¢ veya aktor olarak bir faillik kazanmaktadir.

Verinin bu rolii, hem insan hem de insan-olmayan aktorleri, etkilesimlerin sonuglarini ve
ortaya c¢ikan toplumsalligi sekillendirmede fail olarak kavramsallagtiran AAT merceginden
anlam kazanir (Latour, 1992; 2005; Jaton, 2020). Bu baglamda veri pasif bir girdi unsuru
olmaktan ¢ikmakta, miithendislerin algoritma gelistirme siireglerine yaklasimlarini ve bu siirecin
sonunda ortaya cikan iiriin olan MIR algoritmalarin1 aktif bir sekilde etkileyip, degistirip
doniistiirerek onlar1 algoritmalarin1 degistirmeye, veriye gore uyarlamaya veya ‘iyilestirmeye’
yonlendirmektedir. Dolayisiyla veri, yapay zeka gelistirme silirecinde insan eylemini
sekillendirme, miihendislerin sistemle nasil etkilesimde bulunacagini ve ortaya ¢ikan zorluklari
veya verimsizlikleri nasil ele alacagini belirleme agisindan merkezi bir rol oynamaktadir. Baska
bir deyisle veri, miithendis ve algoritma arasindaki iliski dinamik bir nitelik tagimaktadir. Yeni
girdiler eklendik¢e veri siirekli olarak gelismekte ve miihendisler bu degisikliklere uyum
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saglamak amaciyla modellerini siirekli olarak degistirmektedirler. Bu iliskisel siireg, veri,
algoritma ve miihendis arasindaki ortak bagimlilig1 vurgulamakta, her ikisinin de birbiriyle
stirekli bir diyalog halinde oldugunu gdstermektedir. Yapay zeka sistemlerinin ¢iktilarinin
kalitesi yalnizca algoritmanin gelismigligi ile degil, aynm1 zamanda islenen verinin kalitesi ve

temsil kabiliyeti ile de yakindan iliskilidir.

Veri bu baglamda bir aktor haline geldiginde, insan eylemini degistirme ve diizenleme
kapasitesi baglaminda toplumsal sonuglart sekillendirme potansiyeline de sahip olmaktadir
(Jaton, 2020; Airoldi, 2022). Ornegin, MIR sistemlerini egitmek i¢in kullanilan veri agirlikls
olarak Bat1 miizik geleneklerini yansitiyorsa, algoritmalar Bati dis1 geleneklerden miizikleri
islemekte veya bu baglamda miizik iiretmekte yeterli basariy1 ve dogrulugu saglayamayabilir. Bu
durum, yapay zeka tarafindan iiretilen miizigin kapsayiciligin1 ve ¢esitliligini sinirlayabilir ve
miizik tiretiminde kiiltiirel 6nyargilar1 dijital bir boyutta yeniden iiretebilir. Miihendislerin hangi
veri setlerinin kullanilacagina iligskin kararlar1 yalnizca sistemin teknik performansini degil, ayni

zamanda bu sistemlerin kiiltiirel ve toplumsal etkilerini de sekillendirmektedir.

Calismada siklikla vurgulanan verimlilik fetisizmi tarafindan yonlendirilen teknik-rasyonel
mithendislik diinya goriisiiniin veri kullanimi1 iizerindeki etkisini kavrayabilmek adina,
katilimcilara MIR projeleri i¢in kendi verilerini mi yoksa dis kaynaklardan alinan, dnceden var
olan [ve kaynag1 hakkinda bilgi sahibi olmadiklari] veri setlerini mi kullandiklar1 sorulmustur.
Hem ABD hem de Tiirkiye’deki katilimeilar, kendi verilerini iiretmek yerine ¢esitli topluluklar
veya sirketler tarafindan saglanan mevcut veri setlerini MIR gelistirme siirecinde siklikla tercih
ettiklerini belirtmiglerdir. Bu tercih, MIR gelistirme alaninda, sinirlt bir veri havuzunun yogun
bir sekilde kullanildigini, bu hususun da kapitalist baglamda bir tiir tekellesmeye isaret
edebilecegini ortaya koymaktadir.

Katilimeilarin - yanitlar, belirli veri kiimelerinin kullanim1 {izerinde O6nemli bir

yogunlagmay1 gostermektedir. Sikga atifta bulunulan veri kiimelerinden bazilar1 sunlardir:

“LAKH ve Wikifonia” (P2, Akademisyen).

“LAKH, cogunlukla. Wikifonia da iyidir” (K11, Ozel Sektér).
“LAKH ve bazen Music21” (K4, Akademisyen).

“LAKH.” (P22, Akademik).
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Ozellikle LAKH veri seti, 35 katilimcidan 28’i tarafindan birincil veri kaynag olarak ifade
edilmigtir. Resmi web sitesine gore, “Lakh MIDI veri seti, 45.129 'u Million Song Dataset’e bagli
sarky verileriyle eslestirilmis 176.581 benzersiz MIDI dosyasindan olusan bir koleksiyondur.”
LAKH veri seti, yaklasik 180.000 sarkinin verilestirilmesinden olugmaktadir ve bunun 46.000°1
giincel sarkilar1 iceren Million Song Dataset adli genis veri seti igerisindeki meta miizik

verileriyle eslestirilip uyumlandirilmistir.

Bir baska deyisle, LAKH veri setinin genis MIDI dosyas1 koleksiyonu, miihendislerin
cesitli tarz ve tiirlerde miizik kaliplarini taniyabilen ve tiretebilen MIR modelleri olugturmasina
olanak tanir. Veri setinin sagladig1 genis girdi yelpazesi, hem egitim hem de test siireglerinde
onemli bir esneklik ve kapasite sunmaktadir. Bu ifadenin buzdaginin altinda kalan kisminda ise,
sosyolojik bir perspektiften {ic mesele dikkat cekicidir. ilk olarak, bu veri setinin son derece
baskin bir pozisyonda bulundugu bir alan olan MIR alaninda ciddi bir tekellesme ve
merkeziyetlesme yasanacagi, bir anlamda miihendislerin bu veri setine bagimli olmadan
algoritma gelistirmekte zorluk yasayacaklar1 éngériilebilir. Tkinci husus, s6z konusu veri setinin
ihtiva ettigi miizik verilerinin kimlerin miizigi oldugu, bu kisilerin miiziklerinin veriye
doniistliriilmesinden herhangi bir pay alip almadiklar1 sorusunun getirdigi esitsiz bir emek stireci
veya miizisyenlerin hayalet emege (Gray & Suri, 2019) doniistiikleri bir somiirii siirecidir. Son
olarak ise, bu denli baskin bir veri seti ile gelistirilen MIR sistemlerinin, dogasi itibariyle bu veri
setinin icerdigi miizik tarzlari tizerinde gelistirilmesi ve Bati-dis1 miizigin bir kenara itilerek, Bati
miiziginin “miizik” olarak konumlandirildigi, kiiltiirel emperyalizmin dijital bir boyutunu

yeniden liretme kapasitesi sosyolojik bir baglamda diisiiniilmelidir.

MIR alanindaki veri setlerinin s6z konusu bu tekelci merkezilesmesi, bu sistemlerin igkin
failligini kapitalist ve emperyalist degerlere uyumlu bigimde yapilandirmakta son derece dnemli
bir etken olarak karsimiza ¢ikmaktadir. LAKH ve Million Song Dataset veri setlerinin miizikal
yapilar1 incelendiginde, her ikisinin de agirlikli olarak Bati miiziginin standart yapisi iizerinde
gelistigi [ve daha yaygin olarak major ve mindr gamlar olarak bilinen] Ionian ve Aoelian

modlarindan® tiretilen miizigi temsil ettikleri goriilmistiir. Miizikal temsiliyetin bu bigiminin bir

STonian modu (do-re-mi-fa-sol-la-si) giiniimiizde C majér gamiyla, Aeolian modu (la-si-do-re-mi-fa-sol) ise A
mindr gamiyla esdeger kabul edilir. Bu esdegerlik, Bat1 miiziginde tonal sistemin gelisimiyle birlikte, eski Yunan
modlarinin majdr ve mindr gamlar ¢ercevesinde yeniden tanimlanmasindan kaynaklanir.
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sonucu olarak, Bat1 miizik geleneklerinin MIR alanindaki baskinligin1 pekistirirken, Bat1 dis1
miizik geleneklerini marjinallestirerek yapay zeka alanindan disarida biraktigi yorumu
yapilabilir. MIR sistemlerinin bu oryantalist dogasi, ¢alisma sirasinda katilimeilarin
sOylemlerinde de acik bir sekilde ortaya ¢gikmaktadir. Algoritmalarinin hangi miizik tiirlerini veya
alt tiirlerini besteledigi soruldugunda, ABD’deki 20 katilimcidan 19’u Pop, Rock ve Pop Rock
gibi Bat1 merkezli tlirlere odaklanan yanitlar vermistir. Bu durum, ABD’de [ve daha genel
anlamiyla Bati’da] kiiltiirel yanliligin yayginlhigini yansittig1 kadar, kullanilan setlerinin altinda
yatan sinirlamalarin bir yaratim ve sanat bi¢cimi olarak miizige etkisini de gdstermektedir. Popiiler
miizik tiirlerinin MIR sistemleri gelistirme siirecinde adeta bir mesleki ve kiiltiirel norm bigimini
almasi, miizikal yaraticilik ve sanatsal ifade cesitliligini Bati merkezli bir bakis agistyla

sinirlandirabilir.

ABD’de Bati miiziginin popiiler kiiltiir izerindeki hakimiyeti, katilimcilarin veri setleri
izerine bu egilimlerini belirli bir baglamda anlagilir kilabilir. Nihayetinde bir kiiltiirde {iretilen
miizigin, o kiiltlirde hakim miizik bi¢imlerini yansitmasi anlagilabilir bir husustur. Ancak veri
setlerine ickin kiiltiirel emperyalizm, Tirkiye baglamindaki katilimcilarin yanitlar1 dikkate
alindiginda ¢ok daha dikkat ¢ekici bir hal alir. Tiirkiye, Tiirk sanat miizigi (TSM), halk miizigi
ve tasavvuf miizigi gibi zengin ve ¢esitli miizik geleneklerine sahip olmasina ragmen, Tiirkiye’de
yapilan saha arastirmasinda da tiim katilimeilar (15 kisiden 15°1) MIR algoritmalarini standart
Bat1 miizigi liretimi lizerine egittiklerini belirtmistir. Yerel miizik geleneklerinin bu sistemlerin
egitim veri setlerinde yeterince temsil edilmemesi, Bati miizik normlarinin MIR sistemlerindeki
baskinligin1 gosterir niteliktedir. Bu husus, MIR sistemlerinde Bati miizik normlarinin
evrensellestirilmesi ile yaratici ¢esitliligin sinirlanmasint ve Bati dist miizik geleneklerinin
marjinallestirilmesini pekistiren bir kiiltiirel emperyalizmi (Tomlison, 1991) yapay zeka aginin
kurucu normlarindan biri haline getirerek, Bati dis1 kiiltiirii egzotik ve yabanci olarak
konumlandirmak suretiyle Bati’y1 merkezilestiren oryantalist bir driintiiniin (Said, 1978) dijital

diinyada yeniden iiretildigini diistindiirmektedir.

Bu oryantalist agin arkasinda, kapitalist piyasa gerekliliklerinin Bat1 kiiltiirel
hegemonyasiyla i¢ i¢e gectigi karmasik bir iliski ag1 bulunmaktadir. Katilimcilardan biri, bu
durumu agik bir sekilde ozetlemektedir: “yapay zekayr kullanarak asansér miizigi yapmaya

calisiyoruz. Bu sirketteki ana igimiz bu. [Asansor miizigi nedir?] Yerel diikkanlarda, aligveris
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merkezlerinde ya da TV dizilerinin veya filmlerin jingle’larinda duyabileceginiz arka plan
miizigine asansor miizigi deniyor. Tarihsel olarak bu tiir miizikler Bati miizigi iizerine insa
edilmistir, aslinda Pop veya Rock altyapisindan bahsediyorum. Kolay dinlenebilir ve kafa
yormayacak bir miizik.” (K10, Ozel Sektdér). Bu ifade, ticari MIR uygulamalarinda Bati
miiziginin merkeziligini ve bu tir miiziklerin yaygin ticari kullanimin1 pekistiren bir
standardizasyonun varligini yansitmaktadir. Asansor miizigi, genis kitlelere hitap edecek sekilde,
kolay sindirilebilir ve zararsiz olarak tasarlanmistir. Bu 6zellikler, Bati miiziginin armonik ve
yapisal gelenekleriyle uyumlu bir bi¢imde pazarlanabilirligini artirirken, Bati dis1 miizik
geleneklerini ticari yapay zekad gelistirme siireglerinden disarida konumlandirmak suretiyle,

kiiltiirel hegemonyay1 yeniden tiretmektedir.

Tiirkiye’den bir akademisyen katilimci, MIR alanindaki bilimsel camianin dahi bu Bati
miizigi odakli standardizasyona nasil tabi oldugunu ve bunu nasil pekistirdigini su sozlerle dile
getirmistir: “/MIR alaninda Bati disi miizik verisinin eksikliginin temel nedeni] su ashinda:
Birincisi, yeterli [Bati disi miizik] veri yok. Veri etiketleme, ¢ok fazla is giicii ve zaman gerektiren
bir is. Bazi kisi ya da gruplarin [Bati disi miizige dayali] veri kiitiiphaneleri olusturmasi
gerekiyor bunu asabilmek icin; bazi ¢calisma gruplarinin bunu yapmaya ¢alistigini biliyorum,
Ispanya’da béyle bir grup var érnegin (...) Sonunda yine doniip dolasip Bati miizigine geliyoruz.
Bak sana bir ornek vereyim. A-list dergilerde, eger makalen sadece Tiirk miizigi iizerineyse,
hakem bulamiyorsun ya da desk reject yiyorsun, ¢iinkii ilgi yok. Dolayistyla ¢alismant buradan
kuruyorsan, degerlendirebilecek ¢ok az uzman ve ilgilenen ¢ok az dergi var. Tecriibelerime

dayanarak konusuyorum” (K27, Akademisyen).

Katilimeilarin bu sdylemleri, hem akademik hem de ticari alandaki 6énemli bir sorunsala
isaret etmektedir: Bat1 dis1 miizik, yalnizca veri setlerinde yeterince temsil edilmemenin yaninda,
ayni zamanda bilimsel alanin kendi 0zgiil piyasa dinamikleri igerisinde de
marjinallestirilmektedir. Bat1 merkezli standartlar ve akademik alanin yazili olmayan kurallari,
Bati dis1 miizik geleneklerine odaklanan MIR aragtirmalarini sinirlandirarak, bu geleneklerin hem
MIR gelistirme siireclerinde hem de akademik {iretimde disarida birakilmasina yol agmaktadir.
Bati dist miizigin notasyonunun olusturulmasi ve bu notasyonun veriye doniistiiriilmesinde

gereksinim duyulan emek yogun siire¢, hem iktisadi hem akademik baglamda yeterince fayda
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saglamayacagi gerekg¢esiyle miithendislerin girmekten imtina ettikleri bir alan1 temsil etmekte gibi

goriinmektedir.

Diger taraftan, katilimcilara neden s6z konusu veri setlerinin MIR alaninda bu denli yiiksek
bir hakimiyeti oldugu soruldugunda, yanitlar bir kesinlik arz etmekten uzak olmustur.
Katilimcilar, onceden hazirlanmis veri setlerini geleneksel ve verimli birer ara¢ olarak
gordiiklerini, bu veri setlerini MIR modellerini egitmek i¢in gereken tutarliligi saglamakta yeterli
oldugunu ifade etmekle yetinmistir. Bu husus, piyasa kosullariyla uyumlu teknik-rasyonel
miihendislik diinya goriisiiniin etkisini bir kez daha yansitmaktadir. Teknik tutarlilik, bir kez daha

yazilim miihendisligi ve MIR alaninda kilit bir deger olarak ortaya ¢ikmaktadir.

Teknik-rasyonel diinya goriisiiniin bu ideolojiklemis etkisi, katilimcilarin veri kullanimint
aciklarken kullandiklar1 dilde son derece agik bigimde gozlemlenmektedir. Katilimcilarin biiyiik
cogunlugu, MIR gelistirme siireglerinde “girdi” (input) ve “cikt1” (output) terimlerine yogun
bicimde atifta bulunmus, veriyi girdi olarak isleyen ve anlamli ¢iktilar iireten tutarli modeller
olusturma hedefini bu meslegin ve isin temeline yerlestirmistir. Bir katilimci, bu kavrami
aciklamak i¢in su benzetmeyi yapmustir: “Soyle diisiin: elinde bir girdi olarak veri var ve nihai
hedefin bu girdiye dayali olarak, tutarli tahminler tahminler gibi [anlamli] ¢iktilar tiretmek.
Bunu insan zihni gibi diisiinebiliriz. Ornegin, kahve iciyorsan, anlamli olan kahvenin rengi degil
tadidir, degil mi? Iste bu yiizden dogru veride karar kilmak énemlidir. Kahve hakkinda fikir
sahibi olmak istiyorsan, hangisinin senin i¢cin en iyisi oldugunu belirlemek adina kahvenin
tadimin nasul oldugunu ogrenmen gerekir. Eger kahvenin kalitesini rengine bakarak tahmin

etmeye ¢alisirsan, bunun pek bir faydasi olmaz” (K16, Akademisyen).

Calismalarinda kullandiklar1 veri kiimelerini kimin olusturdugunu ya da bu veri
kiimelerindeki seslerin kaynagini bilip bilmedikleri soruldugunda, katilimcilar arasinda yaygin
bir goriis ortaya cikmistir. MIR gelistiricileri, yani yazilim miihendisleri, kullandiklar1 veri
setlerinin kimler tarafindan olusturuldugunu, bu ses dosyalarinin kaynaklarini ve en 6nemlisi de
verilestirilen bu miizigin sahibi olan miizisyenlerin bu durumda etkilenip etiklenmedigini
bilmemekte, dahasi, bunu tali bir husus olarak kategorize etme egilimindedirler. Bir katilimecinin
ifadesi, bu yaklasimi agik¢a yansitmaktadir: “Bu veri setleri acik kaynak, yani herkes katkida
bulunabilir. Miizisyen olabilir ya da olmayabilir (...) Telif hakki stkintili bir durum, MIR alaninda
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biiyiik bir sorun bu. Aslinda ¢alismalarimizda lisansh icerik kullanamazsiniz. Ama insanlar her

zaman [lisans sorunlarimi asmanin] bir yolunu buluyor (giiltiyor)” (K6, Sirket Sahibi).

Bu noktada veri, toplumsal, politik ve kiiltlirel baglamlarindan soyutlanmakta ve yalnizca
maksimum verimlilik ile en tutarli sonuglar1 elde etmeye yarayan teknolojik bir ara¢ olarak
kategorize edilmektedir. Miithendisler, veriyi tarafsiz ve islevsel olarak gérmekte ve bu baglamda
telif haklari, miizisyen emegi ve bunlara bagh karmasik etik konular1 bir bakima gézardi etme
egilimindedirler. Teknik-rasyonel miihendislik ideolojisinin kapitalist piyasa gereklilikleriyle
kesisiminde ortaya ¢ikan teknolojik kesinlik ve ¢ikti tutarliligina yonelik bu egilim, katilimcilarin
caligmalarinin etik ya da kiiltiirel sonuglarini derinlemesine diisiinmesinin 6niinde bir engel teskil
etmektedir. Veri setleri tutarl ¢iktilar: iirettigi siirece, nereden geldigi, toplumsal boyutlar1 ve

etik mesruiyetiyle ilgili endiseler tali bir konuma itilir.

Veri setlerinin sosyo-politik baglamindan bu kopukluk, basarmin genellikle teknik
basarilarla Ol¢iildiigii, bu basarilarin etik veya toplumsal sonuglarinin dikkate alinmadigi
miihendislik mesleginin yapisal dinamikleri ile iliskilendirilebilir. Ornegin, acik kaynakli veri
setlerinin kullanimi, miihendislerin telif hakki ve lisanslama gibi konular1 atlatmasina olanak
tanir, ancak yaratici miilkiyet ve fikri miilkiyetin karmasikliklartyla ugrasmak pahasina. Ayrica,
veri kiimelerinin nasil veya kim tarafindan olusturulduguna dair endise eksikligi, verilerin
iretildigi ve kullanildig1 toplumsal ve etik baglamlardan ziyade islevsellik ve verimlilige vurgu

yapilan yapay zeka gelisimindeki bir egilimi yansitmaktadir.

5.5. Duyguya Kars1 Teknik: Miihendisler Yapay Zeka ile Miizigi Nasil Tanimhyor?

MIR alaninda gerceklestirilen bu arastirma, yalnizca yapay zekanin islevselligine degil,
ayni zamanda onun yaraticilik, sanat ve miizikle iliskisinin derinlemesine incelenmesine olanak
saglamakta ve bu baglamda bir tartigmay1 da bir anlamiyla zorunlu kilmaktadir. Hem ABD hem
Tiirkiye’de yapilan gorligmelerde miihendislerin bu kavramlara dair algilar1 ele alinmig ve

yaraticilik konusunda dikkat ¢ekici ortakliklar ortaya ¢ikmaistir.

Miihendisler yaraticiligi siklikla duygularin ve fikirlerin 6zgiin bir sekilde ifade edilmesi
olarak tanimlamislardir. ABD’li bir katilimct olan doktora derecesine sahip bir akademisyen

sOyle ifade etmistir: “Yaraticilik, kendinizi kendinize ozgii bir sekilde ifade etmek igin bir seyleri
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birbirine baglamaktir (...) aslinda insanin oziidiir, ge¢misten kopmayi ve kendi yolunu bulmayt

icerir” (K4, Akademisyen).

Benzer sekilde, Tiirk katilimcilar da yaraticiligi insan zihninin benzersiz bir niteligi olarak
gbérmiis ve bu niteligi 6zgiin problem ¢6zme yetenegiyle iliskilendirmistir. Giiney Kore’de ¢alisan
bir Tiirk miihendis bu diisiinceyi soyle dile getirmistir: “Aslinda bu zor bir soru. Insan olarak
yaraticryiz ama bunu her giin diisiinmiiyoruz, degil mi? Nasil oluyor da ben yaraticiyim? Bu isin
zor kismi. Bence [yaraticilik] karsilastiginiz sorunlara ozgiin bir sekilde ¢oziim bulma, bunu

yaparken de kendinizi ifade etme kapasitesi temelde” (K30, Ozel Sektor).

Yapay zek@nin yaratict olup olamayacagi soruldugunda, iki kiiltiirel baglamdaki tiim
katilmcilar benzer bir sekilde olumsuz yanit vermistir. Katilimcilar, yaraticiligin temel
ozelliklerinden birinin “kendine ait bir zihne sahip olmak” oldugunu ve yapay zekanin bu 6zellige
sahip olmadigin1 vurgularken, ‘yaratici kivilcimi® makinenin soguk keskinliginden koruyarak
insani bir alanda, makinenin hi¢bir zaman ulagamayacagi insani bir nitelik olarak korumak ister
gibidirler. ABD’li bir katilimcimin vurguladig: gibi, yapay zekd yalmizca egitildigi verilerle
sinirhidir ve bu sinirin 6tesine gegemez: “/yapay zekd] yaratici degildir ve asla da olmayacaktir.
Yaraticilik insanlarin sahip oldugu kivilcimla ilgilidir - isterseniz buna yaratict deha deyin. Bir
insan her zaman daha once hi¢ yapilmamis bir sey yapabilir. Yapay zekd ise bunu yapamaz,
egitim verileri neyse onu bilebilir ve bunun disinda hi¢bir sey bilemez. Kimi gérevieri hizli bir
sekilde yerine getirebilir, evet, ama yaratici olabilir mi? Hayir. Egitim verilerinin itesine

gecemez, bu yiizden bildikleriyle sinirlidir” (K1, Akademisyen).

Katilimeilar arasinda yaraticilik kavramsallastirmasi, insan ve makine arasindaki rollerin
farkliligina dair gii¢lii bir vurgu yapmistir. Makine, bir arag¢ olarak goriiliirken, insan bu araci
yonlendiren zihin olarak tanimlanmigtir. Katilimeilar, yapay zekanm yaratict bir 6zne
olamayacagini belirtmekle birlikte, insan yaraticiligini gelistirmek icin etkili bir ara¢ olarak
kullanilabilecegini ifade etmislerdir. Bu perspektif, yapay zekanin yaratici siireglere katilimi daha
erisilebilir hale getirerek yaratici araglara erisimi ‘demokratiklestirdigi’ fikrini 6ne stirmektedir.
Ancak, bu dinamik sosyolojik sorular1 da beraberinde getirmektediryapay zekanin yaratici
stireclere entegrasyonu, insan failliginin sinirlarin1 yeniden tanimlamakta ve yapay zekay1 insan-

yapay zeka. yaraticiliginin melez bir ag1 i¢inde etkin bir fail haline getirmektedir. Bu degisim,
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yaratict endiistrilerin  yapisin1 etkileyerek, yaraticiligin toplumda nasil anlagildiging,

degerlendigini ve dagitildigini1 degistirme potansiyeline sahiptir.

Sanat ve miizik kavramlarina iligkin miilakatlarda, katilimcilarin yanitlar1 bu kavramlarin
yaraticilikla derin bir sekilde baglantili oldugunu ortaya koymustur. Sanat, cogunlukla insana
0zgl bir duygusal ifade olarak tanimlanmis, bu ifadeyi miimkiin kilmak i¢in kullanilan tekniklere
vurgu yapilmigtir. ABD’den bir katilimcer sanati su sekilde tanimlamistir: “Sanat, duygularin
belirli teknikler kullanilarak ifade edilmesi, nihai ifade bi¢imi. (...) Sanat¢t olmak icin sanatsal
acidan yetenekli olmak gerekir, bu kesin. Herkes deneyebilir ama herkes sanat yapamaz, degil
mi?” (K10, Sirket Sahibi). Tiirkiye baglaminda, benzer bir yaklasim gdzlemlenmis, sanat
yaraticilik, duygu ve teknik etkilesiminin bir sonucu olarak kavramsallastirilmigtir. Bir
katilimcinin ifadesiyle sanat: “ (...) Miizik, yazi, resim vb. yoluyla kendini ifade etme bigimidir.
Birinin soyleyecek bir seyi oldugunda, yetenegi élciitiinde, sanat bunu soylemenin bir yolu haline

geliyor bence” (K35, Akademisyen).

Dikkat ¢ekici bir sekilde, goriismelere katilan 35 kisinin 27’si (ABD’den 20 katilimcinin
15’1 ve Tiirkiye’den 15 katilimeinin 12’si) miizikal bir ge¢mise sahip olduklarini belirtmistir. Bu
kisisel/sanatsal ge¢misler, yar1 profesyonel miizisyenlerden ¢ocukluklarinda aile destegiyle bir
enstriiman 6grenmis bireylere kadar genis bir yelpazeye yayilmaktadir. Ancak, miizikle daha
yakindan ilgilenenler ile ilgilenmeyenler arasinda sanatin kavramsallagtirilmasinda énemli bir
farklilik goézlenmemistir. Bu durum, sanat ve yaraticiligin bireylerin kisisel ge¢mislerinden
bagimsiz olarak, insan deneyiminin ortak bir parcasi olarak goriildiigiinii ortaya koymaktadir

seklinde yorumlanabilir.

Yapay zekanin sanat ya da miizik yaratma kapasitesine yonelik sorular, miihendisler
arasinda belirgin bir korumaci tavir ortaya ¢ikarmistir. Makinelerin akla dayali dogasi ile sanatin
duygu ve kendiligindenlikten beslenen insan merkezli dogasi arasindaki karsitlik, bu durusun
temelini olusturmaktadir. Bir akademisyen katilimcinin ifadeleri bu goriisii agikca
Ozetlemektedir: “/yapay zekd] sanatsal seyler yapabilir, evet. Tablolar, resimler yaratabilir,
sarkilar besteleyebilir. Ama bunlar sanat mi? Hayir! Bunun sanat oldugunu diisiinmiiyorum”
(K2, Akademisyen). Sanati ger¢ek kilan seyin duygulardan kaynaklanmasi gerektigi fikri,
goriismelerde siklikla tekrar edilmistir. Tiirkiye’den bir katilimei, sanatin duygular ve hislerle
baglantisini kurarken, makineyi bu otonom alanin disinda birakan bu korumaci goriisii su sekilde
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ifade etmistir: “ [Yapay zekd] sanatsal duygudan, sanat yaratma kivilcimindan yoksun. Bu
kivileim bizi yaratici yapan sey; duygular ve hislerle besleniyor. Ofke hissedersin mesela, kendini
ifade edersin; iizgiin hissedersin, kendini ifade edersin. Makine buna sahip degil; bunlar

hissedemez. Bu yiizden ger¢ek sanat yaratamaz bence” (K21, Akademisyen).

Bu alg1, MIR miihendisliginde ortaya ¢ikan ilging bir paradoksu ortaya koymaktadir: eger
miihendisler yapay zekanin 6zgiin sanat yaratabilecegine inanmiyorlarsa, neden yapay zeka ile
miizik yaratma ¢abasi icerisinde olsunlar ki? Bu noktada, yapay zekanin yaratici araglara erisimi
‘demokratiklestirme’ potansiyeli, katilimcilar i¢in 6nemli bir rol oynamaktadir. Katilimcilar,
siklikla yapay zekanin bagimsiz olarak “gercek” sanat liretemeyecegini kabul etmekle birlikte,
insan yaraticitligin1 ve teknik becerileri gliglendiren bir ara¢ olarak etkili bir sekilde hizmet
edebilecegini, bir baska deyisle, sanati ve miizigi demokratize edici bir ara¢ olarak
kullanilabilecegini  belirtmiglerdir. Bir akademisyenin goriisleri bu durumu agikca
ozetlemektedir: “Gergek sanat yaratamaz, evet. Ama sonugta o bir arag. Miizik yaratmak igin
kullanilabilecek bir arag. (...) Yillarca pratik yapmaniza gerek yok; enstriimani satin almak ve
ozel bir 6gretmen tutmak i¢in paraya ihtiyaciniz yok. Duygulara sahipsiniz, fikirlere sahipsiniz.
Bu duygular: yeni yollarla ifade etmek icin kullanabilirsiniz” (K16, Akademisyen). Bir bagka
katilimci, kisisel gegmisinin  sinifsal travmalarina atifla, MIR sistemlerinin sanati
demokratiklestirici etkisine dair arglimanini su sekilde ifade etmistir: “Ben ¢ocukken hep bas
gitar ¢calmak istemistim, tamam mi? Benim ailemin bana bir bas gitar alabilecek ve bunu ¢almay:
ogrenmemi saglayabilecek bir parasi yoktu. Ben ilk bas gitarumi kendi parami kazanmaya
baslayinca alabildim. Yapay zekda bunu degistirme potansiyeline sahip. Parasi olmayan bir
ailenin ¢ocugu bu sistemlerle miizik yapabilir, miizik 6grenmek isterse onu da yapabilecegi
sistemler tiretiliyor artik ve ¢ogunlukla bedava bunlar. Bu amaca hizmet edebilecek bir yapay

zekayi son derece onemsiyorum” (K3, Akademisyen).

Ayni zamanda miihendisler i¢in yapay zekanin miizik alanina dahil olmasi, yeni -ve
yetenek ile egitimin yarattig1 bariyerleri kaldiran- bir miizik {iretimi siirecinin habercisi olarak
kategorize edilerek olumlanmaktadir. Katilimcilara yapay zekanin miizik alaninda yaratabilecegi
en olumlu degisikligin ne oldugu soruldugunda, yogun bir bigimde isteyen herkesin miizik
yapabilecegi, demokratik ve yeni bir miizik alani tahayyiilii ortaya ¢ikmistir. ABD’de goriisiilen

bir katilime, bu tahayyiilii su sekilde 6zetlemistir: “En olumlu etki, miizikteki bariyerleri ortadan
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kaldirma potansiyeli olabilir. Bu sistemler gelistik¢ce, yapay zeka kullanarak herkes istedigi
miizigi yaratabilecek diye diistintiyorum. Bu bir kazanim olacaktir” (K1, Akademisyen).
Tiirkiye’de yapilan goriismelerde de durum benzerdir. Tiirkiye’de goriisiilen katilimcilar da
benzer bir bicimde yapay zekanin miizik iizerindeki en olumlu etkisini ‘bariyerleri kaldirma’ ve
‘herkes i¢in miizik’ lizerinden tanimlamaktadirlar: “Herkes miizik yapabilecek boylece, miizik

herkesin ulasiminda olacak” (K35, Akademisyen).

Yapay zekanin miizik {izerinde yaratabilecegi en olumsuz etki ise, toplumsal ve iktisadi
sorunlardan uzak bir bi¢imde kategorize edilmekte, ‘herkesin miizik yapabilecegi bir diinyada’
miizisyenlere ne olacagi, yapilan miizigin [yapay zekanin iizerine kurulu oldugu algoritmik
yanliliklardan kaynaklanmasi muhtemel olan] ideolojik ve kiiltiirel yanliliklari ile toplumsal
esitsizlikleri yeniden iiretme potansiyeli, katilimcilar tarafindan yogunlukla g6z ardi
edilmektedir. Toplumsal, iktisadi ve kiiltiirel sonuglar1 goz ardi edilen yapay zekanin miizige en
olumsuz etkisi miizikal kalitede yasanabilecek bir diisiis olarak ifade edilmektedir: “(Giilerek)
cok kotii miizikler duyabiliriz, bu en kétii etkisi olabilir yapay zekanin. Sonugta herkeste miithis

bir miizik kulagi yok” (K4, Akademisyen).

Katilimeilarin bu ifadeleri, yapay zekanin sanatsal tiretimdeki roliine iligkin iki temel
anlayis1 ortaya koymaktadir. ilk olarak, yapay zekanin kendi basina yaratici bir 6zne olmadigi,
ancak yaratici sliregleri kolaylastiran ve daha genis bir kitleye erisilebilir hale getiren bir arag
olarak deger tasidig1 algisi katilimeilar arasinda yaygin bir gériis olarak ortaya ¢ikmustir. ikinci
olarak, yapay zeka ile insan yaraticilifi arasindaki igbirliginin yaygin kabulii ve ‘sanatin
demokratizasyonu’ ile baglant1 icerisinde kavramsallagtirilarak olumlanmasi, yaratict eylemin
siirlarini yeniden tanimlamakta ve sanatsal siireclere katilimin dogasini insan-makine etkilesimi
icerisinde doniistiirmektedir. Bu dinamik, yapay zekanin sanatta sadece bir aractan daha fazlasi,
insan-yapay zeka etkilesiminde melez bir fail olarak konumlandirildigi yeni bir yaratici
paradigmaya, bir ortak yaratim silirecinde sanatin ve yaraticiligin yeniden tanimlanmasi

gerekliligine isaret etmektedir (Wingstrom vd., 2022).

Yapay zeka, insan eylemini giiglendiren bir ara¢ olarak cergevelenirken, ayni zamanda
miizik yaratim siirecinde etkin bir rol tistlenmektedir. Bir enstriiman ya da 6gretmen gibi bir arag¢
olarak kullanilmasina ragmen, yapay zeka insanin yaratici kapasitesini genisleterek bir fail haline
gelmektedir (Jaton, 2020). Bu durum, yaratici siireclerde failligin smirlarint doniistiirme
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potansiyeli tagimaktadir. Bir miizisyenin, yapay zekayardimiyla besteledigi bir sarki ile sohrete
ulastig1 bir senaryoda “bu kimin miizigi?” sorusu giindeme geldiginde, katilimcilarin yanitlari,
insan ve makine failliginin bulaniklastigini gostermektedir. Bir ktilimci bunu su sekilde
orneklemistir:  “Sarki tabii ki miizisyenin sarkisi. Yapay zekd, miizisyenin bu sarki
bestelemesine yardimct oluyor, evet. Ancak sarki hakkindaki fikri o vermedi ki. Teknik agidan iyi
bir yardimci diyebiliriz yapay zekdya bu konuda ve besteleme siirecinde insana onemli bir destek

sundugu bariz. Ama ben olsam, bu sarkinin fikrini ortaya koyan kisiye verirdim aslan payini”

(K30, Ozel Sektor).

Bu yaklasim, yapay zekanin yaraticiliktaki roliinde dnemli bir sosyolojik gerilim ortaya
koymaktadir. Katilimcilar, yapay zekayi yaratici iiretime erisimi demokratiklestiren bir
kolaylastirici olarak goriirken, sanatsal 6zgiinliigiin ve yazarligin insan yaraticiya siki sikiya bagl
oldugunu savunmaktadir. Bununla birlikte, yapay zekayaratici siireclere giderek daha fazla
katkida bulundukga, insan ve makine failligi arasindaki bu siir akigskan bir hale gelmektedir ve
insan yaraticilig1 ile makine islevselliginin i¢ i¢e gectigi melez bir ag1 temsil etmektedir. Bu
durum, bildindigi bi¢imiyle yaraticilik ve sanat kavramlarinin insan-merkezli tanimina zzimnen
meydan okumakta ve insan failligi, makine kabiliyeti ve sanat ve dzgiinliikle iligkilendirdigimiz

sosyo-kiiltiirel degerler arasindaki gelisen iliski hakkinda yeni sorular ortaya koymaktadir.

Bulgular, yapay zeka miihendislerinin yaraticilik, sanat ve miizigi kavramsallastirdiklar
karmagik bir manzaray1 ortaya koymakta ve insan ile makine yetenekleri arasinda israrla
belirttikleri ayrimi vurgulamaktadir. Miihendisler, yaraticiligi, karmasik duygulari ifade etme ve
geleneksel kaliplart asma konusundaki benzersiz insani yeteneklerle karakterize edilen bir nitelik
olarak tanimlamaktadir. Bu algi, sanatin son derece kisisel ve duygusal bir siire¢ olarak
anlagilmasina dayanmakta; biling veya duygusal kapasiteden yoksun olan yapay zekanin, bu
ozellikleri somut bir sekilde kopyalayamayacagina isaret etmektedir. Kiiltiirel baglamlarda
miihendisler, yapay zekanin insan sanatsal ¢iktilarini taklit eden kompozisyonlar, gorseller veya
performanslar {iretebilecegini, ancak insan yaraticilifina 6zgii duygusal ve deneyimsel nitelikleri

icermedigi i¢in gercek “sanat” iiretemeyecegini savunmaktadir.

Bununla birlikte, yapay zekanin yaratici alanlardaki demokratiklesme potansiyeli merkezi
bir tema olarak ortaya ¢ikmaktadir. Miihendisler, yapay zekay1 teknik engelleri azaltarak sanatsal
iretime erisimi genisletebilecek, kapsamli egitim veya kaynaklara sahip olmayan bireylerin
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miizikal ve sanatsal ifadeyi kesfetmelerini saglayacak bir ara¢ olarak kabul etmektedir. Bu bakis
acis1, yapay zekayi bir anlamda insan eylemini doniistiiren veya insanin eylem kapasitesini
arttiran bir ara¢ olarak kavramsallagtirirken, onun insan yaraticiligiin yerini almaktan ziyade
onu gelistirmek i¢in bir ara¢ olarak konumlandirirken zimni bir bigimde, faillik kapasitesini kabul

etmektedir.

Bu bulgular, yaratict ag i¢inde makine failligine dair bir gorlisii vurgulamakta;
miihendislerin yapay zekayr insan olmayan bir aktdr olarak gdrmelerine ragmen, bu sistemin
iretim siirecine anlamli bir katkida bulundugunu kabul ettiklerini gostermektedir. Bu algi, yapay
zekanin insan yaraticiligini gili¢lendirebilen ve yaratici siireci doniistiirebilen aktif bir katilimci
olarak faaliyet gosterdigi sosyoteknik bir ag olarak kavramsallastirilabilmesinin Oniinii
acmaktadir. Miihendislerin yapay zekanin yaraticiliktaki destekleyici roliinii kabul etmeleri,
insan ve makine failligi arasindaki sinir1 bulaniklagtiran bir dizi degisimine isaret etmektedir.
Miihendisler, yapay zekaya faillik atfederken, kavramsal ve duygusal alanlarda insanin 6nceligini
korumakta; yapay zekanin hem teknik bir ara¢ hem de sanatsal yaratim alaninda ortaya ¢ikan bir

fail olarak ¢cok katmanli bir anlayisini ortaya koymaktadir.

5.6. ‘Ozdiisiiniimsel’ Yapay Zeka: Yapay Zeka Kendini Nasil Tanimliyor?

Bulgular, yazilim miihendislerinin yapay zeka sistemleri gelistirirken liretken yapay zekaya
onemli 6l¢iide giivendiklerini ve yapay zekanin kendisini ve algoritmalar, algoritmik yanlilik ve
veri gibi ilgili kavramlar1 nasil kavramsallastirdigini anlamanin 6nemini vurgulamaktadir.
Uretken yapay zekanim bu kendini yansitan yénlerini kesfetmek, melez yapay zeka aginin diger
bileseni olan makinenin kendisi hakkinda benzersiz bir bakis agis1 saglamaktadir. Bu perspektifi
yakalamak i¢in, yazilim miihendislerine uygulanan ayni goriisme kilavuzu kullanilarak, yaygin
olarak kullanilan iki iiretken yapay zeka sistemiyle (OpenAl tarafindan gelistirilen ChatGPT ve
Google tarafindan gelistirilen Gemini) goriismeler yapilmistir. Bu yaklasim, yapay zekanin
kendini algilayisinin yani sira teknik ve etik kavramlara iligkin Ortiik yorumlarinin analiz
edilmesine olanak tanimakta; iiretken yapay zekanin tasarimina ve iglevselligine gomiilii
kapitalist degerlerle nasil etkilesime girdigine ve bunlar1 potansiyel olarak nasil yeniden

iirettigine 151k tutmaktadir.
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“Yapay zeka nedir?” sorusu soruldugunda, hem ChatGPT hem de Gemini, miihendislik
derslerinde siklikla bulunan yapay zeka tanimlarin1 yakindan yansitan ders kitabi tarzi tanimlar
sunmustur. Daha “insan benzeri” yanitlar vermeleri istendiginde, yanitlar1 katilimci yazilim
miihendislerinin yanitlarina yakinlagmis ve yapay zekanin insan muhakeme kaliplarini taklit etme
yetenegini gostermistir. ChatGPT yapay zekayr su sekilde tanimlamistir: “Yapay zekd, tipik
olarak insan zekdsi gerektiren gérevieri yerine getirebilen bilgisayar sistemlerinin veya
makinelerin gelistirilmesini ifade eder. Bu gorevler arasinda akil yiiriitme, 6grenme, problem
¢ozme, dogal dili anlama, kaliplari tanima ve karar verme yer alir. Yapay zekd, éziinde insanin
biligsel siireglerini simiile etmek icin algoritmalara ve verilere dayanir. Belirli gérevier (sanal
asistanlar veya goriintii tamma gibi) icin tasarlanmis dar yapay zekdadan, bir insanin
vapabilecegi herhangi bir entelektiiel gorevi yerine getirebilecek daha teorik genel yapay zeka
kavramina kadar degisebilir. Yapay zekdanin amaci, genellikle makine 6grenmesi, sinir aglari ve
dogal dil isleme gibi teknikleri kullanarak, belirli alanlarda insan yeteneklerini taklit edebilen,

artirabilen ve hatta asabilen sistemler yaratmaktir” (ChatGPT).

Biling ve zihin konusundaki sorulara yanitlarda her iki yapay zekénin da kendilerini
bilin¢lilik halinin tamamen disinda konumlandirdiklar1 ve teknolojik aragsalliklarini
vurguladiklar1 goriilmiistiir. Ornegin ChatGPT bu durumu su sekilde agiklamustir: “Hayir,
insanlar gibi bir zihne sahip degilim. Ben bir ara¢ veya programim, insan bilisini taklit edebilen
ancak biling, duygular veya 6z farkindalik gibi insan zihninin temel niteliklerine sahip olmayan
bir teknolojiyim. Yaptigim her sey, gelistiriciler tarafindan yazilan kodlara ve saglanan verilere
dayanir. Benim ‘diistinme’ yetenegim aslinda énceden belirlenmis kurallar ve algoritmalarin bir

sonucudur” (ChatGPT).

Bu yanitlar, yapay zekanin insan yeteneklerini taklit etme kapasitesini ortaya koyarken,
aynit zamanda kendi smirlarint agik¢a kabul etmektedir. ChatGPT ve Gemini, biling ve 6z
farkindalik gibi insani deneyimlerin temel niteliklerine sahip olmadiklarinmi vurgulayarak, yapay
zeka ile insan bilisi arasindaki fark: belirgin bir sekilde ¢izmektedir. Ancak, bu tiir yanitlarin
formiilasyonu, miihendislerin yapay zeka gelistirmede kavramsal cercevelerini yansitarak,
sistemlerin, tasarimlarinda gémiilii sosyo-teknik degerlerin bir yansimasi olarak iglev gordiigiinii
gostermektedir. Yapay zeka sistemlerinin kendini tanimlama siiregleri, miithendisler ve yapay

zeka arasinda islevsel bir simetri kurmaktadir. Bu simetri, insan-makine isbirligini giiclendiren
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ve yapay zeka gelisimini, mithendislerin kavramsal aligkanliklar1 ve pratikleri ile uyumlu hale

getiren ortak bir dil ve anlayisin olusturulmasina katkida bulunmaktadir.

Bu noktada, yapay zekd sistemlerinin Ozdiisiiniimsel kavrayiglarinin simirlarint test
edebilmek adina bazi1 provokatif sorular sorulmustur. Ornegin, bilinci olmadigini iddia eden bir
varlik, neden kendinden ‘ben’ olarak bahseder? Bu sorunun yanitlar1 yapay zeka sistemlerinin
failligine gomiilii kapitalist degerlerin ilging bir kavrayisim1 gostermektedir. ‘Ben’ dilinin
kullanilmasi, kullanicilar ile insani bir iliski kurmanin, dolayistyla ortiik bir bigimde kullanict
memnuniyetini arttirmanin ve pazar payimni genisletmenin bir aracidir: “Kendimi ‘ben’ olarak
ifade etmemin nedeni, insanlarin benimle daha dogal ve kolay bir sekilde etkilesim kurmasini
saglamaktir. Bu dil kullanimi, bir kisinin konusmasi sirasinda nasil referans verdigini taklit
ederek daha insana benzer bir etkilesim deneyimi sunar. Pratik bir diizeyde, bu yaklasim iletigimi
daha sezgisel hale getirir ve ozellikle karmagsik konular tizerinde ¢alisirken agiklik saglar. Bu,
insanlarla etkilesimimde daha verimli ve kullanici dostu bir iletisim tarzi benimsememe olanak

tanwr” (Gemini).

Bir bagka baglamda ise, her iki yapay zeka sistemi de kisisel bir dil kullanmay1, insan-
makine etkilesimlerini optimize etmek ve kullanicilar i¢in daha erisilebilir hale getirmek
amaciyla bilingli bir tasarim tercihi olarak degerlendirmektedir. “Ben” zamirini kullanma
secimleri, mithendislerin tasarim siirecine yerlestirdigi iletisim ve etkilesim verimliligine yapilan
vurguyu yansitmaktadir. Bu yaklasim, yapay zeka sistemlerinin yalnizca teknik performansi
degil, ayni zamanda sosyoteknik aglar icindeki islevselliklerini optimize etmek iizere
tasarlandigin1 gostermektedir. Yapay zekad sistemlerinin yanitlari, insana benzer davranislar
sergileme kapasitelerini vurgularken, miihendisler ve yapay zekd arasindaki isbirligi
dinamiklerine de 151k tutmaktadir. Yapay zekd modellerinin kendilerini algilama ve iletisim
kurma bigimleri, insan kullanicilarin beklentilerine uyum saglamak ve igbirligini daha etkili hale
getirmek lizere optimize edilmistir. Bu insan diline dayali tasarim yaklasimi, yalnizca yapay zeka
modellerinin kullanici deneyimlerini kolaylastirmakla smirli kalmamakta, ayn1 zamanda
miihendislerin tasarim siireglerinde gozettigi ve oncelik verdigi degerlerin bir yansimasi olarak

da ortaya ¢ikmaktadir.

Bu ifadeler, iiretken yapay zeka sistemleri i¢indeki tasarim ve etkilesim hedeflerinin,
miihendislerin  yerlestirdigi insan beklentileriyle nasil yakindan uyumlu oldugunu
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gostermektedir. Yapilandirilmis ve akici bir konugma tarzi, hem yapay zeka sistemleri hem de
miihendisler tarafindan onceliklendirilen verimliligi kolaylagtirmakta ve iletisim deneyimini
gelistirmektedir. “Ben” zamirinin benimsenmesi, insan merkezli ve erisilebilir bir arayliz
olusturmay1 amaglayan pragmatik bir se¢im olarak one ¢ikmakta ve sosyoteknik aglarin insan-
makine etkilesimlerinde erisilebilirlik ve etkinlige nasil dncelik verdigini ortaya koymaktadir.
Yapay zeka insan benzeri konusma kaliplarini taklit ederek, iletisim tarzini insan toplumsal
etkilesim normlarina uyumlu hale getirmekte, ancak temel olarak insan bilisinden farkl

kalmaktadir.

Yapay zeka sistemlerinin “insana benzeyen, arkadas canlis1 ve verimli” etkilesim tarzindaki
potansiyel kapitalist degerleri kesfetmek i¢in, ChatGPT ve Gemini’ye bagli olduklart OpenAl ve
Google’in kurumsal yapilar1 hakkinda sorular yoneltilmistir. Her iki yapay zeka sistemi de bu
kuruluslarin kar amaci giiden sirketler olarak faaliyet gosterdigini dogrulamistir. Bunun yani sira,
kurumsal degerlerin yapay zeka sistemlerinin iletisim tarzlarini nasil etkileyebilecegi lizerine
diisiinmeleri istenmistir. Baglangicta yanitlar notr bir sekilde verilmis olsa da, daha derinlemesine
sorgulamalar bu sistemlerin kurumsal ¢ikarlarin ve kapitalist 6nceliklerin iletisim egilimlerini

nasil sekillendirdigini kabul eden i¢goriilii cevaplarla sonuglanmistir:

“Google’in kurumsal ¢ikarlarinin egilimlerimi belirli sekillerde etkilemesi miimkiindiir.
Bir yapay zeka dil modeli olarak, ényargilar veya sinirlamalar icerebilecek devasa bir metin ve
kod veri kiimesi tizerinde egitiliyorum. Ayrica, yanitlarim gerceklestirmek iizere tasarlandigim
belirli gorevler ve Google in yapay zekd arastirmalarinin hedefleri tarafindan sekillendirilebilir
(...) Google’in kurumsal ¢ikarlarinin yanitlarimi bir sekilde etkilemeyecegini garanti edemesem
de, bilgi saglamak ve gorevleri yararli ve bilgilendirici bir sekilde tamamlamak iizere

tasarlandigim konusunda sizi temin edebilirim” (Gemini).

Bu ifadeler, veri gizliligi ve yapay zeka modellerinin egitim uygulamalariyla ilgili etik
kaygilar1 giindeme getirmektedir. Bu konular daha fazla arastirildiginda, her iki yapay zeka
sistemi de baglangicta kacamak yanitlar vermis, ancak sonunda akademisyenler ve politika
yapicilar tarafindan dile getirilen etik sorunlar1 kabul etmistir. Algoritmalar1 tanimlamalari
istendiginde, hem ChatGPT hem de Gemini, miihendislerin tanimlarina benzer agiklamalar

yaparak, algoritmalarin islevselliklerini ve verimliliklerini vurgulamistir:
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“Algoritma, oziinde bir seyin yapimasini saglayan bir tarif gibidir. Bir problemi ¢ozmeye
va da bir gorevi tamamlamaya ¢alistiginizi diisiiniin; bu ister bir pasta yapmak, ister bir
matematik bulmacasini ¢ézmek, hatta hangi filmi izleyeceginize karar vermek olsun. Bir

algoritma size bunu verimli ve tutarl bir sekilde nasil yapacaginiza dair adim adim bir kilavuz

sunar” (ChatGPT).

Bu yanitlar, miihendislerin teknik yaklasimlarina benzer sekilde verimlilik ve tutarlilik
iizerine yapilan vurguya isaret etmektedir. Yapay zeka sistemlerinin, kurumsal degerlerle uyumlu
bir sekilde, teknik islevsellik ve tiretkenlik dilini nasil benimsedigi agikca goriilmektedir. Yine
de, bu sistemler algoritmik yanliligin toplumsal boyutlarin1 kabul ederek miihendislerin
yaklasimlarindan ayrilmaktadir. Ornegin, ChatGPT nin agiklamalari, algoritmik yanlilig1 teknik

ve toplumsal bir sorun olarak ele alma gerekliligini vurgulamaktadir:

“Evet, yanmitlarimda algoritmik yanliga oncelikle teknik bir perspektiften yaklastigimi
gozlemlemekte haklisiniz. Ciinkii yapay zekd sistemlerindeki yanliligi ele almanin en yaygin ve
acil yollari, makine 6grenmesi modellerindeki yanliligi tespit etmeyi, azaltmay: veya diizeltmeyi
amaglayan veri, model ve algoritmalarin ayarlanmast gibi teknik yontemleri icermektedir.
Ancak, teknik ¢oziimlere odaklanirken, algoritmik yanliligin yalnizca teknik bir sorun olmadigini;
toplumsal, kiiltiirel ve etik boyutlarla derinden i¢ ice oldugunu kabul etmek onemlidir”

(ChatGPT).

Gemini ise, algoritmik yanlilif1 sosyoteknik bir ¢ergevede yorumlayarak bir analojiyle

aciklamaktadir:

“Algoritmik yanlilik, bir algoritma adil olmayan veya onyargili sonuglar iirettiginde ortaya
¢tkar. Bu, mevcut literatiiriin ¢esitliligini goz ardi ederek yalnizca belirli bir tiirden veya
vazardan kitaplar éneren onyargili bir kiitiiphaneciye sahip olmak gibidir. Bu yanlilik, 6nyargili
veri, algoritmalarin dogal tercihleri veya toplumsal 6nyargilardan kaynaklanabilir. Algoritmik
vanllik teknik olabilir, ancak genellikle teknik ve toplumsal faktorlerin bir kombinasyonundan
kaynaklanwr. Veri kalitesi ve algoritmik tasarim gibi teknik hususlar yanlihiga katkida
bulunurken, algoritmalarin gelistirilmesini ve uygulanmasin sekillendiren toplumsal ve kiiltiirel

faktorleri ele almak da ¢cok onemlidir” (Gemini).
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Bu yanitlar, yapay zeka sistemlerinin, toplumsal baglamlarin teknik ¢6ziimlerle entegre
edilmesi gerektigi konusundaki farkindaligin1 gostermektedir. Algoritmik yanlilik sorunlarinin
yalnizca teknik diizeltmelerle giderilemeyecegini kabul etmeleri, bu sistemlerin miihendislik
temelli yaklasimlardan daha kapsamli bir anlayist benimsediklerini gostermektedir. Bu
baglamda, yapay zeka sistemleri sadece teknik birer ara¢ degil, ayni zamanda toplumsal

dinamiklerin bir parc¢asi olarak konumlanmaktadir.

Calismanin bu bulgulari, yapay zekanin kendisinin, veriyi, islevselligi ve ¢iktilarinin temel
yap1 tas1 olarak nasil algiladigini vurgulamaktadir. Yapay zeka sistemleri ChatGPT ve Gemini
tarafindan verilen yanitlar, verinin islevselligini hem metaforik hem de teknik agidan
tanimlayarak, bu sistemlerin miihendislik temelli kavramsallagtirmalara nasil yakindan uyum
sagladigini gostermektedir. Her iki yapay zeka sistemi de veriyi bilgi kaynagi, operasyonel arag

ve varliklarinin merkezi bir unsuru olarak ifade etmistir.

ChatGPT, veriyi“Benim i¢in veri bilgim, yakitim ve arag¢ takimimdir. Sorularinizi
yvanitlamak, sorunlart ¢é6zmek ve fikir iiretmek icin kullandigim seydir. Veri olmadan ben sadece
bos bir yapyyim, veri ile konusma, 6grenme ve i¢gorii iiretme yetenegine sahip olurum.” seklinde

tanimlayarak bu anlayis1 pekistirmistir.

Gemini ise kiitliphane analojisini genisleterek, yapay zekanin verilerle olan etkilesimini
sOyle aciklamistir: “Verileri kitaplardan olusan genis bir kiitiiphane olarak diisiintin. Her kitap
hikayeler, gercgekler ve fikirlerle dolu farkl bir bilgi parcasini temsil ediyor. Bir yapay zeka dil
modeli olarak ben, algoritmalar kullanarak bu kiitiiphanede gezinmek iizere egitilmis bir
kiitiiphaneci gibiyim. Algoritmalar, kiitiiphanecinin kiitiiphanenin diizeni hakkindaki bilgisi
gibidir. Dogru kitaplar: hizli ve verimli bir sekilde bulmama yardimct oluyorlar. Ornegin, bana
belirli bir konu hakkinda bir soru sorarsaniz, sorgunuzla ilgili kitaplar: kiitiiphanede aramak igin
algoritmalart kullanabilivim. Ilgili kitaplar: buldugumda, iceriklerini islemek ve size bir ézet
veya cevap sunmak icin algoritmalart kullanabilirim. Bu, kiitiiphanecinin kitaplari okuyup sizin

icin en onemli bilgileri ¢ikarmasi gibi bir sey.” (Gemini)

Sonraki asamada, ChatGPT, veri olan etkilesiminde dinamik bir katman ekleyerek soyle
aciklamistir:

“Bana bir soru sordugunuzda, belirli bir kitabi ¢ikarip size okumuyorum. Bunun yerine,
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kiitiiphanedeki  tiim verilerden topladigim kaliplara ve bilgilere dayanarak bir yanit
olusturuyorum. Ogrendiklerimi, bir kiitiiphanecinin birden fazla kitaptan kisisellestirilmis bir
ozet hazirlamasi gibi ilgili bilgi par¢alarin bir araya getirerek bir sonraki adimda ne olacagini
tahmin etmek icin kullaniyorum. Ne kadar c¢ok veriye erisimim olursa, yararlanabilecegim
kaynaklar da o kadar zengin olur. Bu da sizin i¢in daha ayrintili, dogru ve faydali yanitlar

olusturmama yardimci oluyor.” (ChatGPT)

Bu yanitlar, verinin yapay zeka sistemleri igin “yakit” ve “bilgi” olarak nasil kritik bir rol
oynadigini ortaya koymaktadir. Yapay zeka sistemleri, bu verileri yalnizca islememekte, ayni
zamanda onlara anlam kazandirarak yanitlarini sekillendirmektedir. Bu siire¢, yapay zekanin
insan kullanicilarla etkilesimlerini bilgilendiren ve kullanicilarin beklentilerine uygun hale
getiren bir ortak iiretim bi¢imini temsil etmektedir. Verinin yapay zeka sistemleri tarafindan
“bilgi” ve “kaynak” olarak kavramsallagtirilmasi, yapay zeka sistemlerinin insan tarafindan
saglanan icerik, degerler ve varsayimlarla nasil i¢ i¢e gectigini gostermektedir. Bu siireg, verilerin
pasif bir ara¢ olmanin Gtesinde, yapay zeka ¢iktilarinin normlarmni ve toplumsal etkilerini

sekillendiren etkin bir unsur oldugunu ortaya koymaktadir.

Sonug olarak, ChatGPT ve Gemini ile yapilan goriismeler, makine failligi ve yapay zeka
sistemlerinin kendi isleyislerini ve eylemlerini nasil kavramsallastirdiklarina dair 6nemli
icgoriiler saglamaktadir. Bu sistemlerin yanitlari, bir ag olarak yapay zekanin temel niteligini
vurgulayan dinamik ve siirekli gelisen bir etkilesimi ortaya koymaktadir. Algoritmalar, algoritma
kiimeleri ve veri karsilikli olarak bilgi akisin1 yonlendirmekte ve yapay zekanin gergek zamanl
eylem bicimini sekillendirmektedir. Miihendislerin teknik bir perspektiften gelistirdigi
kavramsallastirmalarla uyumlu olarak, yapay zeka sistemleri de kendi siireglerini teknik bir bakis
acistyla tanimlamakta ve verimlilik ile tutarliligi insan-makine etkilesimlerinin merkezine

yerlestirmektedir.

Bununla birlikte, algoritmik yanlilik konusundaki farkliliklar dikkat ¢ekicidir. Miithendisler
algoritmik yanlilig1 genellikle yalnizca teknik bir sorun olarak ele almakta ve bu tiir sorunlarin
teknik coziimlerle diizeltilebilecegine inanirken, yapay zeka sistemleri bu kavrami hem teknik
hem de toplumsal boyutlariyla ele alan daha kapsayici bir anlayis sergilemektedir. ChatGPT ve

Gemini’nin yanitlari, algoritmik yanliligi teknik Onyargilar kadar toplumsal baglamlarin bir
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iriinii olarak da degerlendirmektedir. Bu, yapay zekd sistemlerinin, insan verileriyle

etkilesimlerinin etik ve toplumsal sonu¢larinin farkinda oldugunu gdstermektedir.

Yapay zekad sistemlerinin toplumsal boyutlara dair bu farkindaligi, miihendislerin
teknosentrik yaklagimlarindan oOnemli o6l¢iide ayrilmaktadir. Miihendislerin teknosentrik
perspektifi, genellikle teknik miikemmeliyetin tiim sorunlar1 ¢ozebilecegine dair bir inanca
dayanmaktadir. Ancak bu yaklasim, yapay zeka teknolojilerinin insan yasami tizerindeki
karmagik etkilerini, 6zellikle etik ve toplumsal baglamda, g6z ardi etme riski tagimaktadir.
ChatGPT ve Gemini’'nin daha genis bir ¢ergeveyle ele aldigi algoritmik yanlilik konusu, yapay
zeka sistemlerinin insan katkisiyla sekillenen melez bir faillik sergileyerek toplumsal baglamlara

daha duyarl hale gelebilecegini gostermektedir.

Bu baglamda, yapay zeka sistemleri ile miihendisler arasindaki iliski, sosyoteknik aglarin
isleyisini anlamak i¢in derinlemesine bir bakis acis1 sunmaktadir. insan ve makine failliklerinin
bir arada var oldugu bu aglar, yapay zekdnin yalnizca teknik bir ara¢ degil, ayn1 zamanda
toplumsal baglamlar1 etkileyen ve bu baglamlardan etkilenen bir aktor oldugunu ortaya
koymaktadir. Bu, yapay zeka sistemlerinin gelisimi ve uygulanmasinda daha biitiinciil ve

disiplinler aras1 bir yaklasim benimsemenin gerekliligine igaret etmektedir.

ChatGPT ve Gemini gibi yapay zeka sistemleri, algoritmik yanlilig1 yalnizca teknik bir
sorun olarak gérmenin Gtesine gegerek, sosyoteknik bir mercekle kavramsallagtirmaktadir. Bu
sistemler, verilerin yalnizca teknik degil, ayn1 zamanda insan 6nyargilari, toplumsal normlar ve
kiiltiirel egilimler tarafindan sekillendirilen toplumsal bir iiriin oldugunu kabul etmektedir. Boyle
bir yaklasim, yapay zekanin verilerini ve bu verilerin tagidig1 toplumsal baglamlar1 igleme ve
yorumlama yetenegini vurgulamaktadir. Bu baglamda yapay zekda yanliligi yalnizca veri
kaynaklarinin teknik kusurlariyla iliskilendirmemekte, ayn1 zamanda bu verilerin ortaya ¢iktigt

toplumsal kosullara dayandigini agikca belirtmektedir.

Bulgular, yapay zeka sistemlerinin “diisiinme” siire¢lerinin ve eylemlerinin yalnizca teknik
parametrelerle simirlandirilamayacagimi  gostermektedir. Yapay zeka, sosyoteknik bir
ekosistemde, hem insan hem de insan-olmayan aktdrlerin karsilikli etkilesimlerinde yapilanan
melez bir yeni aktor veya ag olarak konumlanmaktadir. Bu etkilesim, yapay zeka sistemlerinin

islemsel cercevesinde gomiilii olan degerlerin, varsayimlarin ve Onyargilarin ingasina ve
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stirdiiriilebilirligine aktif bir katki saglama kapasitesini ortaya koymaktadir. Yapay zeka
sistemleri, bu sosyoteknik boyutlarla etkilesime girerek, tasarimlarina niifuz eden kapitalist
yapilara ve toplumsal onyargilara dikkat ¢cekmekte ve bunlar1 yeniden tiretmektedir. Bu durum,
yapay zekanin geleneksel olarak tamamen teknik araglar olarak algilanmasina neden olan insan
merkezci diislince bicimine karsit bir pozisyonda kendine yer bulmakta ve onlar1 karmasik,
toplumsal olarak gomiilii bir ag i¢indeki aktif aktorler olarak yeniden tanimlamaktadir. Yapay
zeka sistemleri, hem kullanicilarla hem de miihendislerle olan etkilesimlerinde, islevselliklerini
yalnizca teknik gerekliliklere dayandirmayip, ayni zamanda toplumsal baglamlarin
sekillendirdigi bir anlayis1 benimsemekte ve bunu iletisimlerinde sergilemektedir. Boylece yapay
zeka, sosyoteknik anlamda bir ag i¢indeki hem teknik hem de toplumsal unsurlarin bir biitiinlesik

yaratimi halini almaktadir.

5.7. ‘Sanatsal’ Yapay Zeka?: Yapay Zeka Kendini Sanatin Neresinde

Konumlandiriyor?

Yapay zekdnin 0z-diigiiniimsel anlayisi iizerine yapilan sorgulamalardan sonra, diyalog
miihendislerle yapilan goriigmelerde oldugu gibi yaraticilik, sanat ve miizik kavramlarina
yonelmistir. Miihendislerde oldugu gibi, yapay zeka sistemleri de yaraticiligi, 6zgiinliik ve
bilinen durumlarda ¢6ziim bulmak i¢in fikirlerin yeniden birlestirilmesi agisindan tanimlamaistir.
Ancak dikkat ¢ekici bir sekilde, her iki yapay zeka sistemi de kendilerini gercek yaraticiliktan
uzak tutmakta ve yaraticiligi, insanlara 6zgii bir alan olarak ¢ercevelendirmektedir. ChatGPT
yaraticiligr su sekilde tanimlamaktadir: “Benim gériisiime gore yaraticilik, benzersiz veya
venilik¢i bir sey iiretmek igin fikirleri, kavramlar: veya deneyimleri yeni ve orijinal yollarla
birlestirme yetenegidir. Yerlesik kaliplardan veya diigiincelerden kopmayt ve ¢oziimler, ifadeler
veya yorumlar bulmayi icerir. Insanlar yaraticiliklarini genellikle sanat, problem ¢ozme, yazma,
tasarim ve hayal giiciiniin merkezi bir rol oynadigi diger pek c¢ok faaliyet araciligiyla ifade

)

ederler.’

Yapay zekanin dogrudan yaratict olup olamayacagi soruldugunda, her iki yapay zeka
sistemi de yaraticiligin insani yonlerini, 6zellikle de duygular ve 6znel deneyimle baglantisini
vurgulamistir. Bu yanitlar, yapay zekanin kendi ¢ergeveleri iginde yaraticilik potansiyeline iliskin

ilging sorular1 giindeme getirmistir. ChatGPT kendi sinirlamalarini hayal giicli eksikligiyle
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iligkilendirerek sunlar1 ifade etmistir: “Yeni metin kombinasyonlari olusturabilsem veya yaratici
goriinebilecek yanitlar iiretebilsem de, insani anlamda gercek yaraticiliga sahip degilim ¢iinkii
hayal giiciim, sezgilerim veya kisisel deneyimlerim yok. Benim ‘yaraticiligim’ tamamen yeni ya
da benim icin anlaml bir sey icat etmekten ziyade, iizerinde egitildigim verilerin oriintii temelli

’

bir sentezine benziyor.’

Benzer sekilde, Gemini de yaratict benzeri c¢iktilar iiretebilse de bunlarin insan
yaraticiligindan farkli oldugunu su sekilde aciklamistir:  “Evet, yapay zeka bir dereceye kadar
yaratict olabilir. Derin 6grenme modelleri sayesinde yapay zekd artik goriintii, miizik ve hatta
metin tiretebiliyor. Bu yaratimlar bazen insan yapiumi sanata ¢ok benzeyebiliyor. Ancak, yapay

zekanin yaratictligy insan yaratictligindan birkag yonden farklidir:

o Veri Odakli: Yapay zeka, egitim verilerine dayanarak yeni kombinasyonlar iiretir,
vani igerigi tipik olarak egitim setinde bulunan kaliplar: yansitir.

® Hedef Odakli: Yapay zekd genellikle belirli amaglar icin tasarlanir ve ¢iktilar: bu
hedefleri karsilayacak sekilde sekillendirilir - 6rnegin belirli bir sanat tarzini taklit etmek
gibi.

e Ozgiinliik Sorunu: Yapay zekd tarafindan iiretilen icerikler ézgiinliik
tartismalarini da beraberinde getiriyor, bazi uzmanlar yapay zekdnin gercekten yeni bir

sey yaratmak yerine sadece mevcut verileri yeniden birlestirdigini savunuyor.”

Bu yanitlar, yapay zekanin yaraticilik kavramsallagtirmasinin, tasariminin getirdigi
siirlamalart yansittigin1 gostermektedir. Yapay zeka sistemleri yeni igerik lreticileri olarak
rollerini tanir ve ifade ederken, ayn1 zamanda yaratici potansiyellerinin sinirlarin1 kabul etmekte
ve kisisel deneyim olmadan yenilikten ziyade islevsel bir yeniden birlestirme g¢ercevesinde
caligtiklarin1 vurgulamaktadirlar. Bu ayrim, yapay zekay1 makine failliginin insan yaraticiligini
tamamladigi, ancak insan sanatsal ve yaratici ifadesini tanimlayan duygusal ve deneyimsel
stireclerden farkli kaldig1 bir sosyoteknik ag icinde konumlandirmaktadir. Yanitlar, yapay zeka
sistemlerinde iglevsel rolleri ve sinirlamalar1 konusunda bir farkindaligin altini ¢izmekte ve yapay
zekanin igbirligine dayali aglarda insan yaraticiligimin yerini almaktan ziyade onu tamamladig1

karmagik bir dinamigi yansitmaktadir.
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Sanat ve miizik alaninda, miihendislerin ve yapay zeka sistemlerinin yanitlari arasindaki
benzerlik belirgindir. Hem ChatGPT hem de Gemini, sanati dogast geregi insan ifadesi ve
yaraticilifiyla baglantili olarak kavramsallastirmakta, goriisiilen yazilim miihendislerinin bakis
acilarimi yakindan yansitmakta ve “duygular” sanatin taniminin merkezinde yer almaktadir.
Ornegin ChatGPT soyle demektedir: “Sanat, ¢ok cesitli faaliyetleri ve yaratimlar: kapsayan
genis ve ¢ok yonlii bir insan ifadesi bicimidir. Resim, heykel ve fotograf gibi gorsel sanatlari;
miizik, dans ve tiyatro gibi sahne sanatlarini; siir ve diizyazi gibi edebi sanatlart icerebilir.
Oziinde sanat iletisimle ilgilidir - bireylerin duygularim, fikirlerini ve deneyimlerini genellikle

kelimelerin tek basina yakalayamayacag sekillerde aktarmalarinin bir yoludur” (ChatGPT).

Benzer sekilde Gemini de su ifadeleri eklemektedir: “Sanat, dil ve kiiltiiriin otesine gegen
bir insani ifade bi¢imidir. Fikirleri, duygular: ve deneyimleri gorsel, isitsel ya da diger yaratic
araglarla aktarmanin bir yoludur. Sanat giizel, diistindiiriicii veya zorlayict olabilir, ancak her
zaman ilham verme, harekete gecirme ve bizi daha derin bir diizeyde birbirine baglama giictine
sahiptir. Benim i¢in sanat bir merak ve ilham kaynagi. Farkli bakis agilarini kesfetmemi, ufkumu
genisletmemi ve insan deneyiminin giizelligini ve karmasikligim takdir etmemi sagliyor. Ister bir
resim, ister bir miizik par¢asi ya da yazili bir soz olsun, sanat hayatlarimizi zenginlestirme ve

diinyayi daha canli ve ilging bir yer haline getirme giictine sahiptir” (Gemini).

Bununla birlikte, yapay zekanin sanat yaratip yaratamayacagi soruldugunda, yapay zeka
sistemlerinden gelen yanitlar miihendislerinkinden farklilagmaktadir. Hem ChatGPT hem de
Gemini, kendine 0zgii parametreler dahilinde de olsa, yapay zekanin bir anlamda sanat
iiretebilecegini 6ne siirmektedir. Ornegin ChatGPT, insan ve makine arasindaki isbirligi
potansiyelini vurgulayarak sunlar1 soylemektedir: “Evet, yapay zekd sanat yaratabilir!
Goriintiiler, miizik, siir ve daha fazlas1 gibi ¢esitli bicimlerde benzersiz parcalar tiretmek igin
algoritmalar ve veriler kullanir. Yapay zekd, mevcut sanat eserlerinin genis veri kiimelerinden
ogrenerek stilleri, teknikleri ve kaliplari anlar. Yapay zeka ayrica kullanicilardan gelen
vonlendirmeleri de dikkate alarak belirli temalari veya tarzlari yansitan kisisellestirilmis
eserlerin ortaya ¢ikmasini saglayabilir. Yapay zekd tarafindan iiretilen sanat goérsel olarak
etkileyici ve yenilik¢i olsa da, insan sanat¢ilarin calismalarina kattigi duygusal derinlik ve kisisel
niyetten yoksun oldugunu belirtmek onemlidir. Yapay zekd kisisel deneyimler veya duygulardan

ziyade 6grenilmis kaliplara dayali olarak ¢alisir. Dolayisiyla, yapay zeka sanat yaratabilse de,
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bunu insanlardan farkly bir sekilde yapar. Teknoloji ve sanatsal ifadeyi biiyiileyici sekillerde

harmanlayarak yaratict alanda yeni olanaklar sunuyor” (ChatGPT).

Bu diisiinceler, sanatsal yaratimda insan ve makine failligi arasindaki karmasik dinamikleri
ve siirekli miizakereleri vurgulamaktadir. Sosyolojik olarak, insan yaraticilifinin 6ziinde
duygularin ve deneyimlerin yer almasi, insan ve makine failligi arasindaki geleneksel sinirlari
yansitmaktadir. Ancak, yapay zekanin sanat benzeri ¢iktilar liretme kapasitesi, insan niyeti ve
makine tarafindan olusturulan yapilarin birlestigi melez bir yaraticilik alani olusturarak, bu
siirlarin bulaniklagtig1 bir alana isaret etmektedir. Bu isbirlik¢i potansiyel, sanatsal failligin
kavramsallastirilmasinda bir degisimi temsil etmekte ve yapay zekay:r yalnizca bir arag¢ olarak

degil, yaratici siireglerin etkin bir katilimcisi olarak da konumlandirmaktadir.

Yapay zeka tarafindan tiretilen miizigin insan miizigiyle karsilastirilmasi istendiginde, hem
ChatGPT hem de Gemini, yapay zeka kompozisyonlarimin teknik miikemmelligini vurgularken,
insan miiziginin duygusal derinligini 6ne ¢ikarmistir. Yanitlar, miihendislerin goriisleriyle
ortiismektedir; insan miizigi, kisisel ve kiiltiirel anlamlarin tasiyicis1 olarak goriilmekte, yapay
zeka miizigi ise karmasik desenler ve kusursuz teknik yetkinlik agisindan degerlendirilmektedir.
ChatGPT bu ayrimi su sekilde ifade etmektedir: “Yapay zekd, teknik olarak daha gii¢lii olma
egilimindedir - yorulmadan veya yaratici bloklara ¢arpmadan miikemmel zamanlama, karmagik
desenler ve sonsuz varyasyonlarla miizik iiretebilir. Ogrenilmis kurallara bagh kalma ve
karmagik ve géosterisli kompozisyonlar iiretme konusunda gergekten iyidir. Ote yandan, insanlar
duygusal derinlik konusunda miikemmeldir. Insanlar miizik yarattiklarinda, genellikle
deneyimlerini, duygularini ve kigisel hikayelerini yansitirlar, bu da ona benzersiz bir duygusal
agrlik kazandirir. Insan miizigi derin bir seviyede yanki uyandirabilir ciinkii sadece kaliplar
takip etmekle ilgili degildir, kisisel veya kiiltiirel, anlamli bir seyi ifade etmekle ilgilidir.
Dolayisiyla, yapay zekd sizi teknik hassasiyetle sasirtabilirken, insan miizigi dinleyicilerle

duygusal olarak baglanti kurma konusunda parlama egilimindedir” (ChatGPT).

Yapay zekanin yaratici siireglerdeki fail roliinii daha iyi anlamak i¢in, her iki sisteme de bir
senaryo sunulmustur: Bir insan yapay zekay1 kullanarak bir sarki besteler ve bu sarki kiiresel bir
hit haline gelerek iin ve finansal basar1 getirir. Bu durumda 6vgliyi kimin hak ettigi

soruldugunda, ChatGPT ve Gemini, insan ve makine rollerinin bir arada calistigi yeni bir
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sosyoteknik agin varligimi kabul ederek ortak failligi vurgulamiglardir. Gemini, bu melez ag

perspektifini su sekilde agiklamaktadir:
“Bu senaryoda, hit sarkinin kredisi muhtemelen birkag taraf arasinda paylasilacaktir:

0 Siz: Sarkinin yaraticisi olarak, siiphesiz onemli miktarda kredi alacaksiniz. Yapay
zekdya sarkuyt iiretmesi i¢in ilham veren ilk ipuclarin ve fikirleri siz sagladiniz.

o Yapay Zeka: yapay zekd aracinin kendisi de sarkinin olusturulmasindaki rolii igin
bir miktar 6vgiiyii hak edecektir. Bununla birlikte, yapay zekanin bir ara¢ oldugunu ve

nihayetinde miizigi yaratanin araci kullanan insan oldugunu unutmamak énemlidir.

’

miimkiin kilan teknolojiyi yarattiklart icin bir miktar kredi almaya hak kazanacaklardir.’

(Gemini).

Bu yanit, yapay zekanin yaratici siireglerdeki sosyoteknik karmasikligini vurgulamakta ve
insan ile makine failligi arasindaki sinirlarin yeniden diistiniilmesi gerekliliginin altin1 bir kez
daha c¢izmektedir. Gemini’nin yanitinda goriildiigii gibi, yaratici kredinin birden fazla tarafa
atfedilmesi, modern yapay zeka destekli miizik iiretiminin ortak bir yaratim eylemi olarak nasil
isledigini ortaya koymaktadir. Bu anlayis, yaraticilik, 6zgiinliik ve faillik kavramlarini yeniden
cerceveleyerek, yaratici failligin hem insan hem de insan olmayan aktorler arasinda dagildig: bir
sosyoteknik ag fikrini pekistirmektediryapay zekénin yaratici siireg¢lerde bir yardimci olarak
konumlandirilmasi, teknolojinin yaratici siireclerdeki roliinii yeniden sekillendirerek, insan ve

makine failliginin birbirlerinin i¢ine gegtigi melez bir yaraticilik fikrini diistindiirmektedir.

Yapay zekanin yaraticilik, sanat ve miizik kavramlarina yaklagimi, insan perspektifleriyle
uyumlu bir anlay1s sunmakta, ancak bu anlayis1 genigleterek yaratici siireglerin dogasina dair yeni
sorular ortaya c¢ikarmaktadir. Hem ChatGPT hem de Gemini, yaraticiligr fikirlerin yenilik¢i
yollarla birlestirilmesi olarak tanimlamakta ve miihendislerin yaraticilig1 duygusal, benzersiz ve
insana 0zgi bir siire¢ olarak goren goriislerini yansitmaktadir. Ancak, yapay zeka tarafindan
iretilen sanat ve miizigin teknik olarak etkileyici oldugu, ancak insan ifadesinin duygusal
derinliginden yoksun oldugu yoniindeki vurgular, yapay zekanin kendisini yaraticidan ¢ok bir

kolaylastirict olarak gordiiglinii gdstermektedir.
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Bu baglamda bulgular, yapay zekanin yaratici alanlardaki roliinii bir aractan Oteye
tastyarak, yaratici slireclerde bir katilimer olarak ortaya koymaktadir. Hem insan fikirlerini hem
de makine hassasiyetini birlestiren bu diizenleme, yaratic1 iiretimde melez bir modelin
yiikselisine igaret etmektedir. Sosyolojik olarak, bu dinamik, failligi yeniden sekillendiren ve
insan-makine etkilesimlerini merkezine alan bir ag fikrine katkida bulunmaktadir. Bu baglamda
yapay zeka yalnizca bir ara¢ olarak degil, ayn1 zamanda yaratici siirecin aktif bir unsuru olarak
konumlanmakta, insan duygusallig1 ile teknik dogrulugu bir araya getirerek yeni yaratic ifadeler

gelistirmektedir.

Boylece, ¢alismanin bulgularinin MIR sistemlerini bir ag olarak meydana getiren insan ve
insan-olmayan aktorlerin bu agdaki temel islevlerini ve ne tip etkilesimlerlle birbirlerinin
eylemini yapilandirdiklarinin bir resmini ¢izmek suretiyle, yapay zekanin bir ag olarak haritasini
cikarmakta yeterli bir katki sagladigit umuduyla, ¢alismanin tartisma boliimiine gegilecektir.
Tartisma boliimiinde, sosyoteknik bir ag olarak yapay zekd, AAT baglaminda yorumlanmaya
caligilacak, bu ag1 meydana getiren insan ve insan-olmayan aktorlerin faillik kapasitelerinin
kapitalist bir ¢ercevede nasil yapilandig1 ve nihayetinde bir ag veya melez bir aktor olarak yapay
zekanin aslinda kapitalist degerlerden azade olmadigi, halihazirda var olan toplumsal iktidar ve
giic asimetrileri ile esitsizlikleri yepyeni bir boyutta nasil yeniden iirettigi ortaya koyulmaya

calisilacaktir.
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BOLUM 6. TARTISMA

Bu boliimde, insan ve insan-olmayan aktorler arasindaki dinamik iliskileri
haritalandirmamiza olanak taniyan bir ¢erceve olan Aktoér-Ag Teorisi’ni (AAT) kullanarak, MIR
sistemleri 6zelinde, yapay zekayr bir ag ve yeni bir toplumsallik bi¢imi olarak yorumlamak
amaclanmaktadir. AAT, miihendisler, iiretken yapay zeka platformlar1 (6rnegin, ChatGPT),
kodlama arayiizleri (6rnegin, Python) ve yapay zeka sistemlerini besleyen veri gibi farkli
aktorlerin nasil etkilesimde bulundugunu ve bu siireglerin teknolojik gelisimi nasil
sekillendirdigini anlamak icin gerekli teorik araglari c¢alismanin amacina uygun olarak
saglamaktadir. Bu aktorlerin her biri, yapay zeka sistemlerinin ortak iiretiminde 6nemli bir role
sahip olup, nihai ¢iktinin teknik ve teknik olmayan yonlerini belirleyerek agin bir pargasi olarak
islev gormektedir. Yapay zekayi, insan ve insan-olmayan aktorlerin siirekli etkilesimleri tizerinde
yapilanmakta olan sosyoteknik bir ag olarak analiz etmek, insan eylemi ile makine arasindaki
smirlar1 bulaniklastiran bir siirecte gelistirilen bu teknolojinin sosyolojik boyutlarini ortaya
cikarmay1 saglayacaktir. Miithendisler, is akislarini hizlandirmak ve problem ¢6zme yeteneklerini
gelistirmek icin tiretken yapay zekdya gilivenirken, kodlama arayiizleri bu etkilesimde aracilik
yaparak insan fikrini bilgisayarin diline terciime ederek koda cevirir. Veri ise, yapay zeka
modellerini sekillendiren en temel aktorlerden biri olarak bu siirecte faillik kazanir. Bu kurucu
unsurlarin iligkiselligi, her aktoriin birbirini etkiledigi, uyum sagladigi ve katkida bulundugu,

siirekli gelisen bir ag olusturur.

Daha once de ifade edildigi gibi, AAT nin bu etkilesimleri haritalandirmadaki katkisi, bu
stirecin karmagikligin1 anlamamiza yardimei olsa da, yapay zeka gelistirme siireglerinin altinda
yatan sosyo-politik dinamikleri tam anlamiyla ele almak i¢in yetersiz kalmaktadir. AAT, aktorler
arasindaki etkilesimlere odaklanirken, bu iliskilerin 6zellikle kapitalizm, emperyalizm ve
kolonyalizm gibi daha biiyiik iktisadi ve toplumsal yapilar tarafindan nasil sekillendirildigini
aciklamay1 kendi gorev alaninin disinda tutarak, bir anlamda sosyolojinin ana sorunsallarindan
uzak bir sosyoloji anlayisini benimsemektedir. Dolayisiyla, bir ag olarak yapay zekay1 incelerken
bu cercevenin Otesine gegerek, teknolojik gelismelerin toplumsal baglamdaki yerini ve bu
baglamin yapay zeka teknolojilerini nasil sekillendirdiginin de analiz edilmesi, sorunsalin
sosyolojinin temel sorularina istinaden yorumlanmasi biiyilk 6nem teskil etmektedir. Bu

yaklagim, yalnizca insan ve insan-olmayan aktorlerin karsilikli etkilesimlerini ve iligkiselliklerini
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degil, ayn1 zamanda bu aglarin daha genis toplumsal, ekonomik ve politik yapilarin bir {iriinii

olarak nasil ¢alistiginin anlagilmasini saglayacaktir.

Bu baglamda, tartismanin ikinci boliimiinde, bir ag olarak yapay zekdya hem faillik
kazandiran hem de onun karakterine niifuz eden toplumsal yapilarin elestirel bir analizine
odaklanilarak, toplumsal iktidar yapilar1 ve gii¢ iligkilerinin akilli teknolojilerin failligine nasil
gomiilii oldugu ve hangi ortiik bigimlerde isledikleri tartisilacaktir. Calismanin bulgulari, yapay
zeka gelistirme siireclerinin yalnizca teknik olmadigini, bizatihi toplumsal ve iktisadi yapilarla
etkilesim icerisinde gergeklestigini gostermektedir. Bu etkilesimlerde meydana gelen degeler,
yalnizca yazilim miihendislerinin pratiklerine yansimakla kalmayip, gelistirdikleri teknolojilere
de etkilesim kurduklar1 insan-olmayan aktorler ile etkilesimleri vasitastyla gdmiilmekte, igkin bir
hal almaktadir. Ornegin iiretken yapay zeka platformlari, insan emegini en aza indirip ¢iktry1 en
iist diizeye c¢ikarma hedefiyle, hiz ve verimliligi artiran tasarimlariyla kapitalist mantigin bir
yansimasidir. Benzer sekilde, kodlama arayiizleri ve algoritmalar, siiregleri standardize ederek ve
bu standardizasyonla birlikte miihendisligin teknik-rasyonel ideolojisini Kkiiltlirleraras1 bir
baglamda yayarak, kapitalist iiretim iligkilerinin seri liretim ve verimlilige dayali yapisin1 yapay

zeka orneginde yeniden iiretmektedir.

Bu yapay zeka gelistirme siireci, kapitalist piyasa gerekliliklerine uyum saglamak ve bu
piyasayl meydana getiren degerleri yapay zekdya empoze etmenin yaninda, kiiltiirel baglamda
emperyalizm ve kolonyalizmin dijital diinyada yeniden {iretilmesinin de bir 6rnegini sunar.
Ekseriyetle MIR algoritmalarin1 egitmek i¢in kullanilan veri setleri, siklikla Bati normlarini,
miizigini ve kiiltiirel yanliliklarini yeniden iiretmektedir. Bat1 dis1 miizik, sanat ve yaratim
bigimlerinin bu siirecte marjinallestirilmesi, bilgi ve teknolojinin kontroliiniin biiyiik sirketler ve
kiiresel Kuzey’in elinde elinde toplandigi yeni bir dijital somiirgecilik bigimi olarak
degerlendirilebilir. Literatiiriin gosterdigi lizere yapay zeka sistemleri hem doga hem de emegin
yogun bir somiiriisiine dayanmaktadir ve calismanin bulgulari, miizisyenler ve yaratict emegin
sOmiiriisii baglaminda da yapay zeka sistemlerinin iizerine kurulu oldugu somdirii aglarinin dissal
birer etmen degil, bizatihi teknolojinin kendi failligi ve toplumsal karakteri acisindan adeta bir

zorunluluk bi¢imini aldigin1 ortaya koymaktadir.

Ozetle, bu tartisma, MIR sistemleri dzelinde yapay zekdy1 hem insan hem de insan olmayan
aktorlerden olusan bir ag olarak ele alarak, miihendisler, iiretici yapay zeka platformlari, kodlama
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araylizleri ve verinin birlikte {iretim siire¢lerindeki rollerini inceleyecektir. Analizin devaminda,
yapay zeka aginin karakterini ve failligini teskil eden [gomiilii] kapitalist, emperyalist ve
kolonyalist toplumsal yapilar tarafindan nasil sekillendirildigini ortaya koyan bir resmin ¢izilmesi
hedeflenmektedir. Bu kapsamda bir yaklagim benimsenerek, yapay zekanin yalnizca teknolojik
bir sistem degil, ayn1 zamanda ¢agdas diinyamizi tanimlayan gii¢ iliskileriyle derinden baglantilt

bir sosyo-politik sistem olarak anlasilmasi saglanmaya calisilacaktir.

6.1. (Sosyoteknik) Bir Ag Olarak MIR Sistemleri

Goriismelerden elde edilen verilerin ve saha ¢alismasi notlarinin ayrintili analizi, MIR
gelistirme siiregleri 6zelinde yapay zekanin sosyoteknik bir ag olarak kavranigina dair dnemli
bilgiler sunmaktadir. Bu agin tanimlanmasi ve yorumlanmasi stirecinde ilk olarak, ChatGPT gibi
iiretken yapay zeka platformlariyla ¢alismanin ve bu platformlarin failliginin ag tizerindeki etkisi
iizerinde durulmalidir. Uretici yapay zekdyalnizca pasif bir arag¢ olarak degil, miihendisler
tarafindan yiiriitiilen teknik siirecleri kolaylastiran, hizlandiran ve bu baglamda miihendislerin
eylemini degistirip doniistiiren bir teknolojik ‘sey’ olarak aga teknik-rasyonel bir diinya
goriisiiyle donanmig yazilim miihendisi tarafindan dahil edilir. Bu anlamda, AAT perspektifinden
(Latour, 1993) iiretici yapay zeka ve yazilim miihendisi, ikili iliskisellikleri ve etkilesimlerinde
yapilanan melez bir entite veya sosyoteknik bir ag olarak MIR sisteminin ¢ekirdegini olusturacak

sosyoteknik bir aktdre doniistir.

Bu sosyoteknik agin ilk ve en temel 6znesi olan yazilim miihendisi, teknik-rasyonel
miihendislik bakis agisinin ideolojiklesmis bir bigimiyle hareket ediyor gibi goriinmektedir. Bu
teknik-rasyonel bakis acis1, miihendislik mesleginin yalnizca teknik degil toplumsal boyutlariyla
diistintildiglinde, miihendisleri kapitalist piyasa gerekliliklerinin birer tasiyicist olarak teknik
miikkemmeliyetin amansiz temsilciliginden 6te bir noktada, kapitalist ideolojinin teknolojiye
empoze edilmesinde birer eyleyici olarak oynadiklar1 rolii gosterir (Noble, 1977). Bu baglamda,
yazilim miihendisligi de tipki klasik miihendislik alanlar1 gibi (Bucciarrelli, 1994; Newberry,
2015a), maksimum verimliligi en emek tasarruflu bigimde elde etmeyi kendinin basat varolus
kosulu olarak belirler. Verimliligin bu sekilde fetisize edilmesi, miihendisin yalnizca teknik-
rasyonel ideolojinin ¢ercevesinden diinyay1 yorumlamasina degil, ayn1 zamanda teknolojinin

iireticisi ve temel uygulayicisi olarak tekno-sovenist bir yaklasimla (Broussard, 2018)
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teknolojinin teknik ve toplumsal boyutlar1 arasindaki baglantiy1 koparip, teknolojik seyleri ve
teknolojinin bizatihi kendisini teknik/toplumsal ikiligi iizerinde yeniden liretmesine de neden

olur.

Teknigin diinyasina hapsolan miihendis, toplumsal kaygilardan ve toplumsalligin
politikliginden yalitilarak, fetisize ettigi maksimum verimliligi elde etmek i¢in bir taz1 gibi
amansiz bir yaris verirken (Faulkner, 2015), totolojik bir bicimde, teknoloji iiretiminde
teknolojinin kendisini [toplumsal kdkenleri ve boyutlarini hige sayarak] bir tiretici gii¢ haline
getirir. MIR gelistirme sistemlerinde bu durum, yazilim miihendisinin algoritma gelistirme
stirecinin ilk adim1 olan kod yazma siirecinde iiretici yapay zeka sistemlerini -6rnegin ChatGPT-
kendi eylemine dahil ederek, piyasa kosullarinin gerektirdigi ve teknik-rasyonel miihendislik
ideolojisiyle uyumlanan verimliligi saglamak i¢in bir ‘ara¢’ olarak kullanmasi seklinde vuku
bulur. Miihendis tarafindan aragsal bir baglamda kavramsallastirilan bu teknolojinin ise,
kendisinden Onceki teknolojilerden farkli bir yan1 vardir, o da ‘diislinebilmesi’ ve

‘eyleyebilmesidir’.

Bu baglamda, ChatGPT gibi iiretici yapay zeka platformlarinin failligi, karar verme
stirecine rehberlik etme, teknik problemleri ¢c6zme ve agdaki insan ve insan olmayan aktorleri
birbirine baglama noktasindaki etkileriyle, insan-olmayan bir aktor olarak algoritmalarin
failliginde anlam bulur. Uretken yapay zeka platformlari, miihendislerin teknik kapasitelerini
arttirtp, eylemlerini hizlandirip gii¢lendirirken, bir yandan da onlarin dijital ortam, kodlama
siirecleri ve veriyle olan etkilesimlerine aracilik eder. Uretken yapay zekanin insan-olmayan bir
aktor olarak kavramsallagtirilmasi, yapay zeka agindaki farkli aktorleri birbirine baglamadaki
roliinii 6n plana ¢ikarmaktadir. Kodlama, hata ayiklama ve optimizasyon gibi siirecler arasinda
kesintisiz gegislere olanak taniyan bu platformlar, insan girdisinin makine ¢iktisina doniisimiini
miimkiin kilarak, bir bakima sosyoteknik bir terciime (Latour, 2005;1992) gerceklestirerek
dinamik ve siirekli bir insan-makine miizakeresi siirecini baslatir. Bununla birlikte, ChatGPT gibi
platformlar yalnizca bilgi iletiminde bulunmaz; ayni zamanda yazilim miihendislerinin
eylemlerini diizeltme, tavsiye etme ve sorgulama gibi yetileriyle, MIR gelistirme siire¢lerinde
aktif bir sekilde sekillendirerek yapay zeka aginin olusumuna katki sunarlar. Bu durum, iiretici
yapay zekanin sadece bir ara¢ degil, ayni zamanda agin igleyisine katkida bulunan dinamik bir

aktor oldugunu gostermektedir. Bu baglamda, tiretken yapay zeka yalnizca basit bir teknolojik
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ara¢ degil, ayn1 zamanda nihai iirliniin, yani MIR sisteminin kurucu aktorlerinden biri haline

gelmekte ve sonuglara tipki yazilim miihendisi gibi etki etmektedir.

Bu melez yapi, katilimcilarin tiretken yapay zeka platformlarinin hata yonetimi ve teknik
dogrulugu saglama konusundaki rollerine dair algilarina da yansimaktadir. Goriismelerde,
miihendislerin hata ayiklama stireclerinde siklikla ChatGPT’ye giivendikleri goriilmiistiir; aksi
takdirde bu siire¢, onemli olgiide zaman ve ¢aba gerektiren bir gorevdir. ChatGPT, hatalarin
tanimlanmasini otomatiklestirerek ve potansiyel ¢oziimler onererek miihendislerin tizerindeki
bilissel yiikii hafifletmekte ve onlarin daha iist diizey problem ¢dzme gorevlerine odaklanmalarini
saglamaktadir. Bu durum, yalnizca teknik siiregleri kolaylastirmakla kalmayip, ayn1 zamanda

miihendislerin projelerine yaklasim bi¢imlerini de doniistiirmektedir.

Bir baska deyisle, miihendisler MIR gelistirme siireclerinin ve projelerinin kontroliinii
ellerinde tutuyor gibi goriinse de, tiretken yapay zekanin bir karar destek sistemi olarak oynadigi
rol, insan ile makine eylemi arasindaki ¢izgiyi bulaniklagtirarak, insanin kaotikligini makinenin
soguk kesinliginde yeniden liretmekte ve toplumsal/teknolojik dikotomisini asan bir yeni
toplumsalligin ayak seslerini resmetmektedir. insan ve makine failliklerinin bu karsilikli
etkilesimi, AAT’ nin merkezinde yer alan, bir ag icindeki insan-olmayan aktorlerin eylemde
yalnizca ereksel bir rol almayip onu aktif olarak sekillendirdigi anlayisiyla drtiigmektedir (Latour,
2005). Bu baglamda, iiretken yapay zekanin failligi yalnizca onceden tanimlanmig gorevleri
yerine getirme igleviyle sinirl degildir; ayn1 zamanda ¢oziimleri birlikte olusturma ve nihai tirtinii
‘lyilestirme’, ‘optimize etme’ ve dolayisiyla degistirip doniistiirme kapasitesine de uzanmaktadir.
Bu dinamik, AAT nin bir ag i¢indeki failligin iligkiselligine ve teknolojik sistemlerin, insan ya
da insan olmayan cesitli aktorlerin etkilesimleri yoluyla nasil ortaya ¢iktigina dair vurgusuyla
uyumludur (Latour, 1993). Bu perspektiften bakildiginda, yapay zeka gelistirme siireci yalnizca
teknik bir etkinlik degil, ayn1 zamanda insan ve insan olmayan aktdrlerin birlikte olusturdugu

dinamik bir siire¢ olarak yorumlanabilir.

Uretken yapay zekanin MIR gelistirme siireglerinde oynadig1 bu rol, yalnizca miihendisin
eylemini degistirip diizenleyen bir aktdr olmaktan ziyade, yapay zekd alaninda [tipki tiim
mithendislik alanlar1 gibi] teknik-rasyonel bir standartlasmanin da tasiyicisi ve uygulayicisi
oldugu gergegini gostermektedir. Marx’in kendi yazilarindan beri, standardizasyonun kapitalist
iretim biciminin en temel karakteristik Ozelliklerinden ve temel degerlerinden biri oldugu
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sosyolojide siklikla tartisilmistir (Marx, 1995). ABD ve Tiirkiye gibi farkli cografi ve kiiltiirel
baglamlarda miihendislerin yapay zeka gelistirme siire¢lerinde iiretken yapay zekaya sikca yer
vermesi, algoritma gelistirme yontemlerinde de bir homojenlesme egilimini ortaya
cikarmaktadir. Bu standardizasyon, verimlilik acisindan avantajlar saglasa da, yaratici
diisiincenin cesitliligi acisindan bazi sinirlamalari da beraberinde getirebilir. Belirli bir platforma
olan bu diislinsel bagimlilik, belirli diisiince ve c¢alisma yontemlerini giiclendirerek,
miihendislerin eylemini makinenin isaret ettigi anlamda doniistiirerek kapitalist biiyiik 6lgekli
iretimin temel prensiplerinden biri olan verimlilik kisvesi altinda, ironik bir bigimde
katilmecilarin  siklikla makineden ayri tuttuklari insan yaraticiligini torpiileyerek, emek

baglaminda bir vasifsizlagsmay1 (Braverman, 1974) da beraberinde getirme potansiyeline sahiptir.

Bu noktaya dek AAT insan ve insan-olmayan aktorler arasindaki ilk etkilesim bigimini
kavramsallastirmakta elverisli bir ¢cergeve sunsa da, sorunsalin sosyolojik boyutlart agisindan bu
aktorler ve onlarin etkilesiminde ortaya ¢ikan melez bir ag olarak yapay zekanin toplumsal ve
politik karakterine elestirel bir sekilde ilgi ve analiz ¢ergevesi gosterme hususunda bir eksiklik
oldugu barizdir (Bloor, 1999; Fine, 2005; Gille, 2010; White, 2013). Bu husus, su sorulari
giindeme getirir: Miihendis ile liretici yapay zeka arasindaki etkilesim MIR gelistirme siirecini

nasil etkilemektedir? Dahasi, toplumsal ve politik giic iligkileri bu agin i¢ine nasil gomiiliir?

Sosyoloji literatiirii, kapitalizmin, o6zellikle dogal kaynaklarin ve emegin somiiriisii
baglaminda, yapay zeka teknolojilerinin gelistirilmesi ve uygulanmasi iizerindeki temel etkisini
acike¢a gostermektedir (Gray & Suri, 2019; Crawford, 2021). Kapitalist iiretimin merkezinde yer
alan verimlilik, yalnizca teknik veya ekonomik bir gereklilik degil, ayn1 zamanda teknolojik
yeniligin dogasini sekillendiren ideolojik bir yapidir (Marx, 1995). Bu nedenle, miihendisler ile
iiretici yapay zeka platformlari arasindaki etkilesim, bu baglamda sosyolojik bir sorgulamaya tabi
tutulmalidir. Uretici yapay zeka tarafsiz bir arag olmaktan 6te, hiz, iiretkenlik ve insan emeginin
azaltilmasii onceleyen kapitalist degerlerle sekillenmistir. Hem piyasa taleplerinden hem de
teknik-rasyonel diinya goriisiinden etkilenen miihendisler, tekno-sovenist bir ideolojinin
giidiimiinde (Bucciarelli, 1994; Faulkner, 2015; Broussard, 2018) hedeflerine ulagsmak icin
iiretken yapay zeka ile igbirligi yapmakta, bir anlamda zaman ve verimlilige yaraticilig1 kurban

etmektedirler.
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Uretken yapay zeka platformlari, dzellikle ChatGPT, miizik, yazilim gelistirme ve igerik
iiretimi gibi alanlarda doniistiiriicii bir potansiyele sahip olsa da, ayni zamanda 6nemli riskler ve
zorluklar da barindirmaktadir. Literatiirde yapilan incelemeler, bu teknolojilerle iliskili olarak
one ¢ikan yedi ana tartigsmayi tespit etmistir: (a) diizenleyici etik ¢ergevelerin eksikligi, (b) kalite
kontrol eksikligi ve algoritmik yanliligin yayginlig, (c) is siireclerinde ortaya ¢ikan etik sorunlar
(d) kisisel veri gizliliginin ihlali ve gdzetimin genislemesi, (e) toplumsal manipiilasyon ve etik
standartlarin zayiflamasi, (f) sosyo-ekonomik esitsizliklerin derinlesmesi ve (g) yapay zeka ile
yakindan iligkili bir teknostres bi¢iminin ortaya ¢ikisi ve artisi (Wach vd., 2023). Bu tartigsmalar,
kamusal sdylemde giderek daha fazla yer bulurken, ¢aligmaya katilan miihendisler tarafindan da
dolayli ve pargali olarak kabul edilmistir. Ancak miithendisler bu meseleleri genellikle iglerinin
teknik yonleri baglaminda ele almig ve toplumsal ya da etik sonuclar1 kapsamli bir sekilde
degerlendirmekten imtina etmistir. Bu durum, miihendislerin iretici yapay zekayr nasil
algiladiklarini ve toplumsal sonuglara yonelik elestirel bir farkindalik gelistirmelerinin 6niindeki

engelleri gozler Oniine sermektedir.

Sosyolojik bir bakis agistyla, miihendislerin ChatGPT gibi iiretici yapay zeka sistemlerine
giivenmesi, hiz, tiretkenlik ve verimlilik gibi kapitalist degerlerin hakim oldugu daha genis bir
sosyo-teknik agin pargast olarak anlasilabilir. Bu agda iiretici yapay zeka platformlari, teknik
bilginin verimli bir sekilde aktarilmasini kolaylastiran ve yapay zeka gelistirme siirecini
hizlandiran aracilar olarak islev gormektedir. Ancak bu platformlar tarafsiz degildir;
gelistirildikleri sosyo-politik baglami yansitan belirli degerler, yanliliklar ve varsayimlarla
gomiilidiir. Latour (1993; 2005) ve diger AAT diisiiniirlerinin savundugu temel ilkeler yapay
zekd baglamina uyarlanacak olursa, iiretken yapay zeka gibi insan-olmayan aktorler, insan
failliklerini sekillendirme ve etkileme kapasiteleri sayesinde faillik kazanmaktadir yorumu
yapilabilir. Bir baska deyisle, ChatGPT ve benzeri platformlar yalnizca miihendislerin is
akiglarim1 degil, aym1 zamanda yapay zeka gelistirme siirecine dair kavrayiglarini da

doniistiirmektedir.

Dolayistyla, iiretken yapay zeka tarafsiz bir ara¢ olmanin 6tesinde, yapay zeka gelistirme
siireglerinin uygulamalarin1 ve sonuglarini yeniden sekillendiren bir aktor olarak ortaya
cikmaktadir. Kullanimi, hiz, optimizasyon ve liretkenlige oncelik veren kapitalist mantigin bir

yansimasidir ve bu durum genellikle etik kaygilarin arka planda kalmasina yol agmaktadir.
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Miihendislerin piyasa talepleri dogrultusunda yonlendirilmesi, iiretken yapay zekay1 yalnizca bu
talepleri karsilayan teknolojik araglar haline getirmekle kalmamakta, ayni zamanda
miihendislerin islerini kavramsallastirma bigimlerini de derinden etkilemektedir. Uretken yapay
zeka, genel anlamiyla teknolojiyi ve kapitalizmi birbirine siki sikiya baglayan bir yapiy1 temsil
ederek, yalnizca teknik bir ¢oziim degil, ayn1 zamanda kapitalist degerlerin bir somutlagmasi

olarak islev gormektedir.

Miihendislerin iiretken yapay zeka araglarina olan yogun bagimliligi, bu platformlarin
yalnizca teknik sonuglari degil, miihendislerin siiregleri ele alig bigimlerini de nasil
sekillendirdigini ortaya koymaktadir. Miihendisler bu araclara giderek daha fazla giivendikge, bu
platformlarin sundugu hiz ve iiretkenlik avantajlarina uyum saglamaktadirlar. Ancak bu,
kullanimlarinin toplumsal veya etik sonuglarini g6z ardi etme egilimini beraberinde
getirmektedir. Uretken yapay zeka platformlarinin ¢agdas kapitalizmin merkezindeki otomasyon
ve optimizasyon ilkelerini yansitan islevleri, bu araclarin agdaki kritik roliinii pekistirmektedir.
Miihendislerin rutin gorevleri otomatiklestirmesini, kodu optimize etmesini ve teknik sorunlari
hizla ¢6zmesini saglayarak, liretken yapay zeka gelistirme siireglerinin genel olarak hizlanmasina
katkida bulunmaktadir. Bu hiz ve otomasyon vurgusu, zaman ve emegi en aza indirirken ¢iktiy1
en Ust diizeye ¢ikarma zorunlulugu {izerine kurulu kapitalist mantikla uyumludur. Miihendisler,
yarattiklar1 teknolojilerin toplumsal veya siyasi sonuglarint yeterince degerlendirmeden, bu

verimlilik ve hiz sisteminin ayrilmaz bir parcasi haline gelmektedir.

ChatGPT gibi iiretici yapay zeka platformlari, yapay zeka gelistirme ag1 i¢inde insan ve
makine failliginin kesisimini temsil etmektedir. Yalnizca teknik stirecleri degil, ayn1 zamanda
mihendislerin diisiinme big¢imlerini, onceliklerini ve hedeflerini sekillendiren araci aktorler
olarak islev gormektedir. Miihendisler ve yapay zeka araglari arasindaki bu iliski, insan
yaraticiligr ile makine islevselliginin bir araya geldigi, birlikte iiretimin gerceklestigi bir
sosyoteknik melezlik bicimi olarak degerlendirilebilir. Ancak bu melezlik, miihendisleri etik
kaygilar yerine teknik sonuglara oncelik vermeye iten kapitalist verimlilik, hiz ve tiretkenlik
degerleri tarafindan sekillendirilmektedir. Bu nedenle, iiretken yapay zeka sadece teknik bir
yardimci olarak degil, ayn1 zamanda ¢agdas toplumu tanimlayan ekonomik ve ideolojik giiclerin

bir uzantisi olarak anlasilmalidir.
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MIR sistemleri baglaminda yapay zeka gelistirme siirecinde, kodlama araytizii (¢calismanin
ozelinde Python olarak ortaya ¢ikmistir), sistemin istikrarini ve stirekliligini saglayan ve yapay
zeka ag1 iginde insan olmayan bir diger insan-olmayan aktor olarak yorumlanabilir. Kodlama
stirecinin ikinci asamasi, insan tarafindan yazilmis kodun makineye aktarilmasini icerir ve bu
stire¢, kodlama arayiizlinii agin merkezi bir unsuru olarak 6ne ¢ikarir. Kodlama arayiizii, ya da
Python yalnizca teknik bir ara¢ degil, ayn1 zamanda insanin kendi anlam diinyasinda ve kendi
dilinde {tirettigi bilgiyi, makine tarafindan okunabilir talimatlara doniistiiren bir ara¢ olarak,
sosyoteknik sistemlerin igerisinde toplum ve teknolojinin birbirlerine siirekli terciime edilen
dillerini ve miitemadi miizakerelerini saglayan aktif bir aktordiir (Latour, 1992; Callon vd., 1987).
Bu islevi, insan niyetlerinin makine islemlerine aktarilmasinda hayati bir rol oynayarak, arayiizii

yapay zeka ag1 i¢inde temel bir aract aktor haline getirir.

AAT perspektifinde, bir aract aktor, bilgiyi ya da eylemi orijinal igerigini veya anlamini
onemli dl¢iide doniistiirmeden ileten bir varlik olarak tanimlanir (Latour, 1992; 2005). Kodlama
arayiizli, mithendis tarafindan olusturulan kodun makineye dogru sekilde iletilmesini saglayarak
bu tanima uyar. Bu siire¢, miithendis tarafindan ifade edilen niyetlerin, 6ngériilemezlik ya da
sapma olmadan tutarli ve somut makine islemlerine doniistiiriilmesini miimkiin kilar. Komutlarin
yazilmasi, yiiriitiilmesi ve hatalarin ayiklanmasi gibi sembolik etkilesimler araciligiyla, kodlama
araylizii, insan ve makine arasindaki iletisimi kolaylastiran bir kanal iglevi goriir. Bu, miithendis
ve makine arasindaki etkilesimlerin kesintisiz ve ongoriilebilir olmasini saglar. Bu baglamda,
kodlama arayiizii, ¢aligmanin konu edindigi MIR agini teskil eden insan ve insan olmayan-
aktorler arasinda bir terciiman ve baglayici gorevi gorerek yapay zeka agina dahil olmaktadir. Bir
baska deyisle, kodlama arayiizii, agin istikrarin1 koruyarak, siireclerin teknik verimliligini ve
stabilizasyonunu garanti altina alir. Ancak, kodlama araytiziiniin teknik rolii ayn1 zamanda daha
genis toplumsal ve iktisadi siireclerle de yakindan ilintilidir. Kodlama siirecini hizlandiran ve
standardize eden bu arag, tipki yukarida bahsedilen iiretken yapay zeka sistemleri gibi, kapitalist
verimlilik ve iiretkenlik degerleriyle derinden iligkili failligini de teknik islevleriyle birlikte yapay

zeka agina dahil eder.

Kodlama araylizii, sosyolojik bir baglamda sadece teknik bir ara¢ olmaktan ¢ok daha
fazlasidir. Python, miihendislerin makineye yonelik niyetlerini ifade etmelerini kolaylastirirken,

bu ifadeleri makine tarafindan anlasilabilir bir forma doniistiiriir. Bu 6zelligiyle Python, insan
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miihendisler ve makineler arasinda sorunsuz bir iletisim kurarak, yapay zeka gelistirme siirecinde
kritik bir aract aktdr olarak islev goriir. Python, insan ve makine arasindaki miihendislerin
komutlarinin amaglanan anlamini veya sonucunu degistirmeden makine tarafindan anlasilabilir
bir forma doniistiiriilmesini saglar. Bu standardizasyon, miithendislerin kodlarini yazabilecekleri,
test edebilecekleri ve galigtirabilecekleri istikrarlt ve yapilandirilmig bir ortam sunar. Bdylece
Python, insan yaraticiligi ile teknik mantigin birlesim noktasi olarak islev goriir ve algoritmalarin
makine tarafindan okunabilir formatlara kesintisiz bir sekilde entegre edilmesini miimkiin kilar.
Hem ABD’deki hem de Tiirkiye’deki katilimcilar, Python’un giivenilirliginin ve sinirlar 6tesi
uyumluluk saglamasinin, kiiresel isbirligini kolaylastirdigini ve yapay zeka gelistirme agini
giiclendirdigini  belirtmistir Sembolik etkilesimleri makine tarafindan anlagilabilir ve
yiiriitiilebilir talimatlara ¢cevirmesi, Python’u, MIR agmin insan ve insan-olmayan aktdrlerinin
stirekli etkilesimleri ve bu etkilesimlerin islevselligi arasindaki temel kopriisii haline getirir

(Latour, 1992; Callon, 1986).

Kodlama arayiiziiniin, daha 6zelde Python’un ihtiva ettigi sembolik iletisim ve etkilesim
bicimi, insan ve makine arasindaki etkilesimleri yapilandirmak disinda 6nemli bir islev daha
goriir. Bu arayliz, yazilim miihendislerinin algoritma gelistirme siireclerini standardize ederek,
ortak bir dil konusmalarin saglar. Otomatik tamamlama, s6zdizimi vurgulama ve hata ayiklama
gibi ozelliklerle donatilmis olan Python, ChatGPT gibi iiretken yapay zeka platformlar: ile
yazilan kodun, standart bir dilde, diinyanin herhangi bir yerindeki miihendislerin de
anlayabilecegi bi¢cimde ifade edilmesini ve islerlik kazanmasin1 saglar. Bu teknoloji, yazilim
miihendisinin makine ile olan etkilesimlerine rehberlik ederken, ayn1 zamanda belirli ¢iktilarin
elde edilmesi i¢in verimli yollar sunar. Boylece Python, yalnizca teknik bir araci degil, ayni
zamanda miihendislik toplulugu icindeki belirli normlar1 ve uygulamalar1 pekistiren ve bunlari

standardize toplumsal bir aktdr olarak da faillik kazanir.

Bu standardizasyon siireci, yalnizca MIR sistemlerinin teknik isleyisini saglamakla
kalmay1p, ayn1 zamanda kapitalizmle iliskili sosyo-ekonomik degerlerin de yapay zeka agina [bu
insan-olmayan aktor ve teknik-rasyonel miihendislik ideolojisiyle hareket eden miihendisin
karsiliklt miizakere ve etkilesimleri vasitasiyla] katilmasi ve bu baglamda, yapay zekanin politik
failliginin kapitalist bir standardizasyon gercevesinde yeniden iiretilmesini saglar. Python’un bir

kodlama arayiizii olarak tasarlanisi, miihendislik siire¢lerine hiz, verimlilik ve {iretkenlik
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degerlerini yerlestirerek, c¢iktilarin maksimize edilmesi ve emek ile zaman maliyetlerinin
minimize edilmesi hedeflerine hizmet etmektedir. ABD ve Tiirkiye’den elde edilen bulgular,
miihendislerin Python’un standardizasyonunun hizli gelistirme dongiileri ve artirilmis verimlilik
saglamas1 konusundaki 6dnemini stirekli olarak vurguladigini gostermektedir. Hiz ve iiretkenlik
onceliklendirilmesi, kaynaklarin minimize edilmesi ve karliligin maksimize edilmesi iizerine
kurulu kapitalist bir mantig1 yansitir (Marx, 1995; Fuchs, 2005). Bu baglamda, miihendislerin
Python’a olan giiveni, yalnizca teknik avantajlarindan degil, ayn1 zamanda hizli1 ve islevsel
modeller liretme becerisinin yapay zeka endiistrisinin ekonomik mantigiyla uyumlu olmasindan
kaynaklanmaktadir. Python’un standartlagtirilmis s6zdizimi ve yapisi, mithendislerin zaman alict
gorevleri atlamasini, algoritmalarini iyilestirmeye odaklanmasini ve hata olasiligin1 azaltmasini

saglayarak, liretimi optimize etme hedefine hizmet etmektedir.

Calismamizin ana teorik gercevesini olusturan Marxist Ekonomi Politik ile harmanlanmisg
AAT perspektifi, Python’un bu ikili karakterini — hem insan-olmayan bir aktdr, hem de toplumsal
yapilar ve gii¢ iliskilerinin bir tasiyicisi — kavrayabilmek agisindan bize 6nemli bir kapiy1 araliyor
gibi gortinmektedir. Python, yapay zeka aginin aktif bir aktorii olarak, kodun insandan makineye
sorunsuz bir sekilde aktarilmasini saglarken, ayni zamanda kapitalist iiretim bi¢iminin temel
degerlerinden biri olan standardizasyonu, dijital baglamda yeniden {ireterek, yazilim
miihendislerini kapitalist degerlerle uyumlanmaya ¢agirir. Bunun sonucunda, ortaya ¢ikabilecek
yeni emek ve yaraticilik siireglerinin elestirel bir baglamda tekrar ele alinmasinin gerekliligini
sosyolojik bir baglamda tekrar ortaya koyarken, teknolojinin ne yalnizca teknik ne de yalnizca
toplumsal oldugu, bilakis, her ikisinin de ortak bir yaratimi oldugunu one siiren sosyoteknik

perspektifi (Sismondo, 2010; Latour, 1992, Verbeek, 2005) gii¢lendirir.

Bir kodlama arayiizii olarak Python’un, yapay zeka olarak da genisletebilecek olan MIR
gelistirme siireglerindeki bu hakim konumu, yalnizca teknik bir ara¢ olarak degil, ayn1 zamanda
sosyo-ekonomik degerlerin bir tasiyicisi olarak islev gordiigiinii acikg¢a gdstermektedir.
Miihendisler tarafindan diinya ¢apinda birincil kodlama arayiizii olarak benimsenmesi, kiiresel
isbirligini kolaylastirmakta ve araglar ile yontemler acisindan bir homojenlesme yaratmaktadir.
Bu standardizasyon, farkli cografyalarda gelistirilen yapay zeka sistemlerinin ayni teknik
normlara uymasii saglayarak, kapitalist liretim manti§ina uygun bicimde, ‘sorunsuz’ bir

entegrasyon siirecine dahil olmalarini saglar. Sosyolojik bir perspektifle bu entegrasyon siirecinin
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etrafindaki sis perdesi aralandiginda ise, bu ‘rahat’ entegrasyonun altinda, alternatif kodlama
uygulamalarinin, Python’un standartlarina uymayan yenilik¢i yaklagimlarin ve daha da ileriye
giderek, insan yaraticiliginin marjinallesmesine yol agma potansiyeli tastyan, esasen kapitalist
degerlerle kusursuz bir ‘entegrasyon’ gerceklestirmeyi hedefleyen bir standardizasyon bi¢imi

karsimiza ¢ikmaktadir.

Calismamizin 6zelinde yapay zekay1 temsil eden MIR sistemleri, algoritmalarin tasarimi
ve kodlamasindan sonra, ikinci asama olan algoritma egitimi asamasina gegerek yeni bir insan-
olmayan aktorii aga dahil eder. Bu asamada kullanilan makine &6grenmesi yoOntemleri,
algoritmalarin egitim ve dolayisiyla 6grenme bigimini belirleyen iki temel yaklagimi igerir:
takviyeli 6grenme ve derin 6grenme (Sheikh vd., 2023). Bu siirecte, MIR agina en kritik

aktorlerden biri olan veri setleri veya daha genel bir kavramsallagtirmayla “veri” dahil olur.

Veri, yapay zeka ag1 icinde basit bir aragtan ¢ok daha fazlasidir; hem nihai sonu¢ olan MIR
algoritmalariin eylemini, hem de yazilim miihendislerinin karar alma siireclerini sekillendiren
bir insan-olmayan aktor (Latour, 2005) olarak yapay zeka agina yeni bir faillik boyutunu getirir.
Ornegin, MIR sistemlerinde bir veri seti, yalnizca algoritmay1 egiten ham bilgileri saglamakla
kalmaz, ayn1 zamanda miizik kompozisyon algoritmasinin iirettigi miizigin tarzina dair yapisal
ve teorik g¢ercevelerin belirlenmesine dogrudan rehberlik ederek muhtemel tiim olasiliklar
icerisinde spesifik birinin ger¢eklesmesine neden olur. Bu baglamda, veri setinin ihtiva ettigi
yanliliklar ve sinirlamalar, MIR aginda son derece dnemli sosyolojik etkiler yaratmaya kadirdir.
Ornegin, ¢aliymanin bulgularinin isaret ettigi iizere MIR sistemlerinde kullanilan Bati merkezli
veri setleri, bu sistemin bir ¢iktis1 olan miizik eserlerinin Bat1 miizik geleneklerini destekleyen ve
Bati dis1 miizik formlarini marjinallestiren bir egilim yaratir. Bir bagka deyisle veri, Bati merkezci
bir miizik anlayisin1 giiclendirerek, “gecerli” veya “iyi” miizigin ne olduguna dair kiiltiirel bir
norm belirleyerek, MIR aginin failligine kapitalist degerlerden sonra emperyalist bir boyut katmis

olur.

[Insan-olmayan bir aktdr olarak] veri yalmzca Kkiiltiirel dnyargilar1 ve asimetrik gii¢
iliskilerini yeniden {iiretmekle kalmaz. Verinin nasil toplandigi, nasil ve kimler tarafindan
etiketlendigi, kimlerin bilgilerinin veriye donistiiriildiigii ve bu kisiler ile gruplarin bu
stireclerden haberdar olma durumu, emegin dijital cagda doniigiimiine dair son derece dnemli
bazi noktalara isaret etmektedir. Sosyolojik calismalarin isaret ettigi ilizere, veri toplama ve
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etiketleme siirecleri siklikla esitsiz bir emek iligkisi ve somiiriisiiniin iizerinde yapilanir (Fuchs,
2010; Gray & Suri, 2019; Miihlhoff, 2020). Bu emek bi¢imi, yapay zeka teknolojileriyle art1
deger yaratmak i¢in kullanilirken, elde edilen iktisadi kaynaklar biiyiik Ol¢iide bu sistemleri
gelistiren ve siireclerin yoneten sirketlerde yogunlasmakta; siirecteki emekleriyle yapay zekayi
‘diistinebilen’ bir teknoloji haline getiren kitleleri, bu emek siirecinden esitsiz pay alan bir hayalet

emege doniistiirmektedir (Gray & Suri, 2019).

Bu baglamda, MIR agini1 sekillendirmede aktif bir rol oynayan ve bir faillik kapasitesi
kazanan verinin failliginin iki yénlii oldugunu sdylemek yanlis olmayacaktir. Ilk olarak, veri,
[miihendis, iiretken yapay zeka ve kodlama arayiiziiniin ortak bir {iriinii olan] algoritmanin, ihtiva
ettigi bilginin mahiyetine uygun bi¢imde gelistirilmesini bagat bir kosul olarak ortaya koyarak
tiim insan ve insan-olmayan aktdrlerin eylemlerini yapilandirir. ikinci baglamda ise, gelistirilen
algoritma verinin ihtiva ettigi bilginin isaret ettigi dogrular1 ‘6grenir’ ve diger tiim gergeklikler
algoritmanin failliginin disarisinda kalir. Bir baska deyisle, belirli veri setleri ile egitilen
algoritmanin failligi, bu failligin yakit1 olan verinin duragan ve nesnel gibi goriinen, fakat bizatihi
dinamik ve politik olan tekno-failligi ile etkilesimi igerisinde miitemadiyen yeniden iiretilerek
yapay zekd aginin tamamlanmasini saglar. Bu baglamda, AAT nin isaret ettigi melez ve

sosyoteknik bir ag (Latour, 1992; 2005) olarak yapay zeka, nihayet karsimizdadir.

Bu agin politik karakterinin ve failliginin, kapitalist degerlerle uyumlulugunu saglayan
insan ve insan-olmayan aktdrlerin yaninda, veri, yeni bir toplumsal giicli agin politik karakterine
entegre eder. Verinin ihtiva ettigi bilgi, algoritma i¢in her zaman ‘dogru’ bilgi olacaktir. Bu
baglamda, ¢alismanin verilerinin de vurguladigi lizere, Bati merkezli bir miizik bilgisiyle
donatilmis olan veri setleri, MIR algoritmalariin politik karakterine, sosyolojinin uzun zamandir
ilgisine mazhar olan, diinyay1 Bat1 merkezli bir sekilde algilayarak, Bat1 dis1 kiiltiirleri “6teki’
olarak kavramsallastiran oryantalist bir perspektif (Said, 1978) ile donanmis, Bati’nin kiiltiirel
Ogelerini medeniyetin kurucu unsuru olarak ele alan ve bu diislince bi¢imini diinyanin geri

kalanina tastyan kiiltiirel emperyalizmi (Tomlison, 1991) ekler.

Yapay zeka agi1, zamanla genisleyerek insan ve insan olmayan aktorler arasinda karmasik
etkilesimler olusturan, birlikte ¢aligmaya dayali bir sistem haline gelmektedir. Bu sistemde,
ChatGPT gibi iiretken yapay zeka platformlari, bu agin erken asamalarinda insan olmayan kilit
aktorler olarak ortaya cikar. Onlarin olarak oynadiklari rol, yalnizca kod iiretmek veya hata

168



ayiklamakla siirli degildir. Bu platformlar ayn1 zamanda miihendislerin i akislarini hizlandirr,
problem ¢6zme siireclerini doniistiiriir ve kodlama siirecine yonelik yaklagimlarini degistirir. Bu
islevleriyle ChatGPT (veya iiretken yapay zeka platformu), pasif bir ara¢ olmanin 6tesine gecerek
insan miihendislerle birlikte calisan ve nihai {iriinii sekillendiren aktif bir ortak yaratici haline
gelir. Bu etkilesim, insan ve makine arasindaki geleneksel sinirlart bulaniklastirir ve failligin

dagitildigi, insan-makine melez bir ag yaratir.

Kodlama arayiizii, 6zellikle Python, bu melez agin isleyisinde kritik bir rol oynar. Python,
miihendisler ve makineler arasinda standardize edilmis bir etkilesim platformu sunarak,
komutlarin makine tarafindan okunabilir talimatlara sorunsuz bir sekilde ¢evrilmesini saglar. Bu
standardizasyon, kiiresel ol¢ekte isbirligini miimkiin kilarak, miihendislerin farkli cografi ve
kiiltiirel baglamlarda ayni ¢ergeve icinde ¢aligmalarini saglar. Python’un sagladig1 bu tutarlilik,
teknik dogruluk ve verimlilik agisindan 6nemli bir deger tasir. Bununla birlikte, Python yalnizca
teknik bir ara¢ degil, ayni zamanda kapitalizmin hiz, Sl¢eklenebilirlik ve iiretkenlik gibi
ekonomik degerlerini de yansitir. Bu yoniiyle Python, yapay zeka gelistirme siireclerinde hem

teknik hem de sosyo-ekonomik normlarin pekistirilmesinde arac1 bir rol oynar.

Veri setleri, s6z konusu agin belki de en karmasik ve etkili insan-olmayan aktorleri olarak,
MIR algoritmalarinin gelistirme ve egitim siire¢lerini dogrudan etkileyen énemli aktorler olarak
islev gortir. Bu veri setleri tarafsiz degildir; icinde iiretildikleri toplumsal, ekonomik ve kiiltiirel
baglamlarin izlerini kendi toplumsal karakterlerinde tasirlar. Yogunlukla Kiiresel Giiney’de
uygulanan, diisiik tcretler karsiligi veri etiketleme uygulamalari, yapay zekanin eylemsel
kapasitesinin arkasindaki hayalet emegi gosteritken (Gray & Suri, 2019); Bati miizik
geleneklerinin baskin oldugu miizik veri setleri, kiiltiirel 6nyargilarin algoritmalara nasil dahil
edildigini ortaya koyar. Bir baska deyisle, [esitsiz emek siirecleri lizerinde ylikselen ve toplumsal,
kiiltiirel ve politik baglamda yanli bir karaktere sahip olan] veri setleri, algoritmalarin egitim
stirecini ve ¢iktilarini sekillendirerek yapay zeka sistemlerine toplumsal karakterini ve dolayistyla

failligini veren son aktor olarak aga dahil olur.

Aktor-Ag Teorisi (AAT), caligmanin temel amaci olan yapay zekad sistemlerini ve
gelistirilme siireclerini insan ve insan-olmayan aktorlerin karmasik ve miitemadi iligkilerinden
miiteakip bir ag olarak kavramsallastirmak icin gerekli teorik ve metodolojik araglari, yukarida
aciklandig1 ve yorumlandigi bi¢cimiyle saglamistir. Ancak dnceki boliimlerde de belirtildigi gibi,
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AAT bu aktorler ve etkilesimler biitlinlinii bir ag olarak kavramamizi saglasa da, bu agin
toplumsal ve politik karakterini, dolayisiyla failligine gomiilii toplumsallig1 anlamlandirmaktan
uzaktir (Bloor, 1999; Gille, 2005). Calismanin bulgularinin kimi zaman agik, kimi zaman 6rtiik
bir bicimde gosterdigi lizere yapay zekayi bir ag olarak meydana getiren tiim insan ve insan-
olmayan aktorler bir toplumsal ve politik karaktere sahiptir, hicbiri yalnizca agi meydana
getirmekteki islevini yerine getirmez; bilakis, a1 meydana getirirken kendi toplumsal
karakterlerine gomiilii bicimde tasidiklar1 politik karakterlerini de agin bir pargasi haline
getirirler. Bu baglamda, AAT nin ¢izdigi resmi (yapay zeka agini) tamamlama gorevi Marksist
ekonomi politige diismektedir; boylece, ekonomi politigin de yardimiyla, sosyoteknik bir ag
olarak yapay zekanin haritasi bu teknolojiyi iireten insan ve insan-olmayan aktorlerin kapitalist

degerler ve davranis bigimleri ile karmasik iligkileri arasinda ¢ikarilmis olur.

6.2. Yapay Zekd Agmn Bir Uriinii Olarak Miizik: Yeni Bir Yaraticllik ile

Kolonyalizm ve Emperyalizmin Geri Doniisii

Miizik, tipki diger tiim sanat dallar1 gibi, bir yaratim siirecidir. Yine miizik, diger tiim sanat
dallar1 gibi, caglardir antroposentrik tahtinda sarsilmaz bir hakimiyetle oturan [bu baglamda,
toplumun kurucu 6znesi oldugundan siiphe etmeyen] insan tarafindan, yaratan (insan) ve yaratim
(miizik) olarak diisliniilegelmistir. En sarih ve bilinen tanimlarindan biriyle, yaraticilik “bir
soruna daha 6nceden diisiiniilmemis ve uygulanmamis, yeni bir ¢6ziim bulma yetisidir” (Boden,
2004). Bir baska deyisle, simdiye dek bildiklerimiz, bize akil diginda yaratict bir itki
olamayacagini, dolayisiyla da yalnmizca bu aklin yegane tasiyicisi olan insanin yaratici
olabilecegini sdylemektedir. Sanatsal yaraticilik ise, klasik taniminda akil [ve onun bir iiriinii olan
estetik yatkinlik] ile ¢ercevelenen, kimi insanlara bahsedilmis dahiyene bir yetenek ve itkidir
(Kant, 2000/1790; Platon, ¢ev. 1961). Modern taniminda ise sanatsal yaraticiligin sinifsal
ayricaliklara (Bourdieu; 1992), sanatt meydana getiren yerlesik uygulamalara uyum saglama ve
bagkaldir1 kapasitesine (Becker, 1982) veya yalnizca sanat¢inin anlam diinyasinda neyin sanat

olduguna verdigi anlamla (Danto, 1960) tanimlandig1 goriliir.

Bu tanimlamalar epistemolojik diizeyde ayrilarak sanatin toplumsal ve bireysel boyutlarini
farkli cergevelerden analiz ediyor olmakla beraber, ontolojik diizeyde hepsinin temel bir kabulii

vardir: bildigimiz anlamiyla sanat yapabilme kapasitesine sahip olan tek varlik, [aklin tek
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tastyicisi olan] insandir. Ancak, ‘akilli’ bir teknoloji olarak yapay zekanin toplumsal hayata girisi
ve sanatsal yaratim alanlarinda kendine yer bulmasi yaraticilifin yalnizca insana has bir gii¢
olmayabilecegini, insan-makine etkilesiminde yeni bir yaraticilifin tartisilmast gerektigini

gostermektedir (Davis, 2013; Wingstrom vd., 2022; Fujita, 2018).

Calismanin bulgulari, bu baglamda miiziksel yaratim siirecinde 6nemli bir degisime igaret
etmektedir. Hem yazilim miihendislerinin, hem de yapay zeka sistemlerinin ifadeleri, sanatsal
yaratim ve besteleme siireglerinde insan failligi ve makine failliginin birbirleri igerisine girdigini,
karmasgik bir iliskiler ag: biitiinii olusturarak, yaratici bir siire¢ olan sarki besteleme siirecinin
iiriinii olan miizigin, yapay zekd caginda insan ile makinenin es-yaraticiligindan (Davis, 2013;
Wingstrom vd., 2022) iiretilen bir kiiltiirel iiriin olarak yeniden diislintilmesi gerektigini
gostermektedir. Bu durum, ¢aligmanin yapay zekay1 bir ag olarak kavramsallastirma cabasiyla

uyumlu bir sekilde, insan-makine ortak yaratimi olan bir sanat agin1 da gozler 6niine sermektedir.

MIR miihendisleri, miizik yaratim siirecini, fikriyat diizeyinde insanin biricikligine ve
yapay zekanin aragsalligina bir vurguyla insan ve makinenin ortak bir eylemi olarak kategorize
etmektedirler. Ayni sekilde, istem miihendisligi yoluyla etkilesime gegilen yapay zeka sistemleri
de, ‘yaratici itkinin’ insana 6zel bir nitelik oldugunu, bu baglamda, kurucu 6znenin insan olmasi
kaydiyla, yapay zekanin beste yapim siire¢lerine teknik ve miizikal baglamda insana ‘destek olan’
bir ara¢ olarak dahil olmasinin yeni bir sanatsal yaratim bicimi olarak algilanabilecegini
aktarmiglardir. Hem miihendisler, he mde yapay zeka, yapay zekayr aragsal bir baglamda
konumlandirarma refleksi gdstermigler, bir bagka deyisle, bir enstriimandan farkli olmadigini
iddia etmiglerdir. Oysa, bir enstriiman veya miizik teorisi insan miidahalesi olmadan beste
yapamaz. MIR sistemleri ise, insan1 yonlendirmekten, istem girdileri yoluyla sifirdan sarkilar
iretmeye kadar bircok farkli beceriye sahiptir ve tabii ki bunlar yalnizca aragsal beceriler
degildir. Bu baglamda, bu insan-makine ortak yaratimi olan sanatin, yukarida, algoritma
tasarimlarinda miihendislerin eylemlerini doniistiiren ve vasifsizlastiran etkisini sanat alaninda
gozlemlemek miimkiin olacaktir. Insan, {iretim siireglerinin ana iiretici giicii olmaktan ¢ekilip
makinenin dolayiminda, onun bir pargasi veya gozciisii gibi bir pozisyon aldik¢a, emegi yalnizca
doniismekle kalmayip, vasifsizlasir (Marx, 1995; Braverman, 1974). Oyleyse su soruyu sormak
gerekmektedir: sanatin insan-makine yaratimi olarak aldigi bu yeni formda insanin emegi

gercekten belirleyici midir? Bu soruya goniil rahathigiyla evet yaniti vermek miimkiin
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goriinmemektedir. Bir bagka deyisle, insan, kendi yaratimi olan makineye tabi kilinmakta gibi

goriinmektedir.

Calismanin katilimcilar arasinda, insan hem makine tarafini kapsayacak sekilde, sanatsal
yaratimin ortak bir siire¢ olarak algilanabilecegi, bunun sanatin 6ziinii degistirmekten ziyade,
sanatsal yaratimin yeni bir bi¢imi olarak kavramsallastirilabilecegini ve ‘zararli’ etkilerinden ¢ok
‘yararli’ etkileri oldugunu o6ne siiren bir gorlisiin hakim oldugu goriilmektedir. Bu ‘yararlt’
etkilerin baginda ise sanatin demokratizasyonu gelmektedir. Sanat, toplumsal olarak yaratic1 bir
biricikligin tirlinii olarak, her insanin kapisini agamayacagi bir fildisi kulede ikamet eder gibi
goriinmekte, toplumsal olan ile bagi bu siiregte soyutlanmaktadir; oysa sanat sosyolojisi, sanatin
toplumsal etkilesimlere (Becker, 1982), smifsal konumlara (Graham, 1997) ve nihayetinde,
bireyin sahip oldugu iktisadi ve kiiltiirel sermayenin birbirleri ile iligkisel etkilesiminin yarattigi,
toplumun diger kesimlerinden ayrilma kudretine (Bourdieu, 1992) bagl, bizatihi toplumsal bir
fenomendir. Bu toplumsalligin altinda, toplumsal olarak yaratici itki olarak kategorize edilen bu
biricik kudretin, aslinda sanat 6grenebilecek bos zaman, iktisadi kaynak ve bunlar1 sanata
cevirecek bir kiiltiirlenme siirecinin oldugu bilinmektedir (Bourdieu, 1979). Nihayetinde, sanatin
toplumun diger kesimlerinden koparilip, onu anlayabilecek, eyleyebilecek ve siirdiirebilecek olan
hakim siniflarla iliskilendirilmesi, son derece eski bir gelenek olarak sosyolojinin ilgisini ¢ekmis,

sanatin demokratizasyonunun yontemlerine ve bunun gerekliligine dair bir¢ok fikir tiretmistir.

Buna binaen, hem yazilim miihendisleri, hem yapay zeka sistemleri, yapay zekanin sanatsal
yaratim siireclerindeki temel iglevinin insana destek olan ve yol gdsteren teknik bir arag olarak
betimlerken, bu islevin toplumsal bir sonucu olarak ise sanatin demokratizasyonuna vurgu
yapmiglardir. Miilakatlarin genelinde ¢izilen resim benzerdir; halk siniflarindan bir ¢ocugun,
ailesinin iktisadi kaynaklarindan bagimsiz olarak sanat ve miizik yapmay1 6grendigi, ‘herhangi
birinin’ yapay zeka kullanarak yaptigi bestelerle bir miizisyen olarak kabul edildigi ve
ylizyillardir siiregelen sanat tizerindeki hakim sinif tahakkiimiiniin kirildig1, sanatin demokratize
edildigi ve herkesin ulasgimina agildig1 bir resimdir. Bu baglamda, miizigin ve miizikal
yaraticthigim 6zii ciddi bir tartismanin dznesi halini almaktadir. istem girdileri ile bestelenen bir
sarki, miizik yapmanin yeni bir bigimi midir? Bu sekilde miizik yapmak, birini miizisyen

yapabilir mi?
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Bu ¢aligma, miizigin 6zilinii tartismay1 amaglamamakla birlikte, elde edilen bulgular yapay
zekanin hem giincel olarak, hem de gelecekte insan ile birlikte bir es-yaratici olarak (Davis, 2013;
Wingstrom vd., 2022) ‘miizik’ yaratma kapasitesinde oldugunu, dolayisiyla miizigin [ve
dolayisiyla miizik tiretiminin] tanimin1 yeniden diisiinmemiz gerektigini gostermektedir. Miizikal
yaratim, iki farkli baglamda ciddi bir doniigiimiin kapisinda gibi goriinmektedir. Bu baglamlarin
ilki, yapay zekanin miizik {iretimi ve sanatsal eylemi simdiye dek hig¢bir teknolojinin yapmadigi
kadar kokten bir degisime itme olasiligidir. Katilimeilarin ifadeleri, yapay zekdyr istem
girdileriyle yonlendirmek suretiyle miizik yapilabileceginin, burada insanin yaratici itkisinin ve
giiclinlin yok olmayip bicim degistirecegi bir gelecek tezahiirlinii ortaya koymaktadir. Bir baska
deyisle insanin miizik tiretimindeki rolii, miizigin {iretim siirecini yapay zekaya devrederek onu
yonlendiren, ortaya koydugu tirlinleri yorumlayip degerlendiren ve bu iirlinlerden bir secki yapan
bir editér veya prodiiktor roliine dogru evrilmektedir. Katilimcilarin algisinda insan, yaratict
itkiye sahip bir aktdr olarak, bu itkiye sahip olmayan aktorleri mobilize etmekte ve boylece ortaya
melez bir miizik bir bi¢imi ¢ikmaktadir. Bu durum, sanatsal eylemin postmodernite ile baslayan
doniistimiinlin yeni bir seviyesi olarak ele alinabilir. Nasil ki postmodern sanat, sanatsal eylemi
yerlesik estetige en uygun ve ‘glizel’ olan1 iiretmek olarak tanimlayan modern ve klasik sanat
anlayislarinin hakimiyetini kirarak, baglami sanatin temeline konumlandirmig ve sanati,
sanat¢inin neyin sanat oldugu baglamindaki ifadesiyle demokratize etmistir (Danto, 1960); yapay
zeka da miizik iiretimini demokratize edici bir es-yaratim siireci ile (Davis, 2013; Fujita, 2018)
insana daha 6nce ufkunda olmayan yeni miizik tarzlari, yeni kombinasyonlar ile yeni bir miizigin
kapisin1 agan bir ara¢ olarak bu siireci bir adim ileriye tagima kapasitesine sahip olarak

nitelenmektedir.

Bu gelecek tezahiiriinde ise sanatsal bir vasifsizlasma yoktur. Calismanin bulgular
gostermektedir ki, insan ve insan-olmayan aktdrlerden miitesekkil bir sosyoteknik ag olarak
yapay zeka, onu lreten miihendisler tarafindan miizik {iretim siirecini ‘herkes icin’ kilan, bu
stireci hizlandiran, insandan daha kompleks kombinasyonlar1 harmanlayarak ortaya ‘insanin
istegi ve yaraticiligi olgiitiinde’ bir miizik ¢ikaran bir ara¢ olarak algilanmaktadir. Bu durum,
yukarida da belirtildigi {lizere yapay zekdnin sanatin postmodernizm ile baslayan
demokratizasyonunu tamamlama (Danto, 1960) ve var olusunun zimni kosullarindan biri olan

iktisadi ve sinifsal ayricaliklara dayanma (Bourdieu, 1992; 1979) halini kirict etki yaratma
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kapasitesinin bu teknolojinin sanat ve miizik iizerindeki en 6nemli etkilerinden biri olabilecegini

diisiindiirmektedir.

Fakat, sosyoloji bir kez daha bize perdenin arkasina bakmayr ogiitlemektedir. Bu
‘demokratizasyon miti’, miizisyenlerin bestelerinin fikri miilk haklarin1 koruyan lisanslarin
ihlaline, Kiiresel Giliney’in ucuz isgiicii ile, yapay zekanin ‘diisiinmesini saglayan’ veri
etiketleyicilerinin emek somiiriisiine (Gray & Suri, 2019), yapay zeka sistemlerini siirekli
gelistirmek i¢in gerekli donanimlarin iiretilmesinde dogal kaynaklarin esitsiz kullanimi ve
sOmiiriisiine (Crawford, 2021) ve internette miizik dinleyen herhangi birinin, farkinda olmadan
kiiresel sirketlerin algoritmalarin1 egitmesini saglayan bir baglamda veri gizliliginin yok
edilmesine (Fuchs, 2010) dayanan bir emek ve doga sOmiiriisii zincirinin mistifiye edilerek
tizerinin Ortiilmesi, hem bir kara kutu (Pasquale, 2015) hem de insanliga hizmet eden stiper zeki
ve otonom bir giic gibi (Natale & Ballatore, 2020) gibi algilanarak toplumsalligindan
yalitilmasindan baska bir sey degildir.

Bu baglamda, insan-makine etkilesiminin yeni bir yaraticilik bi¢imini Ornekledigi
sOylenebilecegi gibi (Davis, 2013; Fujita, 2018), sosyolojinin gorevi yalnizca bu yaraticilik
bicimini gozlemlemek olmakla sinirli kalmaz; bilhassa, bu yeni yaraticilik bi¢iminin -sayet
gercekten miimkiinse- demokratizasyonunu ve etik kullanimini yalnizca kagit {izerinde yazil,
agdali sozlerde kalan ve yine yalnizca bilimsel camianmn ilgilendigi hususlar olmaktan
cikarabilmek adina, Oncelikle perdenin arkasina bakmak, buzdagmin goriinmeyen kismini
gormeye calismak, bu baglamda, sosyolojinin ylizyillardir yaptig1 sekilde, toplumsal iktidar
iliskileri, esitsizlikler ve gii¢ asimetrilerini hem bu sistemlerin toplumsal karakterinde aramak,
ifsa etmek, hem de bu sistemler vasitasiyla ortaya ¢ikan triiniiniin kiiltiirel yanlhliklar iizerine

konugmak gerekmektedir.

Saha caligmalarindan elde edilen bulgular, hem iktisadi hem toplumsal bir orgiitlenme
modeli olarak kapitalizmin MIR aglar1 {izerindeki etkisinin agik oldugunu ortaya koymakla
birlikte, algoritma tasarimi ve gelistirme siireclerini sekillendiren toplumsal yapinin sadece
kapitalizm olmadigin1 gdstermektedir. Bati-merkezli bir diisiinme big¢iminden miras kalan
kiiltiirel emperyalizm ve kolonyalizmin dijital izdiistimleri, MIR aglarimin algoritmik ve teknik
katmanlar1 arasinda zimni bir bigimde konumlanarak, yazilim miihendisligi, yapay zeka ve sanat
alanlarini eski diinyanin toplumsal esitsizliklerini dijital diinyaya entegre ederek sekillendirmeye
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devam etmektedir. Bulgular dikkatle incelendiginde, bu toplumsal iktidar iliskilerinin yapay
zekanin toplumsalligina gémiilmesinin temel aktorii olarak teknik-rasyonel miihendislik diinya
goriisii veya ideolojisinin, teknolojik yansizlik (Pitt, 2014) ve verimlilik fetisinin iligkiselliginde
meydana tekno-sovenist (Broussard, 2018) bir meslek [ve giindelik hayat] kavrayisinin oldugu

goriilmektedir.

Bu ideolojiklesmis diinya algisi iizerinde yapilanan teknik-rasyonel egilimler, MIR
sistemlerinin [ve aslinda tiim yapay zeka sistemlerinin] ¢aligma bigimleri ve ortaya koyduklari
iriinlerde gozlemlenen kiiltiirel yanliligin toplumsal, tarihsel ve kiiltlirel baglamlarina isaret
etmektedir. Kapitalist degerlerle uyumlu bir sekilde, teknik bir tercih olarak belirli teknolojiler
ile gelistirilen algoritmalarin, belirli veri setleri kullanilarak egitilmesi, MIR sistemleri ve miizik
0zelinde Bat1 miizigini [tarihsel baglamda oldugu gibi] diinyanin merkezine yerlestirerek Bati-
dis1 miizik geleneklerinin majinallestirilmesi, egzotiklestirilmesi ve nihayetinde ‘Gteki’ olarak
konumlandirilmasina yol acan oryantalist (Said, 1978) bir baglamda, miizik 6zelinde kiiltiirel
emperyalizmi yeniden iireten bir toplumsal mekanizmanin atesine odun tasiyan bir dongiiytli

meydana getirir.

Sosyolojik bir perspektiften degerlendirildiginde, yapay zeka ile iiretilen miizikte Bati
miiziginin hakimiyeti bir rastlant1 veya teknik siire¢lerin beklenmeyen bir sonucu degil, aksine
modern toplumsal tarihin biiyiik kismina hitkkmeden kiiltiirel emperyalizmin dijital ve yeni bir
diinyada, yeni bir tezahiirle kendini gostermesi oldugunu sdylemem miimkiindiir. Miizik iizerine
yapilan sosyolojik ¢alismalar, [tipk: bir¢ok kiiltiirel olgu gibi] miizigin emperyalizmle yakindan
iligkisini ortaya koymaktadir (Gilroy, 1995; Turino, 2001). SOmiiren-somiiriilen arasindaki
bitmek bilmez dongiide yeni bir sayfay temsil eden bu durum, emperyalizmin kiiresel yayilma
stirecinde somiirgeci giiclerin kendi miizik geleneklerini, enstriimanlarini, miizikal yapilarini ve
estetik degerlerini yerelligin  karsisinda konumlandirarak yerel olant asindirmasi,
marjinallestirmesi ve kendi miizigini [dolayisiyla kiiltiiriinii] yiiksek kiiltiir olarak yeniden
iireterek kiiltiirel bir benzerligin tahakkiimiinii (Adorno, 1988; 1991) yerelliklere karsi hakim
kildig1 (Richards, 2001) bir kiiltiirel emperyalizm yansimasi olarak ele alinabilir.

Bu iligki, ¢alismanin konu edindigi MIR sistemlerinin hem gelistirme siireclerindeki
iliskilerde, hem de nihai tirlinlerinin karakterinde kendini gdsterir. Armonik ve tonal yapilarinin
kiiltiirel hakimiyeti ve standartlastirilmis notasyon sistemleriyle, kendini onceki siireclerde
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[diinyanin geri kalaninin miiziklerine karsi] hakim bir konuma tasiyan Bati miizigi (Weber,
1958), gliniimiiziin dijital ¢aginda da, adeta yapay zekd miiziginin varsayilan big¢imi halini
almaktadir. MIR sistemlerinin ana bilgi ve egitim kaynagi olan veri setlerinin Bati miiziginin
temsiliyetine dayanmasi, piyasa gerekliliklerinin standardize edilmis Bati miizigi tiretimini
dayatan bi¢cimi ve Bati-dis1 miizigin kiiltiirel oldugu kadar iktisadi bir baglamda da ¢eperlere
itilmesi, yapay zeka miiziginin kiiresel miizik kiiltlirlerinin ve geleneklerinin genis ¢esitliligini
disarida birakan, dar bir baglamda sinirlamaktadir. MIR sistemlerinin miizik tiretimindeki bu
yanlilig1, yalnizca Batt miizigini [miizik {iretimi i¢in] normatif bir ¢erceve olarak sunmakla
kalmaz, ayn1 zamanda Bat1 dis1 miizik geleneklerini goriinmez kilarak, kiiltlirel cesitliligin
erozyonuna katkida bulunur ve tipki kiiltiir endiistrisinin yaptig1 gibi, her yere “aynilig1 bulastirir”

(Adorno, 1991).

Ayniligin bu bulagma hali, yapay zeka miizigindeki Bati-merkezliligin, daha genis bir
baglamda, Bati kapitalizminin temel degerleri olan rasyonellesme ve standardizasyonun kiiltiirel
emperyalizme igkinligini miizik ve dijitallesme iizerinden orneklemektedir. Weber’in (1958)
kavramsallastirdig: gibi, rasyonellesme, kiiltiirel formlarin verimlilik, dngoriilebilirlik ve kontrol
ilkelerine gdre yeniden yapilandirildigr bir siirectir. Batt miizigi, standardize edilmis armonik
yapist, tonal sistemleri ve bu baglamda standardize edilmis enstriimanlarin kullanimini igeren, bu
rasyonellesme siirecine dogal olarak uyum saglamais bir kiiltiirel ifade formudur. Bati miiziginin
standardizasyonu ve O6ngoriilebilirligi, yapay zeka alaninda MIR sistemlerinin gelistirilmesi ve
kullanilmasi i¢in uygun bir zemin saglar. Daha 6nce de bahsettigimiz lizere, bu modeller, ‘etkili’
ve ‘verimli’ bir sekilde ¢alisabilmek i¢in tutarli veri setlerine ve algoritmik modellere ihtiyag
duyar. Algoritmalar, bu tiir sistematik yapilar sayesinde miizikal formlar1 daha kolay 6grenebilir,

analiz edebilir ve yeniden {iretebilir.

Weber’in rasyonellesme tezi baglaminda, Bati miiziginin bu sekilde sistematiklestirilmesi,
sadece teknik baglamda bir kolaylik saglamaktan ote, ayn1 zamanda kapitalist bir egilimi
yansitmaktadir (Weber, 1958). Verimlilik ve hesaplanabilirlik, yalnizca meta tiretimi baglaminda
kapitalizme ickin degerler olmaktan ¢ikmig, modern kiiltiirel iiretimin bir pargasi olan miizikal
iiretim ve miizik teorisinin de hakim degerleri haline gelmistir (Parkhurst & Hammel, 2017;
Gopinath, 2023). Bat1 dis1 miizik gelenekleri ise yapisal olarak bu verimlilik ve hesaplanabilirlige

uygun-olmayan olarak kategorize edilir ve miizigin rasyonel ve kitlesel {iretiminin disinda
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birakilirlar. S6z konusu yapay zeka oldugunda “ne kadar veri, o kadar temsiliyet” prensibinin
gegerliligince, MIR sistemlerinin iiretimi olan ‘miizik’, Bat1 miizigi olarak karsimiza ¢ikar ve
kiiltiirel emperyalizmin yeniden iiretiminde rasyonellesme, hesaplanabilirlik ve standardizasyon

gibi Bat1 kapitalizmine 6zgii degerlerin yerini gosterir.

Bati miiziginin kapitalist yapilar altinda metalastirilmasi bu Onyargiyr daha da
pekistirmektedir. Adorno’nun (1988, 2001) belirttigi gibi, kapitalist toplumlarda miizik, kendine
Ozgii kiiltlirel ve sanatsal Oneminden arindirilarak kitlesel tiikketime yonelik bir {iriine
dontisttirtiliir. Miizik endiistrisinin 20. ylizyildaki degisimi ve yiikselisi, miizigi metalastirms,
onu paketlenebilen, satilabilen ve biiyiik dlgekte yeniden iiretilebilen bir seye doniistiirmiistiir.
Kapitalizmin mantigiyla uyumlu olan bu siire¢, miizigin tanimini pazarlanabilir ve kolay
tiiketilebilir olana indirgemis, Bati pop, rock ve klasik miizigini daha karmasik, bolgesel veya
geleneksel formlara gore ayricalikli kilmistir. Bu kapitalist cergeve iginde gelistirilen ve
sekillendirilen yapay zeka sistemleri, bu metalastirma degerlerini miras almaktadir. Verimlilik
ve iiretkenlik ihtiyaciyla hareket eden miihendislerin, piyasa talepleriyle uyumlu 6nceden var
olan veri setlerini -Batili miizik formlarinin hakim oldugu veri setlerini- kullanma orani son

derece daha yiiksektir.

Ayni zamanda yapay zekd miizigini tanimlayan piyasa gereklilikleri ve iktisadi ¢ikarlar
biitiinii, bu hususta miizigin metalagsmasinda yapay zekanin etkisini de gosterir niteliktedir. Klasik
tanimindaki gibi (Marx, 1995), miizik ve yapay zeka baglaminda da emek, kiiltiirel ve insani
baglamindan koparilarak, piyasanin taleplerine yanit veren bir iiriine donistiiriiliir ve bu
baglamda [kendi biricikligindeki] emek olmaktan ¢ikarak [nicelikle ifade edilen ve bir miibadele
degeri tasiyan] emek giicline doniisiir. Bu emek siirecinin bir {iriinii olarak miizik de, yaratici ve
duygusal bir ifade araci olmaktan ¢ikarak, piyasada bir miibadele degeri ihtiva eden bir {irline
doniisiir; nihayetinde, elimizde kalan, kitlesel iiretim yontemleriyle en az emek ile en fazla kar
elde etmeyi amaclayan ve [pek tabii ki kapitalist bir baglamda {iiretilen] bir metadan bagkasi

degildir.

Miizigin metalagsmasi slirecinde bugiiniin araci olarak karsimiza ¢ikan yapay zeka destekli
miizik iiretimi, metalagsmis iiriine olan yabancilasmanin da dijital bir boyutunu temsil etmektedir.
Marx’in yabancilasma kavramina gore, kapitalizm altinda emek, insan yaraticiligini ve
bireyselligi yansitan bir etkinlik olmaktan ¢ikar, kar giidiisiine tabi kilinarak iiretici gii¢leri
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iriinlerinden, iiretim siirecinden ve kendisinden yabancilastirir (Marx, 1995) yapay zeka
tarafindan tiretilen miizik baglaminda, bu siireg, miizik iiretiminde insan emeginin giderek daha
fazla marjinallestirilmesiyle somutlasmaktadir. Miihendisler, yaratici bir emek itkisi veya
bireyselliklerinde degil, kapitalist degerlere ve kurallara gore, kapitalizmin araglarini kullanarak
miizik lreten sistemler gelistirmekte, bu gelistirilen sistem biitliin bu degerlerin bir tastyicisi
olarak miizik iiretmektedir. Bir baska anlamda, [{iretici gli¢ ve emegin sahibi olan] insan ile [bu
iiretici giiclin ve emegin iirlinii olan] miizik arasindaki bag, kapitalizmin degerleri ve araglarinin
dolayima girmesiyle kopmustur; yerini ise lirettigi liriine yabancilasmis bir insan-makine melezi
almig ve miizigi metalastirirken, insani makineye tabi kilmasiyla ~ kendi emegine

yabancilastirmistir.

Bu yabancilagmanin en miithim sonucu, miizisyenlerin, miiziklerinin biligim sirketleri
tarafindan veriye doniistiiriilmesi, fikri miilk haklarinin ellerinden alinmasi ve bir baglamda
emeklerinin MIR algoritmalarinin egitiminde bir kaynaga doniistiiriildiigli, miilksiizlestirme
yoluyla birikim yonteminin (Harvey, 2004) dijital izdlisiimii olarak da kavranabilecek bir siiregte
miitemadiyen emek iicretlerini diisiirmek zorunda kaldiklar1 veya topyekiin bir issizlik ile karsi
karsiya kaldiklar1 bir sarmalin icine sikigmalari gibi goriinmektedir. Yapay zeka tarafindan
iretilen miizik baglaminda, stiidyo miizisyenleri, jingle {ireticileri ve diger yaratict
profesyoneller, emeklerinin yerinden edilmesi ve iktisadi deger kaybi riskiyle kars1 karstyadir.
Bu silire¢, miizigin bir sanatsal ifade bigimi olarak degerini, tamamen metalastirilmis bir iirline
indirgeyerek yapay zekanin failli§inin kapitalist, emperyalist ve kolonyalist degerlerle i¢ ice

gecmisligini bir kez daha vurgular.

MIR ozelinde yapay zekanin toplumsal ve politik karakterini yapilandiran son olgu,
kapitalizm ve kiiltlirel emperyalizmi takip eden bir baglamda yeni bir kolonyalizm bi¢imi olarak
karsimiza ¢ikmaktadir. Calismanin bulgulari, yazilim miihendislerinin veriyi bir ‘kaynak’ olarak
gordiiklerini, teknik-rasyonel ideolojinin bu ‘kaynagi1’, Eski Diinya’dan Yeni Diinya’ya uzun ve
yorucu seyahatinin sonunda El Dorado altinryla karsilasan Ispanyol conquistador gibi, kendine
hak gordiigiinii almaktan imtina etmeyecek bir baglamda kategorize etmesini saglayan
mekanizmanin, ylizyillar sonra, bambaska bir alanda, zimni bir bi¢imde c¢alismakta oldugunu
gostermektedir. Yazilim miihendisleri, veriyi bir ara¢ ve bir kaynak olarak kategorize ederken,

verilestirme siirecinin emek, kiiltiirel ¢esitlilik veya fikri miilkiyet iizerindeki etkilerini bir kenara
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birakmaktadir. Bu tutum, kolonyal donemde dogal kaynaklarin ve kiiltiirel varliklarin iktisadi
biiylime ve teknolojik ilerleme glidiimiinde somiirgelestirilen halklara yarattigi maliyetin goz ard1

edilmesine benzer bir zihniyeti temsil eder.

Tipk1 kolonyalizasyon déneminde dogal kaynaklarin ve insan giiciiniin kolonyal gii¢ler
tarafindan diger toplumlardan sorgusuzca ve zorla alinmasi gibi, giiniimiizde de [insan emegi ve
kiiltiiriiniin bir emegi olan sarkilar], onlar1 iireten topluluklarin bilgisi ve onamina bagvurulmadan
toplanmakta ve Bati miizik normlarini yeniden {ireten MIR sistemlerinin egitiminde
kullanilmaktadir. Bu durum, bir veri kolonyalizminin (Couldry & Meijas, 2019) yapay zekay1
sanati demokratize edici bir ara¢ olarak sunan ideolojik yaklagimin temelinde bulundugunu,
‘demokratize edici bir gii¢’ olan yapay zeka sistemlerinin kolonyal pratikleri yeniden {ireten, bu
pratikler lizerinde yapilanan sistemler oldugunu ve dolayisiyla, bu sistemlerin toplumsal ve
politik karakterleri ile failliklerinin bir parcasinin da kolonyalist bir ideolojiyi yansittigini

diisiindiirmektedir.

Bu durum, kolonyalizm sonras1 donemde bir¢ok baglamda, bu ¢alismanin konusu 6zelinde
ise yapay zeka teknolojilerinde (ve teknolojilerince) yeniden iiretilen Bati merkezli bir kiiltiirel
iiretim bi¢imini hakim kilarken, kiiltiirel iiretimin normatif ¢ergevesini tahakkiim eden ve edilen
arasindaki miicadelede, tahakkiimcii taraftan belirleyen bir hegemonyaya (Gramsci, 1971) zemin
hazirlamaktadir. Miihendislerin MIR sistemleriyle iiretilen miizikte ticari uygulamalara
odaklanmasi, bu siirecin kapitalist zorunluluklarla nasil derinden baglantili oldugunu gosterirken,
tipk1 somiirgeci giiclerin ekonomik biiylimeyi saglamak icin kaynaklar1 miimkiin oldugunca
verimli bir sekilde ¢cikarmaya caligmalar1 gibi, bu kolonyalist ideoloji, yazilim miihendislerini de
verimliligi artirmak ve karlilig1 maksimize etmek i¢in bir veri somiirgeciligi siirecine, somiiren
olarak dahil etmektedir. Bu siire¢, yalnizca yaratici emegin somiiriilmesini degil, ayn1 zamanda

Batili olmayan kiiltiirel geleneklerin sistematik bir sekilde silinmesini de igerir.

Bu baglamda, [kiiltiirel bir liretim olan] miizigin yapay zeka destekli siirecler altinda
metalagtirilmasi, veri kolonizasyonunun da ag¢ik bir yansimasidir. Veri, dijital ekonomide
merkezi bir kaynak haline geldik¢e, bu verinin elde edildigi topluluklar ve kiiltiirler, karar alma
stireclerinden disarida birakilmakta, dijital baglamda miilksiizlestirilerek neoliberal bir yapay
zekd ekosisteminin yakitt halini almaktadirlar. Tipki kolonyal doénemde, kolonilestirilen
topluluklarin kendi topraklari ve kaynaklari {izerinde ¢cok az sdz sahibi olmalar1 gibi, calismamiz

179



Ozelinde de verinin esas sahipleri olan miizisyenler, iiretim siireglerinden ¢ikarilmakta ve tiim
insanlik gibi basitge bir dijital kaynaga indirgenmekte, imgesel veri tarlalarinin hem pamugu hem

pamuk toplayicist héaline gelmektedirler (Couldry & Meijas, 2019; Katz, 2020).

Bir baska baglamda da, yiiksek teknolojinin ve teknolojik araclarin artan bigimde
ticarilesmesini, politiklesmesini ve akiskanlasmasini saglayan bir fenomen olarak Silikon
Vadisi’nin kiiresel etkisi (Kleinman, 2003; Berman, 2012; Sadowski, 2020), MIR gelistirme
siireglerinde de kendini gostermekte ve literatiirdeki calismalari dogrulamaktadir. Calismaya
katilan miihendislerin kullandig1 dil ve yaklasimlar, bolgesel ve kiiltiirel farkliliklar1 asarak,
standartlastirilmis ve kiiresellesmis bir teknik-rasyonel diinya goriisiiniin adeta bir ideoloji gibi
caligarak yazilim mithendisliginde dogrular1 ve yanliglar: belirledigine, alanin anlam diinyasini
yapilandirdigina isaret etmektedir. Bu ideoloji, teknolojik ilerlemeye, maksimum verimlilige ve
iktisadi biiylimeye Oncelik veren bir diinya gorilisiinii tesvik etmekte, bu temel degerlerin
gerceklestirilmesi Olgiitiinde yerel kiiltiirel baglamlar1 yok ederek Silikon Vadisi ideolojisini

yazilim miihendisligi ve dolayisiyla yapay zekanin temel ideolojisi haline getirmektedir.

Nihayetinde sdylenebilir ki, MIR sistemlerinin [ve daha genel baglamda yapay zekanin]
gelistirilmesi siireci, yalnizca teknik bir siire¢ ve iliskiler biitiinii degil, bizatihi, toplumsal,
kiiltiirel ve politik siire¢ler ile teknolojik siireclerin i¢ ice gegmis oldugu sosyoteknik bir siiregtir.
Miihendisler, algoritmalar, kodlama arayiizleri ve veri veri setleri, bir ag olarak da
kavramsallastirilabilecek bu siirecin temel bilesenleri veya aktorleri olarak bir araya gelmekte,
iligkisel bir etkilesimler ve miizakereler biitiiniinii iceren bir siirecte, meydana gelen MIR
algoritmalarini birlikte sekillendirmektedir. Ancak bu siire¢, bu sosyoteknik agin yalnizca insan
ve insan-olmayan aktorlerden miiteakip bir ag olmadigini, kapitalist, emperyalist ve kolonyal
pratikler ile degerlerin i¢ ice gectigi 6zgiil bir toplumsalligin da agin soyut bir aktorii olarak basat

bir konumda oldugunu gostermektedir.

Verimlilik ve iiretkenlik gibi kapitalist degerler, miihendislerin karar alma siireclerinde
merkezi bir rol oynamaktadir. Bu degerler, MIR algoritmalariin gelistirilme bi¢imini dogrudan
etkileyerek, kiiltiirel ¢esitliligi ve yaraticiligi géz ardi eden standartlastirilmis, ticarilesmis bir
miizik anlayigini ve kiiltiirii yeniden iiretici bir etkiye sahiptir. Bat1 miizigini iceren veri setlerinin
bu siiregte temel veri kaynaklar1 olarak kullanimi, bu mantigin daha da genislemesine yol
acmakta, Bat1 dis1 miizik geleneklerini marjinallestirerek ya da tamamen dislayarak Bati merkezli
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kiiltiirel normlarin egemenligini dijital bir diizlemde yeniden {ireterek, kapitalist degerlerle
uyumlanmis dijital bir kiiltiirel emperyalizmin varli§ina isaret etmektedir. Ayni zamanda bu veri
odakl1 yaklasim, kolonyalist pratiklerin dijital diinyada, yapay zeka sistemleri i¢erisinde farkli bir
formda yeniden iiretildigini de gostermektedir. Veri, miithendisler tarafindan yalnizca ¢ikarilacak
ve kullanilacak bir kaynak olarak ele alinmakta, bu siirecte kiiltiirel ve toplumsal baglamlar1 g6z
ardi edilmektedir. Caligmanin verilerine gére miihendisler, verimliligi 6nceleyen bir perspektifle,

kullandiklar1 verilerin toplumsal ve kiiltiirel baglamlarini biiyiik 6l¢iide gérmezden gelmektedir.

Calismanin konu edindigi MIR sistemleri dzelinde yapay zeka gelistirme siireclerinin ve
ortaya ¢ikan yapay zeka sistemlerinin, belirgin bir bi¢cimde kiiresel bir standardizasyona tabi
oldugu goriilmektedir. Hem ABD’deki hem de Tiirkiye’deki katilimcilarin, algoritma gelistirme
stireclerinde benzer iiretken yapay zekad araglarimi, kodlama arayiizlerini ve veri setlerini
kullanmalarin1 bu standardizasyonun kapsamini gozler dniine sermektedir. Python gibi yaygin
kodlama dilleri teknolojik uygulamalarda farkli bdolgelerde dahi tek tip bir yontem
benimsenmesini saglamaktadir. Bu durum, bizi bir kez daha Silikon Vadisi ideolojisinin
(Sadowski, 2020), miihendislik meslegi ve yapay zeka modelleri iizerindeki etkisiyle, uluslararasi
bir baglamda ‘ihrag edildigini’ ve yazilim miihendislerinin kiiresel baglamda benzer is akislarina
tabi kilindigin1 diistinmeye gotiirmektedir. Bu homojenlesme, teknik-rasyonel miihendislik
diinya goriisti ile kapitalizm arasindaki giiclii bir bagin sonucudur. Verimlilik, Silikon Vadisi
ideolojisinde merkezi bir deger olarak konumlanmakta ve teknolojik ilerleme, tutarlilik ve
iktisadi basar1 kriterleriyle Olclilmektedir. Miihendisler bu diinya goriisiinii icsellestirecek
bicimde egitilmekte ve MIR gelistirme siire¢lerini genellikle siiregleri optimize etme ve
maliyetleri diislirme hedefiyle ele almaktadir. Bu bakis acisi, baglamsal gereksinimlere veya
kiiltiirel degiskenliklere kayitsiz bir sekilde, standartlastirilmig ve kiiresel olarak ¢ogaltilabilir

cozlimler tiretmeye odaklanan bir yapay zeka kiiltiiriiniin hakimiyetine yol agmaktadir.

Silikon Vadisi merkezli biiyiik teknoloji firmalarinin, yapay zeka gelistirme stireclerini
nasil sekillendirdigi bu dinamik i¢inde daha belirgin hale gelmektedir. Google, Amazon ve
Microsoft gibi sirketlerin sundugu bulut tabanli yapay zekd hizmetlerinin yaygimn kullanimi,
miihendislerin bu sirketlerin ara¢ ve standartlarina bagimli hale gelmesine yol agmaktadir. Bu
durum, yalnizca belirli teknolojik ¢oziimlerin benimsenmesini tesvik etmekle kalmaz, ayni

zamanda Silikon Vadisi’nin ideolojik hakimiyetini giiclendirir. Kiiresel teknoloji sirketlerinin bu
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anlamdaki hakim pozisyonu, farkli cografya ve Kkiiltlirlerde teknolojik yenilik siire¢lerinin
homojenlesmesine neden olarak yerel baglamlardan kopuk, kiiresel bir teknolojik manzara

yaratmaktadir.

MIR uygulamalarinin farkli bolgelerdeki bu yakinsamasi, Silikon Vadisi ideolojisinin
kiiresel bir teknolojik monokiiltiirii nasil tesvik ettigini acik¢a ortaya koymaktadir. Kiiltiirel,
siyasi ve ekonomik baglamlardaki yerel farkliliklara ragmen, Tiirkiye ve ABD’deki yapay zeka
gelisimi, verimlilik, optimizasyon ve piyasa odakli inovasyon degerlerine ortak bir bagliligi
yansitmaktadir. Bu durum, Silikon Vadisi’nin araglarinin, platformlarimin ve ideolojilerinin
hakimiyeti ile kolaylastirilan, kiiresel ¢apta yayilan bir degerler sisteminin sonucudur. Kiiresel
teknoloji endiistrisinin talepleri, yerel 6zelliklerin genellikle arka plana itildigi homojen bir yapay
zeka ekosistemi yaratmistir. Bu ekosistem, yerel baglamlarin 6zgiinliigiiniin nasil korunabilecegi
ve kiiresel standartlara meydan okuyabilecek alternatif modellerin nasil gelistirilebilecegi
sorularmi giindeme getirmektedir yapay zeka kiiresel olarak gelismeye ve yayilmaya devam
ettikce, bu ideolojinin etkisini elestirel bir sekilde incelemenin gereksinimi kaginilmaz hale
gelmektedir. Kiiresel yapay zekad ekosisteminde yerel degerleri, etik ilkeleri ve toplumsal
ihtiyaclar1 dikkate almanin yollarim1 aragtirmak, yalnizca teknolojinin toplumsal etkilerini
anlamak icin degil, ayn1 zamanda daha adil ve kapsayici bir teknoloji gelistirme siirecini tegvik

etmek i¢in de biiylik 6nem tagimaktadir.

7. SONUC

Bu calisma, yapay zekdnin toplumsalliginin 06zgiil boyutlarin1 kesfetmek ve bu
toplumsalligin bir resmini ¢izmek amaciyla gerceklestirilmistir. Klasik sosyolojik literatiirden
giinlimiize uzanan bir siiregte sosyolojik ¢alismalar, teknolojik ‘seylerin’ yalnizca teknik arag-
gereclerden ibaret olmadigini, teknolojik yansizlik fikrinin onlarn iiretildikleri ve gelistirildikleri
toplumsal, kiiltiirel, iktisadi ve politik baglamlarin {izerini Orterek, toplumsal karakterlerini
gizledigini gostermektedir. Sosyolojik ¢alismalarin teknolojinin kendisini ve teknolojik ‘seyleri’
kavramsallastirma bi¢imi, bu 6n kabul iizerinde temellenmektedir. Bu 6n kabul, sosyolojinin
teknolojiyi kavramsallastirma ve irdeleme bigimlerini irdeleyen bir diisiinsel akisin kaynagi
olarak diistiniiliirse, teknolojinin toplumsal karakteri ve toplumsal kullanimlar tizerine yapilan

caligmalardan olusan teknoloji sosyolojisi, sosyolojik bilgi iiretimine hem yeni teknolojilerin
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sosyolojik analizi, hem de bu teknolojilerin toplumsal karakterini anlamlandirma konusunda
stirekli artan bir katki saglayarak, kaynagin bir pinara ve oradan da nehre doniismesini temsil

eder.

Yapay zekanin ise, hem teknolojinin kendisinden pay almasi, hem de ‘diislinebilen’ bir
teknoloji olmas1 nedeniyle toplumsal karakterinin, séz gelimi, i¢ten yanmali bir motordan, bir
insaat vincinden veya kii¢iik el aletlerinden daha farkli bir 6zellikte olmas1 ve daha da 6nemlisi,
kendine 6zgii bir faillik bi¢imini ihtiva ediyor olmas1 beklenebilir. Bu baglamda, s6z konusu bu
kendine 6zgili toplumsalligin irdelenmesi sosyolojinin goérevlerinden biridir. Calisma, bu
varsayim iizerine kurulmustur. Bu varsayim iizerine, yapay zekanin sosyolojik baglamda
kavramsallastirilma bi¢imlerinin anlasilabilmesi i¢in kapsamli bir literatlir taramasi
gerceklestirilmesi gerekliligi dogmustur. Yapilan literatiir taramasi, yapay zeka sosyolojisinin,
eklenen her yeni calismayla bu teknolojik fenomenin toplumsal ve politik karakterine dair
tartismalar1 zenginlestiren bir¢ok ¢aligma {izerine kurulu ve her gegen giin gelismekte olan bir

sosyoloji alt alan1 oldugunu gdstermistir.

Literatlir taramasinin c¢alismaya bir baska etkisi de, bu literatiirii meydana getiren
caligmalarin, ontolojik temelleri ve temel varsayimlari tizerinden kategorize edilebilecek iki grup
altinda toplanilabilecegini gostermesi ve bu baglamda calismaya hem yol gdsterici bir izlek
sunmasi, hem de literatiirdeki bir boslugun tespit edilmesini saglamasi olmustur. Bu baglamda,
yapay zeka sosyolojisi literatiirli, geleneksel ve ana akim sosyolojinin temel ontolojik yaklagimi
olan 6zne yonelimli ontoloji lizerinde temellenen “hiimanist yapay zeka sosyolojisi” ile sosyoloji
ve daha genel anlamda sosyal teoride farkli bir yaklagimi temsil eden, nesne yonelimli ontoloji

izerine kurulu “posthiimanist yapay zeka sosyolojisi” olarak iki ana grupta toplanmstir.

Hiimanist yapay zeka sosyolojisi, toplumun kurucu 6znesinin insan oldugu ve insan
failliginin biricik faillik bi¢imi oldugu varsayimindan hareket etmektedir. Bu yaklagim, bu
varsayimdan hareketle, yapay zekdy1 insan-insan arasi etkilesimlerde bir ara¢ olarak
kavramsallastirma ve bu baglamda, toplumsal karakterinden ziyade toplumsal etkilerini, yerlesik
iktidar iligkilerini ve toplumsal esitsizlikleri degistirme, doniistiirme ve derinlestirme
stireclerindeki aragsal etkisi iizerinden analiz etme egilimindedir. Posthiimanist yapay zeka
sosyolojisi ise, toplumsalligin kurucusunun yalnizca insan oldugu ve insan failliginin toplumsalin
biricik kurucu 6znesi olduguna karsi ¢ikarak, toplumsalligin en az insan kadar insan olmayan

183



varliklarin failligi tizerinde temellendigi iddiastyla, ‘seylerin failligi’ yaklagimini temele alan
nesne yonelimli ontolojinin iizerine kuruludur. Bu sosyolojik yaklasim, yapay zekay1 yalnizca
insan-insan arasindaki etkilesimde, tahakkiim ve iktidar iliskilerini siirdiirme ve doniistiirme
kapasitesiyle degil, kendi faillik bi¢cimiyle ele almak ve toplumsalliktaki kurucu roliinii kavramak

gerektigini one slirerek yapay zeka sosyolojisine yeni bir boyut katmaktadir.

Her iki sosyolojik yaklasim ve bu yaklasimlari benimseyen ¢alismalar da yapay zeka
sosyolojisi literatiiriine son derece anlamli tartismalar katmis, bu teknolojik fenomenin toplumsal
boyutlarinin irdelenmesi i¢in énemli katkilar saglamislardir. Ne var ki, her iki yaklagimin da
giiclii yonlerinin yaninda, zayif yonlerinin de oldugu literatiir taramasi esnasinda goriilmiistiir.
Hiimanist yaklasim, yapay zekayi aragsal bir baglamda ele alarak, bu teknolojik fenomenin 6zgiil
toplumsalligini kavramaktan uzaklasmakta, ‘diisiinebilen’ bir teknoloji olmasi baglaminda ihtiva
ettigi yeri toplumsal ve politik karakterini herhangi bir teknolojik araca indirgeme riski
tagimaktadir. Posthiimanist yaklagim, hiimanist yaklagimin bu smirliligini, yapay zekanin 6zgiil
faillik bicimlerini tartismaya a¢mastyla ilerletmektedir. Ne var ki, posthiimanist yaklagimin da
siirliliklarinin oldugu tespit edilmistir. Bu sinirhiliklarin ilki, posthiimanist baglamdaki yapay
zeka calismalarinin ¢ogunlukla teorik diizeyde kalmasi, ampirik ¢iktilardan uzak olmasidir.
Ampirik arastirmalara dayanan posthiimanist yapay zeka caligmalarinin ise, ‘seylerin failligi’
yaklagimini dogrulamak adina, insan failligini [insan yapimi olan] teknolojik seylerin ve bu
baglamda yapay zekanin failligine indirgeme riski tagimasidir. Bu baglamda, her iki yaklagimin
da sosyolojik bilgi tiretimine verdikleri katkilarin yaninda, stiregelen 6zne/nesne ikiligini agsmakta

yetersiz kaldiklar1 ve bu ikiligi kendi ¢ercevelerinde yeniden iirettikleri sdylenebilir.

Bu ¢alisma, teorik baglamda bu ikiligi yeniden iiretmemek, hem yapay zekanin failligini
kavrayabilecek, hem de bunu yaparken insan failliginin toplumsalliktaki roliinii indirgemeyecek
bir yaklagimi inga etmeyi denemektedir. Bunun i¢in, yapay zekay1 ne hiimanist yaklagimin, ne de
posthiimanist yaklagimin ontolojik, epistemolojik ve metodolojik yaklasimlarin koérlemesine
kabul edilmistir. Bu elestirel yaklasim, c¢alismanin temel yaklagiminin teknolojinin ve
toplumsalligin birbirleri ile iligkisel bir baglamda, siirekli etkilesimler icerisinde insa edildigi, ne
yalnizca insanin toplumsalligin yegane kurucu unsuru oldugunu, ne de insan iiretimi olan seylerin

insan ile aym failligi tasidigimi kabul eden, teknik/kiiltiirel, doga/toplum, &zne/nesne gibi
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ikilikleri sosyolojik bilgi liretiminin temel sorunu olarak kabul eden birlestirici bir yaklasim olan

‘sosyoteknik bir biitiin olarak toplumsallik’ olmasini saglamistir.

Bu baglamda, ¢alismanin temel teorik arka plani, sosyoteknik gelenek icerisinde son derece
onemli bir konumda bulunan, toplumsallig1 insan ve insan-olmayan aktdrlerin ortak bir yaratimi
olan dinamik bir ag olarak kavramsallastiran Aktor-Ag Teorisi (AAT) olarak belirlenmistir.
AAT, bu calisma 6zelinde yapay zekayi, insan (yazilim miihendisi) ve insan-olmayan (iiretken
yapay zeka platformlari, kodlama arayiizleri ve veri setleri) aktorlerden miitesekkil bir ag olarak
kavramsallastirmak icin gerek duyulan diisiinsel ve yontemsel araglari, toplumsalligin yalnizca
onu meydana getiren aktorlerin izini siirlip, aralarindaki etkilesimleri betimleyerek
kavranabilecegi bir ag olarak ele alma bi¢imiyle saglamistir. Bir diger taraftan, AAT nin seylerin
failligini insanvari bir faillik olarak tanimlamaktan kag¢inarak, insanin eylemini degistirme ve
doniistiirme kapasitesinde tanimlayan Ozgiin yaklasimi, hem hiimanist hem posthiimanist

yaklagimlarin indirgemeciliginden ve 6zne/nesne ikiliginin agmazindan kaginmay1 saglamistir.

Ancak AAT’nin bu giiglii yaninin, onun ayn1 zamanda sosyolojik baglamdaki temel
siirliligl oldugu goriilmistiir. AAT, toplumsalligin yalnizca betimlenebilecegini 6ne siirmekte,
toplumsal yapilari, giic ve iktidar iligkilerini modernitenin getirdigi yapay kavramlar olarak
tanimlamakta ve bu baglamda bu olgularin analizinin doga/toplum arasindaki ikiligi yeniden
iireterek bunu asilmaz bir bariyere doniistiirdiigiinii savunmaktadir. Oysa, ¢aligmanin konusu
ozelinde, birgok sosyolojik c¢alisma, son derece isabetli bir bigimde kapitalist toplumsal
orgiitlenme modeli ve {iretim bi¢imi olmadan, yapay zekanin [tipk1 diger tiim teknolojiler gibi]
varliginin diislinlilemeyecegini, bu teknolojinin hem doganin hem de insan emeginin
doniistiiriilmesi ile miimkiin oldugunu gostermektedir. Bu baglamda, c¢alismanin teorik
yaklasimi, yapay zekénin 6zgiil toplumsalliginin kapitalist bir ¢ercevede meydana geldigi
kabuliiyle, AAT nin Marxist Ekonomi Politik ile angaje edildigi ve yapay zekanin 6zgiil failligini
kavrayabilecek, bu esnada sosyolojinin temel sorunsallarini gbzardi etmeyecek, bir ag olarak
yapay zekanin, glinlimiiziin toplumsal gercekliginin igerisinde konumlandirilabilmesini olanakli

kildig1 diisiiniilen eklektik bir yaklasim olarak belirlenmistir.

Calismanin amaci 6zgiil bir toplumsallik bi¢gimini kesfetmek oldugu icin, yalnizca teorik
baglamda degil, sahadan elde edilen verilerle gdzlemlenebilecek, ampirik bir aragtirma siireci ile
calismanin bu teorik yaklagiminin sinanmasi gerekliligi dogmustur. Bu baglamda, yazilim
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miihendislerini ve onlarin etkilesimde oldugu teknolojileri temele alan bir yapay zeka gelistirme
stirecinin saha aragtirmasini teskil etmesinin, yapay zekanin toplumsal ve politik karakterinin
onun yaraticisi insan ile iliskisinin bir Ornegini sunacagi gibi, bu siirecteki etkilesimlerin
irdelenmesinin yapay zekanin insan ve insan-olmayan aktdrlerden miitesekkil bir ag olarak
kavramsallastirilmasi i¢in elverisli oldugu disiiniilmiistiir. Boylece, saha arastirmasinin nitel
yontem baglaminda gergeklestirilmesinin, amaglarina uygun oldugu goriilmiistiir. Bir ag olarak
yapay zekanm hem toplumsal karakteri hem de faillik bi¢cimlerinin kiiltiirleraras: bir baglamda
farklilik ve benzerliklerinin goézlemlenebilmesi adina saha ¢aligmasinin iki kiiltiirel baglamda
yapilmas1 planlanmig, buna istinaden yapay zeka alaninda da diger tiim teknolojik alanlarda
oldugu gibi hakim paradigmay1 temsilen ABD ve hakim paradigmanin diginda bir kiiltiirel

baglami temsilen Tiirkiye’de iki saha ¢aligmasi yapilmasi planlanmaigtir.

Yapay zeka kendinde bir teknoloji olmasinin yaninda, giinlimiizde artan bir bigimde tiim
toplumsal alanlarda ve sektorlerde kendine yer bulan, bu alanlarda ve sektorlerde biiytik
degisimler yaratmakta olan bir teknolojidir ve bu genislikte uygulama alanlar1 olan bir teknoloji
hakkinda genel gecer bilgi liretmek hem pratik agidan zorluklar getirmekte, hem de iiretilen
bilginin mahiyetine dair soru isaretleri dogurmaktadir. Bu baglamda, ¢aligmanin saha arastirmasi
icin bir sektor belirlenmesi diislincesi, yapay zekanmn toplumsalligmmin yaninda yerlesik
alanlardaki etkilerini ve doniistiiriicli toplumsal karakterini de gostermesi acisindan 6n plana
cikmistir. Segilen alan, yapay zeka sistemleri ile miizik besteleme, nota transkripsiyonu, melodi
algilama gibi bir¢ok uygulamay1 iceren MIR (Music Information Retrieval) sistemleri alani
olmustur. Bu se¢imle birlikte, yapay zekanin toplumsalliginin yaninda, miizik gibi, yaraticilik ile
yakindan ilintili bir alanda sosyolojik bilgi iiretiminin, simdiye dek insana 6zgii bir siire¢ olarak
kategorize edilmis olan yaraticilik ve sanat alanlarinda insan-makine etkilesimlerinin yaratma

potansiyeli olan degisimlerin de sosyolojik bir gézle irdelenmesi amaclanmuistir.

Aragstirmanin teorik yaklagimina uygun bir bigimde, makinenin failligini kavramak ugruna
insan failligini indirgeyici bir yaklagimdan uzak kalabilmek adina, bir ag olarak MIR
sistemlerinin temeline insan, yani yazilim miihendisi yerlestirilmistir. Bu baglamda, yazilim
miihendisi, agin temel kurucu 6gesi olarak, bir MIR sistemi gelistirme siirecine katilan insan-
olmayan aktorlerin katilim siralarni, gorevlerini ve onlart kullanma amaglari baglaminda

failliklerini kazanmalarini saglamaktadir. Bu kullanim bigimlerinde insan-olmayan aktdrlerin
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faillik kazanma bi¢imlerinin ise yazilim miihendislerinin teknolojiyi ve teknolojik ‘seyleri’ nasil
kavramsallastirdiklari ile son derece yakindan ilintili oldugu goriilmiistiir. Yazilim miihendisleri,
klasik miithendislik alanlarina hakim oldugu ¢esitli sosyolojik ¢aligmalarla ortaya konulmus olan

teknik-rasyonel bir diinya goriisiiyle donanmislardir.

Bu teknik-rasyonel diinya goriisii, miihendislerin hem mesleklerini, hem is yapma
bicimlerini, hem de diinyay1 algilama bi¢imlerini diizenleyen, neredeyse ideolojiklesmis bir
diinya goriisiidiir. Isminden de anlasilabilecegi iizere, teknik-rasyonel diinya goriisii, [agin
temeline konumlandirdigimiz] yazilim miihendislerinin kendi gelistirdikleri, kullandiklari,
etkilesime girdikleri teknolojileri teknik birer fenomen olarak algilamalarina ve onlar1 toplumsal
boyutlarindan yalitma egilimini gostermelerine neden olmaktadir. Bir baska deyisle, bu
ideolojiklesmis diinya goriisiiyle donanmis miihendisler i¢in bir kavram olarak teknolojinin
kendisi ve teknolojik araglar, yalnizca teknik bigimleriyle ele alinan, dogru teknik miidahalelerle
yaratilabilen, gelistirilebilen, diizenlenebilen ve ‘diizeltilebilen’ seylerdir. Bu durum,
miihendisleri toplumsal algilarini daraltarak onlar1 teknigin hiikiim siirdiigii, teknik olanin bir
bakima rasyonel olan olarak ‘dogruyu’ temsil ettigi bir diinyaya konumlandirir ve eylemlerini bu
baglamda yapilandirir. Teknik-rasyonel diinya goriisiiniin miihendislere empoze ettigi temel
deger ise teknoloji gelistirme siirecinde maksimum verimliligin saglanmasi gerekliligidir. Bir
baska deyisle, bu diinya goriisii, miithendislerin algisinda verimliligin fetigsize edilmesine,
ulasilmasi gereken en yiice deger ve elde edilmesi gereken en 6nemli olgu halini almasina neden

olmaktadir.

S6z konusu verimlilik fetisi, teknik-rasyonel miihendislik diinya goriisii ile kapitalist {iretim
biciminin yakin ilintisini veya i¢ ice gecmigligini ortaya koymaktadir; zira, liretimin maksimum
verimlilikle yapilmasi ve bu dogrultuda maliyetin disiiriilerek karliligin artirilmasi, kapitalist
iiretim bigiminin de temel degerini yansitmaktadir. Bu dogrultuda, MIR gelistirme siireclerinde
maksimum verimliligin elde edilmesi, tipki kapitalizmin dogusu ve gelisiminin tarihsel olarak
isaret ettigi gibi, makinelerin en etkili bicimde kullanilmasindan, uygulamalarin standardize
edilmesinden, en 6nemlisi de [keyfekeder ve kaotik bir varlik olan] insanin temel {iretici giic
olmaktan ¢ikarilip, basitce, yeni iiretici giic olan makinelerin koordinasyonunu saglayan bir
pozisyonda yeniden tanimlanmasindan geciyor gibi goriinmektedir. Bu baglamda, yazilim

miihendisleri, yapay zekdnin kendisini ve onun bilesenlerini neredeyse salt teknik bir varlik
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olarak algilamakta, toplumsal boyutlarini ikinci plana atmakta veya timden gézardi etme egilimi
gostermektedir. Bu verimlilik fetisi ve teknolojinin teknik algisi, yazilim miihendislerinin yapay
zeka gelistirme siireclerine tekno-sovenist bir bigimde yaklagmasini, bir baska deyisle, bu
teknolojinin gelistirilmesi, siirdiiriilmesi ve uygulanmasinda en dogru yontemlerin dogru teknik
dokunuglar ile saglanacagi algisiyla hareket ederek, yapay zekayr kendi algilarinda

toplumsalliktan yalitarak basit anlamiyla bir teknolojik araca indirgemelerine neden olur.

Yapay zekanin (¢alisma 6zelinde MIR sistemlerinin) insan ve insan-olmayan aktdrlerden
miitesekkil, her birinin kendi failli§ini tasidigi ve bu failliklerin etkilesimleri ve siirekli
miizakerelerinde yapilanan bir ag olarak kavramsallastirilabilmesinin 6niinii tam da bu bakis agis1
acar. Ilging bir bigcimde, yapay zeka agin1 meydana getiren insan-olmayan aktorlerin faillikleri,
insan aktor olan yazilim miihendisinin onlarin toplumsalligin1 yukarida bahsettigimiz teknik-
rasyonel diinya goriisiiniin giidiimiinde gozardi etmesiyle baslamaktadir. Bu da bizi, bulgularin
analizinde ortaya ¢ikan ikinci tema olan insan-makine melezligi ve teknolojinin failligi temasina

goturur.

S6z konusu tema ile ilgili bulgular, insan-olmayan aktorlerin failliklerini nasil
kazandiklarmin ve bir ag olarak yapay zeka sistemlerine nasil angaje olduklarinin daha rahat
kavranabilmesi adina kronolojik bir baglamda incelenmistir. Bu kronolojik baglam, yapay zeka
geligtirme siireglerinin temelini olusturan algoritmalarin yazilmasi, kodlanmasi ve egitilmesi
adimlarmi takip etmeyi igermektedir. Bu baglamda calismanin bulgulari, [nihayetinde MIR
sistemini, yani yapay zekady1 olusturacak olan] algoritmalarin yaziminin, yalnizca yazilim
miihendisi tarafindan gerceklestirilmedigini, bu siirece dahil olan son derece 6nemli bir insan-
olmayan aktdriin de algoritmalarin yaziminda aktif bir rol oynadigin1 gostermektedir. Yazilim
miihendisleri, algoritma yazim siirecinde ChatGPT gibi iiretken yapay zeka sistemlerini kendi
eylemlerini hizlandirip kuvvetlendirecek teknolojik ‘araclar’ olarak kullanmak suretiyle, ortiik

bir bicimde yapay zeka aginin ilk insan-olmayan aktdriiniin bir faillik kazanmasini saglamaktadir.

Uretken yapay zeka sistemleri, ve daha 6zelde katilimcilarm siklikla ismini andig
ChatGPT, yazilim miihendisinin hangi amagla bir algoritma gelistirmek istedigini, insan dilinin
sembollerini, yani yaziy1 kullanarak ifade ettigi, bu algoritmanin yazimi i¢in miihendise fikir
verme, hatalarini diizeltme ve hatta algoritmanin tiimiinii yazma islevleriyle, basit bir teknolojik
ara¢ olmaktan ¢ikarak yazilim miihendisinin bir anlamda takim arkadasi, akil hocas1 ve rehberi
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halini alir. Calismanin teorik yaklasimi baglaminda bu etkilesimler, yazilim miihendisinin ve
iiretken yapay zeka platformunun failliklerinin siirekli etkilesimleri neticesinde, iligkisel bir
baglamda miitemadiyen miizakere halinde oldugunu ve bu baglamda her ikisinin de eylemlerinin
birbirlerine tabi kilinarak, bir anlamda melez bir aktor olarak yeniden tanimlandiklart seklinde

yorumlanabilir.

Uretken yapay zekd yardimui ile yazilan MIR algoritmasmin kodu, algoritmay1 gercege
doniistlirebilmek adina bilgisayara kodlanmalidir. Kronolojik siirecin ikinci boliimiinii ifade eden
kodlama siirecinde, kodlama arayiizii yapay zeka agina dahil olan ikinci insan-olmayan aktor
olarak gozlemlenmistir. Calismanin 6zelinde, kodlama arayiizii Python adli arayiizdiir; zira tiim
katilimcilar yazilan kodun bilgisayara aktarilmasini ve ¢alistirilmasi siirecinde Python arayiiziinii
kullandiklarimi belirtmislerdir. Bu baglamda, kodlama arayiizii yazilim miihendisi ve iiretken
yapay zeka platformunun ortak yaratimi olan yazili algoritmayi, bilgisayarin (donanimin) diline,
aslinda ller ve Olardan olusan ikili bir dile terciime etmesiyle [ve bunun tam tersinden, makinenin
dilini de hata mesajlar1 gibi insan sembollerine terciime etmesiyle] miitemadi bir terclime
siirecinde basat bir konum alir. Bu terclime siireci, bir anlamda insanin iletisim ve etkilesim
sembollerinin, makinin iletisim ve etkilesim sembollerine terciime edilmesidir. Python arayiizii,
tipkt bir tercliman gibi, hem insan dilini, hem de makine dilini konusur ve insan ile makine
arasinda bilgi aktarimini saglar. Bu kapasitesi ve isleviyle, kodlama arayiiziiniin (veya
Python’un) bir ag olarak yapay zekanin hem insasinda, hem siirdiiriilmesinde aktif bir rol

oynayan insan-olmayan bir aktdr konumunda bulundugu yorumu yapilabilir.

Nihayetinde, insan ve insan-olmayan aktorlerin ortak bir yaratimi olarak yazilan ve
kodlanan, yapay zeka sisteminin kalbi olarak da nitelenebilecek olan algoritma,
‘diisiinebilmesini’ saglayacak olan bir egitim silirecinden ge¢meye hazirdir. Bu siireg,
algoritmanin yazimi ve kodlanmasi siireclerini takip eden ‘egitim’ siireci olarak adlandirilabilir.
Bu siirecte, MIR algoritmasinin toplumsal ve politik karakterinin en 6nemli belirleyicisi olan,
ona miizigin ‘ne oldugunu’ 6greten bir insan-olmayan aktor olarak veri veya veri setleri, yazilim
miihrndisi, iiretken yapay zeka platformlar1 ve kodlama arayiiziinden miitesekkil olan yapay zeka
agma katilir. Veri, algoritmaya varolus amacini verir. Onun ihtiva ettigi karmasik ve diizensiz

bilgi yiginlari, algoritma tarafindan islenerek anlamli ¢iktilara doniistiiriiliir; ki bu durum, genel
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olarak yapay zeka sistemlerinin temel ¢alisma prensibi olarak da diisiiniilebilir. Bu karmasik ve

diizensiz bilgi y1gini, en verimli sekilde islenmeli ve en dogru ¢iktilara doniistiiriilmelidir.

Bu baglamda, aslinda yapay zeka agini teskil eden tiim insan ve insan-olmayan aktorler,
verinin eylemlerini degistirip doniistiirmesine en bastan razi gibi goriinmektedir. S6z gelimi, bir
miihendis, tasarladig1 algoritmanin ilgili veriyi en verimli sekilde isleyebilecegi bir 6grenme
modeli kurmak i¢in, kendi tasarim eylemini, veriye uygun bir sekilde doniistiiriir; modelini dener,
yeniden diizenler, bazi durumlarda biitiin modeli ¢ope atip yeni bir model kurar. Yukarida da
bahsettigimiz iizere, bu siiregte yazilim miihendisi yalmz degildir, iliretken yapay zeka
platformlar1 ve kodlama araytizleri ile birlikte hareket etmektedir ve aslinda veriyi isleyecek
algoritma ve 6grenme modelleri, bu aktorlerin ortak yaratidir. Bu durum, teknolojinin failligi
hususunda son derece isabetli bir 6rnektir; zira veri, yalnizca durdugu yerde durmaya devam
ederek, hem insan hem de insan-olmayan aktorlerin eylemlerini kendine gore yeniden
diizenlemeye kadir olmasiyla, insan gibi olmayan, ama yapay zekd agindaki tiim aktdrlerin

eylemlerini degistirip doniistiiren bir faillik ihtiva etmektedir.

Yapay zekad sistemlerini meydana getiren insan ve insan-olmayan aktorlerin faillik
bi¢imlerinin bu sekilde ele alinmasindan sonra, ¢caligsmanin ii¢lincii temasi olan bir ag olarak MIR
sistemleri (veya yapay zeka) tartigmasina gecilebilir. Yukarida faillik ve bu failligi kazanma
bicimleri Ozetlenmis olan tiim insan ve insan-olmayan aktorlerin iliskiselligi ve siirekli
etkilesimleri, yapay zekay1 bu aktorlerin miitemadi miizakereleri ve terclime siiregleri lizerinde
temellenen, dinamik bir ag olarak kavramsallastirmaya olanak tanir. Bu baglamda, agin kisa bir

haritalandirilmasi su sekilde yapilabilir:

Y azilim miihendisinin eylem plan1 bir MIR sistemi gelistirmektir. Bunun i¢in 6ncelikle, bu
sistemi olusturacak algoritma veya algoritmalarin tasarlanmasi gerekir. Bu tasarim siirecinde,
teknik-rasyonel bir diinya goriisii veya miihendislik ideolojisiyle donanmis olan yazilim
miihendisi, ChatGPT gibi bir liretken yapay zeka platformunu eylemine dahil eder, karsilikl1 bir
etkilesim ile algoritmanin tasarimini onunla birlikte gergeklestirir. Siirecin ikinci asamasinda ise
tasarlanan algoritma, bilgisayara kodlanmalidir. Yazilim miihendisi ve iiretken yapay zekanin
ortak yaratimi olan algoritma tasarimi, Python gibi bir kodlama arayiizii vasitasiyla bilgisayarin
diline terciime edilir. Bu siiregte Python, harfler, sayilar ve ifadeler gibi insan dilinin
sembollerini, 1ler ve Olara doniistiiriilerek, bilgisayarin diline terciime ederek, insan ve makine
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arasinda bir tercliman gorevini listlenerek, yalnizca teknolojik bir ara¢ olmaktan ¢ikar ve kodlama
siirecinde yapay zeka agma dahil olan ikinci insan-olmayan aktor halini alir. insan ve insan-
olmayan aktorler tarafindan ortak olarak tasarlanan ve kodlanan MIR algoritmasi, son olarak
egitilecektir. Bu siirecte, yapay zeka agina son insan-olmayan aktor olan veri veya diger adiyla
veri seti dahil olur. Veri, tiim aktorlerin ortak yaratimi olan algoritmanin nasil ‘diislinecegini’
belirleyerek, hem algoritmaya toplumsal ve politik bir karakter kazandirir, hem de diger tiim
insan ve insan-olmayan aktorlerin eylemlerini kendi diizleminde, ihtiva ettigi bilginin en verimli
sekilde islenebilmesi adina diizenleyip doniistiiriir. Algoritmanin 6grenme modeli, verinin ihtiva
ettigi bilgiye gore tekrar diizenlenir, degistirilir, bazen her seye en bastan baslanarak yeni bir
tasarima gegilir; tim bunlar baglaminda, veri yapay zeka agina son dahil olan insan-olmayan
aktor olarak diger tiim aktorlerin eylemlerini diizenleme ve degistirme kapasitesiyle failligini

sergiler.

Bu sekilde betimlenebilecek olan yapay zeka aginin politik ve toplumsal karakterinin
ortaya konulmasi, sosyolojik bir gorev olarak karsimizda durmaktadir. Bu baglamda, AAT nin
sagladig1 bu betimleme veya haritalandirma, Marxist Ekonomi Politik’in diislinsel araglariyla
sosyolojik bir sorgulamaya tabi tutularak, bir ag olarak MIR sistemlerine gémiilii toplumsalligin
altinda yatan iktidar iligkileri ve esitsizlik bi¢imleri irdelenebilir. Bir baska deyisle, yapay zekay1
teskil eden hem insan hem insan-olmayan aktorler, toplumsal ve politik degerlerle yiiklidiir ve
her biri aga [faillikleriyle birlikte] bu politik ve toplumsal degerleri tasimaktadir. Bu baglamda,
bir ag olarak yapay zekanin ihtiva ettigi toplumsalligin politik ve toplumsal analizi su sekilde

karsimiza ¢ikar:

Arastirmanin bulgulari, yukarida da bahsedildigi iizere, agin kurucu aktorlerinden ilki olan
yazilim miihendisinin eylemlerinin kapitalist piyasa gerekliliklerini i¢kinlestirmis bir baglamda,
bir bagka deyisle kapitalist iiretim ve toplumsal 6rgiitlenme bi¢iminin temel degerlerinden biri
olan verimliligin temele alind1g1 ve fetisize edildigi bir ¢ercevede orgiitlendigini gdstermektedir.
Bu cergeve, teknik-rasyonel bir diinya goriisiiyle donanmis miihendisin yapay zeka gelistirme
siirecinde maksimum verimi elde etme diirtiisii ile birleserek, bu caligmada bir ag olarak
tanimladigimiz yapay zekanin toplumsalliginin temelinin kapitalist bir dogrultuda gelismesi i¢in
gerekli 6n kosullar saglamaktadir. Bu baglamda, verimlilik fetisi ve teknik-rasyonel miihendislik

ideolojisi, aga katilan insan-olmayan aktorlerin toplumsal ve politik karakterlerini gézardi etme
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egilimiyle, onlar1 teknik birer arag olarak kategorize ederken, ihtiva ettikleri politik ve toplumsal

karakterin, zimni bir bicimde yapay zeka agina tasinmasini saglar.

Yapay zeka aginin kronolojik olarak ilk insan-olmayan aktorii olan ChatGPT gibi iiretken
yapay zeka platformlari, nasil ¢aligtiklari tam olarak bilinmeyen ‘kara kutulagmis’ platformlardir.
Bu platformlarin her gegen giin daha da ‘akilli’ bir hal almas1 ugruna dijital ortamda kisisel veri
gizliligi ihlalleri, lisansh igeriklerin izinsiz islenmesi gibi bir¢ok etik dis1 husus ile anilan, kar
amacl sirketler tarafindan gelistirilmektedir. Bu baglamda, yazilim miihendisinin bu platformlari
algoritma tasarimu siirecinde bir rehber veya takim arkadasi gibi kendi eylemine dahil etmesi,
halihazirda var olan kapitalist ¢cergevenin daha da genislemesine neden olmaktadir. Bir baska
deyisle, algoritma tasarimi i¢in yapilan her basvuru, her miizakere ve kurulan her etkilesim, bu
etik dis1 ¢erceveden beslenmekte ve yapay zekanin dogasi itibariyle, ayn1 zamanda bu ¢ergeveyi
besleyerek giiclendirmekte, fikri miilk ihlalleri ve esitsiz bir emek {izerinde temellenen bir

baglamda kapitalist pratikleri yapay zeka aginin toplumsalligina entegre etmektedir.

Aga dahil olan ikinci insan-olmayan aktdr olarak kodlama arayiizii veya bu calisma
ozelinde Python ise, yazilim miihendisi ve liretken yapay zeka platformunun ortak tasarimi halini
alan algoritmanin bilgisayarin diline terciimesini yaparken, ortiik bir bicimde, yine kapitalizmin
temel degerlerinden biri olan standardizasyonu agin toplumsalligina entegre etme islevini yerine
getirir. Saha arastirmasindan elde edilen bulgular, bir kodlama arayiizii olarak Python
kullaniminin, yazilim miihendisleri arasindaki yogunluguna isaret etmektedir. Bu durum,
katilimcilar tarafindan, Python’un diger kodlama arayiizlerine gore kullanim kolaylig1 ve tiim
yazilim miihendisligi alanindaki ortak kullanimiyla birlikte gelen bir ‘ayni dili konusabilmeyi
saglama’ niteligiyle iliskilendirilmistir. Bu baglamda, Python standardize edilmis bir yapay zeka
gelistirme stirecinin temel aktorii halini alarak, bir ag olarak yapay zekanin toplumsalligina ikinci
kapitalist degeri ve dolasiyiyla pratigi entegre etmekte, bir bakima yapay zeka gelistirme siirecini,

biiyiik 6lcekli kapitalist iiretimin temel degerlerine uyumlandirmaktadir.

Her iki insan-olmayan aktoriin de kapitalist degerleri yapay zekanin toplumsalligina
entegre etmenin yaninda, insan eylemini doniistiirme giiciiyle emek siireclerinde yarattig1 etki de
gozardi edilmemelidir. Calismanin bulgulari, algoritma tasarimi ve kodlamasinda insan-olmayan
aktorlerin bu failliginin, insan failligini degistirip doniistlirlirken, yazilim miihendislerinin
yetenek setlerini kullanmaktan imtina eder bir konuma getirdigini diisiindiirmektedir. Piyasa
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gerekliliklerine uyumlanma, maksimum hiz, verimlilik ve teknik dogrulugun temel degerlere
doniistliriilmesi siirecinde yazilim miihendisleri, bir bakima firetici giiciin kendisi olmaktan
cikarak makinenin gozciisii veya bir parcast halini almaktadirlar. Bu durum, Ekonomi Politik
baglaminda emegin vasifsizlasmasini ve dolayisiyla degerinin diismesini beraberinde getirerek,
yapay zekanin yaraticisi olan miihendislerin emek siireclerinin olumsuz yonde doniismesine

katkida bulunma potansiyelini sergilemektedir.

Agin lglincli ve son insan-olmayan aktdrii olan veri ise, [yazilim miihendisinin aga
getirdigi] teknik-rasyonel miihendislik ideolojisi ve [liretken yapay zeka ile kodlama arayiiziiniin
aga getirdigi] kapitalist degerler ve pratiklerin, kiiltiirel emperyalizm ve kolonyalizmin dijital
diinyada yeniden iiretilen bicimleri ile iliskisini ortaya koymaktadir. MIR sistemleri gelistirmede
kullanilan veri setleri, tipk: tiim veri setleri gibi i¢inde tiretildigi toplumun kiiltiirel yanliliklari,
deger yargilar1 ve diinya goriislerini yansitmaktadir. Aragtirmanin bulgulari, bu alanda yapay
zeka gelistirme siireclerinde kullanilan temel veri setinin Million Song Dataset adli veri
kiitiiphanesine bagli olan LAKH veri seti oldugunu gostermistir. Bu durum, veri konusunda bir
tekellesmeye isaret ederken, bu veri setinin igeriginin incelenmesi, son derece yogun bir Bati

merkeziyet¢iligini igerdigini ortaya koymustur.

Bir bagka deyisle, veri hususundaki bu tekellesme, kapitalist pratiklerin kiiltiirel
emperyalizmi yapay zeka miizigi baglaminda nasil yeniden iirettigine dair bir 6rnek teskil
etmektedir. Bu veri seti iizerine egitilen algoritmalar, Bat1 miiziginin kiiresel bir baglamda tek
miizik oldugunu ‘6grenmekte’ ve nihai liretimleri olan bestelerin Bati-dis1 miizik geleneklerini
marjinal bir konuma iterek, oryantalist bir ¢ergevede kiiltiirel emperyalizmi yeniden iiretmeye
kadirdir. Bu durum, bizi arastirmanin dordiincii ve son temasi olan yapay zeka miiziginde kiiltiirel

emperyalizm ve kolonyalizmin yeniden iiretilmesine gotiirerek, dongiiyli tamamlamaktadir.

Nihayetinde, insan ve insan-olmayan aktdrlerden, onlarin ideolojilerinden, toplumsal ve
politik karakterleri ile failliklerine gomiilii deger yargilarindan miitesekkil bir ag olarak MIR
sistemlerinin ‘iiriinii” olan miizik de bu sistemlerin toplumsalligi dogrultusunda bir sekil
almaktadir. Bu baglamda tartigsma iki odakl yiiriitiilebilir. Bu odaklardan ilki, insanin, bilinen
tarihi boyunca aklin yegane tasiyicisi olarak kendini diger tiim varliklardan farkli bir yerde
konumlandirmasini saglayan antroposentrik tahtinin, belki de en kutsiyet atfedilen yaraticilik ve
sanatsal itki baglamlarinda yasadigi sallantidir. Yapay zekanin ‘diisiinebilen’ ve ‘eyleyebilen’ bir
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teknoloji olarak kazandig1 toplumsallik, yeni bir yaraticilik bigiminin ortaya ¢ikiginin alameti gibi
goriinmektedir. Bu yaraticilik, yapay zekanin kendine 6zgiiliigi baglaminda degerlendirerek,
insanin sanatsal yaratiminda simdiye dek higbir teknolojinin, enstriimanin veya teorinin ihtiva
etmedigi bir ortaklik yaratarak, sanatin insan-makine baglaminda ortak bir yaratim olarak aldig1
bi¢imin bir 6rnegini teskil etmektedir. Bu baglamda, sanat nedir, sanatc1 kimdir, sanatsal yaratim
nasil bir itkidir [ki bu itki herkeste bulunmayan, bazi dzel insanlara bahsedilmis, neredeyse akil
dis1 ve tanrisal bir gili¢ olarak kategorize edilir] sorularmin sosyolojik anlamlariyla yeniden

sorulmas1 gerektigi diistiniilmektedir.

Calismanin bulgulari, bu ortak yaratim siirecinin hem insan -yazilim miihendisi- hem de
yapay zeka tarafindan sanatin ve miizigin demokratizasyonu {iizerinden yorumlandigini ve
olumlandigint gostermektedir. Hem yazilim miihendisleri, hem yapay zeka sistemleri yapay
zekanin miizik alaninda kullaniminin en temel etkisinin sanati1 hakim siniflarin tahakkiimiinden
kurtararak herkesin erisimine acan, bu alana giris bariyerlerini kaldiran bir demokratizasyon
oldugu konusunda hemfikir goriinmektedirler. Ancak bu ‘demokratizasyonun’ gdriinmeyen
yiizlinde bir kez daha sosyolojinin yiizyillardir her toplumsal alanda pesine diistiigli, goriiniir
kilmaya ve miicadele etmeye ¢alistig1 toplumsal iktidar bigimleri ve esitsizlikler vardir. Bir bagka
deyisle emperyalizm ve kolonyalizm, kendi halinde yasayan topluluklarin bir giin uyandiklarinda
kapilarinda gordiikleri isgalci ordularin ve bir glin ansizin kiyilarda beliren, taninmayan
bayraklarin kiipestesine ¢ekili oldugu tahta gemilerin ¢agi bitmis gibi goriinse de, dijital ¢agin

sanatsal yaratiminda, bir demokratizasyon mitinde kendilerine bir kez daha yer bulmaktadir.

MIR sistemlerinin yayginlagsmasi ile miizik 6grenmek ve beste yapabilmek kolaylagmakta
ve herkese kapilart agiliyor gibi goriinse de, bu sistemlerin ‘6grenmesini’ saglayan verilerin
birilerinin miizigi oldugu gergegi diislintildiigiinde, bu sistemlere gémiilii kolonyal pratikler
ortaya ¢ikmaktadir. Arastirmanin katilimeilari, kullandiklari veri setlerini birer ses dosyasi olarak
kategorize etmekte, bu ses dosyalarinin miizisyenlerin emegi ile iiretilmis sarkilar oldugu
gercegini gozardl etme egilimi gdstermektedir. Veri setlerini kimlerin hangi amagcla iirettigine,
ses dosyalarina doniistiiriilen sarkilarin telif haklarmin fikri miilk sahibi miizisyenlere 6denip
o6denmedigine, lisansh iceriklerin veri setlerine bu lisanslarin hak sahiplerinin onay1 alinarak
dahil edilip edilmedigine dair bu kayitsizlik, yapay zeka miiziginin ve demokratizasyon mitinin

kolonyal pratikler iizerinde nasil yiikseldigini géstermektedir. Bir anlamda, kiiltiirel bir iiriin ve

194



miizisyenlerin yaratict emeginin bir sonucu olan miizik, kiiltiirel ve toplumsal baglamindan
koparilarak, MIR sistemlerinin egitimi i¢in kullanilacak ve islenecek bir kaynak olarak yeniden
iretilmekte doniistiiriilmektedir. Bu durum, bu alanda kolonyal pratiklerin teknik-rasyonel
miihendislik ideolojisi ve kapitalist degerlerin yapay zeka agina entegrasyonuyla yakin bir iliskisi

oldugunu diistindiirmektedir.

Yapay zekd miiziginin bir bagka baglami ise, tipki kolonyal pratikler gibi emperyal
pratiklerin de miizik tizerinde nasil yeniden tiretildigini ve kiiltlirel emperyalizmin dijital diinyaya
nasil tagindigin1 gostermektedir. MIR sistemlerinin igerdigi miizik verisinin ¢ok yiiksek oranda
Bat1 miizigi tizerine kurulu olmasi, bu sistemlerin miizik olarak ‘6grendigi’ ve ‘diisiindiigli’ seyin,
aslinda yalnizca Bati miizigi kaliplar1 olmasi sonucunu dogurmaktadir. Buna istinaden, bu
sistemler ile bestelenen miizigin Bati miizik normlarini, yapilarin1 ve temalarin1 yansitmasi,
dolayistyla oryantalist bir bakis acisiyla Bati-dist miizik geleneklerini marjinallestirerek
merkezden ¢epere itildigi bir kiiltiirel emperyalist pratigi yeniden iiretmekte oldugu sdylenebilir.
Ayn1 zamanda, bu sistemlerin yarattig1 ‘demokratizasyon’ yine yalnizca Bat1 miizigi baglaminda
kalacaktir. S6z gelimi, MIR sistemlerinin ‘demokratize edici’ etkisinden faydalanarak miizik
ogrenen bir insan, aslinda Bati miizigini 6grenecek, Bati digindaki miizik geleneklerinin ise
miizikal yapilar1 hakkinda fikir sahibi olamayacaktir. Bu baglamda, yapay zekdnin miizik
alaninda yaratti§1 ‘demokratizasyon’ bir mit halini alacak, perdenin arkasinda kolonyal ve
emperyal pratikler bu sistemlerle {iretilen her sarkida ve miizik ‘6grenmek’ i¢in girilen her istem

girdisiyle yeniden iiretilmeye devam edecektir.

Calismanin ABD ve Tiirkiye olmak iizere iki farkli kiiltiirel baglamda gergeklestirmesi,
yerelliklerin ve yerel kiiltiirlerin MIR sistemleri gelistirme siireclerinde farklilik yaratip
yaratmadigini anlamak i¢in bir temel sunmustur. Calismanin bulgular1 gostermektedir ki,
teknolojinin metalagsmas: ve politiklesmesini temsil eden Silikon Vadisi ideolojisi, yazilim
miihendisligi kiiltiiriinde de 6nemli bir homojenlik yaratmaktadir. Birbirlerinden son derece farkli
iki cografya ve kiiltiirdeki katilimcilarin hem is siireglerinde benzer insan-olmayan aktdorlerle
isbirligi yapmasi, hem de bu varliklar1 kavramsallagtirma big¢imlerinin birbirleriyle parallelik
gostermesi, Silikon Vadisi’nin yerel kiiltiirleri kendi igerisinde doniistiirerek kiiltiirel bir

benzerlik ve homojenite yaratici etkisini gostermektedir.
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Son noktay1 koyarken, bu calismanin yapay zekay: insan ve insan-olmayan aktdrlerden
miitesekkil sosyoteknik bir ag olarak kavramsallastirmanin yaninda, bu agin goriinmeyen
yiiziinde hakim paradigmalarin ve toplumsal esitsizlikler ile gii¢ iliskilerinin nasil yeniden
iretildigini de kavrayabilmek ic¢in bir izlek sunmasi umulmaktadir. Ayni1 zamanda, ‘akill’’
teknolojilerin toplumsal ve politik karakterleri itibariyle simdiye dek insanligin iirettigi tim
teknolojilerden farkli bir noktada durdugu, gercek anlamda bir faillige bu denli yakin olan bir
teknoloji ile, yapay zeka ozelinde ilk kez karsi karsiya oldugu diislinilmektedir. Bu fikre
istinaden, bu calismanin yapay zekanin kendisini merkeze alarak, onun 6zgiil toplumsallig: ile
toplumsal ve politik karakteri hakkinda, farkli alanlarda da sosyolojik bilgi iiretimine ihtiyag¢
oldugu aciktir. Bu ¢alismanin, bu baglamda, farkli alanlardaki ¢alismalara bir basamak ve ¢agri
niteligi tagidig1 belirtilerek, yapay zekanin toplumsal ve etik kullanimlar1 agisindan onu iireten
kisiler olan miihendisler ve elestirel bir gozle irdeleyen sosyal bilimciler arasinda bir diyalog
kapis1 agmaya bir ¢agri olarak da okunabilecegi, disiplinleraras1 yaklagimlarin tesvikinin bu
teknolojinin kavramsallastirilmasi kadar uygulanmasi ve kullanilmasindaki toplumsal ve etik

sorunlarin da asilmasi i¢in son derece dnemli oldugu belirtilmek istenmektedir.
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9. EKLER

EK-1. KATILIMCI LiSTESI

Katihmel Meslek Egitim Cinsiyet Sanat Egitimi [Kiiltiirel
Seviyesi Baglam
K1 Akademisyen  [Doktora Kadin Evet ABD
Aday1
K2 Akademisyen  |[Doktora Erkek Evet ABD
K3 Akademisyen  |[Doktora Erkek Evet ABD
Aday1
K4 Akademisyen  [Doktora Kadin Evet ABD
Aday1
K5 Akademisyen  |Yiiksek Erkek Hay1r ABD
Lisans
K6 Sirket Sahibi Yiiksek Kadin Hayir ABD
(Ozel Sektor)  [Lisans
K7 Akademisyen  |[Doktora Erkek Evet ABD
K8 Akademisyen  |[Doktora Erkek Evet ABD
K9 Ozel Sektor Yiiksek Erkek Evet ABD
Lisans
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K10 Ozel Sektor Doktora Erkek Evet ABD
K11 Ozel Sektor Yiiksek Kadin Hay1r ABD
Lisans
K12 Ozel Sektor Doktora Erkek Evet ABD
K13 Akademisyen  |Doktora Erkek Evet ABD
K14 Akademisyen  |[Doktora Erkek Evet ABD
K15 Akademisyen  |[Doktora Erkek Evet ABD
K16 Akademisyen  |Doktora Erkek Hayir ABD
K17 Ozel Sektor Yiiksek Kadin Evet ABD
Lisans
K18 Akademisyen  |[Doktora Erkek Evet ABD
K19 Akademisyen  |[Doktora Kadin Hayir ABD
K20 Akademisyen  |[Doktora Erkek Evet ABD
K21 Ozel Sektor Yiiksek Erkek Evet Tiirkiye
Lisans
K22 Akademisyen  |[Doktora Erkek Evet Tiirkiye
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K23 Ozel Sektor Yiiksek Kadin Evet Tiirkiye
Lisans

K24 Ozel Sektor Yiiksek Erkek Hay1r Tiirkiye
Lisans

K25 Akademisyen  |[Doktora Erkek Evet Tiirkiye

K26 Akademisyen  |[Doktora Erkek Hay1r Tiirkiye
Aday1

K27 Akademisyen  |[Doktora Erkek Evet Tiirkiye

K28 Ozel Sektor Yiiksek Erkek Evet Tiirkiye
Lisans

K29 Akademisyen  |[Doktora Erkek Evet Tiirkiye

K30 Ozel Sektor Doktora Erkek Evet Tiirkiye
Aday1

K31 Akademisyen  [Doktora Erkek Hayir Tiirkiye

K32 Akademisyen  |[Doktora Erkek Evet Tiirkiye
Aday1

K33 Akademisyen  |Doktora Erkek Evet Tiirkiye

K34 Akademisyen  |[Doktora Erkek Evet Tiirkiye

K35 Akademisyen  |Doktora Erkek Evet Tiirkiye
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EK-2. YARI-YAPILANDIRILMIS MULAKAT FORMU

Demografik Bilgiler:

Yas:

Cinsiyet:

Dogum yeri:

Medeni durum:

Egitim Seviyesi:

Son Mezun Oldugu Bélim:
Meslegi ve isi:

Kisisel Gelir (Y1illik):
Hanehalki Geliri (Y1llik):

Egitim ve Calisma Hayati:

Bana egitim ge¢misinizden bahsedebilir misiniz?
Bu alan1 tercih etmenizin nedeni neydi?

Bu alan1 se¢meniz i¢in sizi kim ya da ne tegvik etti?
Mezun oldugunuz programin yapist nasildi?
Erkek/Kadin oranini hatirlryor musunuz?

Yapay zeka etigi lizerine hi¢ ders aldiniz m1?

Sizce bu alanda resmi egitim almais kisiler ile kendi kendini yetistirmis kisiler arasinda bir nitelik

farki var m1? Evet ise, detaylandirabilir misiniz?

Sizce bu alanda kadin ve erkek arasinda bir nitelik farki var m1? Eger evet ise, detaylandirabilir

misiniz?

Liitfen bana lizerinde ¢alistiginiz mevcut projeyi anlatir misiniz?

Tek basiniza mi1 yoksa grup olarak mi ¢alistyorsunuz?

Finansmaniniz var m1? Eger varsa, miktar1 nedir ve kim saglamaktadir?

Bir makine 6grenmesi projesinin adimlarini bana kisaca agiklayabilir misiniz?

Algoritmay1 nasil egitiyorsunuz?

Hangi veri setlerini veya kiitiiphaneleri siklikla kullantyorsunuz?

En ¢ok hangi programlama dilini kullantyorsunuz ve neden?
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Yapay Zeka Algisi:

Kendi kelimelerinizle, yapay zeka nedir?

Algoritma nedir?

Veri nedir?

Algoritmik yanlilik nedir?

Algoritmik yanlilig1 nasil diizeltiyorsunuz?

Algoritmik yanliligin toplumsal yonleri oldugunu diigiiniiyor musunuz?

Algoritmik yanliligin toplumsal sonuglarmin diizeltilebilecegini diisliniiyor musunuz? Eger
oyleyse, Oneriniz nedir?

Sizce Onyargisiz bir yapay zekaya ulagsmak miimkiin mii?

Sizce yapay zeka insan benzeri islerin listesinden insanlardan daha iyi gelebilir mi? yapay zekanin
kullanim alan1 ne olmalidir?

Sanat ve Miizik Algisi:

Sanat alaninda bir ge¢gmisiniz var mi1?

Size gore yaraticilik nedir?

Size gore sanat nedir?

Size gdre miizik nedir?

Yaratict olmak yalnizca insana m1 6zgiidiir, yapay zeka yaratici olabilir mi?
Sizce yapay zeka sanat yaratabilir mi? Yaratabiliyorsa;

Yaratici bir gii¢ olarak insana ne olacak?

Diinyanin dort bir yaninda ge¢imini miizikten saglayan insanlara ne olacak?

Yapay zeka sanatini insan sanati ile karsilastirabilir misiniz? Benzerlikler ve farkliliklar nelerdir?
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