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OZET

DERIN OGRENME YONTEMLERI ile TURK ISARET DILININ
OGRENILMESI

ALAFTEKIN, Melek
Yiiksek Lisans Tezi
Elektrik Elektronik Miihendisligi Ana Bilim Dali
Tez Danismant: Dog. Dr. Kenan CICEK
Haziran 2022, 75 Sayfa

Isaret dili, sagir ve dilsiz bireylerin duygu ve diisiincelerini ¢evrelerine daha
rahat bir sekilde iletmek icin kullandiklar1 bir iletisim aracidir. Sesli iletisimden farkli
olarak isaret dili, parmak, el, kol, viicut durusu, jest ve mimik gibi viicudun farkli
bolgelerinin kullanildigi ve her birinin belirli bir anlam ifade ettigi s6zsiiz bir iletisim
sekline sahiptir. Isaret dili, sagir ve dilsiz bireyler ile toplumun geri kalan bireyleri
arasindaki iletisimde kilit bir role sahiptir. Normal insanlar arasinda isaret dili ¢ok
yaygin bilinen bir iletisim dili degildir. Bu yiizden, engelli bireylerin giiniimiiz
diinyasina ayak uydurmalari i¢in genellikle bir terclimana ihtiyaglar1 vardir. Giiniimiiziin
hizla gelisen teknoloji diinyasinda insan-bilgisayar etkilesiminin gelismesiyle birlikte,
boyle bir gereksinime olan ihtiyaci karsilamak adina arastirmacilar tarafindan bircok
isaret dili ceviri sistemleri gelistirilmistir. Bu c¢alismada, Tirk isaret dili geviri
sisteminde gercek zamanli el hareketi tanima iizerine odaklanilmistir. Ger¢ek zamanh
ve yiiksek performanshi bir algilama saglamak i¢in son teknoloji nesne algilama
algoritmast olan Evrigimli Sinir Agi (ESA) tabanli YOLOv4-CSP kullanilmustir.
YOLOV4-CSP algoritmasi, agin performansini iyilestirmek icin orijinal YOLOvV4’iin
boyun kismma CSPNet eklenmesiyle olusturulmustur. YOLOvV3, YOLOV3-SPP ve
YOLOV4-CSP modelleri, Tiirk Isaret dilindeki rakamlardan olusan etiketli veri seti ile
egitilerek  yapilan el isaretlerinin  algilanmasi  iizerindeki  performanslar
karsilastirilmigtir. Onerilen yontem ile 9.8 milisaniyede kesinlik %98,84, geri ¢agima
%97,27, Fl-skor puan1 98,04 ve MAP %99,32 sonuglar elde edilmistir. Tiirk isaret
dilinde Onerilen yontem, arka plandan bagimsiz olarak hem ger¢ek zamanli performans
hem de dogru el isaretini tahmin etmesi ile diger algoritmalardan daha iyi performans
gostermistir.

Anahtar kelimeler: Tiirk isaret Dili, Evisimli Sinir Aglar1 (ESA), YOLOv4, YOLOV4-
CSP



ABSTRACT

TURKISH SIGN LANGUAGE RECOGNITION with DEEP LEARNING
METHODS

ALAFTEKIN, Melek
Master's Thesis
Electrical and Electronics Engineering Department
Thesis Advisor: Assoc. Dr. Kenan CICEK
June 2022, 75 Pages

Sign language is a communication tool that deaf and dumb people use to convey
their feelings, thoughts, desires, etc. to the outside of their world. Unlike verbal
communication, sign language has a form of nonverbal communication in which
different parts of the body such as fingers, hands, arms, body postures, gestures and
facial expressions are used and each of them has a certain meaning. Sign language has a
key role in communication between deaf and dumb individuals and the rest of the
society. Sign language is not a widely known communication language among normal
people. Therefore, deaf and dumb people often need an interpreter to interact with
today's world. With the development of human-computer interaction in today's rapidly
developing technology world, many sign language recognition systems have been
developed by researchers in order to meet the need for such a requirement. This study
focuses on real-time hand gesture recognition in Turkish sign language recognition
system. YOLOv4-CSP based on Convolutional Neural Network (CNN), a state-of-the-
art object detection algorithm, was used to provide real-time and a high-performance
detection. The YOLOv4-CSP algorithm was created by adding CSPNet to the neck of
the original YOLOV4 to improve network performance. YOLOv3, YOLOv3-SPP and
YOLOvV4-CSP models were trained with a labeled data set consisting of numbers in
Turkish Sign language, and their performances on the hand signals recognition were
compared. With the proposed method, 98,84% accuracy, 97.27% recall, 98.04 F1-score
score and 99,32% mAP results were obtained in 9.8 milliseconds. The proposed method
for detecting numbers in Turkish sign language outperformed other algorithms with
both real-time performance and accurate hand sign prediction, regardless of
background.

Key words: Turkish Sign Language, Convolutional Neural Network (CNN), YOLOv4,
YOLOv4-CSP
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1. GIRIS

Isaret dili, sagir ve dilsiz bireylerin duygu ve diisiincelerini gevrelerine daha
rahat bir sekilde iletmek i¢in kullandiklar1 bir iletisim aracidir. Normal bireylerin
kullandig sesli iletisimden farkli olarak isaret dili parmak, el, kol, viicut durusu, jest ve
mimik gibi viicudun farkli bolgelerinin kullanildigi ve her birinin belirli bir anlam ifade
ettigi sOzsiliz bir iletisim sekline sahiptir. Diinya saglik orgiitiiniin 2021 yil1 verilerine
gore, 34 milyonu ¢ocuk olmak iizere diinya genelinde yaklasik 430 milyon isitme kaybi
yasayan insan bulunmaktadir. Bu sayinin 2050 yilina kadar 700 milyonu asacagi tahmin
edilmektedir (Word Health Orgnanization, 2021). Ulkemizde ise isitme ve konusma
yetersizligi yasan bireylerin sayist 228 bin 589°dir (Aile ve Sosyal Politikalar Bakanligi,
2021). Bu oranlar, diinyada yasayan sagir ve dilsiz bireylerin yasadiklar1 sikintilarin ne
kadar ciddi boyutta oldugunu gozler dniine seriyor. Isaret dili, isitme engelliler ve
toplumun geri kalani i¢in iletisimde kilit bir role sahiptir. Normal insanlar arasinda
isaret dili yaygin olmasa da yorumlayabilen ¢ok az insan vardir. Bu durum sagir ve
dilsiz bireyler ile normal bireyler arasinda iletisim engeli olusturarak alisveris yapma,
resmi iglemlerde, okulda, kisisel ihtiyaglarin1 giderme gibi sosyal yasamda kendilerini
ifade etmede zorluklar yasamalarina sebep olur. Bu yiizden, sagir ve dilsiz bireyler ile
diinyanin geri kalan1 arasinda ortak bir iletisim tabani olusturmak amaciyla, isaret
dilindeki isaretleri takip eden, tanimlayan ve bunlari anlamli harf, sayi, kelime ve

ifadelere doniistiiren isaret dili tanima platformlar1 gelistirilmistir.

Isaret dili tamima, gérme tabanli ve eldiven tabanli olmak iizere iki temel
algilama teknigine dayanmaktadir (Elakkiya, 2020). Eldiven tabanli tekniklerde, el ve
parmaklarin hareketini, konumunu, yoniinii ve hizim1 yakalamak i¢in kullaniciya
baglanan bir dizi sensor kullanilir. Bu teknikte arastirmacilar veri eldivenleri (Shukor et
al., 2015), microsoft kinect (Ren et al., 2013), sigrama hareket kontrolorii (Naglot and
Kulkarni, 2016), derinlik kameras1 (Almeida et al., 2014), yiizey elektromiyografisi
(sEMG) sinyal kol halkalart (Khomami and Shamekhi, 2021; Tateno et al., 2020) ve
atalet ol¢iim birimi (IMU) (Khomami and Shamekhi, 2021) gibi ¢esitli sensorlere
caligmalarinda yer vermislerdir. Bu ¢alismalar ile miikemmel sonuclar elde edildigi

halde, pahali olmasi ve giinliik yasam kullanimina uygun olmadig i¢in pek tercih

1



edilmemektedir. Ote yandan, goriintii tabanl tekniklerde ise tek bir kamera yardimiyla
alinan el hareketlerinin goriintiileri kullanilarak isaret tanimasi yapilir. Gérme tabanl
teknikler daha kolay olmakla birlikte diger tekniklere gére nispeten daha diisiik
hesaplama maliyetine sahiptir. Gorme tabanli teknikler ilgili el isaretini belirlemek igin
segmentasyon, kontur ve sinir modelleme, goriintii 6zelik vektori gibi islemler
kullanilarak goriintii isleme ve /veya sinyal isleme gerceklestirilir. Daha sonra, elde
edilen veriler, isaretin yorumlanmasi i¢in saklanan etiketli veri seti ile karsilastirilarak
belirli olasiliklar hesaplanir. Bu olasiliklara bagli olarak isaretin siniflandirilmasi

yapilir.

Son yillarda, makine 6greniminin bir alt kiimesi olan derin 6grenme, saglam ve
gercek zamanli bir islem igin gérme tabanli isaret dili tanimada popiiler hale gelmistir
(Rastgoo et al., 2021). Derin 6grenme, goriintii siniflandirma, nesne algilama, goriinti
elde etme, anlamsal boliitleme ve insan pozu tahmini gibi alanlarda yiiksek performans
gostererek isaret dili caligmalarinda biiyiik bir 6nem ve giivenilirlik kazanmistir (Guo et
al., 2016). Ayrica goriintii islemede oldukga gerekli olan biiyiik veri kiimelerinin
islenebilir olmast derin 6grenme tekniginin bir diger avantajidir. Gorme tabanli isaret
dili tanimada derin 6grenmenin temel amaci, ilgili el isaretini, yakalanan goriintiideki el
isareti ile karsilastirarak aralarindaki benzerlik oranina gore dogru bir smiflandirma
yapmaktir (Nimisha and Jacob., 2020). Bu nedenle, isaret dili tanima sistemlerinde

yapilan aragtirmalarin ¢ogu el modelinin arka plandan ayrilmasi {izerine olmustur.

Bu galismada, YOLO (You Only Look Once) (Redmon et al., 2016) nesne
algilama algoritmasimin 4. Versiyonu olan YOLOv4 (Bochkovskiy et al., 2020) ve
CSPNet (Wang et al., 2020) ile olusturulan YOLOv4-CSP (Wang et al., 2021)
kullanarak herhangi bir goriintii 6n islem (Segmentasyon, kontur belirleme vb.) ve
algilama igin tek tip bir arka plana ihtiya¢ duyulmadan ilgili el hareketini tanimak igin
yeni bir yontem 6nerilmektedir. Onerdigimiz bu ydntem, yaptigimiz literatiir taramasi
sonucunda Tiirk isaret dilinde ilk kez kullanildi. Onerilen ydntemin dogrulugunun test
edilmesi icin Tiirk Isaret diline ait rakamlar kullanilmistir. Bu ydntemde, bir videodan
nesne olarak kabul edilen el hareketlerini algilayarak ger¢cek zamanli nesne algilama

gergeklestirilir.



2. LITERATUR TARAMASI

Iletisim dilinin farkli bir bi¢imi olan isaret dili, normal insanlar arasinda c¢ok
yaygin olmamasi, sadece Tiirk toplumunda degil diinya genelinde genis insan
topluluklart i¢in de onemli bir sorundur. Son yillarda ilerleyen teknolojiyle birlikte
insan bilgisayar etkilesiminin iyice artmasi isaret dili tanima sistemlerini aktif arastirma
konusu haline getirmistir. Isaret dili, gorsel hareketler ve isaretler iceren el
hareketlerinin ve yiiz ifadelerinin yapisal bir bi¢cimi olmasi1 bilgisayarli goérme
algoritmalar1 i¢in uygun bir test-yazilim yatagi haline getirmistir (Wu and Huang,
1999). Derin 6grenmenin popiiler olmasi ile birlikte gelistirilen isaret ve jest tanima
sistemleri ile isaret dili kullanicilarinin iletisim engellerinin kaldirilmasma biiyiik
oranda fayda saglamasi ve saglikli, rahat bir iletisim kurmalarma yardimci olmasi
hedeflenmektedir. Bu alanda, yapilan ilk ¢alismalardan biri, bir eldivende manyetik aki
sensorleri kullanarak el pozisyonunu ve oryantasyonunu tahmin etmeye ¢alisan

Zimmerman (1987) tarafindan onerilen bir el hareketi ara yiiziine dayanmaktadir.

Starner et al., (1998), gizli markov modellerini (Hidden Markov Models-
HMMs) kullanarak Amerikan Isaret Dili (AID) tanima icin iki goriintii tabanli sistem
lizerinde calismislardir. ilk yaklasimlarinda bir masanin iizerine yerlestirdikleri kamera
yardimiyla ve ikinci yaklagimlarinda ise kullanici tarafindan giyilen bir baslik {izerine
monte ettikleri bir kamera yardimiyla ilgili el isaretini aldilar. Yaptiklar1 ¢alismalarda
40 isaret test edildi. ilk yaklasimlarmda %92 ve ikinci yaklasimlarinda ise %98’lik bir
dogruluk payina ulastilar.

Bauer and Hienz (2000), Alman Isaret Dili’nde (AlID) 97 isaretin taninmasini
saglayan video tabanli siirekli bir isaret dili tanima sistemi gelistirdiler. Isaretlerin tek
renkli bir video kamera ile alindig1 ¢alismada, her isaret i¢in siirekli yogunluklu HMMs
kullandilar. Sistem girdileri i¢in manuel isaretlerinin parametrelerini (el sekli, yonelim
ve konum gibi) igeren Oznitelik vektorleri kullanildi. Siirekli isaret tanima i¢in de
hesaplama karmagsikligin1 ortadan kaldirmak i¢in 1s1n arama algoritmasi kullanarak

gelistirdikleri sistemde %91,7'lik bir tanima dogrulugu elde ettiler.

Al-Jarrah and Halawani (2001), Arapga isaret dilinde manuel alfabelerin

hareketlerinin otomatik ¢evirisine yonelik bir ¢alisma Onermislerdir. Gelistirdikleri



sistemde, herhangi bir eldiven ya da cihaz kullanmasina ihtiya¢ duyulmadan bir kamera
yardimiyla alinan el gorlintiilerini 6n islemden gecirdikten sonra parmak uglari
bolgesini kapsayacak sekilde alinan hareket alan merkezi ile hareket sinir1 arasindaki
hesaplanan vektor uzunluklarindan olusan Oznitelik semasindan yararlandilar. El
hareketlerinin konumu, boyutu ve/veya yoniindeki degisikliklerinden etkilenmeyen
Oznitelik vektorleri, tanima islemini gergeklestirmek igin uyarlanabilir noro-bulanik
cikarim sisteminde (Adaptive Neuro-Fuzzy Inference System-ANFIS) egitim modelinde
kullandilar. Belirli bir bulanik ¢ikarim sisteminin parametrelerini optimize etmek igin
kullanilan egitim modelinde ¢ikarmali kiimeleme algoritmasi ve en kiigiikk kareler
tahmincisi kullanildi. Yapilan deneyler de 30 Arapga manuel alfabesini %93,55

dogrulukla taniyabildigini ortaya koydular.

Wang et al., (2002), fonemleri kullanarak genis bir kelime dagarcigi ile Cince
isaret dili tanimaya yonelik bir yaklasim sunmuslardir. Yaptiklari ¢alismada yaklasik
2.400 ses birimi kullandilar. Her ses birimi i¢in HMM tabanli egitim modeli ve Cince
isaretleri bu ses birimlerine gore kodlayan bir kodlayici kullandilar. Sistemde Gauss
kiimelenmesi, Biagram dil modeli, iy1 bir tanima dogrulugu i¢in n-best pass algoritmasi
ve arama alanini azaltmak ic¢in aga¢ yapili bir ag kullanan bir kod ¢6ziicii sundular.
Sunduklart yaklasim ile 5.119 isaret sozliigii lizerinde etkileyici sonuclar elde etmis
olsalar da farkli ses birimleri i¢in ayr1 bir uyarlama isteyen isaretleyiciden bagimsiz

olmayan bir yaklasim elde etmislerdir.

Chen et al., (2003), tek el hareketlerinin taninmasini saglayan bir Sistem
gelistirdiler. Duragan bir arka plan kullanarak gelistirdikleri bu sistem, gercek zamanl
el izleme ve segmentasyonu, Oznitelik ¢cikarma, HMM egitimi ve ilgili el hareketinin
tanimlanmasi olmak {izere art arda gergeklesen dort boliimden olusmaktadir. Sistem,
ilgili el bolgesinin arka plandan ayrilmasini saglayan bir segmentasyon ve bunun
takibini saglayan ger¢ek zamanl bir izleme algoritmasina sahiptir. Fourier tanimlayicisi
(Fourier Descriptor) kullanarak uzaysal 6zelliklerini, hareket analizini kullanarak da
zamansal 6zelliklerini karakterize ederek goriintiiniin 6zniteligini elde ettiler. Yapilan el
hareketinin 1ilgili el hareketi ile benzerliginin bulunmasi ve siiflandirilmasi i¢gin HMM
egitim modelini sundular. Farkli HMM'ler uygulayarak her bir hareket i¢in bir

puanlama siras1 elde edilerek en yiiksek puanlama degerine sahip olan model, ilgili el
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hareketinin aranan cevabi olarak degerlendirilmistir. Gelistirdikleri bu sistem ile 20

farkli el hareketinin tanitilmasini saglayarak %90'in iizerinde bir basari elde ettiler.

Brashear et al., (2006), kiiciik sagir cocuklarin Amerikan Isaret Dili (AID)
becerilerini gelistirmeye ve dil gelisimlerini tesvik etmeye yoOnelik jest tanima
teknolojisi kullanarak CopyCat adinda bir bilgisayar oyunu gelistirdiler. Oyunun veri
seti tabani, Atlanta Bolgesi Sagirlar Okulu'ndaki sagir cocuklarin Oz Biiyiiciisii oyunun
versiyonunu oynayan kullanici ¢alismalarindan toplanmistir. Siirekli isaretleme, giyim
ve cilt tonlar1 dahil olmak iizere ¢esitli 6zelliklerden olusturulan veri seti, bes ¢ocuk
kullanict tarafindan 22 kelimeliden olusan oyun ciimleleri 541 ciimle 6rnegi ve 1.959
bireysel isaret Orneginden olusmaktadir. Oyunun c¢aligma prensibi, saglam el
segmentasyonu ve takibi i¢in renk histogramina dayanmaktadir. Cocuklarin bileklerinin
arkasina monte edilmis kablosuz ivme Olgerli kiigiik renkli eldiven ile elde edilen el
hareketleri bilgisini tanimak i¢in HMM kullandilar. Deneye katilan dort ¢ocugun
verilerini sistem {izerinden egitiler ve besinci ¢ocugun verilerini de test ederek
kullanicidan bagimsiz modeller olusturdular. Yapilan c¢aligmalar sonucunda c¢ocuk

basina ortalama %91,75 ile %73,73 arasinda degisen kelime dogrulugu elde ettiler.

Fang et al., (2007), Cin Isaret Dili’nde (CID) 5.113 isaretten olusan genis kelime
dagarcigina sahip bir sozliikte iki bitisik isaret arasindaki gecisleri islemek i¢in siirekli
isaret dili tamimada Gegis Hareketi Modellerini (GHM'ler) 6nerdiler. Genis bir kelime
dagarcigindan kaynaklanan kitlesel gecis hareketlerinin tistesinden gelmek i¢in dinamik
zaman atlama kullanilarak k-ortalamalardan gelistirilmis bir zamansal kiimeleme
algoritmasi Onerdiler. Tekrarlanan bir boliitleme algoritmasi ile siirekli climlelerin gegis
parcalarmin otomatik boéliitlenmesini saglayarak Gegis Hareketi Modelini onylikleme
islemi ile egittiler. Kiimelenmis GHM'ler yapiklar1 iyi genellemeler sayesinde genis
kelime dagarcigina sahip siirekli isaret dilini tanimada kullanima uygun ve islevsel
olarak bir Viberto algoritmasi yerini alabilecegini One siirdiiler. Yapilan deneyler
sonucunda stirekli isaret dilinde, 5.113 Cince isaretten olusan bir sozliikkten 1.500 test

climlesi 6rneginde ortalama %91,9'luk bir dogruluk orani elde ettiler.

Han et al., (2009), siirekli el isareti hareketlerinin bir alt birim segmentasyon
algoritmasin1 gelistirerek bir isaret dili tanima yaklasimi sundular. Segmentlerin

siirlarint belirlemek i¢in el hareketi zamansal siireksizligini kullandilar. Son olarak,
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benzer alt birimdeki segmentlerin birlestirilmesini saglayip daha dogru sonuglar elde
etmek i¢in Dinamik Zaman Atlama (Dynamic Timewarping - DTW) mesafe olciimleri
ve uzaysal-zamansal kiimeleme kullanmislardir. El hareketlerinin alt birimlerine ayirma
fikrinin isaret dili biliminde heceleme modellerinde kullanilarak daha dogru sonuglara

ulagilabilecegini savunulmuslardir.

Zafrulla et al., (2011) Amerikan Isaret Dili’nde (AID) isitme engelli cocuklar
icin gelistirdikleri egitici oyunlarda kullanilmak {izere bir yaklasim onerdiler. Kinect
derinlik kameras1 kullanarak mevcut kullandiklar1 CopyCat sistemlerinde eldiven ve
sensOr ihtiyacim1 azaltacak yonde karsilagtirmali bir ¢alisma sundular. Caligmalarini
ayakta durma ve oturma olmak {lizere iki farkli pozisyonda degerlendirdiler. 1.000
kelimelik Amerikan isaret dilinde kinect kamerada kullanicilar (yetiskin) otururken ve
ayaktayken sirastyla %51,5 ve %76,12 dogrulama, CopyCat sisteminde ise oturarak
%74,82'lik bir dogrulama elde ettiler. Kinect kamera sistemi oturarak kullanim i¢in daha
fazla gelistirilmesi gerekse de elde ettikleri sonuglar Kinect kameranin isaret dogrulama

icin uygun bir segenek olabilecegi kanisina vardilar.

Memis ve Albayrak (2013), Tiirk Isaret Dili'nde (TID) kinect RGB video
dizilerindeki uzamsal-zamansal 6zelliklerinin kullanildigi bir tanima sistem sundular.
Onerilen sistemde, ardisik videolardaki dinamik isaretlerin zamansal 6zelliklerini ifade
etmek i¢in kiimiilatif hareketli goriintiiler yaklasimi, hareketlerin uzamsal 6zellikleri
elde etmek iginde kiimiilatif igaret goriintiilerine 2-B ayrik Kosiniis doniigiimii (Discrete
Cosine Transform-DCT) uyguladilar. Manhattan mesafeli k-NN siniflandiricisi
kullanarak tanima islemini gergeklestirdiler. Tiirk Isaret Dilinin ii¢ farkli kategorisinde
111 kelimeye ait 1.002 isaretin yer aldig1 bir isaret veri tabaninda 6nerdikleri sistem

yaklasik %90 bir tanima oranina sahiptir.

Huang et al., (2015), isaret dili tanima sistemlerinin karmasik ve biyiik
olmasindan dolay1 kullanilan mevcut yontemlerin isaret dilinin dogru ve giivenilir bir
sekilde ¢evrilmesinde yasanan zorluklarin iistesinden gelmek i¢in yeni bir 3B Evrigimli
Sinir Ag1 (ESA) onerdiler. Evrisimli Sinir Ag1, ham videodan hem uzamsal hem de
zamansal Ozellikleri herhangi bir 6n bilgi olmadan otomatik olarak ¢ikarmak icin
kullandilar. Sistem performansini artirmak i¢in renk bilgisi, derinlik ve viicut eklem

konumlar1 dahil olmak iizere ¢ok kanalli video akiglar1 renk, derinlik ve yoriinge bilgiler
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birlestirilerek 3B ESA'ya girdi olarak kullanarak nihai sonuca ulagmaya calistilar.
Onerilen model microsoft Kinect ile derlenen bir veri kiimesi hem 3D ESA hem de
GMM-HMM'yi (Gaussian Mixture Model-Hidden Markov Model) degerlendirilerek

yontemin etkinligi gosterdiler.

Mao et al., (2017), evrisimli Sinir ag1 ve tekrarlayan sinir agina dayali uzun-kisa
stireli bellek (Long Short Term Memory- LSTM) yontemi igeren ve bir diziden diziye
ceviren kodlayici-kod ¢dziicii tabanli bir ¢erceve onererek Cince Isaret Dili’nde (CID)
bir calisma sundular. Onerilen ¢ergeve, ozellik cikarma, kodlayici-kod c¢oziicii
modelleme ve model birlestirme olmak tizere {i¢ modiilden olusmaktadir. ESA, goriintii
dizisi 6zelliklerini ¢ikarmak igin kullanilirken ugtan uca zamansal modeli olusturmak
icin bir kodlayici-kod ¢oziicii ag1 icin iki LSTM katmani basamaklandirilarak
kullanilmistir. Kodlayici-kod ¢oziicii, giris 6zelliklerinin zamansal bilgilerini ve isaret
dili sdzciiklerinin baglam modelini de 6grenmeye yardimci olur. Microsoft Kinect 2.0
veri seti ile kodlayici-kod ¢oziicii c¢ercevesinde girdi olarak iskelet koordinatlarini
kullanarak olusturduklar1 bagka bir model ile kombinasyon yaparak nihai tahmin
sonucuna ulasmaya c¢alisarak Cince Isaret Dilinde zamansal bilgi ve baglam iliskisini

o0grenmeyi hedefleyen bir yontem onerdiler.

Moghaddam et al., (2020), hibrit g¢ekirdek temel bilesen analizi ve hibrit
cekirdek diskriminant analizinden olusan degistirilmis dogrusal olmayan c¢ekirdek
tabanl hizli 6zellik ¢ikarma yontemlerine dayali bir yontem onererek Farsca Isaret
Dili'ndeki (FID) statik ve dinamik isaretlerin taninmasina amagcladilar. Dinamik
isaretler, Oznitelik ¢ikarma yontemi ve uzay-zaman yaklasimi birlikte kullanilarak
taminmugtir. Onerdikleri yontemin daha iyi performans gosterdigini ve yiiksek tanima
oranlar1 elde ederken hesaplama siiresini azalttifini mevcut birka¢ 6zellik ¢ikarma
yontemiyle karsilagtirilarak sundular. Yaptiklar1 deneyler sonucunda dinamik ve statik

isaretlerde sirastyla %696,99 ve %96,78 siiflandirma dogrulugu elde ettiler.

Khomami and Shamekhi (2021), yiizey elektromiyografisi ve atalet 6l¢iim birimi
sensorlerini kullanarak Farsca Isaret Dili’ni (FID) terciime edecek giyilebilir ve diisiik
maliyetli bir cihaz dnerisinde bulundular. Onerdikleri sisteme belirli zaman araliklarinda
sensoOrlerin yardimiyla on goniilliiden alinan 20 Farsca isareti girdi olarak kullandilar.

Sistemin yakalama dogrulugunu arttirmak i¢in her iki sensoriin en yiiksek degerli 25

7



ozelligi ve k-NN simiflandiricisina dayanan bir ¢aligma sundular. Yaptiklari ¢calismalar
%96,13 ortalama dogruluk elde ederek oOnerdikleri ¢alismanin Farsga isaret dilinde

uygulanabilirligini gosterdiler.

Rezende et al., (2021) isaret dili tamima sistemlerinde jest tanmimayla birlikte
yasanan gorsel karisiklik, makine 6grenimi ve bilgisayarla gorme alanlarinda yasanan
zorluklar géz oniinde bulundurularak Brezilya Isaret Dili (BID) kamu veri tabanmi
gelistirmeye ve dogrulamaya yonelik bir ¢alisma sundular. Isaretlerin kayit protokolii,
isaretlerin sec¢imi, isareti yapan kisinin karakteristik 6zelligi, video ¢ekimi igin
kullanilan sensorler ve yazilimlar, video kayit durumu ve veri yapist olmak iizere bes
asamadan olusmaktadir. Veri tabani olusturulurken RGB-D sensorii ve RGB kamera
kullanilarak kayit protokolii asamalarina dikkat edilerek on iki farkli kisiden BID'den 20
isaretin 1000'den fazla videosu ¢ekerek olusturdular. Her bir isaret, her kisi tarafindan
bes kez kaydedilerek 1200 veri 6rnegi igeren veri tabant RGB video kareleri, derinlik,
govde noktalar1 ve yiiz bilgilerini icermektedir. 3B ve 2B Evrigimli Sinir Aglarina
dayali derin Ogrenme yaklasimlarinin uygulanmasiyla gelistirilmis veri tabani ile
ortalama %93,3'liik bir dogrulama elde ettiler. Yaptiklar1 calismayla halka agik bir genis

bir veri tabani olusturarak arastirma toplulugu i¢in 6nemli bir katkida bulundular.

Her isaret dilinin birbirinden farkli olmasi iletisim kanallarinin da farkhi
olmasma sebep olmaktadir. Giindiiz ve Polat (2021), Tiirk isaret Dilinde kullanilan
iletisim kanallarmi temsil etmek i¢cin 4 RGB, 3 poz, 1 optik akis olmak iizere toplam 8
farkli veri akis1 analiz ettiler. RGB ve optik akis i¢in inception 3D ve poz veri akiglari
icin LSTM-RNN kullamildi. Onerilen ¢alismada her birinin tek basina kullanildig:
testlerde sirastyla RGB akist i¢in %28 ile %79, poz akist i¢in %9 ile %50 ve optik akisi
icin %78,5 dogrulama elde ettiler. Cok akislt bir veri birlestirme mekanizmasi ile {i¢
akisin birlikte kullanilmast Bogazigi isaret genel veri setinde %89,3 dogruluk elde

ettiler.

Aksoy ve ark., (2021), derin 6grenme modellerini kullanarak Tiirk Isaret Dili
(TID) i¢in kapsamli bir calisma sundular. TID alfabesindeki 29 harf icin 10.223 goriintii
almarak bir veri tabani olusturdular. CapsNet, AlexNet ve ResNet-50, DenseNet,
VGG16, Xception, InceptionV3, NasNet, EfficentNet, Hitnet, Squeezenet gibi Evrisimli
Sinirli Ag1 (ESA) tabanli mimariler ile tasarladiklart TSLnet’i (Turkish Sign Language-
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Net) kullanilarak goriintiiler {izerinde smniflandirma islemi yaptilar. Yaptiklar
karsilagtirmali deneylerde en yiiksek dogruluk oranlarini CapsNet ve TSLNet modeller
icin sirayla %99,7 ve %99,6 oldugunu tespit ettiler.

Goriildugi tizere bir¢ok arastirmaci konusma dillerine 6zgii olan isaret dillerini
tamamlayan dinamik ve statik isaretlerin taninmasi ile ilgili ciddi anlamda c¢aligsmalar
yapmiglardir. Yukarda bahsedilen ¢alismalar disinda oyunlar, akilli ev sistemleri, ¢eviri
mobil uygulamalar1 gibi bircok alanda isaret dili ile ilgili literatiir ¢alismalar1 da
mevcuttur. Son yillarda makine 6grenimi, derin 6grenme gibi alanlarin gelismesiyle
birlikte bilgisayarla goriintii tanima alaninda isaret dili tanima popiiler hale geldi.
Bilgisayarla goérme alanindaki en biiyiik yeniliklerden biri olan ve nesne algilama
alaninda siklikla tercih edilen YOLO - You Only Look Once (v1, v2, v3, v4 ve son
olarak Vv5) isaret dilinde de son yillarda kullanilmaya baslanilmistir. Isaret dilinde

YOLO'un kullanildig: birkag literatiir calismasina deginilecektir.

Geleneksel isaret dili 6grenme sistemlerinde en ¢ok karsilasilan iki zorluk egitim
verilerinde el alanin kiiciik olmasi ve jest-mimiklerin eklenmesiyle olusturulan veri
setlerinin ¢ok biiyiik olmasidir. Bunun iistesinden gelmek i¢in Kim et al., (2018) ilgili el
bolgesini segmentasyon yontemi ile 6n islemden gecirerek YOLO nesne algilama agini
kullanarak bunun iistesinden gelmeyi hedeflemistir. Ilgili el bdlgesi tiim goriintii
icerisinde bir nesne olarak goriilmiis ve ESA uygulanarak nihai sonuca ulasilmistir. 12
statik isaretin test edildigi sistemde ilgili bolge segmentasyon islemi ile dogrulugun
%12 (%86'dan %98'e) arttigin1 ve egitim siiresinin %50'den fazla azaldigim1 gordiiler.
Yapilan bu calismayla onceden egitilmis el 6zellikleri sayesinde, 6grenmek i¢in daha

fazla isaret hareketi ekleme kolaylig1 saglandig1 goriilmustiir.

Bilgisayarla gérme alaninda isaret dili algilamada yasanan karmasik arka planda
elin algilanmasina Nakjai et al., (2019) Tay Parmak Yaziminda (TPY) bir Oneride
bulundular. TPY tek el semasina odaklanilan c¢alismada 25 parmak isareti ig¢in
yerellestirme ve smiflandirma igin evrisimli Sinir ag1 mimarisinin kullanildigi YOLO
tabanli bir Tay Parmak Yazimini (YTPY) onerdiler. 15.000 goriintiiden olusan egitim
veri kiimesi ve 15.000 goriintiiden olusan test veri kiimesi tizerinde yaptiklari caligmada
cesitli karmagik arka plan kosullarinda %82,06 ve tek diize bir arka planda %84,99
mAP'ye ulagtilar.



Ye et al., (2020), doppler radar sensorler yardimiyla yakaladiklari isaretleri
Yolov3-tiny yardimiyla siirekli isaret dili tanima iizerinde bir ¢alisma sundular. Cince
Isaret Dili (CID) ve Amerikan Isaret Dili’ndeki (AID) dért isaret ile yaptiklari
calismada karmasik ampirik mod ayristirmast  (Complex Empirical Mode
Decomposition- CEMD) kullanarak isaretlerin spektrogramlarini elde ettiler. Isaretlerin
mikro-doppler isaretleri igin  goOriintii  keskinlestirme kullanarak isaretlerin
smiflandirilmasi igin ger¢evesi ResNet ile degistirilerek gelistirilmis bir YOLOv3-minik
ag kullamldilar. Onerilen yontem ile siirekli isaret tanimada 0,924 hassasiyet, 0,993 geri
cagirma, 0,957 Fl-skor degeri (pozitif tahmin degeri) ve 0,99 mAP elde ettiler.
Yaptiklart ¢alisma ile ti¢ giinliik bir konugma senaryosunda 0,235 ortalama kelime hata

orant ile diger ¢caligmalara gore %10 daha diisiik hata pay: elde ettiler.

Ozetlenen calismalarda goriildiigii {izere giiniimiize kadar ¢esitli isaret dilleri icin
aragtirmacilar tarafindan farkli yontemler 6nerilmistir. Bunlarla birlikte, Tirk isaret dili
icin literatlire baktigimizda sinirli sayida g¢aligmanin mevcut oldugunu goriiyoruz. Bu
calismalar icerisinde de derin 6grenme tabanli olan YOLO ile herhangi bir calisma
bulunmamaktadir. Bu noktadan yola ¢ikarak bu calismamizda YOLOv4-CSP nesne
algilama ag1 Tiirk isaret dilinde tanima alaninda ilk defa kullanilmistir. Bu amagla Tiirk
isaret dilinde bulunan on adet rakam (0,1,2,3,4,5,6,7,8,9) analiz ederek YOLOv4-CSP
nesne algilama potansiyeli arastirilmistir. Bu yontem ile herhangi bir 6n isleme ihtiyag
duyulmadan (filtreleme, segmantasyon vb.) ve uygularken de tek renk bir arka plan
gerektirmeyen bir teknik sunulmustur. Bu tez calismasiyla onerdigimiz yontem Tiirk
isaret dili i¢in yapilan ¢aligmalar arasinda bir ilk olacak ve ileriki galismalar i¢in de

giiclii bir referans niteligindedir.
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3. MATERYAL ve METOT

3.1. Tiirk Isaret Dili (TID)

Tiirk Isaret Dili (TID), Tiirkiye'de yasayan isitme engelli insanlarin el, kol ve
viicudun belli kisimlarini kullandigi bir iletisim dilidir. Diinyada ne kadar isaret dili
oldugu bilinmemekle beraber her iilkenin kendine has isaret dilleri mevcuttur. Ornegin;
Cince Isaret Dili (CID), Amerikan Isaret Dili (AID) Arap Isaret Dili (AriD), Hintge
Isaret Dili (HID) gibi. isaret dilleri, bulundugu iilkenin konusma dilinden her ne kadar

etkilense de kendine 6zgii bir dil yapilar1 vardir.

Tiirkiye'de isaret dilinin varligt Osmanli Imparatorlugu'nun kurulus yillara
kadar dayanmaktadir. O donemde isaret diline ait pek fazla yazili kaynak bulunmasa da
egitim konusundaki ilk caligma Sultan II. Abdiilhamit déneminde yapilmigtir. 1889
yilinda Avusturya vatandasi olan Ferdinand Grati’nin Sultan II. Abdiilhamit’e iilkede
sagir ve dilsizlere ait bir egitim kurumunun bulunmadigini, sagir ve dilsizlerin sosyal
hayatta yasadiklar1 zorlar1 dile getiren bir rapor sunmasiyla birlikte ilk sagir ve dilsizler
okulu agilmigtir (Demirel, 2013). Yildiz Sagirlar Okulu ismiyle agilan okulda din ve
cinsiyet ayrimi gozetmeksizin sagir ve dilsiz Ogrencilerin davet edilmesiyle egitim
hayatina baglanilmigtir. Sultan Il. Abdiilhamit doneminde bir¢ok kez yeri degistirilen ve
sonra kapatilan sagir ve dilsizler okulu Cumhuriyet Dénemi ile birlikte Izmir’de sagr,
dilsiz ve korler okulu olarak egitim hayatina devam etmistir (Giinay ve Goriir, 2013).
[zmir’de agilan okul diizenli ve siirekli egitim faaliyeti gdstererek bir siire Tiirkiye nin

tek sagir, dilsiz ve korler okulu olarak kalmistir (Erten ve Arici, 2022).

11



Sekil 3.1. Hamidiye Ticaret Mektebi 6niinde Tiirk Isaret Diliyle “Padisahim Cok Yasa”
diyen ¢ocuklar (Abdullah Fréres, Servet-i Flinun dergisinin 129. sayis1)

Cumhuriyetin ilerleyen yillarinda kismen konusma yetenegi ve sagir olan
Siileyman Gok, kendi imkanlariyla 1944 yilinda Istanbul’da sagirlarla birlikte korlere de
egitim veren bir okul kurmustur. 1950'lerde ilkogretim okulu olarak hizmet veren

Istanbul, Izmir, Ankara ve Diyarbakir illerinde toplam dort okul vard: (Gék, 1958).

Ulkemizde, 1953 yilinda isaret dili egitimi yasaklanarak egitimde “sozel
yontem” politikas1 benimsenmistir. 52 y1l siiren bu yasaklama politikas1 2005 yilinda
cikarilan ‘5378 sayili Oziirliiler Kanunu’yla Tiirk Milli Egitim Sistemi’nde Tiirk isaret
dili serbest birakilmistir. Bununla birlikte, Tiirkiye’de ilk defa Tiirk Dil Kurumu 2007

tarihinde “Birinci Tiirk Isaret Dili Calistayr” diizenlemistir.

2012 yilinda Milli Egitim Bakanlhigi tarafindan Tirk isaret dili sozligi
hazirlanarak isaret dilindeki ihtiyacin karsilanmasi hedeflenmistir. Tiirk isaret dili
sozIigl, giiniimiizdeki mevcut haliyle sik kullanmilan 2.000 sozciik/kavramdan
olugsmaktadir. Tiirk isaret dilindeki her hareket konusma dilindeki bir kelimeye, bir
harfe ya da bir rakama denk gelmektedir. El, jest, mimik ve bas, omuz gibi diger viicut
hareketlerinin biitliiniiyle genis bir anlam dagarcigina sahiptir. Sekil 3.2’de gosterildigi
gibi sik kullanilan anlamsal kavramlar i¢in bir hareket biitiinliigii varken, Sekil 3.3’te ise

0zel isimler ve rakamlar i¢in parmak alfabesi kullanilmaktadir.
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Sekil 3.2. Hareket ifadesi ile kelime ‘VERMEMEK’ (TID sézliigii, 2015)

Sekil 3.3. Parmak alfabesi ile 13 sayisinin yazimi

3.2. Derin Ogrenme

Bilgisayar teknolojilerinin hizli gelisimi bilim diinyasinda bilginin hizla
yayillmasina ve beraberinde veri ¢oklugunu meydana getirmistir. Bu veri g¢oklugu
igerisinde yararli bilgilerin hizli ve dogru bir sekilde elde edilmesini amaglayan bir¢ok
onemli galisma yapilmistir. Bu ¢alismalarin iriinlerinden biri olan derin 6grenmenin
temeli 1943 yilina kadar dayanmaktadir. Sekil 3.4’te derin O6grenmenin tarihsel
gelisiminde yasanan Onemli doniim noktalar1 verilmistir. 1943 yilinda Pitts ve
McCulloch tarafindan insanin diisiinsel siirecini taklit etmeyi amaglayan yapay sinir
aglarini sundular. Bu ¢alismayla birlikte, 1948 yilinda Alan Turing tarafindan paylasilan
bir makalede yer alan ‘diisiinen makineler yaratma olasilig1’ diisiincesi ile giintimiizde
insanoglunun hayatint kolaylagtirmak i¢in yapilacak olan caligmalar i¢in bir doniim
noktasi olusturdu. Alan Turing’in yaptig1 ¢alisma, tahminlerinin manuel olarak girildigi
diinyanm ilk satran¢ oynayan bilgisayar programiyd1 (Shinde and Shah, 2018). 1k defa,
1956 yilinda John McCarthy’n yaptig1 bir konferansta literatiirde "Aurtificial Intelligence
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(AD)" olarak adlandirilan yapay zeka terimini ortaya atti. Yapay zeka, insanlar gibi
diistinmeye ve hareketlerini taklit etmeye programlanmis makinelerde, insan zekasinin
simiilasyonunu ifade eder. Bu terim ile birlikte 6§renme ve problem ¢ézme gibi insan
zihniyle iligkili 6zellikler sergileyen herhangi bir makineye uygulanabilen ve yapay
zekanmn alt birimi olan makine &grenimi gelistirildi. Boylece, makine &grenimi ile
modern toplumlar1 bircok yonden destekleyerek teknolojide ilerlemesini sagladilar. Son
10 yilda makine 6greniminin birgok pratik uygulama kullanilmasi ve bununla birlikte
genel olarak yapay zekanim uygulama alanii genisleten Derin Ogrenme (Deep Learning

- DL) kavrami kullanilmaya baslandi.

« 2000'li yallarda GPU'larin
gelistirilmesi
* Yapay sinir aglarina dayah

+ Hopfield Aglarim (J. Hopfield, Derin 6grenme Kavramimin
1982) orataya atilmas (Aizenberg er
* Destek Vektor Makineleri (C. al., 2000)
Cortes and V. Vapnik, 1995) * AlexNet ile derin 6grenmenin
+ Uzun Kisa-Siireli Hafiza (LSTM, popiilerlesmesi (Krizhevsky ez
* Yapay sinir ag1 J. Schmidhuber and S. al, 2012)
kavrami(McCulloch and Hochreiter. 1997) * Cok katmanh sinir aglan ile
Pitts, 1943) biiyiik verilerin teknoloji

« ilk bigisayar programi hayatina girmesi

olan dama oyunu

(Arthur Samul, 1952) « ilk derin Ggrenme aglan (A.
* Yapay zeka kavrami Ivakhnenko and V. Lapa,

ortaya atilmasi (J. 1965)

McCarthy, 1956 ) * "Denetimsiz 6grenme" ile

kendi kendini organize eden
Neocognitron ( K.
Fukushima,1979 )

l ‘.

o essssssssseeeenn) * S——— & w8y
1940 ve 1950'liler 1960 ve 1970'ler 1980 ve 1990'lar 2000'ler ve Giiniimuz

Sekil 3.4. Derin 6grenmenin tarihsel gelisimi

Derin 6grenme, yapay zekanin en yaygin kullanilan araglarindan biridir ve
ayrica makine 6grenmesinin bir alt dalidir. Derin 6grenme, son yillarda, bir¢ok bilimsel
disiplinde kullanilan makine Ogrenimi alaninda en yaygin kullanilan hesaplama
yaklagimi haline gelerek muazzam sonuglar elde etti (Alzubaidi et al., 2021).
Geleneksel sinir aglarindan tiiretilen derin &grenme, c¢oklu bir mimaride veriler
arasindaki karmasik iligskileri modellerken, verilerdeki iist diizey soyutlamalari

o0grenmeye calisir ve 6zellik ¢ikarma, doniistiirme, model analizi ve smiflandirma igin
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cok sayida dogrusal olmayan bilgi islem birimi katmanlarindan yararlanir (Deng and
Yu, 2014). Derin 6grenme, genel olarak derin mimaride hiyerarsik mimariler kullanarak
alt diizey ozelliklerinden iist diizey ozellikler elde ederek ham verilerden otomatik

Ozellik ¢ikaran zengin bir sinir aglar1 yapisina sahiptir (Ongsulee, 2017).

Derin 6grenme gelismekte olan bir yaklagimdir ve son yillarda derin 6grenmeye
olan ilginin artmasiyla birlikte anlamsal ayristirma (Bordes et al., 2012), goriintii tanima
(He et al., 2016), oyun oynama (Justesen et al., 2020), dogal dil isleme (Mikolov et al.,
2013), tibbi goriintli analizi (Pacal ve ark., 2020) gibi ¢esitli geleneksel yapay zeka
alanlarinda yaygin olarak tercih edilmektedir. Derin 6grenme, bir goriintii tanima
isleminde, piksel basina yogunluk degerleri vektorii veya bir dizi kenar, belirli sekle
sahip bolge vb. ozellikleri daha soyut bir hale getirmesi 6grenme gorevini diger
algoritmalardan daha basit hale getirir (Ongsulee, 2017). Giinliik hayatimizda Siri ve
Google Asistan gibi sanal asistanlarda, Netflix ve Youtube gibi kisisellestirilmis eglence
platformlar1 gibi bir¢ok alanda derin 6grenme karsimiza ¢ikar. Derin 6grenmenin ger¢ek
diinya uygulamalarinda bu kadar popiiler olmasinin sebebi hem devasa veri kiimelerinin
egitimine izin vermesi hem de teknolojinin ilerlemesiyle birlikte gelistirilen grafik
isleme birimlerinin (GPU'lar) muazzam bir paralel hesaplama giicline sahip olmasi ile
birlikte derin 6grenmede islem hizinin artmasidir. Derin 6grenme ile artan hesaplama
giicii, islem hizinin da artirmasiyla, derin aglarin 6n-egitim (pre-training) olmaksizin
egitilebilmesini miimkiin kilarak karmasik ve biiyiik verilerde hizli ve dogru sonuca

ulagilmasina imkan saglamistir (Fan et al., 2019).

15



GELENEKSEL MAKINE OGRENIMIi

- ixi
> —»
PaSWaN I DEGIL

GIRiS OZELLIK CIKARMA SINIFLANDIRMA CIKIS

DERIN OGRENME

%%% iKi
O 'S 0, ®) iKi DEGIL

GIRiS OZELLIK CIKARMA+SINIFLANDIRMA CIKIS

Sekil 3.5. Geleneksel makine 6grenimi ve derin 6grenme

Sekil 3.5’te geleneksel makine oOgrenimi ve derin 6grenmenin karar
mekanizmasi gosterilmistir. Geleneksel makine 6grenimi ve derin 6grenme arasindaki
temel fark algoritmalarin nasil 6grendigidir. Geleneksel makine dgrenmesi siirecinde,
denetimli 6grenme algoritmalar1 kullanilarak veri kiimesindeki ilgili 6zellikleri iceren
etiketli verileri olarak adlandirilan iglenmis veriler ile egitim yapilir. Makine
ogreniminde bu 6zellik ¢ikarma adimi kullanict tarafindan yapilir. Derin 6grenmede ise
ozellik ¢ikarma adimi, etiketlenmemis veriler lizerinden, yani ham veriler kullanilarak
egitim sirasinda ¢ok katmanli sinir ag1 tarafindan optimize edilerek otomatik olarak
gerceklestirilir. Egitim sirasinda etiketlenmemis verileri kullanabilmesi derin 6grenme
algoritmalarinin benzersiz 6zelliklerinden biridir (Chaudhuri et al., 2011). Cok katmanli
sinir aglari ile hiyerarsik yapilar kullanarak gerekli bilgiler dogrudan veriler {izerinden
saglanmasi1 daha dogru bir sonuca goétiiriir. Gilinlimiizde, sagir ve dilsiz insan sayisinin
atmasi ve bu insanlarin modern hayata hizli bir sekilde ayak uydurmasi agisindan isaret
dili tanima sistemleri biiyiik bir 6nem teskil etmektedir. Bu yilizden bu ¢alismada daha

dogru sonuglara ulagilmasi adina derin 6grenme algoritmalari kullanilmistir.
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Derin 6grenme, ¢ok sayida 6zellik katmanina sahip ve en gelismis sonuglar1 elde
etmeyi saglayan etkili bir makine 6grenimi yontemi olarak gelistirilmistir. Derin
O0grenme algoritmalarini biiyiik veriler lizerinde kendi kendine 6grenebilme ve 6zellik
¢ikarma islemini zahmetsiz bir sekilde yapma o6zelligine sahiptir. Bu sebeple, son
yillarda, derin 6grenme algoritmalarinin bilgisayarla gorme alaninda kapsamli bir
sekilde calisilmasma izin vererek nesne algilamada ilham verici bir performans
sergilemistir. Derin 6grenme, yapay sinir agi, evrisimli sinir agi, tekrarlayan sinir agi
gibi yaklasimlara sahiptir. Bu yaklasimlardan, insan beyin sinir yapisi ilham alinarak
olusturulan evrigimli sinir aglari, 2012 yilinda yapilan bir nesne algilama yarismasinda,
nesnelerin siniflandirilmasinda daha az hata payi birakarak mevcut nesne algilama
algoritmalarindan daha iyi oldugu kanitlayarak nesne algilama alaninda dikkatleri
tizerine ¢ekmeyi basarmistir (Krizhevsky et al., 2012). (3.3.’te ESA detayli bir sekilde
aciklanmistir). Bu teknolojik atilimla birlikte Nesne algilama algoritmalari derin

ogrenme ile yeni bir doneme girmis oldu.

Giiniimiiziin 6nde gelen Facebook, Google, Netflix gibi sirketlerin miisteri
davranis analizi, is akis modellerindeki egilimlerini 6grenmek ve gelistirmek icgin
kullandiklart teknolojinin temeli biiyliyen veri biliminin bir pargast olan makine
ogrenimine dayanmaktadir. Giliniimiiz teknolojisinin temeli her ne kadar buna dayansa
da makine 6greniminde ortaya ¢ikan ve makine 6grenimi modellerinin performansini
diigiiren iki ana sorun vardir. Makine 6grenimi algoritmalarinin egitim veri kiimeleri
lizerinde gereginden fazla calisip sonuglart ezberlemesi ile olusan asir1 6grenme
(overfitting) sorunu ve yine kullanilan algoritmalarin  verileri  yeterince

yakalayamamasindan dolayi ortaya ¢ikan eksik 6grenme (underfitting) sorunudur.
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Sekil 3.6. a) Eksik 6grenme, b) Istenilen 6grenme ve c) Asir1 dgrenme grafikleri

Sekil 3.6’da makine 6grenimi egitim modeline ait siniflandirma i¢in basit lineer
regresyon grafikleri verilmistir. Sekil 3.6.a bir eksik 6grenme grafigidir. Eksik 6grenme,
modelinin egitim ve test verileri arasindaki iliskiyi dogru bir sekilde yakalayamadigi
icin bu veriler lizerinde 1yi bir genelleme yapamayarak siniflandirmayi iyi bir sekilde
ogrenemedigi durumlarda ortaya ¢ikar. Sekil 3.6.a’da goriildiigii gibi lineer bir egilim
gostererek tiim ¢ikis verilerini kapsamadigi goriilmektedir. Bu durum hem egitim hem
de test verileri lizerinde ¢ok yiiksek hatalar verereck modelin disiik performans
gostermesine yol agar. Sekil 3.6.c, bir asir1 6grenme grafigidir. Asir1 6grenme, modelin
egitim verileri tizerinde fazla ¢alisarak veriler iizerindeki fazla ayrint1 ve onlardan gelen
girtltileri 6grenmeye c¢alistigt zaman ortaya ¢ikar. Sekil 3.6.c’ye baktigimiz zaman
modelin egitim verilerini dogru bir sekilde tahmin ettigini ve miikemmel bir uyum
gosterdigini gorebiliriz fakat bu istenmeyen bir durumdur. Ciinkii, asir1 6grenme
durumu sadece egitim verileri iizerinde iyi bir genelleme yaparak dogru tahminler
yapmasini saglar ve agin tiim veriler tizerinde genelleme yapmasinin oniine gegerek test
verileri lizerinde basarisiz sonuglar vermesine sebep olur. Regresyona dayali olan nesne
algilama algoritmalar1 istatistik bir uyum aranir. Sekil 3.6.b, egitim verileriyle bir
makine 6grenimi modelinin zaman i¢indeki performans: degerlendirilerek elde edilmesi
beklenen en uygun ag modelini gésteren iyi bir regresyon grafigidir. Istenilen ideal
o6grenmede hem egitim hem de test verileri lizerinde minimum kayiplar gostererek veri
setleri iizerinde birbirine yakin ve yiiksek degerde tahmin sonuglari verir. Derin
O0grenme sahip oldugu c¢ok katmanli yapisi ile daha biiyiikk veri kiimeleri ile egitim

yapilmasina izin vermesi ve agm fazla parametrelere sahip olmasi yukarida
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bahsettigimiz durumlarin meydana gelmesini engelleyecek tekniklerin kullanilmasina
izin verir.
3.3. Evrisimli Sinir Aglar1 (ESA)

Derin 6grenme, ¢ok sayida 6zellik katmanina sahip etkili bir makine 6grenimi
yontemi olarak gelistirilmistir. Derin 6grenme mimarisi olan Evrigimli Sinir Ag1 (ESA)
mimarisi ise 20 yili agkin siiredir kullanilmaktadir. Birden fazla girdi alma ve yerel
alanlar icinde evrisim operatorleri kullanarak girdiler {izerinde islem yapabilme
yetenegine sahiptir. Bu nedenle, son yillarda, bilgisayarla gorme alaninda biiyiik ilgi
gormiistiir (Yu et al., 2017). Evrisimli sinir aglari, hiyerarsik 6grenme 06zelligine
sahiptir ve ugtan uca bir 6grenme modeli sunarak goriintii 6zelliklerini eksiksiz bir
sekilde 6grenebilme, goriintiilerden iyi 6zellik ¢ikarabilme ve egitim i¢in parametre

sayisin1 azaltabilme olanaklari ile nesne algilama i¢in uygun bir yap1 sunar (Zhiqiang
and Jun, 2017).

Cok katmanli bir mimariye sahip olan ESA, en onemli ozelliklerinden biri
egitim parametrelerini biiyiik 6l¢iide azaltmasidir. Her katmandaki 6zellikler, kendinden
bir onceki katmanin yerel alaninin evrigimli ¢ekirdek agirliklart paylastirilarak tretilir
(Zhigiang and Jun, 2017). Katmanlarda bulunan yerel alanlardaki &zellikler
paylastirilarak goriintli analizi gibi konularda ESA’y1 diger sinir aglarina kiyasla daha

1y hale getirir. Sekil 3.7°de ESA’nin genel mimarisi verilmistir.

— OTOMOBIL
[]— INSAN
0~ AGAg

A

\\.‘l_\"»[] [0 — Gicex

Glrlﬁ Evrigim katmani+ Relu Havuzlama Evrigim katmani+ ReLu Havuziama Diizlegtirme Tam Baglanti SOFTMAX
OZELLIK CIKARMA SINIFLANDIRMA

Sekil 3.7. Evrisimli sinir ag1 mimarisi (Mathwork)
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Genel olarak, evrigimli sinir aglart mimarisi, birka¢ evrisim (convolution)
katman ve havuzlama (pooling) katmanin bulundugu 6zellik ¢ikarma katmani ve ¢ikti
katmanina yakin bulunan tam bagli (fully connected) katmanindan olusmaktadir (Guo et
al., 2016). Bir girdi verisi; goriintii, ses ve video gibi sinyallerden olusabilir. Girdiler,
oncelikle, her bir evrisim ve havuzlama katmanlarinda islenerek ozellik haritalari
cikartilir, bu ozellik haritalarinin ¢ekirdek agirliklart sirayla kendinden bir sonraki
katmana aktarilir ve son olarak tiim katmanlarla yerel baglantis1 olan tam baglantili
katmanda en iyi etiket tahmin edilerek nihai sonug i¢in siiflandirmanin yapilacag: bir

egitim siirecinden geger.

Evrisimli sinir aglari, katman baglanti agirliklar1 ile bunlara eklenen hata
sapmasi orani (bias) gibi O0grenilen parametreleri aktarmak i¢in geri yayilim (Back
Propagation-BP) algoritmasi kullanilir. Ayrica, ag parametrelerinin optimize edilerek

girig ve ¢ikis arasindaki sapma miktart azaltilip denetimli bir 6grenme siireci sunar.

3.3.1. Evrisimli sinir aglar1 katmanlari
Evrisimli Sinir Aglarinin 6zellik c¢ikarma ve simiflandirma olmak {izere iki
kisimdan olustuguna deginilmisti. Bu kisimlar sirasiyla evrisim katman, aktivasyon

katmani, havuzlama katmani ve tam baglantili katmandan olugsmaktadirlar.

3.3.1.1. Evrisim katmani (convolution layer)

Evrisimli sinir aginin ilk katmani olan evrisim katmani, girdilerin ¢iktisini
belirleyen ve sinir aglarinin temel yap: tasidir. Bu katmanda, giris goriintiisiiniin temel
ozelliklerini ¢ikarmak icin cesitli filtreler kullanilir. Evrisim katmanin isleyisi Sekil
3.8°’de gosterilmistir. Burada, goriildiigii iizere bir giris goriintiisii ile bir filtrenin
birlesmesiyle elde edilen sonug bir sonraki katman i¢in giris olarak yerini alir. Boylece
egitim boyunca giris goriintiisiinden filtreler yardimiyla 6grenilen yerel 6zellikler bir

sonraki katmana iletilir.
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FILTRE

Sekil 3.8. Evrigim katmani (Yakura et al., 2018)

Bilgisayarda, goriintiiler NxM (N:Satir, M:Siitun) boyutunda biiylik matrisler
olarak algilanir. Evrisim katmanlarda giris goriintiistinden kiiclik ve genellikle 3x3,
5x5, 7x7 gibi boyutlarinda farkli filtreler kullanilir. Her egitim goriintiistiniin farkli
Ozelliklerini algilamay1 Ogrenmeye c¢alisan bu filtreler, tiim goriintii {izerinde
kaydirilarak uygulanir. Boylece, filtrelerin yardimiyla parlaklik, kenarlar bilgisi,
keskinlik gibi ¢ok basit ya da karmasik islemler yapilarak nesneler benzersiz sekilde
tanmimlanir. Her bir filtre goriintii ile birleserek bir 6zellik haritasi olusturur. Ozellik
haritalari, her bir filtreye 6zgii 6zelliklerin kesfedildigi bolgelerdir. Kullanilan filtre

sayis1 kadar 6zellik haritasi elde edilir.

/T T
(1] 1 (1] 5 8 2 7 (1]
1 1 1 1 4 3 6 9 18 19
0 1 0 4 2 4 1 7 =
3 0 9 2 s
7 5 [ 8 1

S5x0+8x1+2x0+1x1+4x1+3x1+4x0+2x1+4x0 = 18
8x0+2x1+7x0+4x1+3x1+6x1+2x0+4x1+1x0 = 19

Sekil 3.9. 5x5 boyutta 2 boyutlu bir giris goriintiistine 3x3’liik filtrenin uygulanmasi
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Sekil 3.9’da, 5x5 boyutundaki girig goriintii i¢in 3x3 boyutunda bir filtrenin nasil

uygulandig1 gosterilmektedir. Filtre maskesi, belirli yonlerde adim adim kaydirilarak

Ozellik haritasi(i, j) = giris = filtre(i, j)

=Y m2ngiris(i,)filtre(i—m,j — n) (3.1

tiim goriintii lizerinde dolastirilir. Bu dolagsma esnasinda matris sinirina gelindiginde ise
bir basamak asag1 kaydirilarak tekrar ayni islemlere devam edilir. Filtre boyutu goriintii
boyutu ile uyumlu olmadig1 zaman sifir dolgu yontemiyle giris matrisinin diginda kalan

tim Ogeleri sifir eklenerek uyumlu hale getirilebilir. Evrisim katmaninda denklem

Ozellik haritasi(i, ) = giris = filtre(i, j)

= Ym Xn giris(m,n)filtre(i —m,j — n) 3.1)

(3.1)’de verilen konviilasyon islemi gergeklestirilir (Goodfellow et al., 2017).

Denklem (3.1)’de verilen i ve j terimleri, konviilasyon islemi sonucunda elde
edilecek 6zellik haritalarinin konumlarin1 ve m ve n terimleri filtrenin her bir konumunu
ifade etmektedir. Evrisim katmaninda konviilasyon islemi yerine birgok sinir agi

kitapliginda daha basit bir islem olan ¢apraz korelasyon islemi uygular (Goodfellow et

Ozellik haritasi(i, j) = giris = filtre(i, j)

=Y m2ngiris(i + m,j + n)filtre(m,n) (3.2)

al., 2017). Capraz korelasyon islem denklem (3.2) ile ifade edilir :

Ozellik haritalarmin her bileseni giris goriintiisiindeki kiiciik bir yerel bélgeye

baghdir. Evrisim katmandaki yerel baglanabilirlik, sinir aginin, girig goriintiisiindeki
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yerel bolgede maksimum diizeyde yanit veren filtreleri 6grenmesine izin verir (Ke et al.,
2018). Boylece, konvoliisyon islemi ile elde edilen 0Ozellik haritasi ve filtre
parametreleri tiim yerel konumlarda paylasilir. Parametrelerinin paylasimi sinir aginda
kullanilacak parametre sayisini azaltir. Bu da evrisimli sinir aglarinin egitilmeleri

kolaylastirir ve iyi bir genelleme yaptirarak performanslarini iyilestirir.

3.3.1.2. Aktivasyon katmam (activation layer)

Evrisim katmanindan gelen dogrusal 6zellik haritalari, agin girig goriintiilerinden
dogrusal olmayan ozelliklere uyum saglamasi icin bir aktivasyon islevi kullanilir.
Aktivasyon iglevi evrisim katmanindan hemen sonra gelir. Aktivasyon katmani olarak
da adlandirilan bu katmanda, sigmoid, tanh, ReLu gibi aktivasyon fonksiyonlar
kullanilir. En yaygin olarak dogrusal olmayan RelLu aktivasyon fonksiyonu kullanilir
(Agarap, 2018). Dogrusal olmayan ReLu aktivasyon fonksiyonun matematiksel
denklemi asagidaki

f@=1{ 730

(3.3)

gibidir:

ReLu
aktivasyon fonksiyonu, evrisim katmanindan gelen negatif 6zellik harita agirliklarini
sifira ¢ekip agla olan baglantistn1 keserek giris goriintlisiini uyumlu hale getirir.
Boylece, agin dogrusal olmayan ozellikleri artirtlarak agin degiskenleri arasindaki her
tirli stirekli ve karmasik iligki 6grenilir ve tahmin degeri yiikseltmis olur. Dogrusal bir
etkinlestirme islevine sahip bir ag iyi egitilemez ve agin tahmin dogrulugu azalir. Bu
nedenle sinir aglarinin tamamen dogrusal olmasi istenmeyen bir durumdur. Sekil
3.10’da ReLu aktivasyon katmaninin c¢ikis verileri iizerindeki etkisi gosterilmistir.
Sekilde de goriildiigii gibi negatif degerlerde daima sifir degerini verirken pozitif
degerleri ise aynen verir. ReLu aktivasyon katmanin hesap karmasikliginin ¢ok az
olmast olduk¢a hizli sonuglar iiretmesini saglar ve bu durum algoritmalarda tercih

edilmesini saglamaktadir.
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Sekil 3.10. ReLu aktivasyon grafigi

3.3.1.3. Havuzlama katmani (pooling layer)

Genellikle bir havuzlama katmani iki ardisik evrisim katmani arasina dahil
edilir. Havuzlama katmani, sonraki katmanlar igin egitilebilir parametre sayilari
azaltmak i¢in kullanilir. Girigin derinligi degistirilmeden alt 6rnekleme yapilarak bir
agdaki hesaplama yiikii azaltilip fazla uydurmalarin oniine gecilir. Alt 6rneklemeler,
ortalama ya da maksimum islem kullanilarak olusturulabilir. Havuzlama katmaninda da
belirli adimlarla filtreler uygulanarak piksellerin maksimum degerleri veya ortalama
degerleri alinir. Bu iki havuzlama isleminden maksimum havuzlama daha i1yi sonug
verdigi i¢in yaygin olarak ESA mimarisinde kullanilir. Sekil 3.11°de maksimum
havuzlama gosterilmistir. Burada 4x4 boyutunda bir girig goriintiisii lizerinde 2x2
boyutundaki max-pool filtresi iki adimda bir uygulanarak hesaplama yerine en biiyiik
degere sahip deger dondiiriir. Boylece alt ornekleme yapilarak giris goriintiisiiniin

uzamsal boyutu kiiciilmiis olur.
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3 1 4 ~ max (9,5,3,1)=9 9 12
7 10 6 8 2x2 filtre 10 8
8 2 5 3

Sekil 3.11. 2x2 filtre ile iki adim kaymali maksimum havuzlama islemi

3.3.1.4. Tam bagh katman (fully connected layer-FC)

Evrisim katmanlar1 tarafindan ¢ikarilan ve havuz katmanlar tarafindan alt
orneklenen oOzellik haritalar1 bir veya daha fazla tam baglantili katmanima girdi olarak
baglanir. Sekil 3.12°de verilen tam baglantili katmanda havuzlama katmanindan gelen
iki boyutlu 6zellik haritalart tek boyutlu vektore donistiiriilir. Tam baglanti katmani
kendinden onceki katmanlarin hepsi ile baglantilidir. Tam baglantili katmandan sonra
bir aktivasyon islevi fonksiyonu kullanilir ve siniflandirma yapilarak nihai sonug elde

edilir.

Havuzlam
katmam

Sekil 3.12. Tam baglantili katman (Guo et al., 2016)
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Nesne algilama alanindaki son gelismelerle birlikte evrisimli sinir aglari
modellerinde 6nemli gelismeler olmustur. Sekil 3.13'te nesne algilama algoritmalarinda
popiiler olarak kullanilan modellerin tarihsel gelisimi verilmektedir. Sekilde goriildiigii
tizere 2012 yilindan sonra ESA tabanli modellerin gelisiminde 6nemli bir hizda artig
goriilmektedir. 2012 yilinda Krizhevsky ve ark. tarafindan AlexNet’in nesne algilamada
kullanmalar1 ile birlikte ESA tabanli algoritmalar arastirmacilarin ilgisini biiyiik 6l¢iide
¢cekmis ve bu alaninda yeni birgok ESA tabanli modeller hizla gelistirilmistir. ESA’nin
nesne algilama alaninda onemli bir yere sahip olmasi, gelismis bilgi islem giicli ve
nesne algilama alaninda siirekli yeni fikirlerin ortaya atilmasiyla birlikte gelisim siireci

hizl1 bir sekilde devam etmektedir.

AlexNet
LeNet GoogleNet DenceNet
ConvNet VGG Channel
Boosted CNN
ResNet EfficientNet
Inception ResNeXt
v2v3va

Sekil 3.13. Evrisimli sinir aglar ¢esitleri (Baheti, 2022)

3.4. Nesne Algilama

Gilinimiiz teknolojisinde, nesne algilama, bilgisayar ve robot goriis sistemleri
icin gerekli olan temel yeteneklerden biridir. Hizla artan goriintii veri kiimeleri
icerisinde dogru bilgiye hizli ve dogru bir sekilde ulagsmak ¢ok 6nemlidir. Bu yiizden,
goriintili isleme teknolojisinde bir goriintiinlin kapsamli bir sekilde incelenip anlagilmasi
ve goriintiideki hedef nesnenin dogru tanimlanmasi nesne algilama islemini 6nemli bir
noktaya getirmektedir. Nesne algilama, dijital bir goriintii ya da videoda &nceden
tanimlanmis kategorilerdeki (insan, agag, otomobil gibi) belirli simiflardaki bir veya
birden fazla anlamsal nesneyi hizli ve dogru bir sekilde tanima ve bunlar1 yerellestirme

gorevini {istlenen bir bilgisayarla gérme teknolojisidir (Deng et al., 2020). Genis bir
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uygulama yelpazesine sahip olan nesne algilama, gorsel arama, yiiz algilama, sanal
gerceklik, video gozetimi, davranis analizi, robotik gorme ve drone sahne analizi gibi
karmagik veya iist diizey gérme gorevlerinin hem akademik c¢aligmalarin hem de cesitli

gercek diinya uygulamalarinin temel yap1 tasi olarak benimsenmistir.

= Otomobil

Otomobil

Otomobil

Sekil 3.14. Nesne algilama ile otomobil tespiti

Nesne algilama, gortintiideki her nesnenin her 6rneginin dlgegini gosteren eksen
hizali bir sinirlayici kutuyla birlikte nesnelerin goriintii igindeki konumunun
yerellesmesini ve gorlinti hakkinda anlamsal bilgiler elde edilmesini saglar
(Russakovsky et al., 2015). ilgili goriintiideki karmasik arka plan, giiriiltii bozuklugu,
diisiik ¢oziiniirliik gibi etkenler hedef nesnenin bulunmasini bazen zorlastirsa da bu
zorluklarin iistesinden gelmek igin literatiirde birgok nesne algilama teknigi tartisilmistir
(Zou et al., 2019). Nesne algilamaya yonelik mevcut yaklagimlara baktigimizda makine
ogrenimi teknikleri temel olarak kullanilmistir. Evisimli Sinir agi, destek vektor
makinesi (Support-Vector Machines-SVM), lojistik regresyon, k-en yakin komsu (k-
NN), naive bayes smiflandirict gibi makine 6grenimi algoritmalar kullanilarak giris veri
kiimeleri tizerinde oOzellik haritalarim1 ¢ikarma, smiflandirma, etiketlendirme vb.

islemlerin yapilmasini saglar.

3.4.1. Nesne algilamanin tarihsel gelisimi
Bilgisayarla gormenin temel tasi olan nesne algilama, segmentasyon, sahne

anlama, nesne izleme, goriintii altyazist olusturma gibi iist diizey gorme konularinin
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temelini olusturur. Genis bir uygulama yelpazesine sahip olan nesne algilama, kapsamli
bir algilama islemi i¢in ¢ok zengin ve rafine nesne bilgisine sahip olmalidir. Bu yiizden,
yasanan son teknolojik atilimlar ile birlikte arastirmacilarin artan miktar da bir ilgi
cekmistir. Nesne algilama tekniklerinin tarihsel gelisimi 2000°li yillarin baglarina

dayanmaktadir ve bu siiregte iki nemli gelisme donemi yasadi.

e Geleneksel Nesne Algilama Dénemi (2014 6ncesi)

e ESA Dayali Nesne Algilama Donemi (2014 sonrasi)
Sekil 3.15°te gosterildigi gibi iki ayr1 doneme ayrilabilir.

GELENEKSEL NESNE ' DERIN OGRENME TABANLI NESNE

DETEKTORLERI ' DETEKTORLERI

] g e
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Mekansal Piramit

V) Detektir ) Sib 9 ¢ YOLO ¢ YOLOVZ @YOLOW ¢ YOLOv4 @ YOLOS
. Eslestirme .‘“ﬁ\" (Liver " (Redmon ef (Redmon -~ (Redmon (Bochkavskiy -
/(P Virlaer (Lazebaik ¥ rihers ol 05 DG andFarbad a0t e 2020
1,200 : Wi : : m7 . 2018) . e : ;
aL2001) etal, 2006) L : : - : » Tek Asamah Nesne
: ms 2016 017 s 01
Detektarleri
2001 2006 : 012
: W4 0 2016 2017 ) .
: - : - - T Cift Asamah Nesne
HOG Detektir DPM Detektarleri
(N.Dalmer |/ (Felzenszwalb et al,, 2008) ('] [ . [} ¢
al, 2003) RCNN  SPPNet FastR-CNN — Faster RCNN  Ozellk Piramit Aglan

4 Sinirlayie Kutu Regrasyonu (R Girshick ef (K Heetal,

R Girshick, 2015) (Renetal, 2016)  (Lineral, 2017)
dog g (ROSNRAE

Sekil 3.15. Nesne algilamanin tarihsel gelisimi

Nesne algilamanin ilk teknik gelisimi 2000’li yillarmin basinda bagsladi. 2001
yilinda, P. Viola ve M. Jones tarafindan bulunan Viola-Jones (VJ) dedektorii ile ten
rengi segmentasyonu yaparak ilk kez insan yliziiniin ger¢ek zamanli tespitini basardilar
(Viola and Jones, 2001). VJ dedektorii, kayan pencereler yardimiyla herhangi bir
pencerenin insan yiizii icerip i¢cermedigini gormek icin bir goriintiideki tiim olasi
konumlar1 ve olgekleri gozden gecirme yontemine dayaniyordu. Bu ¢alismayi, birgok
nesne algilama tekniginin temelini olusturan baska bir 6zellik tanimlayicisi olan
yonlendirilmis gradyanlarin histogrami (Histograms of Oriented Gradient-HOG) (Dalal
and Triggs, 2005) ve deforme edilebilir parga tabanli model (Deformable Part Model-
DPM) (Felzenszwalb et al., 2010) nesne tespit ¢aligmalart izledi.
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Makine Ogrenimine dayanan geleneksel nesne algilama algoritmalari, kayan
pencereler yardimiyla bilgilendirici bolge se¢imi, Ozellik ¢ikarma ve son asamada
siniflandirmay1 temel alarak nesne algilamayi islemini gergeklestirir. Sekil 3.16°da
geleneksel nesne algilama akis diyagrami gosterilmistir. Geleneksel nesne algilama
yontemlerinin kendine 0zgli birtakim eksiklikleri vardi. Kayan pencere tabanli bolge
secimi, yiiksek bilgi islem karmagikligi, yliksek kayan pencere fazlaligina sahip olmasi,
morfolojik cesitliligi, aydinlatma degisikliklerinin ¢esitliligi ve arka planin ¢esitliliginin

manuel olarak kontrol etmesi nesne tespit algoritmalarinin tasarlanmasini zorlastirir.

GIRIS BOLGE OZELLIK §
e L SINIFLANDIRMA
GORUNTUSU SECIMI CIKARMA

Sekil 3.16. Geleneksel nesne tespiti akis diyagrami

Manuel ozelliklere dayanan geleneksel nesne algima teknikleri, makine
Ogreniminin alt birimi olan derin 6§renmenin kesfedilmesiyle 6nemli bir doniim noktasi
yasadi. 2012 yilinin sonlarinda, Krizhevsky ve ark. tarafindan derin 6grenmeye dayali
evrigimli sinir agmi nesne algilama tekniklerine uygulamay1 onerildiler. Yaptiklari
calisma ile diinya ¢apinda en iyi bilinen bilgisayarla gérme yarismasi olan ImageNet
Classification'da nesne siniflandirmada daha az bir hata pay1 birakarak mevcut nesne
algilama algoritmalarina kars1 Gistiin bir basar1 kazandilar (Krizhevsky et al., 2012). Bu
gelismeyle birlikte nesne algilama tekniklerinde yeni bir donem agilmis oldu.
Boylelikle, evrisimli sinir aginin gelistirilmesi ve bilgi islem giiciiniin siirekli olarak
iyilestirilmesi ile genel nesne algilamanin bel kemigi haline geldi (Jiao et al., 2019).
Evrisimsel sinir ag1 tabanli nesne algilama teknikleri iki kategoriye ayrilabilir. Bu
kategoriler; iki asamali nesne algilama (aday bolgeler) yontemi ve tek asamali nesne

algilama (regresyon) yontemidir.

3.4.2. Evrisimli sinir ag1 tabanh nesne algilama algoritmalari
Derin 6grenmenin klasik makine 6grenimi algoritmalart dahil olmak {izere
bircok bilgisayarla gérme algoritmalarinin simirlamalarinin iistesinden gelerek onemli

Olciide gelistirilmis bir nesne algilama performansina sahip olduguna daha Once
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deginilmigsti. Evrisimli sinir ag1 ise nesne algilamada derin 6grenme algoritmalarinin
bel kemigidir. Sekil 3.17°de nesne algilama algoritmalarinin genel mimarisi
gosterilmektedir. Sekilde de gosterildigi gibi evrisimli sinir ag1 tabanli nesne algilama
algoritmalar1 iki kategoriye ayrilabilir: Cift asamali nesne algilama (aday bolgeler)
yontemi ve tek asamali nesne algilama (regresyon) yontemleridir. Modern bir nesne
detektorii, giris goriintiisliniin  6zelliklerini ¢ikararak Ozellik haritasinin olusturan
omurga (bachbone) ve nesne siniflarimi ve sinirlayict kutularini tahmin etmek igin
kullanilan algilama kafasi (head) adi verilen yapilardan olusur. Genellikle nesne
algilama detektorleri kafa yapilarina gore ¢ift asamali nesne detektorii ve tek asamali
nesne detektorii diye ayrilir. Bunlara ek olarak son yillardaki nesne algilama
modellerinde boyun ve algilama algilama kafas1 arasinda bulunan farkli asamalardan
ozellik haritalarin1 toplamaya yardimci olan boyun (neck) adi verilen bir ek baglantiya

sahipler.

GiFT AJAMALI DEDEKTOR

TEK AJAMALI DEDEKTOR

. GiRiS OMURGA BOYUN YOGUN TAHMIN '/ SEYREK TAHMIN
' z Y o 4
: &%)

Sekil 3.17. Nesne algilama algoritmalarinin genel mimarisi (Bochkovskiy et al., 2020)
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3.4.2.1. Cift asamali nesne algilama

Cift asamali nesne algilama algoritmalarinda, egitim sirasinda, hedef nesne
bilgilerini ¢ikarmak i¢in bolge 6nerisi (Region of Interest — ROI) kullanilir. Nesne
algilama siireci, 6zellik haritalarina ilk agamada bolge Onerisi ag1 uygulanir ve ikinci
asamada her bolge i¢in tahminler yapilarak smiflandirma islemi gergeklestirilir. Bu
yontem, agin hesaplama dogrulugu yiikseltir ancak hesaplama miktarini artirarak gercek
zamanl algilamasini zorlastirir. Cift asamali nesne algilama algoritmalarina R-CNN

serisi ornek olarak verilebilir.

Cizelge 3.1. R-CNN serisi ve 0zellikleri

R-CNN serisi VOC VOC 2012 Tahmin siiresi Ozellikler
2002 (YomAP) (sn)
(YomAP)
R-CNN (Girshick et al., 58,5 53,3 47 2000 bolge
2014) Onerisi i¢in segici

arama kullanilir,
fazla depolama
alan1 gerektirir

Hizh R-CNN (Girshick, 70,0 68,4 2 Secici arama ile

2015). cikarilan Ozellik
haritalarina
bolge onerisi
havuzlamasi
uygulanir

Daha hizh R-CNN 78,8 75,9 0,2 Bolge oOneri agi

(Ren et al., 2016). kullanilarak
Ozellik haritalar
cikartilir

Cizelge 3.1’de VOC 2007 ve VOC 2012 veri setleri tizerinde birkag R-CNN
serinin uygulanarak elde edilen % mAP degerleri, tahmin siireleri ve oOzellikleri
karsilastirilmali olarak verilmistir. VOC veri setleri, birgok nesne kategorisi iceren
nesne algilama algoritmalari i¢in kullanilan veri seti 6rnekleridir. Verilen R-CNN seri

icinde en iyi sonu¢ daha hizli R-CNN ile elde edilmistir. Daha hizli R-CNN nesne
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algilama algoritmasinda ¢oklu bolge segmek yerine bolge oneri aginin kullanilmasi hem

agin daha hizli olmasia hem de daha dogru sonuglar vermesini saglamaktadir.

3.4.2.2. Tek asamal nesne algilama

Tek asamali nesne algilama algoritmalari, ilgili bolgeleri ayr1 ayr1 dnermek
yerine, tam bir regresyon problemi kullanarak dogrudan goériintiiden sinirlayici kutu ve
nesne sinifin1 elde eden bir nesne algilama islemi dnerir. iki asamali nesne algoritmalari,
Oonemli bolge tespiti i¢in bir 6n asamay1 ve ardindan bu alanlarda bir nesne tespiti i¢in
bir smiflandirma kullanir. Bu, nesne tespiti ve yerellesme hassasiyeti agisindan iki
asamal1 nesne algoritmalarin ¢ogunun daha iyi bir performans gostermesini saglasa da
tek asamali nesne algilama algoritmalarindan hizi acisindan degerlendirildiginde
oldukga yavastir. Bu nedenle esnek yapi ve gergek zamanli algilama icin tek agamali
nesne algilama algoritmalar1 daha ¢ok tercih edilmektedir. Bu aglara 6rnek olarak,

Sadece bir kez bakarsin (You only look once - YOLO ) serisi verilebilir.

Bir sonra ki bdliimlerde YOLO serisi ayrintili olarak anlatilacaktir.

3.5. YOLO - You Only Look Once

Redmon ve ark. tarafindan onerilen nesne algoritmasi olan YOLO, ilk regresyon
tabanli tek asamali nesne algilama algoritmasidir. Arastirmacilara gercek zamanl bir
nesne tespiti sunan YOLO serisinin ilki 2016 yilinda piyasaya sunulmustur. Redmon,
daha onceki nesne algoritmalarindaki bolge tespiti+siniflandirma mantigini tamamen
terk ederek bunun yerine tiim goriintiiye tek bir sinir ag1r uygulamistir. Birlesik ag
mimarisi olan YOLO, uctan uca bir algilama yaparak sinirlayict kutular ve smif
olasiliklarinin tahminlerini dogrudan goriintiiden alir. Basit bir regresyon analiz modeli
ile goriintiiler1 gercek zamanli olarak saniyede 45 kare hizinda isler ve gergek zamanlh

algilamay1 sunar (Redmon et al., 2016).
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S x S grid on input al detections

Class probability map

Sekil 3.18. YOLO Birlesik Algilama Modeli (Redmon et al., 2016)

Sekil 3.18’de goriildiigii gibi, birlesik ag modeli verilen YOLO, goriintiileri SxS
boyutunda 1zgaralara bdler. Her 1zgara hiicresi, kendisine denk gelen nesne merkezini
algilar. Daha sonra, her 1zgara hiicresinde, her biri bir giiven puanina sahip B smirlayici
kutular tanimlanir. Gliven puani, sinirlayici kutu igerisi nesnenin bulunma olasiligini
ifade eder. Giiven puani belirlenirken iki sinirlayict kutu arasindaki ortiigme orani olan

birlesim {izerinde kesisim (Intersection Over Union-IOU) oran1 dikkate alinir.

)
\ i : 1 XHX"

.
’ ’
L

3 w2 L] =7 e 1ole »
Conv. Layer Conv. Loyer Conv. Layens Conv. Layens Conv. Layers Conv. loyers Conn loyer Conn layer
7x7xbds2 1Ix192 Ix1x128 1x1x256 wd Ix1x512 x2 IxIx1024
Mcl;ool Loyer Ma?od Loyer 3x3x256 Ix3x512 Ix3x1024 Ix3x1024
252 242 Ix1x256 Ix1x312 I 1024
Ix3x512 3x3x1024 Ix3x102452
Maxpool layer  Maxpool Layer
2252 2242

Sekil 3.19. YOLO mimarisi (Redmon et al., 2016)

Sekil 3.19°da verilen YOLO mimarisi, 24 evrisim katmani, 4 maksimum
havuzlama katmani ve ardindan 2 tam baglantili katman vardir. Katman sayilarimi
azaltmak i¢in 1x1 evrisim ve ardindan 3x3 evrisim katmani gelir. Kii¢iik boyutlu

gorsellerin algilanmasi igin giris goriintiiler 448x448 boyutunda egitilir. Agin, son
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tahmin ¢iktist 7x7x30 boyutunda olur. Aktivasyon fonksiyonu olarak tiim katmanlar
sizdiran dogrultulmus dogrusal aktivasyonu (Sizdiran Relu) kullanilir. YOLO nesne
algilama ag1, egitim ve test sirasinda tam goriintiiyii kullanilmasi ve siiflandirmasiyla
ilgili baglamsal bilgilerin etkin bir sekilde yakalamasi, daha hizli R-CNN gibi iki
asamali nesne algilama algoritmalarina kiyasla daha fazla arka plan hatast verir. YOLO,
gercek zamanlt nesne algilamay1 basarmak i¢in kapiyr agsa da kiigiik boyutlu nesneleri
algilamada ve olagandisi en boy oranlarina sahip nesneleri algilamada 6nemli sayida
yerellestirme hatasi verir. YOLO nesne algilama aginda gerekli iyilestirilmeler bir

sonraki YOLO versiyonlarinda yapilmustir.

2017 yilinda, ilk versiyonundaki sinirlamalarin iistesinden gelmek i¢in, Redmon
ve Farhadi YOLO'da bazi iyilestirmeler yaparak YOLOv2 (Redmon and Farhadi,
2017)'yi sundular. YOLOv2'deki temel amaglari siniflandirma dogrulugunu koruyarak
geri ¢agirma ve yerellestirmede iyilestirmeler yapmakti. Bunun {izerine ag mimarisinde
19 evrisim katmana sahip Darknetl9 ve egitim sirasinda katman ¢iktilarinin
dagilimlarinin degismesini Onleyerek agin 6grenme hizin1 arttirmak i¢in toplu
normallestirme (BN) (loffe and Szegedy, 2015) 6nermislerdir. Ayrica, ¢ok olgekli bir
egitim, baglant1 kutular1 ve boyut kiimesi de a§ mimarisinde kullanilan diger yapilardir.
Biitiin bu yeniliklere ragmen YOLOV2 sahip oldugu omurga yapisindan dolayr nesne
algilama dogrulugunda sinirlamalara neden olmaktadir. Bu simirlamalarin iistesinden
gelmek icin 2018 yilinda omurga yapisinda Darknet mimarisinin bir versiyonu olan
Darknet-53 omurga yapisina sahip YOLOv3 (Redmon and Farhadi, 2018) piyasaya
stiriildii. DarkNet53(Redmon and Farhadi, 2018) yapisinda artik modiiller ve kisa yol
baglantilar1 kullanilarak daha genis katmanlarda 6znitelik bilgileri elde edildi. YOLOv3
mimarisini 6nceki versiyonlardan ayiran en dnemli 6zelliklerinden biri, bir goriintliniin
icindeki farkli boyutlardaki nesneleri, 6zellikle kiiciik nesneleri algilamak igin cok
olgekli tahmin yapan Ozellik Piramit Aglarini (Feature Pyramid Network-FPN) (Lin et
al., 2017) kullanilmasidir. FPN aginin kullanilmasi ve DarkNet53 omurgast YOLOv3’ii
hem hiz hem de performans agisindan oldukc¢a basarili hale getirmistir. YOLOvV3
mimarisinde zengin 6zellik haritalar1 ¢ikar nesnelerin bilgilerini hem diisiik hem de
yiiksek diizeyde yakalamak icin agda ii¢ nesne algilama kafasi bulunmaktadir. Ag
yapisinda ti¢ farkli yerde 32, 16 ve 8 adimda alt drneklemeler yapilarak {i¢ farkli 6lgekte
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algilama saglanir. Bununla birlikte YOLOv3’te lojistik regresyon kullanilarak farkli en-
boy oranlarini hesaplayan sinirlayict kutular i¢in nesne gliven puani ve siif tahmini

yapilir.

2020 yilinda YOLOv3'iin gelistirilmis bir versiyonu olan ve mAP degerinde
%10'a kadar ve saniyedeki kare sayisinda (fsp) ise %12'ye kadar bir iyilesme saglayan
YOLOvV4 algoritmasi gelistirildi. YOLOv4 algoritmasi, sinir aginin 6grenme yetenegini
gelistirirken hesaplama ve bellek maliyetlerini azaltmak i¢in birden fazla teknigin bir
araya getirilmesi ile optimal ve dogru bir nesne algilama ag1 olarak sunuldu. YOLOv4
algoritmast CSPDarknet53 omurgasina, bir uzamsal piramit havuzu (Spatial Pyramid
Pool-SPP) ve degistirilmis bir yol toplama agi (Path Aggregation Network-PANet)
iceren boyun ve YOLOv3’te bulunan ii¢ algilama kafasina sahiptir. B6lim 3.4.1°de
YOLOvV4 algoritmasi ayrintili olarak agiklanmistir. 2021 yilinda YOLO ailesinin en son
gelistirilmis versiyonu olan YOLOVS piyasaya siiriildi. Acik kaynak olarak sunulan
YOLOVS5 (Jocher, 2021) heniiz bir makale olarak sunulmamistir. Bu tez ¢alismasina
bagladigimizda nesne algilama algoritmalarinda YOLOv4-CSP algoritmasi mevcuttu.
Bu ylizden, bu tez calismasinda daha hizli ve iyi sonuglar almak i¢in orijinal YOLOv4
mimarisi optimize edilmesi ile olusturulan YOLOv4-CSP (Wang et al., 2021)

kullanilmistir.

3.5.1. YOLOV4 (YOLO versiyon 4)

YOLO ailesinin en son teknoloji tiriini YOLOvV4 (Bochkovskiy et al., 2020),
mevcut diger derin 6grenme tabanli nesne algilama tekniklerine kiyasla gergek zamanl
olarak yiiksek algilama hizi1 ve yiiksek algilama dogrulugu ile gelistirilmis bir
performansla 2020 yilinda piyasaya siiriildii. YOLOv4'in yapisi digerlerinden farkli
olarak 6znitelik ¢ikarimi i¢in kullanilan bir omurga, nesne siniflandirmasi ve sinirlayici
kutu tahmini yapan bir kafa ve 6znitelik haritalar1 toplayarak zengin anlamsal 6zellikler

saglayan ek yol baglantilar1 iceren boyun adi verilen yapilardan olusmaktadir.
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Sekil 3.20. YOLOv4 Mimarisi (Pacal ve Karaboga, 2021)

YOLOvV4 algoritmasinin omurgasinda gradyan sorunlarini azaltip agin 6grenme
yetenegini artirmak i¢in CSPNet (Wang et al., 2020) ve DarkNet53’in (Redmon and
Farhadi, 2018) birlestirilmesiyle olusturulan CSPDarkNet53 kullanilmaktadir.
CSPDarkNet53 evrisim yapisinda, 5 blok CSP ve 11 CBM modiiliinden olusur. Her bir
CSP blogu, evrisim katman, toplu normallestirme (BN) ve Sizdiran ReLu (Xu et al.,
2015)’dan olusmaktadir. CBL modiilleri ise CSP blogu, evrisim katman, BN ve Mish
aktivasyon islevinin birlestirilmesi ile olusur. Nesne algilama aginda bir yenilik olan
CSP bloklari, agin derinlesmesini ve daha fazla 6zellik ¢ikarmasini saglayan residual
(Res) birimleri igerir. Sekil 3.20°de detayli olarak gosterilen YOLOv4 mimarisinde CSP
bloklar1 CSP1, CSP2, CSP8, CSP8, CSP4 bloklarin1 igerir. Bloklar icerdikleri Res
birimleri sayilarina gore adlandirilir. Sekil 3.21°de bir CSP yapist gosterilmektedir.

| (n-1)
I |  Res units
I

—{ cBM |4EJ—)| cBMm | cBm J’ CBM

—————————————— Concat ——>

Sekil 3.21. CSPn yapis1 (Fu et al., 2020)
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YOLOV4 nesne algilama aginin boyun kisminda Mish aktivasyon islevi (Misra,
2019) kullanilirken agin geri kalan kisminda Leakly aktivasyon islevi kullanilir. Mish
aktivasyon islevinin ortalama performansi diger aktivasyon islevlerine oranla daha

tyidir. Bu da agin genelleme kabiliyetini giiclendirerek fazla uydurmanin oniine geger.

Agin boyun kisminda kullanilan SPP (Spatial Pyramid Pooling) modiilii (He et
al., 2015), agin uzamsal boyutunu koruyarak agin alict alan boyutunu iyilestirir. SPP
modiiliinde, 1x1, 5x5, 9x9, 13x13 boyutlarindaki kayan pencereler ile maksimum bir
havuzlama uygulanir. Son evrisim katmanina baglanan SPP modiilii, agin ¢alisma
hizinda neredeyse hi¢ azalmaya sebep olmadan agin dogrulugunu artirir. YOLOvV4
algoritmasinda yerellesmeyi saglamak igin degistirilmis Yol Toplama Aglar1 (Path
Aggregation Network-PAN) kullanilir. Degistirilmis PAN, alt katmanlardaki 6zellikleri,
birlestirilmis kisa yollar yardimiyla iist katmanlara ulastirir. Boylece, agin farklh
katmanlardan bilgi toplanmasini kolaylagtirir. Son olarak, agin boyun kisminda
degistirilmis bir Uzamsal Dikkat Modiilii (Spatial Attention Module-SAM) kullanilir.
SAM modiiliinde iki 6zellik haritas1 olusturmak icin giris 6zellik haritalarina ayr1 ayri
maksimum ve ortalama havuzlama uygulanir. YOLOv4’te bu havuzlama katmanlari

kaldirilarak yerlerine evrisim katmani igeren degistirilmis bir SAM modiilii kullanilir.

YOLOvV4 algoritmasinin kafa kismi, ¢ikarilan 6zellikleri kullanarak nihai sonucu
veren kisimdir. YOLOvV3’iin  detektéor kisminda bulunan ¢ YOLO kafasi
benimsenmistir. YOLOv4 detektdr baghiklarinin girdileri, boyun kismindan gelen
zengin uzamsal bilgilerden olusur. Buradaki ana islev, en iyi sinirlayict kutuyu bulmak
ve smiflandirma yapmaktir. Detektorde 19x19, 38%x38 ve 76x76 boyutlarinda ayr1 ayri
ozellik haritalar1 olusturulur. Farkli boyutlardaki nesneleri bulmak icin kullanilan bu
basliklar, hedef nesnenin koordinatlarini (x,y, genislik(w), yiikseklik (h)), bir giiven
puan1 ve bir smif tahmin puani igerir. Sonu¢ kismi bu verilere dayandirilarak

neticelendirilir.

YOLOv4 mimarisi olusturulurken birgok nesne algilama algoritmast test
edilerek en uygun optimizasyon saglanmaya calisilmistir. Bochkovskiy ve ark. bir dizi
0zel modiil iceren iki yontem oOnermislerdir. Bunlar; modelin tespit dogrulugunu

artirmak icin modele farkli egitim stratejileri sunan ya da sadece egitim maliyetini
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arttiran Bag of Freebies (BoF), ve daha az hesaplama maliyeti ile nesne algilama

dogrulugunu oOnemli Olglide artiran Bag of Specials (BoS) yontemleridir.

Bu

yontemlerin igerikleri, farkli amagclar i¢in tasarlanmis detektorlere gore farklilik

gosterebilir. BoF ve BoS modiil sahip olduklari igerikler ile arastirmacilara genis bir

calisma yelpazesi sunarak farkli amagclar i¢in kullanilabilecek bircok yeni nesne

algilama algoritmalarinin olusturulmasina olanak tanir. YOLOv4’in verimliligini

onemli Olgliide artirmak i¢in hem omurga hem de detektér kisminda (yani kafa ve

boyun) BoF ve BoS kullanilmistir. YOLOv4’te kullanilan BoF ve BoS modiil igerikleri

Cizelge 3.2'de verilmistir.

Cizelge 3.2. BoF ve BoS igerikleri

Yolov4 mimarisi

Egitimde kullanilan BoF

Sonu¢ ¢ikarma icin kullanilan

BoS
CutMix and Mosaic e Mish activation
Omiurga veri arttirma e Cross-stage partial
DropBlock connections (CSP)
regularization e Multi-input weighted
Class label smoothing residual connections
(MiIWRC)
CloU-loss e Mish activation
CmBN e SPP-block
DropBlock e SAM-block
regularization e PAN path-aggregation
Detektor Mosaic data block

(Boyun + Kafa

augmentation
Self-Adversarial
Training(SAT)
Cosine annealing
scheduler
Optimal
hyperparameters

DloU-nms

Nesne algilama detektoriiniin ¢evrim dis1 egitilmesi ve egitim sirasinda ¢ikarim

maliyetini etkilemeden detektdrden daha dogru sonuclar elde etmek tercih edilen bir

egitim metodolojisidir. Bu nedenle, BoF yoOntemine uyan ve nesne algilama

detektorlerinde siklikla tercih edilen tekniklerden biri olan veri artirma teknigi bu egitim
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stratejisini sunar. Veri artirmanin temel amaci, nesne algilama detektoriiniin farkli
ortamlarda elde edilen goriintiilere karsi daha yiiksek hassasiyete sahip olmasini
saglamak i¢in mevcut egitim verilerini degistirerek yeni egitim verileri elde eder. Tek
gorlntiilerde parlaklik, renk tonu gibi fotometrik bozulmalar ve dondiirme, rastgele
Olcekleme gibi geometrik bozulmalar veri artirma teknigi olarak kullanilirken birden
fazla goriintii igin mixup (Zhang et al., 2018) ve cutmix (Yun et al., 2019) teknikleri
kullanilir. Mixup teknigi, rastgele alinan iki gorlintiiyti fakli katsayilar ile ¢arparak bu
iki goriintiiyii birlestirir ve olusan goriintiiniin etiket ayarlamasini yaparken cutmix
teknigi ise bir goriintiiden kirpilan pargayr baska bir goriintiiniin kirpilmis kismina
ekleyerek iki gorlintiiyii birlestirir. Bu veri artirma teknikleri disinda rastgele silme,
cutout, 1zgara maske, dropout, dropconnect ve dropblock gibi veri artirma teknikleri de
mevcuttur. YOLOvV4, veri artirma tekniklerinden dort farkli goriintiiden yeni bir ¢oklu
goriintii olusturan mozaik ve cutmix veri artirma tekniklerini benimser. Ayrica, BoF
yontemi, modeli daha iyi hale getirebilmek i¢in farkli siniflar arasindaki iliski derecesini
ogrenmek icin yumusak etiket (label smooting) teknigini ve sinirlayici kutu regresyonu
amag fonksiyonunu igerir. Sinirlayict kutu (Bouding Box-BBox) goriintiiniin i¢indeki
ilgili nesnenin ana hatlarin1 iceren X,y koordinatlari, yiikseklik ve genislige sahip
dikdortgen bir siniflandirma kutusudur. Nesne algilama algoritmalarinda goriintii
i¢cindeki nesnenin biitlinliiglinii dikkate almak ve daha hassas bir siniflandirma yapmak
icin sinirlayict kutular i¢in kayip fonksiyonlar1 kullanilir. Geleneksel nesne algilama
yontemlerinden farkli olarak tahmin edilen sinirlayici kutu ile gercek sinirlayict kutu
arasindaki Ortlisme oranini veren IoU kaybi (Yu et al., 2016) onerilmistir. Bununla
birlikte IoU kayip fonksiyonundan yola ¢ikarak sinirlayict kutular arasinda ortligmeyen
kisimlar1 da hesaba katmak i¢in GloU (Generalized Intersection over Union), iki
smirlayict kutu arasindaki merkez nokta mesafesini hesaplayan DIoU (Distance-loU) ve
sinirlayict kutularin Ortiisen alanini, merkez noktalar1 arasindaki mesafeyi ve en boy

oranini hesaba katan CloU (Complete IOU) arastirmacilar tarafindan ileri stiriilmiistiir.

Nesne algilama aginin hassasiyetini onemli dl¢iide artiran BoS yontemleri birgok
eklenti modiilleri icerir. Bu eklenti modiilleri, agin alici alan1 genislenmek i¢in SPP,
dikkat mekanizmasi i¢in SAM, farkli katmanlardaki 6zellik haritalarini toplamak ig¢in

PAN, agin hassasiyetini artirmak aktivasyon fonksiyonu olarak Mish aktivasyon
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fonksiyonu ve son iglem agamasinda gergek siirlayict kutuyu en baskin hale getirmek
icin DIoU-nms’den olusur. YOLOv4 algoritmasi yapisi itibariyle optimizasyonu kolay
olan bir nesne algilama agidir. Orijinal YOLOv4 makalesinde de gosterildigi iizere
YOLOv4’ten daha iyi sonuglar elde etmek icin BoF ve BoS yontemlerinden en uygun
olan algoritmalarin farkli kombinasyonlari bir araya getirilerek olusturulmaya
calisilmigtir. Yapilacak olan calismada daha hizli ve iyi sonuglar almak igin orijinal
YOLOV4 algoritmasinin optimize edilmesi ile olusturulan YOLOv4-CSP (Wang et al.,
2021) kullanilda.

YOLOV4-CSP algoritmasi, YOLOvV4 algoritmast ve CSPNet’in birlestirilmesi
ile olusturulmustur. Sekil 3.22°de mimarisi verilen YOLOv4-CSP, YOLOv4
algoritmasinda bulunan PAN ve SPP modiillerine CSPNet eklenmesiyle olusturulus bir
boyun yapisina sahiptir. YOLOv4-CSP algoritmasimin en onemli ozelligi yapisinda
CSPNet mimarisinin kullanilmasiyla hem hesaplama maliyetinin diigmesi hem de
tahmin dogrulugunun ve hizinin artmasidir (Pacal ve ark., 2022). Ayrica, YOLOV4-
CSP algoritmast  YOLOv4 algoritmasinin yukart ve asagi Ol¢eklendirilmesine
dayanmaktadir. YOLOv4-CSP algoritmasinin modelin agirlik ve derinligine gore kiiciik
(small), orta (medium) ve biiyiik (large) olarak ayrilabilir. Aslinda bu, katman sayisinda
nesne tespit algoritmalarinin 6l¢eklenebilir bir yapiya sahip olmalar1 hasebiyledir. Bu
yiizden, yapilacak olan ¢aligmada daha hizli ve iyi sonuglar almak i¢in YOLOv4-CSP

nesne algilama ag1 lizerine odaklanmuistir.
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Sekil 3.22. YOLOv4-CSP (Scaled YOLOv4) (Wang et al., 2021)

Sinir aglar1 yapisinda, agin onemli bir pagasi olusturan, performansini ve
siniflandirma hassasiyetini onemli derecede etkileyen iki onemli faktor vardir. Bunlar
aktivasyon ve kayip fonksiyonlaridir. Literatiirde arastirmacilar tarafindan birgok
aktivasyon fonksiyonu ve kayip fonksiyonu onerilmektedir. Bu fonksiyonlar, nesne
algilama agmin tasarlanma amacina gore ve fonksiyonun islevine gore farklilik
gosterebilir. YOLOV4-CSP’de optimum sonuglarin elde edilmesini saglamak igin
tamamlayici segeneklerden ag boyunca Mish aktivasyon fonksiyonu ve hizli yakinsama
hizina ve sinirlayici kutu regresyonunda daha iyi performansa sahip olmak i¢cin CloU
kayip fonksiyonu benimsenmistir. Bir sonraki boliimlerde bu yapilar detayli olarak

agiklanmaktadir.

3.5.1.1. Aktivasyon Fonksiyonu

Aktivasyon fonksiyonu sinir aglarinda 6nemli bir role sahiptir. Sinir aglarinimn
ciktisini belirlemek icin kullanilan aktivasyon fonksiyonlart matematiksel bir doniisiim
uygulayarak bir sonraki katman igin bir girdiye doniistiiriir. Aktivasyon fonksiyonlari,
sinir aglarmin saglam bir egitim gerceklestirmesi ve daha yiiksek smiflandirma
hassasiyetine sahip olmasi agisindan onemli bir parametredir. Aktivasyon
fonksiyonlarmin tiirevlenebilir olmas1 geri yayilim (Back Propagation-BP) i¢in 6nemli
bir etkendir. Geri yayilim, sinir ag1 egitiminde minimum kayip oranini veren ve agin
genelleme yetenegini arttiran parametrelere sahip bir algoritmadir. Agin 1yi 6grenmesini

sagladig1 icin 6nemli bir yere sahiptir.
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YOLOvV4 algoritmas1 tasarlanirken omurga kisminda Mish aktivasyon
fonksiyonu, boyun ve bas kisimlarinda ise Sizdiran RelLu kullanilmaktadir. Sizdiran
Relu aktivasyon islevi, derin 6grenmede popiiler bir etkinlestirme islevidir. Sizdiran
ReLu, ReLu’da sifir deger alarak 6lii gradyan problemine sebep olan negatif degerler
icin bir ¢oziim sunar. Negatif degerlere sahip girdileri ¢ok kiiciik bir a katsayis ile
carparak cok kiiciik bir negatif sayr dondiiriir ve sabit bir egime izin verir. Boylece,
negatif girdi icin bile geri yayilimi miimkiin kilar. Sizdiran ReLu aktivasyon

fonksiyonunun matematiksel denklemi:

Mish aktivasyon fonksiyonu (Misra, 2019), kendi kendini diizenleyen, piiriizsiiz, stirekli
ve monoton olmayan bir aktivasyon islevidir. Mish aktivasyon fonksiyonun

matematiksel ifadesi su sekildedir:

f(x) = x *xtanh(In(1 + %)) (3.4)

A

- = = Sizdiran ReLu

—_— Mish 3
2
1 &

y
&
B 2 - = 1 2 3

1

Sekil 3.23. Mish ve Sizdiran ReLu aktivasyon fonksiyon grafikleri
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Sekil 3.23’te Sizdiran ReLu ve Mish aktivasyon fonksiyonlarmnin grafikleri
verilmektedir. Sekilde goriildiigii gibi her iki aktivasyon fonksiyonu pozitif degerler i¢in
sonsuza dogru giderken negatif degerler icin Mish aktivasyon fonksiyonu sifira daha
¢ok yakinsamaktadir. Boylece, Mish aktivasyon fonksiyonu agin egitim hizinin iyi
olmasini saglayarak fazla uydurmalarin 6niine geger ve agin genelleme kabiliyetini ve
simiflandirma dogrulugunu arttirmis olur. Ayrica, Mish aktivasyon fonksiyonun diisiik
gradyan kaybina sahip olmasi ve egitim siirecinde daha iyi performans gosterir. Bu da

nesne algilama algoritmalarinda onu daha popiiler hale getirir (Gustineli, 2022).

3.5.1.2. Kayip Fonksiyonu

Kayip fonksiyonlari, nesne algilamada hedef nesneyi algilama hassasiyetini
etkileyen diger bir 6nemli faktordiir. YOLO algoritmasinda birden fazla sinirlayici kutu
tahmin edilir. Ancak, hedef nesneyi algilamaktan yalnizca bir sinirlayici kutu
sorumludur. YOLO algoritmalarinda kayip fonksiyonlari, nesne simiflandirma kayb,
nesne yerellestirme kaybi ve giiven kayb1 degerlerinin toplam kare hatalarinin toplami

ile bulunur (Redmon et al., 2016).

e Simiflandirma kaybi: tespit edilen her bir nesne, her sinif i¢in sinif kosullu

olasiliklarinin kare hatasi hesaplanir. Sinif kaybi1 denklemi:
SZ Obl ~ 2
Lot = 20 1i ZcEsmlflar(pi(c) - pl(c)) (3-5)

1?” : Hlicrede nesne varsa 1 yoksa 0 olmaktadir.

p.(c): i hiicresindeki c sinifi icin kosullu siif olasiligt.

e Yerellestirme kaybi: Tahmin edilen smirlayict kutunun konumundaki ve
boyutundaki hatalar1 dlger. Sadece nesneyi tespit eden sinirlayict kutu igin
hesaplanir. Yerellestirme kayb1 denklemi:

SZ

B
bj ~ PN
Lyerel = Ukoord Z 1?]' ][(xi - xi)z + (Yi - yi)z]
=0 J=0
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+ Akoord Zf:zo Z?=O 1?}7}' [(\/Wl - mi)z + (\/El - \/ﬁi)z]
(3.6)

1obj

ij :1.-hiicredekij. sinirlayici kutu nesne algilamaktan sorumlu ise 1 degilse 0

QAroora: SInirlayici kutu koordinatlarindaki yitim degerinin agirligini artirir.

e Giiven kaybi: Smirlayict kutudaki nesne tespit edildigi zaman kutunun

nesnellik Ol¢iitiini verir. Gliven kayb1 denklemi:
S2 B q0bj )2
Lgiiven = Zi=0 Zj:O 1ij (Ci - Cl) (3-7)

1?;’]: i. hiicredeki j. sinirlayici kutu nesne algilamaktan sorumlu ise 1 degilse 0.
“C,: i hiicresinde j. kutunun giiven degeri .

Eger smirlayict kutuda nesne tespit edilmezse:

2

$“ B
j ~\2
Unoobj Z z 1300bl(ci - Cl) (38)

i=0 j=0

1900bj

. 10Dbj o . . .. .
i L degerinin timleyeni

Onoobj: arka plani tespit ederken kaybi azaltir

e Toplam kayip:

L= LSlTllf + Lyerel + Lgijven (3.9)

Bir¢ok nesne algilama algoritmalarinda sinirlayict kutu tahmini i¢in IoU islevi
(Yu et al., 2016) kullanilir. IoU islevi, tahmin edilen smirlayict kutu ve gercek

sinirlayict kutu arasindaki ortiigme derecesini tanimlamak i¢in kullanilan bir metriktir.
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Gergek pozitiflik (GP) durumunda olan kaybr hesaplamak icin olusan sinirlayict kutular

icerisinde giiven puani en yiiksek olan IoU degeri alinir. Belirlenen bir esik IoU

degerinden kii¢iik olan degerler ihmal edilir. IoU, asagidaki gibi formiile edilir:

IoU = BB~ (3.10)
U= |BuBet |

e JoU islev kaybu:
Loy =1—10oU (3.11)

IoU islev kaybi smirlayici kutular ¢akistigt zaman galisir aksi durumlarda

herhangi bir 6grenme saglamamaktadir. YOLOv4’te IoU islevi yerine bir CloU (Zheng

et al., 2020) islevi de onerilmektedir. CloU islev kaybi, IoU islev kaybina kiyasla

siirlayict kutu regresyonu igin gercek sinirlayict kutunun merkez noktasi ile tahmin

edilen sinirlayici kutunun merkez noktasi arasindaki mesafeyi ve siirlayict kutularin en

ve boy oranlarini dikkate alan 6nemli bir geometrik faktor sunarak smirlayict kutularin

en ve boy oraninin tutarliligini korur. CloU kaybr su sekilde formiile edilir:

2 t
p*(b,b9°) (3.12)
LCIOU = 1 —IOU+C—2+CZU
4
V=3 (3.13)
_ v
*TA=To) +v (3.14)

Burada,
b, b8%: B ve B8"nin merkez noktalari
p(.): Oklid mesafesidir

c: iki kutuyu kaplayan en kiiciik kapali kutunun kdsegen uzunlugudur.
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a: pozitif bir degistirme parametresi
v: en boy oraninin tutarliligini 6lger

3.6. Tiirk Isaret Dilinin Makine Ogrenmesi ile Tespiti

Tiirk Isaret Dili tanima ile ilgili yaptigimiz tez ¢alismamizda takip ettigimiz yol
Sekil 3.24’te ayrintili olarak gosterilmistir. Ilk olarak Tiirk Isaret Diline ait 10 tane
rakami iceren goriintiiler hazirlandi ve bir takim goriinti 6n islem ¢aligmalart
yapildiktan sonra model egitiminde kullanilacak veri setleri olusturuldu. Daha sonra,
cikan sonuglart karsilagtirmak i¢in belirledigimiz YOLOvV3 ve YOLOv4-CPS nesne
tespit algoritmalari olusturulup ag parametreleri belirlendi. Belirlenen iki modelde
egitim ve test veri ile egitilerek en iyi model tespit edildi. Son asama olan ¢ikt1 kisminda

ise bir kamera yardimiyla ger¢ek zamanli nesne tespiti yapildi.

VERI SETI BiRiMI NESNE TESPIT BiRiMI MODEL EGITILMESI CIKTI
4 Egitilen Modelleri ) (o)
S ( en Modellerin - z
\_‘"' Hazrlama ' YOLOY3  YOLOv4-CSP Kaydedilmesi ‘ E:::l:::nt],m
Veri Onislem I 1 l I Eﬁ;:':::'g‘ Jie:l;m l
\ g Nesne Algilama Algoritmalarinin ( Gercek Zamanh )
) o : Parametrelerinin Belirlenmesi En ivi Modelin Nesne Tespitinin
Egitim Veri| | Test Veri Beli: [ Hazirlanmas1 |

Seti ||  Seti

A S . /

Sekil 3.24. Sistem akis diyagrami

3.6.1. Veri seti
Veri seti, Tirk isaret diline 6zgii rakamlar1 temsil eden O'dan 9'a kadar olan

rakamlarin el hareketlerini igeren goriintiilerinden olusmaktadir. Tiim goriintiiler, 18
megapiksel fotograf ¢ekebilen CANON 700d fotograf makinesi ile goniillii olarak poz
veren 6 farkli kisiden ¢ekilmistir. Veri setinde ki her resim orijinali olan 5184x3456
boyutlart kullanilmistir. Sekil 3.25°te veri setinin bir pargast olan Tiirk isaret dilindeki

rakam hareketlerinin RGB goriintiileri gosterilmektedir.
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Sekil 3.25. Tirk isaret dili rakamlari

AR
R

Her bir kisiden, deneysel veri setinin daha cesitli ve temsili olmas1 icin el

pozisyonunda ve acisinda siirekli bir degisiklik yapilarak her bir rakam i¢in 25 farkh
gorlintli saglanmistir. Ayni rakama ait farkli el goriintiisii 6rnekleri Sekil 3.26°da
verilmigtir. Bu yolla 6 kisiden toplam 1500 goriinti elde edilerek veri seti

olusturulmustur.

A ﬁ
LN  §

Sekil 3.26. Tiirk isaret dilinde 9 rakamina ait farkli el isaretleri

" - _
f k|

3.6.2. Veri etiketleme

Smiflandirma islemi manuel olarak gerceklestirilen bir islemdir ve s6z konusu
nesneler tek tek goriintiide bulunur ve etiketlenir. Bu ¢alismada, Tiirk Isaret dili veri
setinde etiketleme islemi icin bir grafik gorlintii agiklama araci olan Labellmg
yazilimmi (Windows siiriimii) (https://github.com/tzutalin/labellmg) kullanilmistir.
Labellmg, goriintiilerdeki etiketli nesnelerin kutularinin sinirlandirilmasina izin verir ve

her goriintii icin etiket verilerini iceren bir .txt dosyast kaydeder. Ayrica, kullanilan

yazilim, gorlintiideki bir veya birden ¢ok etiketleme islemine izin verecek ozelliktedir.
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Veri etiketleme i¢in kullandigimiz Labellmg

etiketleme programinin ara yiizii sekil
3.27’daki gibidir.

(=

[ e detnr et &

ar ;a}a}o}&! v

File Line.

Sekil 3.27. Labellmg ara yiizii

Programin sol iist kdsesinde bulanan ‘Open Dir’ segilerek etiketleme yapacak

goriintii dosyasi secilir. Gorlintli dosyasi segtikten sonra Sekil 3.28’de gosterildigi gibi
etiketleme yapacak goriintiiler ekrana gelir.

[ YO -

Viv:

Sekil 3.28. Labellmg ara yiizindeki goriinti
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Goriintiilerdeki ilgili el isareti Sekil 3.29’da gosterildigi gibi kutu igine alinarak
uygun etiket verilir. Veri setindeki tiim goriintiiler igin etiketleme islemi ayni sekilde

yapilir.

vivfv:!

Ovwege S v

L4

e mage

*

Prew inage

|

ety bragn

ﬂEL-ethJ

Dphats Rotes

[ AT Ba
CUsem Meiek\ Des1op\image_jade
CAUsers\Maeks Desttcolmage. e

Sekil 3.29. Labellmg'de verinin etiketlenmesi

Etiketlemesi yapilan her bir goriintii Sekil 3.30°daki gibi birer .txt dosyasi
olusturularak kaydedilir. Goriintiiler ve onlara ait olusturulan her bir .txt dosyast YOLO
algoritmasinin veri igleme birimine gonderilir. Boylece YOLO’da egitimin ilk asamasi

baglatilmis olur.
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Sekil 3.30. Gorlintiilerin .txt dosyalar1

3.6.3. Veri arttirma

Derin sinir aglarinda, asir1 6grenmenin Oniine gecerek agin iyi bir performans
gbstermesi icin veri setinin biiylikliigii 6nemli bir etkendir. Bu yiizden, nesne algilama
algoritmalarinda veri biiylitme teknikleri ¢ok dnemlidir. Veri seti hazirlarken Tiirk isaret
diline ait her rakamdan 25 farkli goriintii kullanildigi daha once belirtilmisti. Bu veri
seti tek basina yetersiz oldugu i¢cin modelin test verileri lizerinde genelleme kabiliyetini
arttirmak i¢in veri bilylitme teknikleri kullamildi. Tiirk isaret dili ile yaptigimiz
caligmada veri ¢esitliligini arttirmak amaci ile; kontrast ayari, histogram esitleme,
dondiirme, aynalama, parlaklik gibi veri biiylitme teknikleri de kullanilmistir. Sekil
3.31°de veri seti yapilan bazi veri arttirma teknikleri verilmistir. Agin 6grenmesini daha
1yi hale getirmek i¢in bu tarz teknikler ile elde edilen yeni goriintiiler de egitim sirasinda

kullanilmaktadir.
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Sekil 3.31. Veri arttirma teknikleri

Veri artirma tekniklerine ek olarak YOLOvV4 algoritmasinda yer alan mozaik ve
cutmix veri biiylitme teknikleri de egitim sirasinda kullanildi. Bu teknikler Sekil 3.32 ve
Sekil 3.32°de gosterilmektedir. Sekil 3.33’te gosterilen Cutmix, 2 goriintiiden belli

kisimlar alir ve bunlari birbirine yama yaparak bir goriintii elde eder.

Sekil 3.32. Cutmix veri artirma teknigi

Mozaik teknigi ise Sekil 3.33’te gosterildigi gibi 4 orijinal giris goriintiisiinii
belirli oranlarda ya da alarak tek bir goriintiide birlestirir. Bu teknikte goriintiiniin dort
kosesi ayr1 ayr1 bulur ve ardindan veri arttirma islemi bu kdselere uygulanir. Olusan
gorlintiide aranan el isareti tam olarak bulunmayabilir. Bu, olusan c¢ercevenin farkli
boliimlerinde farkli goriintiileri lokalize ederek aranan el isaretini normal baglamlarinin
disinda algilanmasin1 saglar. Tiim bu veri arttirma teknikleri, konusma esnasinda
olusabilecek her tiirlii elin ve parmaklarin aci degisikligi, konumu gibi faktorler
diisiintilerek secilmistir. Ayrica, bu islemler sirasinda kendini tekrar eden veya

piksellerde bozulmalar tespit edilen goriintiiler de veri setinden temizlenmistir.
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Sekil 3.33. Mozaik Veri Artirma Teknigi

3.6.4. Degerlendirme metrikleri ve uygulama detaylari
3.6.4.1. Deneysel kurulum

Bu c¢alismadaki tiim deneyler, Ubuntu 20.04 ile bir Linux isletim sistemine sahip
olan yiiksek giicte bir bilgisayar ile yapilmigtir. Derin 6grenme modellerini egitmek ve
test etmek i¢in kullanilan bu bilgisayarin 6zellikleri su sekildedir: Intel Core 19 9900X
(10 gekirdekli 3.50 GHz, 19.25 MB Intel® Smart Cache) islemci, 32 GB DDR4 RAM
ve tekli RTX 2080TI (11 GB GDDR6) 4352 cuda c¢ekirdekli) grafik karti. NVIDIA
CUDA Toolkit 11.1 ve NVIDIA GPU-Hizlandirilmis Kitaplik (cuDNN) 8.1 ile PyTorch

ve DarkNet ¢ercevelerinin en son kararli siiriimii kullanilarak deneyler yapilmistir.

Model tasarlanirken egitim siirecinde iterasyon parametre giincellemeleri i¢in
Adam (Kingma and Ba, 2015) optimize edici kullanildi. Adam optimizasyonu, derin
ogrenme modellerini egitmek icin degisken gradyan inisleri i¢in kullanilan bir
algoritmadir. Adam, daha hizli hesaplama siiresi, uygun optimasyon i¢in daha az
parametre ihtiyacina sahip olmasi ve az bellek gereksinimine ihtiya¢ duymasindan
dolay1 tercih edildi. Yapilan ¢alismada, momentum 0.937, agirlik azalmasi 0.0005 ve
diger parametreler ise orijinal YOLOV4 referans makalesinde belirtilen degerler ile ayni

sekilde kullanilmustr.

3.6.4.2. El isareti algilama ve metrikleri degerlendirme
YOLO algoritmalarinda nesne tespiti, giris goriintiisii SxS 1zgaralara boliinerek
tiretilen 1zgaralar i¢inde hedef nesnenin bulunma olasiligini ifade eden giliven puam

iiretilerek yapildigini daha onceki boliimlerde belirtilmisti. Isaret dili algilamalarinda
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kullanicilar tarafindan gosterilen el isaretleri hedef nesne konumundadir. Giiven puani,
siirlayict kutu igerisinde yer alan bu el isaretlerinin ne kadar dogru algilandigini
gostermektedir. Ger¢ek zamanhi Tiirk isaret dili algilama sisteminde, yapilan el
isaretinin basarili bir sekilde tespit edilmediginin belirlenmesine, daha once 3.4.3.2
boliimiinde deginilen IoU degeri ile karar verilir. IoU islevinin degeri, tahmin edilen ve
temel gercek sinirlayici kutu arasindaki ortiisme iliskisine bakilarak belirlenen bir esik
degerine gore belirlenir. Bu ¢alisma i¢in, IoU esik degeri 0,5 olarak ayarlandi. Tahmin
edilen kutusu ve temel gercek kutu arasindaki ortiisme 0,5'ten biiyiikse, egitilen modelin

tahmin ettigi el isaretinin dogru oldugu kabul edilir.

Derin 0grenme algoritmalarinin performansint 6lgmek ic¢in bircok metrik
kullanilabilir. IoU islevine ek olarak, bu ¢alismada, gergek pozitif (True Positive - TP),
yanlig pozitif (False Positive - FP), yanlis Negatif (False Negative - FN) ve gercek
negatif (True Negative - TN) metrik degerleri de kullanildi. Gergek pozitif (TP), tahmin
edilen smirlayict kutunun el isaretinin temel gercege diistiigiinii gostererek modelin, el
isaretini dogru tespit ettigi anlasilir. Yanlhs pozitif (FP), tahmin edilen sinirlayic
kutunun el isaretinin temel gergeginin disinda kaldigini gosterir. Yanlis negatif (FN),
tahmin edilen bir sinirlayici kutu olmadigini ancak ¢ergevenin bir el isareti igerdigini ve
dolayisiyla kagirildigini gosterir. Gergek negatif (TN), el isareti igermeyen goriintiilerde
yapilan isaretin tespit edilmedigini gostermektedir. Veri setinde el isareti igermeyen
goriintiiler olmadigi i¢in bu ¢alismada bu metrik dikkate alinmamistir. Biitiin bu metrik
degerler ile egitilen modelin performansimni degerlendirmek igin sistemin kesinlik

(precision), geri ¢agirma (recall), F1 skor degeri ve mAP degerlerine bakilmas: gerekir.

e Kesinlik (Precision): Dogru tahmin edilen pozitif sonuglarin, TP degerlerinin,
tahmin edilen tiim pozitif sonuglara (TP+FP) orani olarak hesaplanir. Kesinlik

degeri formiilii:

TP
inlik = ——— 3.15
Kesinlik TP+ TP ( )

e QGeri ¢agirma (Recall): Dogru tahmin edilen pozitif sonuglarin oranmi 6lgmek
icin kullanilir. Geri ¢agirma ayni zamanda modelin hassasiyetini olger. Geri

cagirma formiilii:

(3.169°



TP
TP + FN

Geri cagirma =
F1 skor degeri: Kesinlik ve geri ¢agirma degerlerinin harmonik agirligini

hesaplar. F1 skor formiilii:

Kesinlik x Geri ¢agirma

F1=2 (3.17)

*Kesinlik + Geri ¢agirma

mAP degeri: Ortalama kesinlik( Average precision- AP) degeri nesne algilama
detektorleri i¢in popiiler bir metriktir. Her bir smif i¢in AP degeri, 0 ila 1
arasindaki geri cagirma degeri igin ortalama bir deger hesaplar. mAP degeri ise
tiim AP degerlerinin ortalamasini tek bir say1 olarak veren bir degerdir. mAP
degeri formiilii:

N
1

i=1
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4. BULGULAR ve TARTISMA

Geleneksel yontemler kullanilarak yapilan isaret dili ¢eviri ¢alismalart uzun
siredir arastirmacilar tarafindan iizerinde caligilan bir konudur. Bu yontemler, pratik
kullanima yonelik olmayip smnirli ¢alisma alanlarinda verimlilik ve dogruluklar
kanitlanmis arastirma amagli ¢alismalardir. Ancak, ESA’nin teknoloji hayatina
girmesiyle mevcut isaret dilinin ¢alisma etkinligi de artmistir. Her ne kadar ESA
teknolojisinin birgok farkli isaret dilinde yaygin kullanimi goriilmeye baslansa da
literatiirde Tirk isaret dili tamima sistemleri ile ilgili ¢ok fazla sayida calisma
bulunmamaktadir. Bu sebeple, bu tezde, Tiirk isaret dilinin makine 6grenmesi yardimi
derin 6grenme yontemlerini ve bu yontemler i¢inde de 6zellikle YOLOv4' kullanmay1
vurgulamaktadir. Bu calismada, ¢eviri siireci bir nesne algilama ve siniflandirma goérevi
olarak goriilmekte olup Tiirk isaret dili ile ilgili yapilmis olan mevcut literatiir

calismalarindan farkl: bir yaklagim sunmaktadir.

4.1. Deneysel Sonug¢lar

Bu c¢alismada, gergek zamanli Tiirk isaret dili tespit sisteminde model egitimi
icin Yolov3 ve Yolov4-CSP algoritmalart kullanilmistir. Caligmada kullanilan veri
setinin %70’1 e8itim, %10’u test ve %20’si ise dogrulama i¢in kullanilmistir. Model
egitimine gegmeden Once nesne algilama agmin parametreleri belirlenir. Bu islem
yapildiktan sonra model egitimine geg¢ilir. Model egitimi yapilirken her bir goriintii ve
bunlara ait etiketler modele yiiklenir. Egitim boyunca model belirli bir iterasyon
sonunda model hakkinda ka¢ goriintli iizerinde c¢alistigi, ne kadar siirede calistigir ve
buna ait bir kayip fonksiyon degeri verir. Model egitim yaparken ayni zamanda test ve
dogrulama veri setleri lizerinde nesne tanima islemi yaparak en iyi sonuglari bulmaya
calisir. Test ve dogrulamadaki goriintiiler egitimde kullanilan goriintiilerden farklidir.

Bu farklilik sayesinde modelin dogrulugu test edilmis olur.
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Sekil 4.1. Ornek etiketli veri seti

Sekil 4.1 te egitim sirasinda modelin dogrulugunu bulmak i¢in test ve dogrulama
goriintiilerinden olusan Tiirk isaret diline ait olan bazi rakamlar igeren veri seti 6rnegi
gosterilmektedir. Model belirli bir iterasyon sayist sonunda en az kayip fonksiyon
degerine ve en yiiksek dogruluga (agirliga) sahip degeri verir. Egitim sonunda verilen
ornek veri seti lizerinde Sekil 4.1.’deki gibi sonuclara ulasir. Bu sonuglar 15181nda, el
isaretlerinde meydana gelen bilingli bozulmalar neticesinde tahmin degerlerinde

degismeler yasansa da say1 tahminleri daima dogru oldugu gézlemlenmektedir.

56



Sekil 4.2. Tahmin degerleri verilen 6rnek veri seti

Tiirk isaret dilindeki rakamlarindan olusan veri seti {izerinde orijinal YOLOV3,
YOLOV3-SPP ve YOLOV4-CSP modelleri ile egitilerek en uygun nesne algilama model
tespiti i¢in performans degerlendirmesi yapilmistir. Calisma boyunca 0Ozellikle
YOLOV4-CSP mimarisine odaklanilarak gercek zamanli bir tespit icin hem dogruluk
hem de hiz agisindan en uygun modelin haline getirilmeye calisilmistir. Sonuglar
karsilagtirmali degerlendirmek ig¢in modellere kesinlik (precision), geri ¢agirma (recall),
Fl-skor ve mAP degerleri Cizelge 4.1' de verilmistir. Tiim modeller i¢in IOU igin
0,5'lik esik degeri, gliven esik degeri 0,25 olarak alinarak degerlendirme yapilmistir.
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Cizelge 4.1.Tiirk isaret dili veri seti i¢in sifirdan egitilmis modeller ve sonuglari

Model Precision Recall Fl-score mAP Hiz

% % % (MAP@.5) %  (milisaniye)
YOLOvV3 96,56 94,45 95,49 97,13 10,3
YOLOV3-SPP 97,23 95,36 96,28 98,27 10,4
YOLOv4-CSP 96,71 94,70 95,69 97,55 8,5
small
YOLOv4-CSP 97,53 95,76 96,63 98,67 8,6
medium
YOLOv4-CSP 08,84 97,27 08,04 99,32 9,8
large

YOLOV4-CSP modelinin Tiirk isaret dilindeki etkinligini arastirma adina
rakamlardan olusan bir veri seti kullanilmigtir. Ayrica YOLOv4-CSP modelinin diger
mevecut Evrisimli Sinir Aglar1 yontemlerinden performans ve dogruluk bakimindan
farkliliginin gosterilmesi amaci ile ayni veri seti YOLOv3 ve YOLOV3-SPP modelleri
ile karsilastirilmistir. Cizelge 3.3’te elde edilen sonuglarda goriildiigii gibi en diisiik
verimin YOLOv3 modelinden elde edildigi ¢ok agiktir. Ote yandan, sonuglardan yola
¢ikarak, YOLOV3 ile YOLOv4-CSP small ve YOLOvV3-SPP ile YOLOv4-CSP medium
yaklasik olarak ayni dogruluk, geri ¢agirma, Fl-skor degeri ve mAP degeri verdigi
goriilmektedir. YOLOv4-CSP modelinin 6lgeklendirilmis yapilar1 kendi aralarinda
kiyaslandig1 zaman milisaniyelik fark olsa da YOLOv4-CSP small en hizli model ve
YOLOV4-CSP large ise yiiksek dogruluga sahip model oldugu anlasilmaktadir. Fakat
diger modeller ile kiyaslandiginda YOLOv4-CSP daha hizli ve dogru sonuglar verdigi
gozlemlenmektedir. YOLOv4-CSP modelleri kendi aralarinda degerlendirildigi zaman,
agin katman sayisi arttik¢a milisaniye de olsa islem hizinda azalma oldugu fakat tahmin

degeri olarak hala en yiiksek degerde oldugu gozlemlenmektedir. YOLOv4-CSP,
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orijinal YOLOv4’ten farkli olarak boyun kisminda da CSPNet kullanildigina daha 6nce
deginmistik. CSPNet ag1, agin algilama alanin1 arttirarak bu sayede tahmin degerlerinde
daha yiiksek degerler elde edilmesi saglanmistir. Bu ¢alismalar neticesinde, kesinlik
%98.,84, geri ¢agirma 97,27, F1-skor degeri 98.04 ne mAP degeri ile 99,32 olarak elde

edilmistir.

Ote yandan CSPNet, hesaplama karmasikligmin azaltilmas: i¢in kullanilan bir
tekniktir ve son derece verimli ve basit bir yapiya sahiptir. CSPNet, genis bir alic1 alan
sundugu i¢in agin daha fazla anlamsal bilgi iiretmesini saglar. Bu yilizden CSPNet,
YOLOv4 modeline eklenerek agin daha iyi Ogrenmesine katki saglanmasi
amaglanmistir. Sonuglar neticesinde, CSPNet'in hem omurga hem de boyun iizerinde

kullanilmasiin YOLOvV3’e gore daha basarili oldugu gosterilmistir.

1.0

0 0.995
1 0.996
2 0.996
— 32 0.996
0.8 A 4 0.995
5 0.995
6 0.987
7 0.996
8 0.995
9 0.995
=— all classes 0.995 MAP&0.5

0.6

Precision

Recall

Sekil 4.3. YOLOvV4-CSP kesinlik-geri ¢agirma grafigi

Ilgili modelin Sekil 4.3°de kesinlik-geri cagirma grafigi incelediginde, tiim
rakamlar igin grafik egrileri ayn1 yerde kesigsmektedir. Bu grafikten, YOLOv4-CSP
modelinin miikemmel hassasiyet ve tiim esik degerlerinde hatirlamay1 saglayan sonuglar
verdigini ve modelin ideal bir siniflandirict oldugu anlasilmaktadir. YOLOv4 ve
CSPNet algoritmalarinin birlikte en iyi uyumu saglayarak hem dogruluk hem de

dogruluk-hiz oran1 agisindan en iyi sonucu verdigini gdsteriyor.

Yapilan caligmanin etkinligini tartismak i¢in isaret dili tanima sistemleri

hakkinda son yillarda yapilmis ¢alismalar ile bu ¢alismada tizerinde ¢alisilan Tiirk isaret
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dili tanima modeli karsilastirilmistir. Buradaki amag, YOLOv4-CSP’nin isaret dili

uzerindeki

etkisini

incelemek ve basarisini

literatiirdeki

diger

sistemler ile

karsilagtirarak bir degerlendirme yapmaktir. Bu amacgla, son yillarda farkli isaret

dillerine ait yapilmis birkac¢ ¢alisma ve TID’e yapilan bazi galismalar Cizelge 4.2°de

verilmigtir.

Cizelge 4.2. Isaret dili ile ilgili yapilmis giincel calismalar

Yazar Isaret Dogruluk Methot  Ozellik Aciklama
Dili (%)
Khari et al. Amerika 94,8 Iyi RGB ve RGB-D Model egitimi iki
(2019) n Isaret ayarlan  (RGB-Deep farkli asamada
Dili misg image) gerceklestirilmis.
VGG-  gorintiilere
19, VGG-19(v1-v2)
uygulanarak bir
ozellik
birlestirme
katmani
olusturdular
Ganggrade and Hintge 99,3 CNN, Kinect  sensor Arka plandan bagimsiz
Bharti (2020) isaret Kinect  yardimiyla caligmasi, algilama
dili sensor algilama ve i¢in sensor gibi bir
segmentasyon harici referansa ihtiyag
Oniglemini duyulmasi
yapildi
Sincan ve Keles Tirkge 95,95 ESA, Microsoft Kinect Biiyiik Olgekli Cok
(2020) isaret LSTM w2 ile VMe‘r’id;‘;tiTﬁ;kaﬁzr;ﬁ;ﬂi
Dili goriintiilerin zenginligi ve
derinlikleri elde Eglglgﬁle‘igﬁnzaggs‘z
edildi. benchmark egitimleri

ve test setleri hazirladi.
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Cizelge 4.2. Devami.

Rivera-Acosta et Amerika 81.74 DNN YOLO, LSTM Goruntuler iki ana
al., (2021) n Isaret (harf) islemden gegeriliyor.
dili 98.07(keli El sekli
me) segmentasyonu ve
imla diizeltme 6zelligi
eklemek icin ¢ift yonlii
uzun kisa siireli
bellekli sinir ag1
uyguladilar.
Ozcan ve ark., Tirk 93,93 GoogLe Grid arama, Hiperparametre
(2021) Isaret Net rastgele arama, optimizasyonu destekli
dili tabanl genetik ESA ile Erciyes
ESA algoritma Universitesi Isaret Dili
yontemleri Tanima (ERUSLR)
kullanilmustir. veri seti kullanilarak
En iyi sonug grid hastanelerin acil
arama teknigi ile servislerinde sik¢a
elde edilmistir. kullanilan kelimeler ile
calisildi.
Khan et al, Malezya 90 ESA Bloklar icinde ve 19 dinamik isaret i¢in
(2022) isaret Tabanli  Siniflandiricidan 2071 video da en
dili Dikkat ~ Once verimli sonuca
Modiili  yontemlerini Simiflandiricidan Once
( uygulayan iki yontemi ile ulastilar
CBAM- farkli deney
Resnet)  yaptilar.
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Cizelge 4.2. Devami.

Huang et al., - 89,9 CBAM  Kinect sensor ile Dikkat mekanizmasi
(2022) (Convol hareketlerin ile evrigimsel agla
ution yakalanmasi, BN birlestirilmesiyle kendi

Block katmani, CNN- kendini kodlayan bir

Attentio Bi-LSTM zamanlama ag1
n olusturuldu.
Module
)
Tez Caligsmasi Tiirk 99,32 YOLOv YOLOv4 ve 9,8 milisn’de tahmin
isaret 4-CSP CSPNet yapilarak gergek
dili birlestirildi zamanl1 ve tahmin
dogrulugu yiiksek

sonuclar elde edildi.

Cizelge 4..2°de verilen ¢aligmalardan, Khari et al., (2019) ve Rivera-Acosta et
al., (2021) isaret dili tanima sistemi i¢in yaptiklari ¢alismada giris goriintiilerini bir
Onislem asamasindan gegirmislerdir. Sundugumuz model ¢alismasinda giris goriintiileri
tizerinde herhangi bir 6n islem c¢alismasi yapilmadan RGB goriintiiler iizerinde ¢alisildi.
Bu da ilgili isaretin taninmasi i¢in islem karmasasinin niine gecgerek sistemi basit hale
getirmektedir. Ganggrade et al., (2020) ve Sincan ve ark.,, (2020) o&nerdikleri
yontemlerde kullanicidan ilgili el isaretini yakalamak i¢in kinect sensor kullanmislardir.
Bu modeller her ne kadar iyi sonuglar verse de kullanimlar1 esnasinda harici bir
referansa ihtiya¢ duymalari kullaniciyr kisitlar. Tiirk isaret dilinde Ozcan ve ark., (2021)
ve Malezya isaret dilinde Khan et al., (2022) ESA tabanli yontemler 6nermislerdir.
Ayrica, Huang et al., (2022) yaptiklar1 ¢alismada sensor kullanarak ESA tabanli bir
tanima sistemi sundular. Cizelgede verilen c¢aligmalar1 dikkatli inceledigimizde
cogunlukla goriintiileri algilamak ve islemek i¢in sensor ya da Onislem asamasi ve
smiflandirma olmak ftizere iki asamada gerceklestirilmistir. Tiirk isaret dilinde ilgili el
isaretini  algilanmasi i¢in Onerdigimiz YOLOv4-CSP modeli tek asamada

gerceklestirilerek diger modellerden daha iyi bir performans gostermistir.

62



Gergek zamanli Tiirk isaret dili tanima sistemi i¢in onerdigimiz YOLOv4-CSP
modeli, statik el isaretini bir nesne olarak algilayip ilgili bolgeyi belirleme ve
smiflandirma islemini es zamanl olarak yapmaktadir. Bu yiizden, YOLOvV4-CSP sadece
ilgili el isaretini algiladigr i¢in arka plan karmasikligi sorunu yasamamaktadir. Bu
durum, algida seciciligin arka plana bagimliligin1 ortadan kaldirarak 6grenme siirecinde
on islem ihtiyacin1 da ortadan kaldirmaktadir. Buna ek olarak, onerilen model video
algilamas1 yaparak arka plana bagli kalmadan el seklini hizli ve dogru bir sekilde
tahmin edebilme olanagini saglamaktadir. Bu da gercek zamanli uygulamalarda

kullanmak i¢in uygun oldugunu gosterir.
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5. SONUC ve ONERILER

Bu tez caligmasi, YOLOv4-CSP nesne algilama algoritmasi kullanilarak Tiirk
Isaret Dilindeki rakamlarin dogru ve kesin bir sekilde gercek zamanli olarak tespitini
gergeklestiren bir model olusturmaya ve 6nermeye odaklanmistir. Literatiirde YOLOV4
O0grenme yontemi ile Tiirk isaret dilini c¢alisan ilk tez olma ozelligini tasiyan bu
calismada kullanilan egitim veri seti 6zel olarak olusturulmustur. Veri setinde rakam
isaretleri yapilirken oOnerilen modelin segiciligini de test etmek icin el ve parmak

konumlarinin tiim olasiliklar1 diisiiniilerek olusturulmustur.

Bu c¢alismada, gercek zamanli performans gosteren son teknoloji nesne algilama
algoritmast olan YOLOv4 mimarisi optimize edilerek kullanilmigtir. Algoritmanin
performansinin arttirilmast igin CSPNet agi, YOLOv4 mimarisinin boyun kismina
uygulanmigtir. Yapilan bu uygulama ile agin 6grenme alani arttirilmig ve bdylece
modelin 6grenme performansi daha da iyilestirilmistir. Onerilen modelin ne kadar hizli
ve dogru tahmin ettigini tespit etmek i¢in var olan veri seti YOLOv3 ve YOLOv3-SPP
modellerine de uygulanarak sonuglar karsilagtirilmistir. Bu karsilagtirma sonucunda,
YOLOV4-CSP (Scaled-YOLOv4) algoritmasinin performansinin diger algoritmalarin

performansindan ¢ok daha iyi oldugu gésterilmistir.

Sonug olarak, giderek artan diinya niifusu ile birlikte sagir ve dilsiz bireylerin
sayis1 da artmaktadir. Isaret dilinin yaygin bir sekilde bilinmemesi ve bu bireylerin bir
tercimana bagli kalmadan gilinlimiiz diinyasina ayak uydurmalar1 agisindan isaret dili
ceviri sistemleri gok onemli bir yere sahiptir. Isaret dilinin gergek zamanl tespiti igin bu
calismada Onerilen yontem, harici bir donanima ihtiya¢ duyulmadan akilli telefon, tablet
gibi teknolojik aletlerde kullanilasina imkan saglayarak engelli bireylere giinliikk
yasamda yardimci olabilmeyi sunmaktadir. Tiirk isaret dili igin literatiire ilk defa
kazandirilan bu modelin, agin 6grenme kapasitesi de goz Oniine alinarak daha biiyiik
veri seti ile egitilebilme potansiyelinden dolay1 gelecek c¢alismalar igin 6nemli bir

referans olacagi agiktir.
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